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Preface

The success of the Springer Series Applied Scanning Probe Methods I–VII and
the rapidly expanding activities in scanning probe development and applications
worldwide made it a natural step to collect further specific results in the fields of
development of scanning probe microscopy techniques (Vol. VIII), characterization
(Vol. IX), and biomimetics and industrial applications (Vol. X). These three volumes
complement the previous set of volumes under the subject topics and give insight
into the recent work of leading specialists in their respective fields. Following the
tradition of the series, the chapters are arranged around techniques, characterization
and biomimetics and industrial applications.

Volume VIII focuses on novel scanning probe techniques and the understanding
of tip/sample interactions. Topics include near field imaging, advanced AFM, spe-
cialized scanning probe methods in life sciences including new self sensing cantilever
systems, combinations of AFM sensors and scanning electron and ion microscopes,
calibration methods, frequency modulation AFM for application in liquids, Kelvin
probe force microscopy, scanning capacitance microscopy, and the measurement of
electrical transport properties at the nanometer scale.

Vol. IX focuses on characterization of material surfaces including structural
as well as local mechanical characterization, and molecular systems. The volume
covers a broad spectrum of STM/AFM investigations including fullerene layers,
force spectroscopy for probing material properties in general, biological films .and
cells, epithelial and endothelial layers, medical related systems such as amyloidal
aggregates, phospholipid monolayers, inorganic films on aluminium and copper ox-
ides, tribological characterization, mechanical properties of polymer nanostructures,
technical polymers, and nearfield optics.

Volume X focuses on biomimetics and industrial applications such as investiga-
tion of structure of gecko feet, semiconductors and their transport phenomena, charge
distribution in memory technology, the investigation of surfaces treated by chemical-
mechanical planarization, polymeric solar cells, nanoscale contacts, cell adhesion
to substrates, nanopatterning, indentation application, new printing techniques, the
application of scanning probes in biology, and automatic AFM for manufacturing.

As a result, Volumes VIII to X of Applied Scanning Probes microscopies cover
a broad and impressive spectrum of recent SPM development and application in
many fields of technology, biology and medicine, and introduce many technical
concepts and improvements of existing scanning probe techniques.

We are very grateful to all our colleagues who took the efforts to prepare
manuscripts and provided them in timely manner. Their activity will help both
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students and established scientists in research and development fields to be informed
about the latest achievements in scanning probe methods. We would like to cordially
thank Dr. Marion Hertel, Senior Editor Chemistry and Mrs. Beate Siek of Springer
for their continuous professional support and advice which made it possible to get
this volume to the market on time.

Bharat Bhushan
Harald Fuchs

Masahiko Tomitori
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27 Gecko Feet: Natural Attachment Systems
for Smart Adhesion—Mechanism, Modeling,
and Development of Bio-Inspired Materials

Bharat Bhushan · Robert A. Sayer

Abstract. Several creatures, including insects, spiders, and lizards, have developed a unique
clinging ability that utilizes dry adhesion. Geckos, in particular, have developed the most complex
adhesive structures capable of smart adhesion—the ability to cling to different smooth and rough
surfaces and detach at will. These animals make use of about three million microscale hairs
(setae) (about 14000/mm2) that branch off into hundreds of nanoscale spatulae (about a billion
spatulae). This hierarchical surface construction gives the gecko the adaptability to create a large
real area of contact with surfaces. Modeling of the gecko attachment system as a hierarchical
spring model has provided insight into adhesion enhancement generated by this system. van der
Waals forces are the primary mechanism utilized to adhere to surfaces, and capillary forces are
a secondary effect that can further increase adhesion force. Preload applied to the setae increases
adhesion force. Although a gecko is capable of producing on the order of 20 N of adhesion force,
it retains the ability to remove its feet from an attachment surface at will. The adhesion strength
of gecko setae is dependent on the orientation; maximum adhesion occurs at 30◦. During walking
a gecko is able to peel its foot from surfaces by changing the angle at which its setae contact
a surface. A man-made fibrillar structure capable of replicating gecko adhesion has the potential
for use in dry, superadhesive tapes that would be of use in a wide range of applications. These
adhesives could be created using microfabrication/nanofabrication techniques or self-assembly.

Key words: Gecko feet, Adhesion, Surface energy, Nanostructures, Robots

27.1
Introduction

Almost 2500 years ago, the ability of the gecko to “run up and down a tree in
any way, even with the head downwards” was observed by Aristotle (1918). This
phenomenon is not limited to geckos, but occurs in several animals and insects as
well. This dynamic attachment ability will be referred to as reversible adhesion or
smart adhesion (Bhushan et al. 2006). Many insects (e. g., flies and beetles) and
spiders have been the subject of investigation. However, the attachment pads of
geckos have been the most widely studied owing to the fact that they exhibit the
most versatile and effective adhesive known in nature. As a result, the vast majority
of this chapter will be concerned with gecko feet.

Although there are over 1000 species of geckos (Kluge 2001; Han et al. 2004)
that have attachment pads of varying morphology (Ruibal and Ernst 1965), the Tokay
gecko (Gekko gecko) has been the main focus of scientific research (Hiller 1968;
Irschick et al. 1996; Autumn 2006). The Tokay gecko is the second-largest gecko
species, attaining respective lengths of approximately 0.3–0.4 and 0.2–0.3 m for
males and females. They have a distinctive blue or gray body with orange or red spots
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and can weigh up to 300 g (Tinkle 1992). These geckos have been the most widely
investigated species of gecko owing to the availability and size of these creatures.

Even though the adhesive ability of geckos has been known since the time of
Aristotle, little was understood about this phenomenon until the late nineteenth
century when microscopic hairs covering the toes of the gecko were first noted.
The development of electron microscopy in the 1950s enabled scientists to view
a complex hierarchical morphology that covers the skin on the gecko’s toes. Over
the past century and a half, scientific studies have been conducted to determine the
factors that allow the gecko to adhere to and detach from surfaces at will, including
surface structure (Ruibal and Ernst 1965; Russell 1975, 1986; Williams and Peterson
1982; Schleich and Kästle 1986; Irschick et al. 1996; Autumn and Peattie 2002;
Arzt et al. 2003), the mechanisms of adhesion (Wagler 1830; Simmermacher 1884;
Schmidt 1904; Hora 1923; Dellit 1934; Ruibal and Ernst 1965; Hiller 1968; Gennaro
1969; Stork 1980; Autumn et al. 2000, 2002; Bergmann and Irschick 2005; Huber
et al. 2005b), and adhesion strength (Hiller 1968; Irschick et al. 1996; Autumn
et al. 2000; Arzt et al. 2003; Huber et al. 2005a,b). Recent work in modeling the
gecko attachment system as a system of springs (Bhushan et al. 2006; Kim and
Bhushan 2007a–d) has provided valuable insight into adhesion enhancement. van
der Waals forces are widely accepted in the literature as the dominant adhesive
mechanism utilized by hierarchical attachment systems. Capillary forces created
by humidity naturally present in the air can further increase the adhesive force
generated by the spatulae. Both experimental and theoretical work support these
adhesive mechanisms.

There is great interest among the scientific community to further study the
characteristics of gecko feet in the hope that this information could be applied to
the production of microsurfaces/nanosurfaces capable of recreating the adhesion
forces generated by these lizards (Bhushan, 2007b). Common man-made adhesives
such as tape or glue involve the use of wet adhesives that permanently attach two
surfaces. However, replication of the characteristics of gecko feet would enable the
development of a superadhesive polymer tape capable of clean, dry adhesion (Geim
et al. 2003; Sitti 2003; Sitti and Fearing 2003a; Northen and Turner 2005, 2006;
Yurdumakan et al. 2005; Zhao et al. 2006; Bhushan 2007a, Bhushan and Sayer
2007; Gorb et al. 2007). These reusable adhesives have potential for use in everyday
objects such as tapes, fasteners, and toys and in high technology such as microelectric
and space applications. Replication of the dynamic climbing and peeling ability of
geckos could find use in the treads of wall-climbing robots (Sitti and Fearing 2003b;
Menon et al. 2004; Autumn et al. 2005).

27.2
Tokay Gecko

27.2.1
Construction of Tokay Gecko

The explanation for the adhesive properties of gecko feet can be found in the surface
morphology of the skin on the toes of the gecko. The skin is composed of a complex
hierarchical structure of lamellae, setae, branches, and spatulae (Ruibal and Ernst
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Fig. 27.1. a Tokay gecko (Autumn et al. 2000) The hierarchical structures of a gecko foot;
b a gecko foot (Autumn et al. 2000) and c a gecko toe (Autumn 2006). Each toe contains
hundreds of thousands of setae and each seta contains hundreds of spatulae. Scanning electron
microscope (SEM) micrographs of d the setae (Gao et al. 2005) and e the spatulae (Gao et al.
2005). ST seta, SP spatula, BR branch
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1965). As shown in Figs. 27.1 and 27.2 and summarized in Table 27.1, the gecko
attachment system consists of an intricate hierarchy of structures beginning with
lamellae, soft ridges that are 1–2 mm in length (Ruibal and Ernst 1965) that are
located on the attachment pads (toes) that compress easily so that contact can be
made with rough, bumpy surfaces. Tiny curved hairs known as setae extend from
the lamellae with a density of approximately 14,000/mm2 (Schleich and Kästle
1986). These setae are typically 30–130 µm in length and 5–10 µm in diameter
(Ruibal and Ernst 1965; Hiller 1968; Russell 1975; Williams and Peterson 1982)
and are composed primarily of β-keratin (Maderson 1964; Russell 1986) with some
α-keratin components (Rizzo et al. 2006). At the end of each seta, 100–1000 spatulae
(Ruibal and Ernst 1965; Hiller 1968) with a diameter of 0.1–0.2 µm (Ruibal and
Ernst 1965) branch out and form the points of contact with the surface. The tips of
the spatulae are approximately 0.2–0.3 µm in width (Ruibal and Ernst 1965), 0.5 µm
in length, and 0.01 µm in thickness (Persson and Gorb 2003) and garner their name
from their resemblance to a spatula.

Fig. 27.2. A Tokay gecko including the overall body, one foot, a cross-sectional view of the
lamellae, and an individual seta. ρ represents number of spatulae
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Table 27.1. Surface characteristics of Tokay gecko feet

Component Size Density Adhesive force

Seta 30–130a–d/5–10a–d ∼ 14000f,g 194 µNh (in shear)
length/diameter (µm) setae/mm2 ∼ 20 µNh (normal)

Branch 20–30a/1–2a – –
length/diameter (µm)

Spatula 2–5a/0.1–0.2a,e 100–1000c,d –
length/diameter (µm) spatulae per seta

Tip of spatula ∼ 0.5a,e/0.2–0.3a,d/ ∼ 0.01e – 11 nNi

length/width/thickness (µm) – (normal)

Young’s modulus of surface material, keratin 1–20 GPa (Russell 1986; Bertram and Gosline
1987)
aRuibal and Ernst (1965)
bHiller (1968)
cRussell (1975)
dWilliams and Peterson (1982)
ePersson and Gorb (2003)
fSchleich and Kästle (1986)
gAutumn and Peattie (2002)
hAutumn et al. (2000)
iHuber et al. (2005a)

The attachment pads on two feet of the Tokay gecko have an area of about
220 mm2. About three million setae on their toes can produce a clinging ability
of about 20 N [vertical force required to pull a lizard down a nearly vertical (85◦)
surface] (Irschick et al. 1996) and allow them to climb vertical surfaces at speeds over
1 m/s with capability to attach and detach their toes in milliseconds. In isolated setae,
a 2.5-µN preload yielded adhesion of 20–40 µN and thus the adhesion coefficient,
which represents the strength of adhesion as a function of preload, ranges from 8 to
16 (Autumn et al. 2002).

27.2.2
Other Attachment Systems

Attachment systems in other creatures such as insects and spiders have similar
structures to that of gecko skin. The microstructures utilized by beetles, flies, spiders,
and geckos can be seen in Fig. 27.3a. As the size (mass) of the creature increases,
the radius of the terminal attachment elements decreases. This allows a greater
number of setae to be packed into an area, hence increasing the linear dimension
of contact and the adhesion strength. Arzt et al. (2003) determined that the density
of the terminal attachment elements ρA per square meter strongly increases with
increasing body mass m in kilograms. In fact, a master curve can be fit for all the
different species (Fig. 27.3b):

log ρA = 13.8 + 0.669 log m . (27.1)
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Fig. 27.3. a Terminal elements of the hairy attachment pads of a beetle, fly, spider, and gecko
shown at two different scales (Arzt et al. 2003) and b the dependence of terminal element density
on body mass (Federle 2006). (The data are from Artz et al. 2003 and Kesel et al. 2003)

The correlation coefficient of the master curve is equal to 0.919. Flies and beetles have
the largest attachment pads and the lowest density of terminal attachment elements.
Spiders have highly refined attachment elements that cover the leg. Geckos have
both the highest body mass and the greatest density of terminal elements (spatulae).
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Spiders and geckos can generate high dry adhesion, whereas beetles and flies increase
adhesion by secreting liquid at the contacting surface.

27.2.3
Adaptation to Surface Roughness

Typical rough, rigid surfaces are only able to make intimate contact with a mating
surface over a very small portion of the perceived apparent area of contact. In fact,
the real area of contact is typically 2–6 orders of magnitude less than the apparent
area of contact (Bhushan 2002, 2005). Autumn et al. (2002) proposed that divided
contacts serve as a means for increasing adhesion. A surface energy approach can be
used to calculate adhesion force in dry environments in order to calculate the effect of
division of contacts. If the tip of a spatula is considered to be a hemisphere with radius
R, the adhesion force of a single contact Fad based on the Johnson–Kendall–Roberts
(JKR) theory is given as (Johnson et al. 1971):

Fad =
3

2
πWad R , (27.2)

where Wad is the work of adhesion (units of energy per unit area). Equation (27.2)
shows that adhesion force of a single contact is proportional to a linear dimension of
the contact. For a constant area divided into a large number of contacts or setae, n, the
radius of a divided contact, R1, is given by R1 = R/

√
n (self-similar scaling) (Arzt

et al. 2003). Therefore, the adhesion force of (27.2) can be modified for multiple
contacts such that

F
′
ad =

3

2
πWad

(

R
√

n

)

n =
√

nFad , (27.3)

where F ′
ad is the total adhesion force from the divided contacts. Thus, the total adhe-

sion force is simply the adhesion force of a single contact multiplied by the square
root of the number of contacts.

For a contact in the humid environment, the meniscus (or capillary) forces
further increase the adhesion force (Bhushan 1999, 2002, 2005). The attractive
meniscus force (Fm) consists of a contribution from both Laplace pressure and
surface tension (Orr et al. 1975; Bhushan 2002). The contribution from Laplace
pressure is directly proportional to the meniscus area. The other contribution is
from the vertical component of surface tension around the circumference. This
force is proportional to the circumference as is the case for the work of adhesion
(Bhushan, 2002). Going through the analysis presented earlier, one can show that the
contribution from the vertical component of surface tension increases as a surface is
divided into a larger number of contacts. It increases linearly with the square root of
the number of contacts n (self-similar scaling) (Bhushan 2007b; Kim and Bhushan
2007d):

(

F ′
m

)

surface tension =
√

n (Fm)surface tension , (27.4)

where F ′
m is the force from the divided contacts and Fm is the force of an undivided

contact.
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The models just presented only consider contact with a flat surface. On natural
rough surfaces the compliance and adaptability of setae are the primary sources
of high adhesion. Intuitively, the hierarchical structure of gecko setae allows for
greater contact with a natural rough surface than a nonbranched attachment system.
Modeling of the contact between gecko setae and rough surfaces is discussed in
detail in Sect. 27.5.

Material properties also play an important role in adhesion. A soft material is
able to achieve greater contact with a mating surface than a rigid material. Although,
gecko skin is primarily comprised of β-keratin, a stiff material with a Young’s
modulus in the range of 1–20 GPa (Russell 1986; Bertman and Gosline 1987),
the effective modulus of the setal arrays on gecko feet is about 100 kPa (Autumn
et al. 2006), which is approximately 4 orders of magnitude lower than for the
bulk material. Nature has selected a relatively stiff material to avoid clinging to
adjacent setae. Division of contacts, as discussed earlier, provides high adhesion.
By combining optimal surface structure and material properties, mother nature has
created an evolutionary superadhesive.

27.2.4
Peeling

Although geckos are capable of producing large adhesion forces, they retain the
ability to remove their feet from an attachment surface at will by peeling action.
The orientation of the spatulae facilitates peeling. Autumn et al. (2000) were the
first to experimentally show that the adhesion force of gecko setae is dependent on
the three-dimensional orientation as well as the preload applied during attachment
(see Sect. 27.4.1.1). Owing to this fact, geckos have developed a complex foot
motion during walking. First the toes are carefully uncurled during attachment. The
maximum adhesion occurs at an attachment angle of 30◦—the angle between a seta
and the mating surface. The gecko is then able to peel its foot from surfaces one row
of setae at a time by changing the angle at which its setae contact a surface. At an
attachment angle greater than 30◦ the gecko will detach from the surface.

Shah and Sitti (2004) determined the theoretical preload required for adhesion
as well as the adhesion force generated for setal orientations of 30◦, 40◦, 50◦, and
60◦. We consider a solid material (elastic modulus E, Poisson’s ratio ν) in contact
with the rough surface whose profile is given by

f(x) = H sin2
(

πx

χ

)

, (27.5)

where H is the amplitude and χ is the wavelength of the roughness profile. For
a solid adhesive block to achieve intimate contact with the rough surface neglecting
surface forces, it is necessary to apply a compressive stress, σc (Jagota and Bennison
2002):

σc =
πEH

2χ
(

1 − ν2
) . (27.6)

Equation (27.6) can be modified to account for fibers oriented at an angle θ. The
preload required for contact is summarized in Fig. 27.4a. As the orientation angle
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Fig. 27.4. Contact mechanics
results for the affect of fiber
orientation on a preload and
b adhesive force for rough-
ness amplitudes ranging from
0 to 2500 nm (Shah and Sitti
2004). c Finite-element anal-
ysis of the adhesive force of
a single seta as a function
of pull direction (Gao et al.
2005)



10 B. Bhushan, R.A. Sayer

decreases, so does the required preload. Similarly, adhesion strength is influenced by
fiber orientation. As seen in Fig. 27.4b, the greatest adhesion force occurs at θ = 30◦.

Gao et al. (2005) created a finite-element model of a single gecko seta in contact
with a surface. A tensile force was applied to the seta at various angles, θ, as shown
in Fig. 27.4c. For forces applied at an angle less than 30◦, the dominant failure
mode was sliding. In contrast, the dominant failure mode for forces applied at angles
greater than 30◦ was detachment. This verifies the results of Autumn et al. (2000)
that detachment occurs at attachment angles greater than 30◦.

Tian et al. (2006) have suggested that during detachment, the angular dependence
of adhesion and that of friction play a role. The pulling force of a spatula along its
shaft with an angle between 0 and 90◦ to the substrate has a normal adhesive
force produced at the spatula–substrate bifurcation zone, and a lateral friction force
contribution from the part of the spatula still in contact with the substrate. High net
friction and adhesion forces on the whole gecko are obtained by rolling down and
gripping the toes inward to realize small pulling angles of the large number of spatulae
in contact with the substrate. To detach, the high adhesion/friction is rapidly reduced
to a very low value by rolling the toes upward and downward, which, mediated by
the lever function of the setal shaft, peels the spatula off perpendicularly from the
substrate.

27.2.5
Self-Cleaning

Natural contaminants (dirt and dust) as well as man-made pollutants are unavoidable
and have the potential to interfere with the clinging ability of geckos. Particles found
in the air consist of particulates that are typically less than 10 µm in diameter,
while those found on the ground can often be larger (Hinds 1982; Jaenicke 1998).
Intuitively, it seems that the great adhesion strength of gecko feet would cause dust
and other particles to become trapped in the spatulae and that they would have no
way of being removed without some sort of manual cleaning action on behalf of the
gecko. However, geckos are not known to groom their feet like beetles (Stork 1983)
nor do they secrete sticky fluids to remove adhering particles like ants (Federle et al.
2002) and tree frogs (Hanna and Barnes 1991), yet they retain adhesive properties.
One potential source of cleaning is during the time when the lizards undergo molting,
or the shedding of the superficial layer of epidermal cells. However, this process only
occurs approximately once per month (Van der Kloot 1992). If molting were the sole
source of cleaning, the gecko would rapidly lose its adhesive properties as it is
exposed to contaminants in nature (Hansen and Autumn 2005).

Hansen and Autumn (2005) tested the hypothesis that gecko setae become cleaner
with repeated use—a phenomenon known as self-cleaning. The cleaning ability of
gecko feet was first tested experimentally by applying 2.5-µm-radius silica–alumina
ceramic microspheres to clean setal arrays. It was found that a significant fraction
of the particles was removed from the setal arrays with each step taken by the
gecko.

In order to understand this cleaning process, substrate–particle interactions must
be examined. The interaction energy between a dust particle and a wall and spatulae
can be modeled as shown in Fig. 27.5. The interaction between a spherical dust
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Fig. 27.5. Model of interactions between gecko spatulae of radius Rs, a spherical dirt particle of
radius Rp, and a planar wall that enable self-cleaning (Hansen and Autumn 2005)

particle and the wall, Wpw, can be expressed as (Israelachvili 1992)

Wpw =
−Hpw Rp

6Dpw
, (27.7)

where p and w refer to the particle and wall, respectively. H is the Hamaker constant,
Rp is the radius of the particle, and Dpw is the separation distance between the particle
and the wall. Similarly, the interaction energy between a spherical dust particle and
a spatula, s, assuming that the spatula tip is spherical is (Israelachvili 1992)

Wps =
−Hps Rp Rs

6Dps(Rp + Rs)
. (27.8)

The ratio of the two interaction energies, N , can be expressed as

N =
Wpw

Wps
=

(

1 +
Rp

Rs

)

Hpw Dps

Hps Dpw
. (27.9)

When the energy required to separate a particle from the wall is greater than that
required to separate it from a spatula, self-cleaning will occur. For small contaminants
(Rp < 0.5 µm), there are not enough spatulae available to adhere to the particle. For
larger contaminants, the curvature of the particle makes it impossible for enough
spatulae to adhere to it. As a result, Hansen and Autumn (2005) concluded that
self-cleaning should occur for all spherical spatulae interacting with all spherical
particles.
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27.3
Attachment Mechanisms

When asperities of two solid surfaces are brought into contact with each other,
chemical and/or physical attractions occur. The force developed that holds the two
surfaces together is known as adhesion. In a broad sense, adhesion is considered to
be either physical or chemical in nature (Bikerman 1961; Zisman 1963; Houwink
and Salomon 1967; Israelachvili 1992; Bhushan 1996, 1999, 2002, 2005, 2007a).
Chemical interactions such as electrostatic attraction charges (Schmidt 1904) as
well as intermolecular forces (Hiller 1968) including van der Waals and capillary
forces have all been proposed as potential adhesion mechanisms in gecko feet.
Others have hypothesized that geckos adhere to surfaces through the secretion of
sticky fluids (Wagler 1830; Simmermacher 1884), suction (Simmermacher 1884),
increased frictional force (Hora 1923), and microinterlocking (Dellit 1934).

Through experimental testing and observations conducted over the last century
and a half many potential adhesive mechanisms have been eliminated. Observa-
tion has shown that geckos lack glands capable of producing sticky fluids (Wagler
1830; Simmermacher 1884), thus ruling out the secretion of sticky fluids as a po-
tential adhesive mechanism. Furthermore, geckos are able to create large adhesive
forces normal to a surface. Since friction only acts parallel to a surface, the at-
tachment mechanism of increased frictional force has been ruled out. Dellit (1934)
experimentally ruled out suction and electrostatic attraction as potential adhesive
mechanisms. Experiments carried out in a vacuum did not show a difference be-
tween the adhesion force at low pressures and that in ambient conditions. Since
adhesive forces generated during suction are based on pressure differentials, which
are insignificant under vacuum, suction was rejected as an adhesive mechanism
(Dellit 1934). Additional testing utilized X-ray bombardment to create ionized air
in which electrostatic attraction charges would be eliminated. It was determined
that geckos were still able to adhere to surfaces in these conditions and, there-
fore, electrostatic charges could not be the sole cause of attraction (Dellit 1934).
Autumn et al. (2000) demonstrated the ability of a gecko to generate large adhe-
sive forces when in contact with a molecularly smooth SiO2 microelectromechan-
ical semiconductor. Since surface roughness is necessary for microinterlocking to
occur, it has been ruled out as a mechanism of adhesion. Two mechanisms, van
der Waals forces and capillary forces, remain as the potential sources of gecko
adhesion. These attachment mechanisms are described in detail in the following
sections.

27.3.1
Van der Waals Forces

Van der Waals bonds are secondary bonds that are weak in comparison with other
physical bonds such as covalent, hydrogen, ionic, and metallic bonds. Unlike other
physical bonds, van der Waals forces are always present regardless of separation
and are effective from very large separations (approximately 50 nm) down to atomic
separation (approximately 0.3 nm). The van der Waals force per unit area between



27 Gecko Feet: Natural Attachment Systems 13

two parallel surfaces, fvdW, is given by (Hamaker 1937; Israelachvili and Tabor
1972; Israelachvili 1992)

fvdW =
H

6πD3
for D < 30 nm , (27.10)

where H is the Hamaker constant and D is the separation between surfaces.
Hiller (1968) showed experimentally that the surface energy of a substrate is

responsible for gecko adhesion. One potential adhesive mechanism would then be
van der Waals forces (Stork 1980; Autumn et al. 2000). Assuming van der Waals
forces to be the dominant adhesive mechanism utilized by geckos, one can claculate
the adhesion force of a gecko. Typical values of the Hamaker constant range from
4 × 10−20 to 4 × 10−19 J (Israelachvili 1992). In calculation, the Hamaker constant
is assumed to be 10−19 J, the surface area of a spatula is taken to be 2 × 10−14 m2

(Ruibal and Ernst 1965; Williams and Peterson 1982; Autumn and Peattie 2002),
and the separation between the spatula and the contact surface is estimated to be
0.6 nm. This equation yields the force of a single spatula to be about 0.5 µN. By
applying the surface characteristics of Table 27.1, the maximum adhesive force of
a gecko is 150–1500 N for varying spatula density of 100–1000 spatulae per seta.
If an average value of 550 spatulae per seta is used, the adhesion force of a single
seta is approximately 270 µN, which is in agreement with the experimental value
obtained by Autumn et al. (2000), which will be discussed in Sect. 27.4.1.1.

Another approach to calculate adhesive force is to assume that spatulae are
cylinders that terminate in hemispherical tips. By using (27.2) and assuming that the
radius of each spatula is about 100 nm and that the surface energy is expected to be
50 mJ/m2 (Arzt et al. 2003), one predicts the the adhesion force of a single spatula
to be 0.02 µN. This result is an order of magnitude lower than the first approach
calculated for the higher value of A. For a lower value of 10−20 J for the Hamaker
constant, the adhesion force of a single spatula is comparable to that obtained using
the surface-energy approach.

Several experimental results favor van der Waals forces as the dominant adhesive
mechanism, including temperature testing (Bergman and Irschick 2005) and adhe-
sion force measurements of a gecko seta with both hydrophilic and hydrophobic
surfaces (Autumn et al. 2000). These data will be presented in the Sects. 27.4.2–
27.4.4.

27.3.2
Capillary Forces

It has been hypothesized that capillary forces that arise from liquid-mediated contact
could be a contributing or even the dominant adhesive mechanism utilized by gecko
spatulae (Hiller 1968; Stork 1980). Experimental adhesion measurements (presented
in Sects. 27.4.3, 27.4.4) conducted on surfaces with different hydrophobicities and
at various humidities (Huber et al. 2005b) as well as numerical simulations (Kim
and Bhushan 2007d) support this hypothesis as a contributing mechanism. During
contact, any liquid that wets or has a small contact angle on surfaces will condense
from vapor in the form of an annular-shaped capillary condensate. Owing to the
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natural humidity present in the air, water vapor will condense to liquid on the
surface of bulk materials. During contact this will cause the formation of adhesive
bridges (menisci) owing to the proximity of the two surfaces and the affinity of the
surfaces for condensing liquid. (Zimon 1969; Fan and O’Brien 1975; Phipps and
Rice 1979).

Capillary force can be divided into two components: the Laplace force FL and
the surface tension force Fs such that the total capillary force Fc is given by the sum
of the components:

Fc = FL + Fs . (27.11)

The Laplace force is caused by the pressure difference across the interface of a curved
liquid surface (Fig. 27.6) and depends on pressure difference multiplied by the
meniscus area, which can be expressed as (Orr et al. 1975)

FL = −πκγR2 sin2 φ , (27.12)

where γ is the surface tension of the liquid, R is the tip radius, φ is the filling angle
and κ is the mean curvature of the meniscus. From the Kelvin equation (Israelachvili
1992), which is the thermal equilibrium relation, the mean curvature of the meniscus
can be determined as

κ =
RT

Vγ
ln

(

p

po

)

, (27.13)

where R is the universal gas constant, T is the absolute temperature, V is the
molecular volume, po is the saturated vapor pressure of the liquid at T , and p is the
ambient pressure acting outside the curved surface (p/po is the relative humidity).
Orr et al. (1975) formulated the mean curvature of the meniscus between a sphere and
a plane in terms of elliptic integrals. The filling angle φ can be calculated from the
expression just mentioned and (27.13) using an iteration method. Then the Laplace
force is calculated at a given environment using (27.12).

The surface tension of the liquid results in the formation of a curved liquid–air
interface. The surface tension force acting on the sphere is (Orr et al. 1975)

Fs = 2πRγ sin φ sin(θ1 + φ) . (27.14)

Owing to the fact that surface tension force depends on the radius, division would
result in an increase of the surface tension force by the square root of Nc upon
division (Bhushan et al. 2007b; Kim and Bhushan 2007d).

Hence, the total capillary force on the sphere is

Fc = πRγ
[

2 sin φ sin(θ1 + φ) − κR sin2 φ
]

. (27.15)

27.4
Experimental Adhesion Test Techniques and Data

Experimental measurements of the adhesion force of a single gecko seta (Autumn
et al. 2000) and single gecko spatula (Huber et al. 2005a, 2005b) have been made.
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The effect of the environment, including temperature (Losos 1990; Bergmann and
Irschick 2005) and humidity (Huber et al. 2005b), has been studied. Some of the
data have been used to understand the adhesion mechanism utilized by the gecko
attachment system—van der Waals or capillary forces. The majority of experimental
results point towards van der Waals forces as the dominant mechanism of adhesion
(Autumn et al. 2000; Bergmann and Irschick 2005). Recent research suggests that
capillary forces can be a contributing adhesive factor (Huber et al. 2005b).

27.4.1
Adhesion Under Ambient Conditions

Two feet of a Tokay gecko are capable of producing about 20 N of adhesion force
with a pad area of about 220 mm2 (Irschick et al. 1996). Assuming that there are about
14,000 setae per square millimeter, the adhesion force from a single hair should be
approximately 7 µN. It is likely that the magnitude is actually greater than this value
because it is unlikely that all setae are in contact with the mating surface (Autumn
et al. 2000). Setal orientation greatly influences adhesive strength. This dependency
was first noted by Autumn et al. (2000). It was determined that the greatest adhesion
occurs at 30◦. In order to determine the adhesion mechanism(s) utilized by gecko
feet, it is important to know the adhesion force of a single seta. Hence, the adhesion
force of gecko foot-hair has been the focus of several investigations (Autumn et al.
2000; Huber et al. 2005a).

27.4.1.1
Adhesion Force of a Single Seta

Autumn et al. (2000) used both a microelectromechanical force sensor and a wire
as a force gauge to determine the adhesion force of a single seta. The microelec-
tromechanical force sensor is a dual-axis atomic force microscope (AFM) cantilever
with independent piezoresistive sensors, which allows simultaneous detection of

Fig. 27.6. A sphere on a plane
at distance D with a liquid film
in-between, forming menisci. R is
the tip radius, φ is the filling angle,
θ1 and θ2 are contact angles on the
sphere and the plane respectively,
and r1 and r2 are the two principal
radii of the curved surface (Kim
and Bhushan 2007d)
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Fig. 27.7. Adhesive force of a single gecko seta as a function of applied preload. The seta was
first pushed perpendicularly against the surface and then pulled parallel to the surface (Autumn
et al. 2000)

vertical and lateral forces (Chui et al. 1998). The wire force gauge consisted of an
aluminum bonding wire that displaced under a perpendicular pull. Autumn et al.
(2000) discovered that setal force actually depends on the three-dimensional ori-
entation of the seta as well as the preloading force applied during initial contact.
Setae that were preloaded vertically to the surface exhibited only one tenth of the
adhesive force (0.6 ± 0.7 µN) compared with setae that were pushed vertically and
then pulled horizontally to the surface (13.6±2.6 µN). The dependence of adhesion
force of a single gecko spatula on perpendicular preload is illustrated in Fig. 27.7.
The adhesion force increases linearly with the preload, as expected (Bhushan 1996,
1999, 2002). The maximum adhesion force of a single gecko foot-hair occurred
when the seta was first subjected to a normal preload and then slid 5 µm along the
contacting surface. Under these conditions, adhesion force measured 194 ± 25 µN
(approximately 10 atm adhesive pressure).

27.4.1.2
Adhesion Force of a Single Spatula

Huber et al. (2005a) used atomic force microscopy to determine the adhesion force
of individual gecko spatulae. A seta with four spatulae was glued to an AFM tip. The
seta was then brought in contact with a surface and a compressive preload of 90 nN
was applied. The force required to pull the seta off the surface was then measured.
As seen in Fig. 27.8, there are two distinct peaks in the graph—one at 10 nN and
the other at 20 nN. The first peak corresponds to one of the four spatulae adhering to
the contact surface, while the peak at 20 nN corresponds to two of the four spatulae
adhering to the contact surface. The average adhesion force of a single spatula was
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Fig. 27.8. Adhesive force of a single gecko spatula. The peak at 10 nN corresponds to the adhesive
force of one spatula and the peak at 20 nN corresponds to the adhesive force of two spatulae
(Huber et al. 2005a)

found to be 10.8 ± 1 nN. The measured value is in agreement with the measured
adhesive strength of an entire gecko (on the order of 109 spatulae on a gecko).

27.4.2
Effects of Temperature

Environmental factors are known to affect several aspects of vertebrate function,
including speed of locomotion, digestion rate, and muscle contraction, and as a re-
sult several studies have been undertaken to investigate environmental impact on
these functions. Relationships between the environment and other properties such as
adhesion have been far less studied (Bergmann and Irschick 2005). Only two known
studies exist that examine the affect of temperature on the clinging force of the gecko
(Losos 1990; Bergmann and Irschick 2005). Losos (1990) examined the adhesion
ability of large live geckos at temperatures up to 17 ◦C. Bergmann and Irschick
(2005) expanded upon this research for body temperatures ranging from 15 to 35 ◦C.
The geckos were incubated until their body temperature reached a desired level. The
clinging ability of these animals was then determined by measuring the maximum
exerted force by the geckos as they were pulled off a custom-built force plate. The
clinging force of a gecko for the experimental test range is plotted in Fig. 27.9. It
was determined that variation in temperature is not statistically significant for the
adhesion force of a gecko. From these results, it was concluded that the temperature
independence of adhesion supports the hypothesis of clinging as a passive mecha-
nism (i. e., van der Waals forces). Both studies only measured overall clinging ability
on the macroscale. There have not been any investigations into effects of temperature
on the clinging ability of a single seta on the microscale and therefore testing in this
area would be extremely important.
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Fig. 27.9. Adhesive force of a gecko as a function of temperature (Bergmann and Irschick 2005)

27.4.3
Effects of Humidity

Huber et al. (2005b) employed similar methods to Huber et al. (2005a) (discussed
previously in Sect. 27.4.1.2) in order to determine the adhesion force of a single
spatula at varying humidity. Measurements were made using an AFM placed in an
airtight chamber. The humidity was adjusted by varying the flow rate of dry nitrogen
into the chamber. The air was continuously monitored with a commercially available
hygrometer. All tests were conducted at ambient temperature.

As seen in Fig. 27.10, even at low humidity, adhesion force is large. An increase
in humidity further increases the overall adhesion force of a gecko spatula. The
pull-off force roughly doubled as the humidity was increased from 1.5 to 60%. This
humidity effect can be explained in two possible ways: (1) by standard capillarity or
(2) by a change of the effective short-range interaction due to absorbed monolayers
of water—in other words, the water molecules increase the number of van der Waals
bonds that are made. On the basis of these data, van der Waals forces are the primary
adhesion mechanism and capillary forces are a secondary adhesion mechanism.

27.4.4
Effects of Hydrophobicity

To further test the hypothesis that capillary forces play a role in gecko adhesion,
the spatular pull-off force was determined for contact with both hydrophilic and
hydrophobic surfaces. As seen in Fig. 27.11a, the capillary adhesion theory predicts
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Fig. 27.10. Humidity effects on spatular pull-off force. Inset: The increase in water film thickness
on a Si wafer with increasing humidity (Huber et al. 2005b)

that a gecko spatula will generate a greater adhesion force when in contact with
a hydrophilic surface compared with a hydrophobic surface, while the van der
Waals adhesion theory predicts that the adhesion force between a gecko spatula and
a surface will be the same regardless of the hydrophobicity of the surface (Autumn
et al. 2002). Figure 27.11b shows the adhesion pressure of a whole gecko and the
adhesion force of a single seta on hydrophilic and hydrophobic surfaces. The data
show that the values of the adhesion force are the same for both surfaces. This
supports the van der Waals prediction of Fig. 27.11a. Huber et al. (2005b) found
that the hydrophobicity of the attachment surface had an effect on the adhesion
force of a single gecko spatula, as shown in Fig. 27.11c. These results show that
adhesion force has a finite value for a superhydrophobic surface and increases as
the surface becomes hydrophilic. It is concluded that van der Waals forces are
the primary mechanism and capillary forces further increase the adhesion force
generated.

27.5
Adhesion Modeling

With regard to the natural living conditions of the animals, the mechanics of gecko
attachment can be separated into two parts: the mechanics of adhesion of a single
contact with a flat surface, and an adaptation of a large number of spatulae to
a natural, rough surface. Modeling of the mechanics of adhesion of spatulae to
a smooth surface was developed by Autumn et al. (2002), Jagota and Bennison
(2002), and Arzt et al. (2003). As discussed previously in Sect. 27.2.3, the adhesion
force of multiple contacts F ′

ad can be increased by dividing the contact into a large
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Fig. 27.11. a Capillary and van der Waals adhesion predictions for the relative magnitude of the
adhesive force of gecko setae with hydrophilic and hydrophobic surfaces (Autumn et al. 2002).
b Results of adhesion testing for a whole gecko and single seta with hydrophilic and hydrophobic
surfaces (Autumn et al. 2002) and c results of adhesive force testing with surfaces with different
contact angles (Huber et al. 2005b)
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number (n) of small contacts, while the nominal area of the contact remains the
same, F ′

ad ∼
√

nFad. However, this model only considers contact with a flat surface.
On natural, rough surfaces, the compliance and adaptability of setae are the primary
sources of high adhesion. Intuitively, the hierarchical structure of gecko setae allows
for a greater contact with a natural, rough surface than a nonbranched attachment
system (Sitti and Fearing 2003a).

27.5.1
Spring Model

Bhushan et al. (2006) and Kim and Bhushan (2007a–d) have recently approximated
a gecko seta in contact with random rough surfaces using a hierarchical spring model.
Each level of springs in their model corresponds to a level of seta hierarchy. The
upper level of springs corresponds to the thicker part of gecko seta, the middle spring
level corresponds to the branches, and the lower level of springs corresponds to the
spatulae. The upper level is the thickest branch of the seta. It is 75 µm in length and
5 µm in diameter. The middle level, referred to as a branch, has a length of 25 µm
and a diameter of 1 µm. The lower level, called a spatula, is the thinnest branch, with
a length of 2.5 µm and a diameter of about 0.1 µm (Table 27.2). Autumn et al. (2000)
showed that the optimal attachment angle between the substrate and a gecko seta is
30◦ in the single seta pull-off experiment. This finding is supported by the adhesion
models of setae as cantilever beams (Shah and Sitti 2004; Gao et al. 2005) (see
Sect. 27.2.4 for more details). Therefore, θ was fixed at 30◦ in the studies (Bhushan
et al. 2006; Kim and Bhushan 2007a–d).

Table 27.2. Geometrical size, calculated stiffness, and typical densities of branches of seta for
Tokay gecko (Kim and Bhushan 2007a)

Level of seta Length Diameter Bending stiffnessa Typical density
(µm) (µm) (N/m) (no./mm2)

III upper 75 5 2.908 14 × 103

II middle 25 1 0.126 –
I lower 2.5 0.1 0.0126 1.4–14 × 106

a For an elastic modulus of 10 GPa with load applied at 60◦ to the spatula long axis

27.5.2
Single Spring Contact Analysis

In their analysis, Bhushan et al. (2006) and Kim and Bhushan (2007a–d) assumed
the tip of the spatula in a single contact to be spherical. The springs on every level
of hierarchy have the same stiffness as the bending stiffness of the corresponding
branches of the seta. If the beam is oriented at an angle θ to the substrate and the
contact load F is aligned normal to the substrate, its components along and tangential
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to the direction of the beam, Fcosθ and Fsinθ, give rise to bending and compressive
deformations, δb and δc, respectively, as (Young and Budynas 2001)

δb =
F cos θl3

m

3EI
, δc =

F sin θlm

AC E
, (27.16)

where I = πR4
m/4 and AC = πR2

m are the moment of inertia and the cross-sectional
area of the beam, respectively, lm and Rm are the length and the radius of seta
branches, respectively, and m is the level number. The net displacement, δ⊥, normal
to the substrate is given by

δ⊥ = δc sin θ + δb cos θ . (27.17)

Using (27.16) and (27.17), one can calculate the stiffness of seta branches km as
(Glassmaker et al. 2004)

km =
πR2

m E

lm sin2 θ
(

1 + 4l2m cot2 θ

3R2
m

) . (27.18)

For an assumed elastic modulus E of seta material of 10 GPa with a load applied
at an angle of 60◦ to spatulae long axis, Kim and Bhushan (2007a) calculated the
stiffness of every level of seta as given in Table 27.2.

In the model, both tips of a spatula and asperity summits of the rough surface are
assumed to be spherical with a constant radius (Bhushan et al. 2006). As a result,
a single spatula adhering to a rough surface was modeled as the interaction between
two spherical tips. Because β-keratin has a high elastic modulus (Russell 1986;
Bertram and Gosline 1987), the adhesion force between two round tips was calculated
according to the Derjaguin–Muller–Toporov (DMT) theory (Derjaguin et al. 1975)
as

Fad = 2πRcWad , (27.19)

where Rc is the reduced radius of contact, which is calculated as Rc = 1/(1/R1 +
1/R2); R1 and R2 are the radii of the contacting surfaces; R1 = R2, Rc = R/2. The
work of adhesion Wad is then calculated using the following equation for two flat
surfaces separated by a distance D (Israelachvili 1992):

Wad = −
H

12πD2
, (27.20)

where H is the Hamakar constant, which depends on the medium between the two
surfaces. Typical values of the Hamakar constant for polymers are 10−19 J in air and
3.7 × 10−20 J in water (Israelachvili 1992). For a gecko seta, which is composed of
β-keratin, the value of H is assumed to be 10−19 J. The work of adhesion of two
surfaces in contact separated by an atomic distance D ≈ 0.2 nm is approximately
equal to 66 mJ/m2 (Israelachvili 1992). By assuming that the tip radius R is 50 nm,
using (27.19), one can calculate the adhesion force of a single contact to be 10 nN
(Kim and Bhushan 2007a). This value is identical to the adhesion force of a single
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spatula measured by Huber et al. (2005a). This adhesion force is used as a critical
force in the model for judging whether the contact between the tip and the surface is
broken or not during the pull-off cycle (Bhushan et al. 2006). If the elastic force of
a single spring is less than the adhesion force, the spring is regarded as having been
detached.

27.5.3
The Multilevel Hierarchical Spring Analysis

In order to study the effect of the number of hierarchical levels in the attach-
ment system on attachment ability, models with one level (Bhushan et al. 2006;
Kim and Bhushan 2007a, b), two levels (Bhushan et al. 2006; Kim and Bhushan
2007a, b) and three levels (Kim and Bhushan 2007a, b) of hierarchy were simulated
(Fig. 27.12). The one-level model has springs with length lI = 2.5 µm and stiffness
kI = 0.0126 N/m. The length and stiffness of the springs in the two-level model
are lI = 2.5 µm, kI = 0.0126 N/m and lII = 25 µm, kII = 0.126 N/m for levels I
and II, respectively. The three-level model has additional upper-level springs with
lIII = 75 µm, kIII = 2.908 N/m on the springs of the two-level model, which is
identical to gecko setae. The base of the springs and the connecting plate between
the levels are assumed to be rigid. The distance SI between neighboring structures
of level I is 0.35 µm, obtained from the average value of the measured spatula den-
sity, 8 × 106 mm−2, calculated by multiplying 14,000 setae/mm2 by an average of
550 spatulae per seta (Schleich and Kästle 1986) (Table 27.2). A 1:10 proportion
of the number of springs in the upper level to that in the level below was assumed
(Bhushan et al. 2006). This corresponds to one spring at level III being connected to
ten springs at level II and each spring at level II also has ten springs at level I. The
number of springs at level I considered in the model is calculated by dividing the
scan length (2000 µm) with the distance SI (0.35 µm), which corresponds to 5700.

The spring deflection Δl was calculated as

Δl = h − l0 − z , (27.21)

where h is the position of the spring base relative to the mean line of the surface;
l0 is the total length of a spring structure, which is l0 = lI for the one-level model,
l0 = lI + lII for the two-level model, and l0 = lI + lII + lIII for the three-level model;
and z is the profile height of the rough surface. The elastic force Fel arising in the
springs at a distance h from the surface was calculated for the one-level model as
(Bhushan et al. 2006)

Fel = −kI

p
∑

i=1

Δliui ui =
{

1 if contact
0 if no contact ,

(27.22)

where p is the number of springs in level I of the model. For the two-level model,
the elastic force was calculated as (Bhushan et al. 2006)

Fel = −
q

∑

j=1

p
∑

i=1

k ji
(

Δl ji − Δl j
)

u ji u ji =
{

1 if contact
0 if no contact ,

(27.23)
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Fig. 27.12. One-, two-, and three-level hierarchical spring models for simulating the effect of
hierarchical morphology on the interaction of a seta with a rough surface. lI, lII, and lIII are
lengths of the structures, SI is the space between spatulae, kI, kII, and kIII are stiffnesses of the
structures, I, II, and III are level indexes, R is the radius of the tip, and h is the distance between
the base of the upper spring of each model and the mean line of the rough profile (Kim and
Bhushan 2007a)

where q is the number of springs level II of the model. For the three-level model,
the elastic force was calculated as (Kim and Bhushan 2007a)

Fel = −
r

∑

k=1

q
∑

j=1

p
∑

i=1

kk ji
(

Δlk ji − Δlk j − Δl j
)

uk ji uk ji =
{

1 if contact
0 if no contact ,

(27.24)

where r is the number of springs in level III of the model. The spring force when the
springs approach the rough surface is calculated using (27.22), (27.23), or (27.24)
for the one-, two-, and three-level models, respectively. During pull-off, the same
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equations are used to calculate the spring force. However, when the applied load is
zero, the springs do not detach owing to adhesion attraction given by (27.19). The
springs are pulled apart until the net force (pull-off force minus attractive adhesion
force) at the interface is zero.

Fig. 27.13. Flow chart for the calcu-
lation of the adhesion force (Fad)

and the adhesion energy (Ead) for
three-level hierarchical spring model.
Fn is an applied load, kI, kII, and kIII
and lI, lII, and lIII are stiffnesses and
lengths of the structures, Δlk ji , Δlki ,
and Δlk are the spring deformations
on levels I, II, and III, respectively, i,
j, and k are spring indexes on each
level, fi is the elastic force of a single
spring and fad is the adhesion force
of a single contact (Kim and Bhushan
2007a)
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The adhesion force is the lowest value of the elastic force Fel when the seta has
detached from the contacting surface. The adhesion energy is calculated as

Wad =
∫ ∞

D
Fel (D) dD , (27.25)

where D is the distance that the spring base moves away from the contacting surface.
The lower limit of the distance D is the value of D where Fel is first zero when the
model is pulled away from the contacting surface. Also although the upper limit of
the distance is infinity, in practice, the Fel(D) curve is integrated to the upper limit
where Fel increases from a negative value to zero. Figure 27.13 shows the flow chart
for the calculation of the adhesion force and the adhesion energy employed by Kim
and Bhushan (2007a).

The random rough surfaces used in the simulations were generated by a computer
program (Bhushan 1999, 2002). Two-dimensional profiles of surfaces that a gecko
may encounter were obtained using a stylus profiler (Bhushan et al. 2006). These
profiles along with the surface selection methods and surface roughness parameters
[root mean square (RMS) amplitude σ and correlation length β∗] for scan lengths
of 80, 400, and 2000 µm are presented in the Appendix. The roughness parameters
are scale-dependent, and, therefore, adhesion values also are expected to be scale-
dependent. As the scan length was increased, the measured values of RMS amplitude
and correlation length both increased. The range of values of σ from 0.01 to 30 µm
and a fixed value of β∗ = 200 µm were used for modeling the contact of a seta
with random rough surfaces. The range chosen covers values of roughnesses for
relatively smooth, artificial surfaces to natural, rough surfaces. A typical scan length
of 2000 µm was also chosen, which is comparable to the length of a gecko lamella.

27.5.4
Adhesion Results for the Gecko Attachment System Contacting a Rough Surface

The multilevel spring model produced many useful results. Those obtained by Kim
and Bhushan (2007a) will be discussed in detail in this section. Figure 27.14a shows
the calculated spring force–distance curves for the one-, two-, and three-level hierar-
chical models in contact with rough surfaces of different values of RMS amplitude
σ ranging from σ = 0.01 µm to σ = 10 µm at an applied load of 1.6 µN, which was
derived from the gecko’s weight. When the spring model is pressed against the rough
surface, contact between the spring and the rough surface occurs at point A; as the
spring tip presses into the contacting surface, the force increases up to point B, B′,
or B′′. During pull-off, the spring relaxes, and the spring force passes an equilibrium
state (0 N); tips break free of adhesion forces at point C, C′, or C′′ as the spring
moves away from the surface. The perpendicular distance from C, C′, or C′′ to zero
is the adhesion force. Adhesion energy stored during contact can be obtained by
calculating the area of the triangle during the unloading part of the curves (27.25).

Using the spring force–distance curves, Kim and Bhushan (2007a) calculated
the adhesion coefficient, the number of contacts per unit length, and the adhesion
energy per unit length of the one-, two-, and three-level models for an applied load
of 1.6 µN and a wide range of RMS roughness values as seen in the left graphs in
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Fig. 27.14b. The adhesion coefficient, defined as the ratio of the pull-off force to
the applied preload, represents the strength of adhesion with respect to the preload.
For the applied load of 1.6 µN, which corresponds to the weight of a gecko, the
maximum adhesion coefficient is about 36 when σ is smaller than 0.01 µm. This
means that a gecko can generate enough adhesion force to support 36 times its
bodyweight. However, if σ is increased to 1 µm, the adhesion coefficient for the
three-level model is reduced to 4.7. It is noteworthy that the adhesion coefficient
falls below 1 when the contacting surface has a RMS roughness σ greater than
10 µm. This implies that the attachment system is no longer capable of supporting
the gecko’s weight. Autumn et al. (2000, 2002) showed that in isolated gecko setae
contacting with the surface of a single crystalline silicon wafer, a 2.5-µN preload
yielded adhesion of 20–40 µN and thus a value of the adhesion coefficient of 8–16,
which supports the simulation results of Kim and Bhushan (2007a).

Figure 27.14b (top left) shows that the adhesion coefficient for the two-level
model is lower than that for the three-level model, but there is only a small difference

Fig. 27.14. a Force–distance curves of one-, two-, and three-level models in contact with rough
surfaces with different σ values for an applied load of 1.6 µN. b The adhesion coefficient, the
number of contacts, and the adhesion energy per unit length of profile for one-level and multilevel
models with an increase of σ value (left), and relative increases between multilevel and one-level
models (right) for an applied load of 1.6 µN. The value of kIII in the analysis is 2.908 N/m (Kim
and Bhushan 2007a)
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Fig. 27.14. (continued)

between the adhesion forces between the two- and three-level models, because the
stiffness of level III for the three-level model is calculated to be higher than those of
levels I and II. In order to show the effect of stiffness, the results for the three-level
model with springs in level III of which the stiffness is 10 times smaller than that of
original level III springs are plotted. It can be seen that the three-level model with
a third-level stiffness of 0.1kIII has a 20–30% higher adhesion coefficient than the
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three-level model. The results also show that the trends in the number of contacts
are similar to that of the adhesion force. The study also investigated the effect of
σ on adhesion energy. It was determined that the adhesion energy decreases with
an increase of σ . For the smooth surface with σ = 0.01 µm, the adhesion energies
for the two- and three-level hierarchical models are 2 times and 2.4 times larger
than that for the one-level model, respectively, but these values decrease rapidly at
surfaces with σ greater than 0.05 µm; and in every model the adhesion energy finally
decreases to zero at surfaces with σ greater than 10 µm. The adhesion energy for the
three-level model with 0.1kIII is 2–3 times higher than that for three-level model.

In order to demonstrate the effect of the hierarchical structure on adhesion
enhancement, Kim and Bhushan (2007a) calculated the increases in the adhesion
coefficient, the number of contacts, and the adhesion energy of the two-, three-, and
three-level (with 0.1kIII) models relative to the one-level model. These results are
shown on the right side of Fig. 27.14b. It was found for the two- and three-level
models, the relative increase of the adhesion coefficient increases slowly with an
increase of σ and has the maximum values of about 70 and 80% at σ = 1 µm,
respectively, and then decreases for surfaces with σ greater than 3 µm. On the
whole, at the applied load of 1.6 µN, the effect of the variation of σ on the adhesion
enhancement for both two- and three-level models is not so large. However, the
relative increase of the adhesion coefficient for the three-level model with 0.1kIII has
the maximum value of about 170% at σ = 1 µm, which shows significant adhesion
enhancement. Owing to the relative increase of adhesion energy, the three-level
model with 0.1kIII shows significant adhesion enhancement.

Figure 27.15 shows the variation of adhesion force and adhesion energy as
a function of applied load for both one- and three-level models contacting with
a surface with σ = 1 µm. It is shown that as the applied load increases, the adhesion
force increases up to a certain applied load and then has a constant value, whereas
adhesion energy continues to increase with an increase in the applied load. The one-

Fig. 27.15.The variation of adhesion force, adhesion coefficient, and adhesion energy as a function
of applied loads for both one- and three-level models contacting with surface with σ = 1 µm.
The value of kIII in the analysis is 2.908 N/m (Kim and Bhushan 2007a)
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level model has a maximum value of adhesive force per unit length of about 3 µN/mm
at an applied load of 10 µN, and the three-level model has a maximum value of about
7 µN/mm at an applied load of 16 µN. However, the adhesion coefficient continues
to decrease at higher applied loads because adhesion force is constant even if the
applied load increases.

The simulation results for the three-level model, which closely models gecko
setae, presented in Fig. 27.14 show that roughness reduces the adhesion force. At
a surface with σ greater than 10 µm, the adhesion force cannot support the gecko’s
weight. However, in practice, a gecko can cling or crawl on the surface of a ceiling
with higher roughness. Kim and Bhushan (2007a) did not consider the effect of
lamellae in their study. The authors state that the lamellae can adapt to the waviness
of the surface, while the setae allow for the adaptation to microroughness or nano-
roughness and expect that adding the lamellae of gecko skin to the model would lead
to higher adhesion over a wider range of roughness. In addition, their hierarchical
model considers only normal-to-surface deformation and motion of the seta. It should
be noted that measurements of adhesion force of a single gecko seta made by Autumn
et al. (2000) demonstrated that a load applied normal to the surface was insufficient
for effective attachment. The lateral force required to pull parallel to the surface was
observed by sliding the seta approximately 5 µm laterally along the surface under
a preload.

27.5.5
Capillarity Effects

Kim and Bhushan (2007d) investigated the effects of capillarity on gecko adhe-
sion by considering capillary force as well as the solid-to-solid interaction. The
Laplace and surface tension components of the capillary force are treated according
to Sect. 27.3.2. The solid-to-solid adhesion force was calculated by DMT theory
according to (27.19) and will be denoted as FDMT.

The work of adhesion was then calculated by (27.20). Kim and Bhushan (2007d)
assumed typical values of the Hamaker constant to be 10−19 J in air and 6.7 × 1019 J
in water (Israelachvili 1992). The work of adhesion of two surfaces in contact
separated by an atomic distance D ≈ 0.2 nm (Israelachvili 1992) is approximately
−66 mJ/m2 in air and −44 mJ/m2 in water. Assuming the tip radius R is 50 nm, the
DMT adhesion forces FDMT of a single contact in air and water are Fair

DMT = 11 nN
and Fwater

DMT = 7.3 nN, respectively. As the humidity increases from 0 to 100%, the
DMT adhesion force will take a value between Fair

DMT and Fwater
DMT . To calculate the

DMT adhesion force for the intermediate humidity, an approximation method by
Wan et al. (1992) was used. The work of adhesion Wad for the intermediate humidity
can be expressed as

Wad =
∫ ∞

D

H

6πh3
dh =

∫ hf

D

Hwater

6πh3
dh +

∫ ∞

hf

Hair

6πh3
dh , (27.26)

where h is the separation along the plane. hf is the water film thickness at a filling
angle φ, which can be calculated as

hf = D + R(1 − cos φ) . (27.27)
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Therefore, using (27.19), (27.26), and (27.27), the DMT adhesion force for interme-
diate humidity is

FDMT =Fwater
DMT

(

1 −
1

[1 + R(1 − cos φ)/D]2

)

+ Fair
DMT

(

1

[1 + R(1 − cos φ)/D]2

)

. (27.28)

Finally, Kim and Bhushan (2007d) calculated the total adhesion force Fad as the sum
of (27.15) and (27.28):

Fad = Fc + FDMT . (27.29)

Kim and Bhushan (2007d) then used the total adhesion force as a critical force in
the three-level hierarchical spring model discussed previously. In the spring model
of a gecko seta the spring is regarded as having been detached if the force applied
upon spring deformation is greater than the adhesion force.

27.5.6
Adhesion Results that Account for Capillarity Effects

To simulate the capillarity contribution to the adhesion force of a gecko spatula,
Kim and Bhushan (2007d) set the contact angle on the gecko spatula tip θ1 to 128◦

(Huber et al. 2005b). It was assumed that the spatula tip radius R = 50 nm, the
ambient temperature T = 25 ◦C, the surface tension of water γ = 73 mJ/m2, and
the molecular volume of water V = 0.03 nm3 (Israelachvili 1992).

Figure 27.16a shows the total adhesion force as a function of relative humidity
for a single spatula in contact with surfaces with different contact angles. The total
adhesion force decreases with an increase in the contact angle on the substrate, and
the difference of the total adhesion force among different contact angles is larger
in the intermediate-humidity regime. As the relative humidity increases, the total
adhesion force for the surfaces with contact angle less than 60◦ has a higher value
than the DMT adhesive force not considering wet contact, whereas for values above
60◦, the total adhesion force has lower values at most relative humidities.

The simulation results of Kim and Bhushan (2007d) are compared with the ex-
perimental data of Huber et al. (2005b) in Fig. 27.16b. Huber et al. (2005b) measured
the pull-off force of a single spatula in contact with four different types of Si wafer
and glass at the ambient temperature of 25 ◦C and a relative humidity of 52%. Ac-
cording to their description, wafer families “N” and “T” in Fig. 27.16b differ by the
thickness of the top amorphous silicon oxide layer. The “Phil” type is the cleaned sil-
icon oxide surface which is hydrophilic with a water contact angle of approximately
10◦, whereas the “Phob” type is a silicon wafer covered hydrophobic monolayer
causing a water contact angle of more than 100◦. The glass has a water contact angle
of 58◦. Huber et al. (2005b) showed that the adhesive force of a gecko spatula rises
significantly for substrates with increasing hydrophilicity (adhesion force increases
by a factor of 2 as mating surfaces go from hydrophobic to hydrophylic). As shown
in Fig. 27.16b, the simulation results of Kim and Bhushan (2007d) closely match
the experimental data of Huber et al. (2005b).
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Fig. 27.16. a Total adhesion force
as a function of relative humidity
for a single spatula in contact
with surfaces with different
contact angles. b Comparison
of the simulation results of Kim
and Bhushan (2007d) with the
measured data obtained by Huber
et al. (2005b) for a single spatula
in contact with hydrophilic and
hydrophobic surfaces (Kim and
Bhushan 2007d). RH relative
humidity

Kim and Bhushan (2007d) performed an adhesion analysis for the three-level
hierarchical model for gecko seta. Figure 27.17 shows the adhesion coefficient
and number of contacts per unit length for the three-level hierarchical model in
contact with rough surfaces with different values of RMS amplitude σ ranging from
σ = 0.01 µm to σ = 30 µm for different relative humidities and contact angles
of the surface. It can be seen that for the surface with contact angle θ2 = 10◦

the adhesion coefficient is greatly influenced by relative humidity. At 0% relative
humidity the maximum adhesion coefficient is about 36 at a value of σ smaller
than 0.01 µm compared with 78 for 90% relative humidity with the same surface
roughness. As expected, the effect of relative humidity on increasing the adhesion
coefficient decreases as the contact angle becomes larger. For hydrophobic surfaces,
relative humidity decreases the adhesion coefficient. Similar trends can be noticed in
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Fig. 27.17a–c. The adhesion coefficient and number of contacts per unit length for the three-level
hierarchical model in contact with rough surfaces with different values of root mean square
amplitudes σ and contact angles for different relative humidities (Kim and Bhushan 2007d)
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the number of contacts. Thus, the conclusion can be drawn that hydrophilic surfaces
are beneficial to gecko adhesion enhancement.

27.6
Modeling of Biomimetic Fibrillar Structures

The mechanics of adhesion between a fibrillar structure and a rough surface as it
relates to the design of biomimetic structures has been a topic of investigation by
many researchers (Jagota and Bennison 2002; Persson 2003; Sitti and Fearing 2003a;
Glassmaker et al. 2004, 2005; Gao et al. 2005; Yao and Gao 2006; Kim and Bhushan
2007b,c). In order to better understand the mechanics of adhesion related to design,
the approach of Kim and Bhushan (2007c) will be described.

Kim and Bhushan (2007c) developed a convenient, general, and useful guideline
for understanding biological systems and for improving biomimetic attachment. This
adhesion database was constructed by modeling the fibers as oriented cylindrical can-
tilever beams with spherical tips. The authors then carried out numerical simulation
of the attachment system in contact with random rough surfaces considering three
constraint conditions—buckling, fracture, and sticking of fiber structure. For a given
applied load, roughness of contacting surface, and fiber material, a procedure to find
the optimal fiber radius and aspect ratio for the desired adhesion coefficient was
developed.

The model of Kim and Bhushan (2007c) is used to find the design parame-
ters for fibers of a single-level attachment system capable of achieving the desired
properties—high adhesion coefficient and durability. The design variables for an at-
tachment system are as follows: fiber geometry (radius and aspect ratio of fibers, tip
radius), fiber material, fiber density, and fiber orientation. The optimal values for the
design variables to achieve the desired properties should be selected for fabrication
of a biomimetic attachment system.

27.6.1
Fiber Model

The fiber model of Kim and Bhushan (2007c) consists of a simple idealized fibrillar
structure consisting of a single-level array of microbeams/nanobeams protruding
from a backing as shown in Fig. 27.18. The fibers are modeled as oriented cylindrical
cantilever beams with spherical tips. In Fig. 27.18, l is the length of the fibers, θ

is the fiber orientation, R is the fiber radius, Rt is the tip radius, S is the spacing
between fibers, and h is the distance between the upper-spring base of each model
and the mean line of the rough profile. The end terminal of the fibers is assumed to
be a spherical tip with a constant radius and a constant adhesion force.

27.6.2
Single Fiber Contact Analysis

Kim and Bhushan (2007c) modeled an individual fiber as a beam oriented at an
angle θ to the substrate and the contact load F is aligned normal to the substrate.
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Fig. 27.18. Single-level attachment system with oriented cylindrical cantilever beams with spher-
ical tip. l is the length of the fibers, θ is the fiber orientation, R is the fiber radius, Rt is the tip
radius, S is the spacing between fibers, and h is the distance between the base of the model and
the mean line of the rough profile (Kim and Bhushan 2007c)

The net displacement normal to the substrate can be calculated according to (27.16)
and (27.17). The fiber stiffness (k = F/δ⊥) is given by (Glassmaker et al. 2004)

k =
πR2 E

l sin2 θ
(

1 + 4l2 cot2 θ

3R2

) =
πRE

2λ sin2 θ
(

1 + 16λ2 cot2 θ
3

) , (27.30)

where λ = l
/

2R is the aspect ratio of the fiber and θ is fixed at 30◦.
Two alternative models dominate the world of contact mechanics—the JKR

theory (Johnson et al. 1971) for compliant solids and the DMT theory (Derjaguin
et al. 1975) for stiff solids. Although gecko setae are composed of β-keratin with
a high elastic modulus (Russell 1986; Bertram and Gosline 1987) which is close to the
DMT model, in general the JKR theory prevails for biological or artificial attachment
systems. Therefore, the JKR theory was applied in the subsequent analysis of Kim
and Bhushan (2007c) to compare the materials with wide ranges of elastic modulus.
The adhesion force between a spherical tip and a rigid flat surface is thus calculated
using the JKR theory as (Johnson et al. 1971)

Fad =
3

2
πRtWad , (27.31)

where Rt is the radius of the spherical tip and Wad is the work of adhesion (calculated
according to (27.24)). Kim and Bhushan (2007c) used this adhesion force as a critical
force. If the elastic force of a single spring is less than the adhesion force, they
regarded the spring as having been detached.

27.6.3
Constraints

In the design of fibrillar structures a trade-off exists between the aspect ratio of the
fibers and their adaptability to a rough surface. If the aspect ratio of the fibers is
too large, they can adhere to each other or even collapse under their own weight as
shown in Fig. 27.19a. If the aspect ratio is too small (Fig. 27.19b), the structures
will lack the necessary compliance to conform to a rough surface. The spacing be-
tween the individual fibers is also important. If the spacing is too small, adjacent
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Fig. 27.19. SEM micro-
graphs of a high-aspect-
ratio polymer fibrils that
have collapsed under their
own weight and b low-
aspect-ratio polymer fib-
rils that are incapable of
adapting to rough surfaces
(Sitti and Fearing 2003a)

fibers can attract each other through intermolecular forces, which will lead to bunch-
ing. Therefore, Kim and Bhushan (2007c) considered three necessary conditions in
their analysis, buckling, fracture, and sticking of fiber structure, which constrain the
allowed geometry.

27.6.3.1
Nonbuckling Condition

A fibrillar interface can deliver a compliant response while still employing stiff
materials because of bending and microbuckling of fibers. Based on classical Euler
buckling, Glassmaker et al. (2004) established a stress–strain relationship and a crit-
ical compressive strain for buckling εcr for the fiber oriented at an angle θ to the
substrate,

εcr = −
bcπ2

3(Al2/3I)

(

1 +
ACl2

3I
cot2 θ

)

, (27.32)
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Fig. 27.20. Critical fiber orientation
as a function of aspect ratio λ

for the nonbuckling condition
for pinned-clamped microbeams
(bc = 2) (Kim and Bhushan
2007c)

where Ac is the cross-sectional area of the fibril and bc is a factor that depends on
boundary conditions. The factor bc has a value of 2 for pinned-clamped microbeams.
For fibers having a circular cross section, εcr is calculated as

εcr = −
bcπ2

3(4l2/3R2)

(

1 +
4l2

3R2
cot2 θ

)

= −bcπ2
(

1

16λ2
+

cot2 θ

3

)

. (27.33)

In (27.33), εcr depends on both the aspect ratio λ and the orientation θ of the fibers.
If εcr = 1, which means the fiber deforms up to the backing, buckling does not
occur. Figure 27.20 plots the critical orientation θ as a function of aspect ratio for
the case of εcr = 1. The critical fiber orientation for buckling is 90◦ at λ less than
1.1. This means that the buckling does not occur regardless of the orientation of
the fiber at λ less than 1.1. For λ greater than 1.1, the critical fiber orientation for
buckling decreases with an increase in λ, and has a constant value of 69◦ at λ greater
than 3. Kim and Bhushan (2007c) used a fixed value at 30◦ for θ, because as stated
earlier the maximum adhesive force is achieved at this orientation and buckling is
not expected to occur.

27.6.3.2
Nonfiber Fracture Condition

For small contacts, the strength of the system will eventually be determined by
fracture of the fibers. Spolenak et al. (2005) suggested the limit of fiber fracture
as a function of the adhesion force. The axial stress σf in a fiber is limited by its
theoretical fracture strength σ f

th as

σf =
Fad

R2π
≤ σ f

th . (27.34)

Using (27.31), one calculates a lower limit for the useful fiber radius R as

R ≥

√

3RtWad

2σ f
th

≈
√

15RtWad

E
, (27.35)
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where the theoretical fracture strength is approximated by E/10 (Dieter 1988). The
lower limit of the fiber radius for fiber fracture by adhesion force depends on the
elastic modulus. By assuming Wad = 66 mJ/m2 stated earlier, Kim and Bhushan
(2007c) calculated the lower limits of the fiber radius for E = 1 MPa, 0.1 GPa, and
10 GPa to be 0.32, 0.032, and 0.0032 µm, respectively.

The contact stress cannot exceed the ideal contact strength transmitted through
the actual contact area at the instant of tensile instability (Spolenak et al. 2005).
Kim and Bhushan (2007c) used this condition (27.34) to extract the limit of the tip
radius, Rt:

σc =
Fad

a2
c π

≤ σth , (27.36)

where σc is the contact stress and σth is the ideal strength of van der Waals bonds,
which is approximately Wad/b, b is the characteristic length of the surface interaction,
and ac is the contact radius. Based on the JKR theory, for the rigid contacting surface,
ac at the instant of pull-off is calculated as

ac =
(

9πWad R2
t (1 − ν2)

8E

)1/3

, (27.37)

where ν is the Poisson ratio. The tip radius can then be calculated by combining
(27.36) and (27.37) as

Rt ≥
8b3 E2

3π2(1 − ν2)2W2
ad

. (27.38)

The lower limit of the tip radius also depends on the elastic modulus. Assuming
Wad = 66 mJ/m2 and b = 2 × 10−10 m (Dieter 1988), one calculates the lower
limits of the tip radius for E = 1 MPa, 0.1 GPa, and 10 GPa as 6 × 10−7, 6 × 10−3,
and 60 nm, respectively. In this study, Kim and Bhushan (2007c) fixed the tip radius
at 100 nm, which satisfies the tip radius condition throughout a wide range of elastic
modulus up to 10 GPa.

27.6.3.3
Nonsticking Condition

A high density of fibers is also important for high adhesion. However, if the space S
between neighboring fibers is too small, the adhesion forces between them become
stronger than the forces required to bend the fibers. Then, fibers might stick to each
other and get entangled. Therefore, to prevent fibers from sticking to each other, they
must be spaced apart and be stiff enough to prevent sticking or bunching. Several
authors (e. g., Sitti and Fearing 2003a) have formulated a nonsticking criterion.
Kim and Bhushan (2007c) adopted the approach of Sitti and Fearing (2003a). Both
adhesion and elastic forces will act on bent structures. The adhesion force between
neighboring two round tips is calculated as

Fad =
3

2
πR′

tWad , (27.39)
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where R′
t is the reduced radius of contact, which is calculated as R′

t = 1/(1/Rt1+
1/Rt2); Rt1 and Rt2 are the radii of the contacting tips; for the case of similar tips,
Rt1 = Rt2, R′

t = 2/Rt.
The elastic force of a bent structure can be calculated by multiplying the bending

stiffness (kb = 3πR4 E/4l3) by a given bending displacement δ as

Fel =
3

4

πR4 Eδ

l3
. (27.40)

The condition for the prevention of sticking is Fel > Fad. By combining (27.39) and
(27.40), a requirement for the minimum distance S between structures which will
prevent sticking of the structures is (Kim and Bhushan 2007c)

S > 2δ = 2

(

4

3

Wadl3

ER3

)

= 2

(

32

3

Wadλ
3

E

)

. (27.41)

The constant 2 takes into account two nearest structures. Using the distance S, the
fiber density ρ is

ρ =
1

(S + 2R)2
. (27.42)

Equation (27.42) was then used to calculate the allowed minimum density of fibers
without sticking or bunching. In (27.41), it is shown that the minimum distance S
depends on both the aspect ratio λ and the elastic modulus E. A smaller aspect ratio
and a higher elastic modulus allow for greater packing density. However, fibers with
a low aspect ratio and a high modulus are not desirable for adhering to rough surfaces
owing to lack of compliance.

27.6.4
Numerical Simulation

The simulation of adhesion of an attachment system in contact with random rough
surfaces was carried out numerically. In order to conduct two-dimensional simula-
tions it is necessary to calculate the applied load Fn as a function of applied pressure
Pn as an input condition. Using ρ calculated for the nonsticking condition, Kim and
Bhushan (2007c) calculated Fn as

Fn =
Pn p

ρ
, (27.43)

where p is the number of springs in scan length L, which equals L/(S + 2R).
Fibers of the attachment system are modeled as one-level-hierarchy elastic

springs (Fig. 27.12) (Kim and Bhushan 2007c). The deflection of each spring and the
elastic force arising in the springs are calculated according to (27.21) and (27.22),
respectively. The adhesion force is the lowest value of elastic force Fel when the
fiber has detached from the contacting surface. Kim and Bhushan (2007c) used an
iterative process to obtain the optimal fiber geometry—fiber radius and aspect ratio.
If the applied load, the roughness of the contacting surface and the fiber material
are given, the procedure for calculating the adhesion force is repeated iteratively
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until the desired adhesion force is satisfied. In order to simplify the design problem,
the fiber material is regarded as a known variable. The next step is constructing the
design database. The left side of Fig. 27.21 shows the flow chart for the construction

Fig. 27.21. Flow chart for a the construction of the adhesion design database and b the calculation
of the adhesion force. Pn is the applied pressure, E is the elastic modulus, μ′ is the adhesion
coefficient, Rt is the tip radius, σ is the root mean square amplitude, R is the fiber radius, λ is
the aspect ratio of the fiber, Fn is the applied load, N is the number of springs, k and l are the
stiffness and the length of the structures, Δl is the spring deformation, fi is the elastic force of
a single spring, and fad is the adhesion force of a single contact (Kim and Bhushan 2007c)
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of the adhesion design database and the right side of Fig. 27.21 shows the calculation
of the adhesion force that is a part of the procedure to construct the adhesion design
database.

27.6.5
Results and Discussion

Figure 27.22 shows an example of the adhesion design database for biomimetic
attachment systems consisting of single-level cylindrical fibers with an orientation
angle of 30◦ and spherical tips of Rt = 100 nm constructed by Kim and Bhushan
(2007c). The minimum fiber radius calculated for the nonfiber fracture condition,
which plays a role in the lower limit of the optimized fiber radius, is also added on the
plot. The plots in Fig. 27.22 cover all applicable fiber materials from soft elastomer
material such as poly(dimethylsiloxane) to stiffer polymers such as polyimide and
β-keratin. The dashed lines in each plot represent the limits of fiber fracture due to
the adhesion force. For a soft material with E = 1 MPa in Fig. 27.22a, the range
of the desirable fiber radius is more than 0.3 µm and that of the aspect ratio is
approximately less than 1. As the elastic modulus increases, the feasible ranges of
both the fiber radius and the aspect ratio also increase as shown in Fig. 27.22b and c.
In Fig. 27.22, the fiber radius has a linear relation with the surface roughness on
a logarithmic scale.

If the applied load, the roughness of the contacting surface, and the elastic mod-
ulus of a fiber material are specified, the optimal fiber radius and aspect ratio for the
desired adhesion coefficient can be selected from this design database. The adhe-
sion databases are useful for understanding biological systems and for guiding the
fabrication of biomimetic attachment systems. Two case studies (Kim and Bhushan
2007c) are calculated below.

Case study 1: Select the optimal size of fibrillar adhesive for a wall-climbing
robot with the following requirements:

– Material: polymer with E ≈ 100 MPa
– Applied pressure by weight less than 10 kPa
– Adhesion coefficient less than 5
– Surface roughness σ < 1 µm

The subplot of the adhesion database that satisfies the requirement is in the second
column and second row in Fig. 27.22b. From this subplot, any values on the marked
line can be selected to meet the requirements. For example, a fiber radius of 0.4 µm
with an aspect ratio of 1 or a fiber radius of 10 µm an with aspect ratio of 0.8 satisfies
the specified requirements.

Case study 2: Compare with the adhesion test for a single gecko seta (Autumn
et al. 2000, 2002)

– Material: β-keratin with E ≈ 10 GPa
– Applied pressure 57 kPa (2.5 µN on an area of 43.6 µm2)

– Adhesion coefficient 8–16
– Surface roughness σ < 0.01 µm
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Fig. 27.22. Adhesion design database for biomimetic attachment system consisting of single-level cylindrical fibers with an orientation angle of 30◦ and
spherical tips of 100 nm for an elastic modulus of a 1 MPa, b 100 MPa, and c 10 GPa (Kim and Bhushan 2007c). The solid lines shown in b and c correspond
to the case studies I and II, respectively, which satisfy the specified requirements
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Autumn et al. (2000, 2002) showed that in isolated gecko setae contacting with
the surface of a single crystalline silicon wafer, a 2.5-µN preload yielded adhesion
of 20–40 µN and thus a value of the adhesion coefficient of 8–16. The region
that satisfies the above requirements is marked in Fig. 27.22c. The spatulae have
an approximate radius of 0.05 µm and an aspect ratio of 25. However, the radius
corresponding to λ = 25 in the marked line is about 0.015 µm. This discrepancy
is due to the difference between the simulated fiber model and real gecko setae
model. Gecko setae are composed of a three-level hierarchical structure in practice,
so higher adhesion can be generated than with a single-level model (Bhushan et al
2006; Kim and Bhushan 2007a, b). Given the simplification in the fiber model, this
simulation result is very close to the experimental result.

27.7
Fabrication of Biomimetric Gecko Skin

On the basis of studies found in the literature, the dominant adhesion mechanism
utilized by geckos and other spider attachment systems appears to be van der Waals
forces. The complex divisions of the gecko skin (lamellae–setae–branches–spatulae)
enable a large real area of contact between the gecko skin and the mating surface.
Hence, a hierarchical fibrillar microstructure/nanostructure is desirable for dry, su-
peradhesive tapes. The development of nanofabricated surfaces capable of replicating
this adhesion force developed in nature is limited by current fabrication methods.
Many different techniques have been used in an attempt to create (Geim et al. 2003;
Sitti and Fearing 2003a; Northen and Turner 2005, 2006; Yurdumkan et al. 2005;
Zhao et al. 2006) and characterize (Peressadko and Gorb 2004; Gorb et al. 2007;
Bhushan and Sayer 2007) bio-inspired adhesive tapes.

Gorb et al. (2007) and Bhushan and Sayer (2007) characterized two poly(vinyl-
siloxane) PVS samples from the Max Planck Institute for Metals Research, Stuttgart,
Germany: one consisting of mushroom-shaped pillars (Fig. 27.23a) and the other
sample was an unstructured control surface (Fig. 27.23b). The structured sample
is composed of pillars that are arranged in a hexagonal order to allow maximum
packing density. They are approximately 100 µm in height, 60 µm in base diameter,
35 µm in middle diameter, and 25 µm in diameter at the narrowed region just below
the terminal contact plates. These plates were about 40 µm in diameter and 2 µm in
thickness at the lip edges. The adhesion force of the two samples in contact with
a smooth flat glass substrate was measured by Gorb et al. (2007) using a homemade
microtribometer. The results revealed that the structured specimens featured an
adhesion force more than twice that of the unstructured specimens. The adhesion
force was also found to be independent of the preload. Moreover, it was found that
the adhesion force of the structured sample was more tolerant to contamination
compared with the control and it could be easily cleaned with a soap solution.

Bhushan and Sayer (2007) characterized the surface roughness, friction force,
and contact angle of the structured sample and compared the results with those of an
unstructured control. As shown in Fig. 27.24a, the macroscale coefficient of kinetic
friction of the structured sample was found to be almost 4 times greater than that of
the unstructured sample. This increase was determined to be a result of the structured
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Fig. 27.23. SEM micrographs of the a struc-
tured and b unstructured polyvinylsiloxane
samples. SH shaft, NR neck region, LP lip
(Bhushan and Sayer 2007)

roughness of the sample and not the random nanoroughness. It is also noteworthy that
the static and kinetic coefficients of friction are approximately equal for the structured
sample. It is believed that the divided contacts allow the broken contacts of the struc-
tured sample to constantly recreate contact. As seen in Fig. 27.24b, the pillars also in-
creased the hydrophobicity of the structured sample in comparison with the unstruc-
tured sample as expectedowing to increased surface roughness (Wenzel 1936; Burton
and Bhushan 2005). A large contact angle is important for self-cleaning (Barthlott
and Neinhius 1997), which agrees with the findings of Gorb et al. (2007) that the
structured sample is more tolerant of contamination than the unstructured sample.

27.7.1
Single-Level Hierarchical Structures

One of the simplest approaches to create a single-level hierarchical surface employed
an AFM tip to create a set of dimples on a wax surface. These dimples served as
a mold for creating the polymer nanopyramids shown in Fig. 27.25a (Sitti and Fearing
2003a). The adhesive force to an individual pyramid was measured using another
AFM cantilever. The force was found to be about 200 µN. Although each pyramid
of the material is capable of producing large adhesion forces, the surface failed to
replicate gecko adhesion on a macroscale. This was due to the lack of flexibility in the
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Fig. 27.24. a Coefficients of static and kinetic friction for the structured and unstructured samples
slid against magnetic tape with a normal load of 130 mN. b Water contact angle for the structured
and unstructured samples (Bhushan and Sayer 2007)

pyramids. In order to ensure that the largest possible area of contact occurs between
the tape and the mating surface, a soft, compliant fibrillar structure would be desired
(Jagota and Bennison 2002). As shown in previous calculations, the van der Waals
adhesion force for two parallel surfaces is inversely proportional to the cube of the
distance between two surfaces. Compliant fibrillar structures enable more fibrils to
be in close proximity of a mating surface, thus increasing van der Waals forces.

Geim et al. (2003) created arrays of nanohairs using electron-beam lithography
and dry etching in oxygen plasma (Fig. 27.25b, left). The original arrays were created
on a rigid silicon wafer. This design was only capable of creating 0.01 N of adhesion
force for a 1-cm2 patch. The nanohairs were then transferred from the silicon wafer
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Fig. 27.25. SEM micrographs of a three pillars created by nanotip indentation (Sitti 2003), b left
an array of polyimide nanohairs and right bunching of the nanohairs, which leads to a reduction
in adhesive force (Geim et al. 2003), and c multiwalled carbon nanotube structures left grown
on silicon by vapor deposition and right transferred into a poly(methyl methacrylate) matrix and
then exposed on the surface after solvent etching (Yurdumakan et al. 2005)
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to a soft bonding substrate. A 1-cm2 sample was able to create 3 N of adhesion force
under the new arrangement. This is approximately one third the adhesion strength
of a gecko. Bunching (as described earlier) was determined to greatly reduce both
the adhesion strength and the durability of the polymer tape. The bunching can be
clearly seen in Fig. 27.25b (right).

Multiwalled carbon nanotube (MWCNT) hairs have been used to create super-
adhesive tapes. Yurdumakan et al. (2005) used chemical vapor deposition to grow
MWCNT that are 50–100 µm in length on quartz or silicon substrates. Patterns
were then created using a combination of photolithography and a wet and/or a dry
etching. Scanning electron microscope images of the nanotube surfaces can be seen
in Fig. 27.25c. On a small scale (nanometer level), the MWCNT surface was able to
achieve adhesive forces 2 orders of magnitude greater than those of gecko foot-hairs.
These structures were only designed to increase adhesion on the nanometer level and
were not capable of producing high adhesion forces on the macroscale. Zhao et al
(2006) created MWCNT arrays that are much more capable of macroscale adhesion.
MWCNT of 5–10 µm were grown on a Si substrate. This arrangement was able to
create an adhesion pressure of 11.7 N/cm2. The durability of the adhesive tape is
an issue as some of the nanotubes detach from the substrate with repeated use. This
work shows promise for MWCNT being implemented in bio-inspired tapes.

Directed self-assembly has been proposed as a method to produce regularly
spaced fibers (Schäffer et al. 2000; Sitti 2003). In this technique, a thin liquid
polymer film is coated on a flat conductive substrate. As demonstrated in Fig. 27.26,
a closely spaced metal plate is used to apply a DC electric field on the polymer film.
Owing to instabilities, pillars will begin to grow. Self-assembly is desirable because
the components spontaneously assemble, typically by bouncing around in a solution
or gas phase until a stable structure of minimum energy is reached. This method is
crucial in biomolecular nanotechnology, and has the potential to be used in precise
devices (Anonymous 2002). These surface coatings have been demonstrated to be
both durable and capable of creating superhydrophobic conditions and have been
used to form clusters on the nanoscale (Pan et al. 2005).

Fig. 27.26. Directed self-assembly based method of producing high-aspect-ratio micro-
hairs/nanohairs (Sitti 2003)
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27.7.2
Multilevel Hierarchical Structures

The aforementioned fabricated surfaces only have one level of hierarchy. Although
these surfaces are capable of producing high adhesion on the microscale/nanoscale,
all have failed in producing large-scale adhesion owing to a lack of compliance and
bunching. In order to overcome these problems, Northen and Turner (2005, 2006)
created a multilevel compliant system by employing a microelectromechanical-
based approach. They created a layer of nanorods which they deemed “organorods”
(Fig. 27.27a). These organorods are comparable in size to that of gecko spatulae
(50–200 nm in diameter and 2 µm tall). They sit atop a silicon dioxide chip (ap-
proximately 2 µm thick and 100–150 µm across a side), which was created using
photolithography (Fig. 27.27b). Each chip is supported on top of a pillar (1 µm in
diameter and 50 µm tall) that attaches to a silicon wafer (Fig. 27.27c). The multilevel
structures have been created across a 100-mm wafer (Fig. 27.27d).

Adhesion testing was performed using a nanorod surface on a solid substrate
and on the multilevel structures. As seen in Fig. 27.28, adhesive pressure of the
multilevel structures was several times higher than that of the surfaces with only one
level of hierarchy. The durability of the multilevel structure was also much greater
than that of the single-level structure. The adhesion of the multilevel structure did
not change between iterations one and five. During the same number of iterations,
the adhesive pressure of the single level structure decreased to zero.

Fig. 27.27. Multilevel fabricated adhesive structure composed of a organorods, b silicon dioxide
chips, and c support pillars. d This structure was repeated multiple times over a silicon wafer
(Northen and Turner 2005 2006)
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Sitti (2003) proposed a nanomolding technique for creating structures with two
levels of structures. In this method two different molds are created—one with pores
on the order of magnitude of microns in diameter and a second with pores of
nanometer-scale diameter. One potential mold material is porous anodic alumina,
which has been demonstrated to produce ordered pores on the nanometer scale of
equal size (Maschmann et al. 2006). Pore-widening techniques could be used to cre-

Fig. 27.28. Adhesion test results of a multilevel hierarchical structure and a single-level hierar-
chical structure repeated for five iterations (Northen and Turner 2006)

Fig. 27.29. Proposed process
of creating multilevel syn-
thetic gecko foot-hairs using
nanomolding. Micron- and
nanometer-sized pore mem-
branes are bonded together (top)
and filled with liquid polymer
(middle). The membranes are
then etched away leaving the
polymer surface (bottom) (Sitti
2003)
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ate micron-scale pores. As seen in Fig. 27.29, the two molds would be bonded to each
other and then filled with a liquid polymer. According to Sitti (2003), the method
would enable the manufacturing of a high volume of synthetic gecko foot-hairs at
low cost.

The literature clearly indicates that in order to create a dry superadhesive, a fib-
rillar surface construction is necessary to maximize the van der Waals forces by
decreasing the distance between the two surfaces. It is also desirable to have a su-
perhydrophobic surface in order to utilize self-cleaning. A material must be soft
enough to conform to rough surfaces yet hard enough to avoid bunching, which will
decrease the adhesion force.

27.8
Closure

The adhesive properties of geckos and other creatures such as flies, beetles, and
spiders are due to the hierarchical structures present on each creature’s attachment
pads. Geckos have developed the most intricate adhesive structures of any of the
aforementioned creatures. The attachment system consists of ridges called lamellae
that are covered in microscale setae that branch off into nanoscale spatulae. Each
structure plays an important role in adapting to surface roughness, bringing the
spatulae in close proximity with the mating surface. These structures as well as
material properties allow the gecko to obtain a much larger real area of contact
between its feet and a mating surface than is possible with a nonfibrillar material.
Two feet of a Tokay gecko have about 220 mm2 of attachment pad area on which the
gecko is able to generate approximately 20 N of adhesion force. Although capable of
generating high adhesion forces, a gecko is able to detach from a surface at will—an
ability known as smart adhesion. Detachment is achieved by a peeling motion of the
gecko’s feet from a surface.

Experimental results have supported the adhesion theories of intermolecular
forces (van der Waals) as a primary adhesion mechanism and capillary forces as
a secondary mechanism, and have been used to rule out several other mechanisms
of adhesion, including the secretion of sticky fluids, suction, and increased frictional
forces. Atomic force microscopy has been employed by several investigators to de-
termine the adhesive strength of gecko foot-hairs. The measured values of the lateral
force required to pull parallel to the surface of a single seta (194 µN) and the adhe-
sion force (normal to the surface) of a single spatula (11 nN) are comparable to the
van der Waals prediction of 270 and 11 nN for a seta and a spatula, respectively. The
adhesion force generated by a seta increases with preload and reaches a maximum
when both perpendicular and parallel preloads are applied. Although gecko feet are
strong adhesives, they remain free of contaminant particles through self-cleaning.
Spatular size along with material properties enable geckos to easily expel any dust
particles that come into contact with their feet.

Recent creation of a three-level hierarchical model for a gecko lamella con-
sisting of setae, branches, and spatulae has brought more insight into adhesion
of biological attachment systems. One-, two-, and three-level hierarchically struc-
tured spring models for simulation of a seta contacting with random rough sur-
faces were considered. The simulation results show that the multilevel hierarchi-
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cal structure has a higher adhesion force as well as adhesion energy than the
one-level structure for a given applied load, owing to better adaptation and at-
tachment ability. It is concluded that the multilevel hierarchical structure produces
adhesion enhancement, and this enhancement increases with an increase in the
applied load and a decrease in the stiffness of springs. The condition at which
a significant adhesion enhancement occurs appears to be related to the maximum
spring deformation. The result shows that significant adhesion enhancement oc-
curs when the maximum spring deformation is greater than 2–3 times larger than
the σ value of surface roughness. For the effect of applied load, as the applied
load increases, adhesion force increases up to a certain applied load and then has
a constant value, whereas adhesion energy continues to increase with an increase
in the applied load. Inclusion of capillary forces in the spring model shows that
the total adhesion force decreases with an increase in the contact angle of wa-
ter on the substrate, and the difference of the total adhesion force among contact
angles is larger in the intermediate-humidity regime. In addition, the simulation
results match measured data for a single spatula in contact with a hydrophilic
and a hydrophobic surface, which further supports van der Waals forces as the
dominant mechanism of adhesion and capillary forces as a secondary mecha-
nism.

There is great interest among the scientific community to create surfaces that
replicate the adhesion strength of gecko feet. These surfaces would be capable
of reusable dry adhesion and would have uses in a wide range of applications
from everyday objects such as tapes, fasteners, and toys to microelectric and space
applications and even wall-climbing robots. In the design of fibrillar structures, it
is necessary to ensure that the fibrils are compliant enough to easily deform to the
mating surface’s roughness profile, yet rigid enough to not collapse under their own
weight. The spacing between the individual fibrils is also important. If the spacing
is too small, adjacent fibrils can attract each other through intermolecular forces,
which will lead to bunching. The adhesion design database developed by Kim and
Bhushan (2007c) serves as a reference for choosing design parameters.

Nanoindentation, electron-beam lithography, and growing of carbon nanotube
arrays are all methods that have been used to create fibrillar structures. The limitations
of current machining methods on the microscale/nanoscale have resulted in the
majority of fabricated surfaces consisting of only one level of hierarchy. Although
typically capable of producing high adhesion force with an individual fibril, these
surfaces have failed to generate high adhesion forces on the macroscale. Bunching,
lack of compliance, and lack of durability are all problems that have arisen with the
aforementioned structures. Recently, a multilayered compliant system was created
using a microelectromechanical-based approach in combination with nanorods. This
method as well as other proposed methods of multilevel nanomolding and directed
self-assembly show great promise in the creation of adhesive structures with multiple
levels of hierarchy, much like those of gecko feet.

Appendix

Several natural (sycamore tree bark and siltstone) and artificial surfaces (dry wall,
wood laminate, steel, aluminum, and glass) were chosen to determine the surface
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parameters of typical rough surfaces that a gecko might encounter. An Alpha-step®
200 (Tencor Instruments, Mountain View, CA, USA) was used to obtain surface
profiles for three different scan lengths: 80 µm, which is approximately the size of
a single gecko seta, 2000 µm, which is close to the size of a gecko lamella; and an
intermediate scan length of 400 µm. The radius of the stylus tip was 1.5–2.5 µm and
the applied normal load was 30 µN. The surface profiles were then analyzed using
a specialized computer program to determine the RMS amplitude σ , correlation
length β∗, peak-to-valley distance P-V, skewness Sk, and kurtosis K .

Samples of surface profiles and their corresponding parameters at a scan length
of 2000 µm can be seen in Fig. 27.30a. The roughness amplitude σ , varies from as
little as 0.01 µm in glass to as much as 30 µm in tree bark. Similarly, the correlation

Fig. 27.30. a Surface height profiles of various random rough surfaces of interest at a scan length
of 2000 µm and b a comparison of the profiles of two surfaces at scan lengths of 80, 400, and
2000 µm. (From Bhushan et al. 2006)
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Fig. 27.30. (continued)

Table 27.3. Scale dependence of surface parameters σ and β∗ for rough surfaces at scan lengths
of 80 and 2000 µm (Bhushan et al. 2006)

Scan length 80 µm Scan length 2000 µm
Surface σ (µm) β∗ (µm) σ (µm) β∗ (µm)

Sycamore tree bark 4.4 17 27 251
Siltstone 1.1 4.8 11 268
Painted drywall 1 11 20 93
Wood laminate 0.11 18 3.6 264
Polished steel 0.07 12 0.40 304
Polished 2024 aluminum 0.40 6.5 0.50 222
Glass 0.01 2.2 0.02 152
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length varies from 2 to 300 µm. The scale dependency of the surface parameters is
illustrated in Fig. 27.30b. As the scan length of the profile increases, so too does
the roughness amplitude and the correlation length. Table 27.3 summarizes the scan
length dependent factors σ and β∗ for all seven sampled surfaces. At a scan length of
80 µm (size of seta), the roughness amplitude does not exceed 5 µm, while at a scan
length of 2000 µm (size of lamella), the roughness amplitude is as high as 30 µm.
This suggests that setae are responsible for adapting to surfaces with roughness on
the order of several microns, while lamellae must adapt to roughness on the order
of tens of microns. Larger roughness values would be adapted to by the skin of
the gecko. The spring model of Bhushan et al. (2006) verifies that setae are only
capable of adapting to roughnesses of a few microns and suggests that lamellae are
responsible for adaptation to rougher surfaces.
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28 Carrier Transport in Advanced Semiconductor Materials

Filippo Giannazzo · Patrick Fiorenza · Vito Raineri

Abstract. In this chapter, the main scanning probe microscopy based methods to measure trans-
port properties in advanced semiconductor materials are presented. The two major approaches
to determine the majority carrier distribution, i. e., scanning capacitance microscopy (SCM)
and scanning spreading resistance microscopy (SSRM), are illustrated, starting from their basic
principles. The imaging capabilities for critical structures and the quantification of SCM and
SSRM raw data to carrier concentration profiles are described and discussed. The determination
of drift mobility in semiconductors by combined application of SCM and SSRM is illustrated
considering quantum wells. The carrier transport through metal–semiconductor barriers by con-
ductive atomic force microscopy (CAFM) is reviewed. Finally, the charge transport in dielectrics
is studied locally by CAFM, and a method for the direct determination of dielectric breakdown
and Weibull statistics is illustrated.

Keywords: Transport in semiconductors, Carrier profiling, Scanning probe microscopy, Scanning
capacitance microscopy, Conductive atomic force microscopy, Scanning spreading resistance
microscopy

Abbreviations

AFM Atomic force microscopy
BEEM Ballistic electron emission microscopy
C-AFM Conducive atomic force microscopy
CF Correction factor
CVS Constant voltage stress
EJ Electrical junction
MBE Molecular beam epitaxy
MJ Metallurgical junction
MOS Metal oxide semiconductor
MOSFET Metal oxide semiconductor field-effect transistor
nanoMIS Nanometric metal–insulator–semiconductor
QW Quantum well
RVS Ramped voltage stress
SBH Schottky barrier height
SCS Scanning capacitance spectroscopy
SCM Scanning capacitance microscopy
SIMS Secondary ion mass spectrometry
SPM Scanning probe microscopy
SSRM Scanning spreading resistance microscopy
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STM Scanning tunneling microscopy
TSCM Transient scanning capacitance microscopy

28.1
Majority Carrier Distribution in Semiconductors:
Imaging and Quantification

The methods based on scanning probe microscopy (SPM) for electrical charac-
terization at the nanoscale emerged in the few last years as the most promising
candidates to meet the requirements of the International Technology Roadmap for
Semiconductors [1] for 2D carrier profiling. In particular, the spatial resolution, the
carrier concentration dynamic range and the concentration gradient sensitivity are
the most important targets. Scanning capacitance microscopy (SCM) and scanning
spreading resistance microscopy (SSRM) are the most attractive methods for the
wide dynamic range (from 1015 to 1020 cm−3) and high spatial resolution. To date,
both approaches have been applied independently for carrier profiling in advanced
Si devices. Furthermore, different applications have been demonstrated, depending
on the specific working principles of the two methods, i. e., capacitance variations
and resistance measurements. As an example, the domain structure of ferroelectric
materials [2] was imaged by SCM. Variable-temperature SCM was used to probe
charge traps in dielectrics and semiconductors [3], recently leading to some demon-
strations of transient SCM (TSCM), to probe deep levels in semiconductors [4].
The resistivity from SSRM has been coupled to the carrier concentration from SCM
to determine the carrier mobility in semiconductors [5]. In the following, the ap-
plication of SCM and SSRM to carrier profiling in semiconductors is described in
detail.

28.1.1
Basic Principles of SCM

SCM is based on the use of an atomic force microscopy (AFM) conductive tip,
connected to a high-sensitivity capacitance sensor. In the typical application of
SCM [6], the probe is scanned in contact mode on the surface of a semiconductor
coated by an ultrathin (a few nanometers) insulating film (usually SiO2, but also
high-k dielectrics [7]), thus forming a nanometric metal–insulator–semiconductor
(nanoMIS) device. The capacitance variations of the nanoMIS are mainly related to
the local carrier concentration underneath the tip, according to the MIS theory [8]. In
some cases, the thin insulator is not present and a tip–semiconductor nano-Schottky
contact is formed. Carrier concentration profiling in the semiconductor has also been
demonstrated by Schottky SCM [9].

Owing to its nanoscale dimensions, the capacitance of the tip–insulator–
semiconductor nanoMIS structure (Fig. 28.1, panel b, insert) is on the order of
the attofarads (10−18 F) or sub-attofarads. This is illustrated in Fig. 28.1, panel a,
where the calculated C–Vtip curves are reported for the case of an AFM probe (with
20-nm typical curvature radius) on p- and n-type Si (1015, 1017 cm−3 concentrations)
coated by a 2-nm-thick oxide layer.
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Fig. 28.1. Calculated C–Vtip (a) and dC/dV–Vtip (b) curves for a nanometric tip–insulator–
semiconductor (insert) formed by an atomic force microscopy (AFM) probe (20-nm curvature
radius) on p- and n-type Si (1015, 1017 cm−3 concentrations) coated by a 2-nm-thick oxide
layer

During the measurement, the sample is placed on a conductive chuck, with a DC
bias and a high frequency (approximately 100 kHz) small-amplitude AC bias. A high-
sensitivity capacitance sensor connected to the probe measures the capacitance
variations induced by the modulating AC bias in the nanoMIS structure. At the
same time, the morphology of the scanned surface can be acquired by contact-mode
AFM. Since the first implementation of SCM by Matey and Blanc [10] and its
first application to carrier profiling in Si by Williams et al. [11], the capacitance
sensor was based on the RCA video disc capacitive-pickup circuitry [12], and this
is still the basic principle of state-of-the-art equipment. This kind of sensor, which
works at 900–1000 MHz with a sensitivity from approximately 10−19 F Hz−1/2 [13]
to approximately 10−21 F Hz−1/2 [14], is the only one able to measure the small
capacitance variations between the scanning probe and the sample. Moreover, since
the sensor has large low-frequency noise and the stray capacitance is several orders
of magnitude larger (on the order of picofarads) than the tip/sample capacitance (on
the order of attofarads), the absolute value of the capacitance cannot be easily related
to the MIS structure capacitance value. Therefore, the dC/dV signal is normally
measured in arbitrary units by a lock-in amplifier (locked at the modulating AC bias
frequency).

Hence, a SCM map is formed by a 2D array of values proportional (through the
capacitance sensor gain G) to the derivative dC/dV at the fixed DC bias applied to the
sample. The DC bias is usually fixed on the peak of the dC/dV curve, corresponding
to the flat-band voltage condition [8], as illustrated in Fig. 28.1, panel b. Obviously,
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the sign of dC/dV is negative for p-type doped semiconductors and is positive for
n-type doped semiconductors, thus enabling us to distinguish between different types
of doped areas. Moreover, the absolute value of the of the dC/dV curve decreases
monotonically with increasing carrier concentration.

In the case of Si, a sensitivity extending to a wide carrier concentration range
(from approximately 1015 to approximately 1020 cm−3) has been demonstrated on
dedicated p- and n-type calibration samples [15]. The dynamic range is limited at
the highest concentrations (above 1020 cm−3), owing to the very small capacitance
variations, i. e., no depletion region is formed in the semiconductor [8]. For the
lowest concentrations (below 1015 cm−3) the sensitivity is limited by oxide fixed and
trapped charges and oxide–semiconductor interface states [16].

The SCM lateral resolution is concentration-dependent too, since the probed
semiconductor volume underneath the tip is ultimately related to the maximum
depletion extension W [8]. Simulations of the SCM nanometric metal oxide semi-

Fig. 28.2. a W/k1/2 (W is the maximum depletion extension at VDC = 0, k is the semiconductor
dielectric constant) versus ln(N/ni)/N (N is the dopant concentration and ni is the intrinsic
carrier density in a semiconductor) for a 1D, 2D and 3D nanometric metal oxide semiconductor
model. A tip radius Rtip = 20 nm was assumed. The plot is independent of the material. b W
versus N for Si. For carrier concentrations higher than 1018 cm−3, the lateral resolution on
the uniformly doped sample is set by the tip dimension itself (being W < 2Rtip). For carrier
concentrations lower than 1018 cm−3, W < 2Rtip, and the lateral resolution is set by the depleted
semiconductor volume. (Simulations from [17])
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conductor (nanoMOS) [17] demonstrated that W is critically dependent on the 3D
distribution of the electric field around the probe, and, hence, on the probe geom-
etry itself. This is shown in Fig. 28.2a, where W/k1/2 is reported as a function of
ln(N/ni)/N for a 1D, 2D and 3D nanoMOS model. k is the dielectric constant
and ni is the intrinsic carrier density in the semiconductor. The plot in Fig. 28.2a
is independent on the kind of semiconductor. A tip radius Rtip = 20 nm was as-
sumed in the calculations, i. e., the typical radius of commercial tips for SCM.
The plot of W versus N in the specific case of Si is reported in Fig. 28.2b. For
Rtip = 20 nm and for carrier concentrations higher than approximately 1018 cm−3,
the lateral resolution on a uniformly doped sample is set by the tip dimension itself
(being W < 2Rtip). For carrier concentrations lower than approximately 1018 cm−3,
W > 2Rtip, and the lateral resolution is set by the depleted semiconductor vol-
ume [17].

Recently, sub-10-nm lateral resolution has been demonstrated using special ul-
trasharp (Rtip < 10 nm) solid Pt probes [18] on the cross section of different critical
structures: (1) the abrupt junction between a silicon-on-insulator oxide layer and
a neighboring Si region; (2) a shallow implant (n+/p, 24-nm junction depth); (3) an
epitaxial staircase (75-nm steps).

Several concerns are related to the use of ultrasharp tips, like their duration and
the reduced signal-to-noise ratio due to the small contact area and the very small
depleted volume including few carriers (one to ten). A different approach to achieve
an improved lateral resolution relies on the geometrical magnification of the sample
region under investigation by angle beveling [19]. Quantitative carrier profiles with
nanometric resolution (along the bevel direction) have been obtained by this method
on unipolar doped semiconductors [20]. This approach proved to be extremely
useful in the study of diffusion and electrical activation of dopant species implanted
at ultralow energy in laterally confined windows [21]. However, some caution must
be observed in the interpretation of SCM measurements on beveled bipolar devices,
owing to the occurrence of the carrier spilling effect [22], determining a shift of the
electrical junction (EJ) position towards the surface.

28.1.2
Carrier Imaging Capability by SCM

SCM has been extensively applied to image the critical features in advanced Si
devices [18], in SiGe [23], SiC [24] and III–V semiconductors [25].

A unique capability of this method is the possibility to image the 2D majority
carrier distribution even in operating devices [26–28]. As an example, indepen-
dent voltages can be applied to the source/gate/drain/well regions of a p-channel
MOS field-effect transistor (MOSFET) (see cross-section and top-view schematics
in Fig. 28.3a, b), when the biased SCM tip is scanned on the device cross section. In
Fig. 28.3c, the Idrain–Vgate characteristics on the cross-sectioned device are reported,
showing a nanoampere leakage current (for Vgate > 0), provided a good quality pas-
sivating oxide is grown on that polished surface [26]. Moreover, a sequence of SCM
images for different Vgate values below and beyond the channel inversion threshold
voltage is reported [26]. The formation of the conductive channel after inversion
(−1.75 and −3 V Vgate) is clearly imaged.
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Fig. 28.3. Cross section (a) and top view (b) of a p-channel metal oxide semiconductor field-
effect transistor. Idrain–Vgate characteristic (c) on the cross-sectioned device shows a nanoampere
leakage current (for Vgate > 0). Sequence of three scanning capacitance microscopy (SCM)
images for different Vgate values below and above the channel inversion threshold voltage. The
formation of the conductive channel after inversion (−1.75 and −3 V Vgate) is clearly imaged.
(Data from [26])

A crucial issue for device engineers is the measurement of critical features such
as the effective channel length in MOSFET devices or the net base width in bipolar
devices. These measures involve the capability to exactly locate the EJ in 2D section
maps. The EJ in a p+–n (n+–p) junction is located within the space charge region
and corresponds to the isoconcentration surface where the concentration of the holes
(electrons) is equal to the concentration of the electrons (holes). Owing to the built-in
electric field, the EJ is deeper with respect to the metallurgical junction (MJ), defined
as the isoconcentration surface where the “chemical” concentration of the p-type (n-
type) dopant atoms is equal to the concentration of the n-type (p-type) dopant atoms.

It has been shown that different electrical profiling methods give different EJ
position values [22]. In the case of SCM, since p-type and n-type majority carri-
ers yield dC/dV values with opposite sign (negative and positive, respectively),
a straightforward way to locate the EJ in a 2D SCM map could be to take the
dC/dV = 0 isocontour line. Although this criterion could seem univocal, it has
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been observed that the dC/dV = 0 position can be substantially shifted depending
on the DC bias applied to the tip during measurements [29]. This is schematically
illustrated in Fig. 28.4, showing a tip moving across an n–p junction, under different
bias conditions. If a negative bias is applied to the tip, when it is on the depletion
region, holes are attracted from the neighboring p-type region. As a consequence,
a deformation is produced in the carrier distribution inside the depletion region
and the EJ position is shifted towards the n-type Si side. Similarly, if a positive
bias is applied to the tip, the EJ position is shifted towards the p-type Si side. The
behavior of the C–Vtip characteristics when the tip is located on the n-type, and
p-type sides and on the depletion region is also shown in Fig. 28.4. In particular,
a typical symmetrical U-shaped curve is associated with the tip located on the EJ
(Fig. 28.4e).

The DC bias dependence of the dC/dV = 0 position has been studied in details
on ad hoc n+–p and p+–n source–drain implants [30]. In Fig. 28.5 the EJ in the
n+–p sample versus the applied tip DC bias, both on cross section (EJcs) and on
bevel (EJbev), is reported. The MJ (650 nm, as determined by secondary ions mass
spectrometry, SIMS) is indicated by the horizontal dashed line. It is evident that the
EJcs depends more strongly than the EJbev on the DC bias. In particular, the EJcs

shifts towards the surface on decreasing the tip DC bias, according to the model in
Fig. 28.4. Moreover, the EJbev is always shallower than the MJ owing to the carrier
spilling [30].

The determination of the EJ position is critically dependent on accurate sample
preparation, in particular on the quality of polishing and the surface passivation. In
fact a high surface state density can induce an additional shift in the EJ position [30].
Accurate 3D simulations of the EJ both on cross section and on bevel have been
recently carried out by Stangoni et al. [31].

Scanning capacitance spectroscopy (SCS) [32], a variant of SCM, was proposed
as the approach to unambiguously localize the EJ inside a narrow and well-defined

Fig. 28.4. A tip moving across an n–p junction, under different bias conditions, i. e., a negative
bias (V−) (a), the flat-band voltage (VFB) (b) and a positive bias (V+) (c). The behavior of the
C–Vtip characteristics when the tip is located on the n-type (a) and p-type (c) sides and on the
depletion region (b) is also shown
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Fig. 28.5. The electrical junc-
tion (E J) versus the applied
tip DC bias, both on cross sec-
tion and on bevel of an n+–p
source–drain implant. The
metallurgical junction (MJ)
is indicated by the horizontal
dashed line. (Data from [30])

region. SCS differs from conventional single-voltage SCM, since each pixel in a SCS
image contains a complete C–V curve, obtained by cycling the applied DC bias for
each fixed probe position. The EJ can be determined from the pixels with the typical
symmetrical (U-shaped) C–V curve, as already illustrated in Fig. 28.4e.

28.1.3
Quantification of SCM Raw Data

To date, the quantification of the SCM raw data to majority carrier concentration
profiles has been addressed by different authors [33–35]. The most straightforward
approach to quantification is the “direct inversion method” or “calibration curve
method”, which relies on the use of a dC/dV versus N calibration curve, where
N is the majority carrier concentration. This curve is calculated starting from the
solution of Poisson–Fermi equation coupled with the drift-diffusion equations for
electrons and holes in the nanoMIS system with realistic 3D geometry. The fastest
way to implement this approach is the “offline” calculation of an extended C–V
curve database from those basic equations, for different uniform semiconductor
concentrations, tip geometries and oxide properties. The dC/dV − N calibration
curve is extracted from that database for a fixed set of geometrical (tip radius
Rtip, oxide thickness tox) and electrical (DC bias VDC, AC bias VAC and ultra-high-
frequency capacitance sensor bias Vhf) parameters. Since dC/dV in the calculated
curve is expressed in attofarads per volt, while the measured SCM signal is in
arbitrary units, a normalization to the capacitance sensor gain is carried out [35].
The theoretical validity of the method has been discussed for unipolar doping profiles
in Si [34].

From the experimental point of view, the reproducibility of SCM measurements
is the key point for quantification. Critical studies on this subject have been carried
out recently, using specifically designed p- and n-type doped Si calibration standards,
containing a set of different uniform doping levels with concentrations ranging from
1015 to 1020 cm−3 [35]. The reliability of the calibration curve approach is critically
dependent on the quality of the nanoMIS structure, and on the possibility to describe
its properties by the “ideal” nanoMIS model. In Fig. 28.6 the concentration and
resistivity profiles measured by spreading resistance profiling on special multilayer
Si structures proposed by IMEC [21] are shown.
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Fig. 28.6. Concentration and and resistivity profiles measured by spreading resistance profiling
on special multilayer p-type (a) and n-type (b) Si structures. (Data from [21])

Fig. 28.7. SCM versus depth profiles measured on p-type (a) and n-type (b) Si samples prepared
at different times to illustrate the reproducibility of the technique. (Data from [35])
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Different SCM profiles measured on those samples prepared at different times
(different days) are reported in Fig. 28.7 to illustrate the reproducibility of the
technique.

It was shown that the conductive tip coating (metal, i. e., Pt/Ir and Co/Cr,
and conductive diamond), low-temperature oxidation method (wet and UV/ozone)
and Si–SiO2 interface microroughness have an impact on the flat-band volt-
age (depending on the work function of the tip), on the hysteresis (depend-
ing on the density of the trapped charges in the oxide) and on the distortion
of the dC/dV − V characteristics (depending on the surface state density), re-
spectively [35]. Some criteria to evaluate the quality of the tip, of the ox-
ide and of the semiconductor polished surface for quantitative SCM measure-
ments were also provided [35]. It was demonstrated that an accurate control of

Fig. 28.8. Comparison between the experimental dC/dV − V curves (symbols) and the simulated
characteristics (lines) for a set of different concentration levels in p-type Si (a) and n-type Si (b)
calibration standards. (Data from [35])
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all of these issues allows measurements of dC/dV − V to be performed on
a set of different concentration levels that can be very well reproduced by the
simulation of an ideal nanoMOS, for an optimized set of geometrical param-
eters (Rtip, tox). This is illustrated in Fig. 28.8, where the symbols represent
the experimental SCM curves, while the lines represent the simulated charac-
teristics [35]. From those characteristics, the calibration curve is extracted for
fixed VDC.

In Fig. 28.9, a comparison between the calculated calibration curves (lines) and
the experimental ones (symbols) is reported. The error bars represent the maxi-
mum errors on the measured SCM signal for the different concentration levels,
obtained from the reproducibility study reported in Fig. 28.7. The errors affecting
the different concentration values obtained by the calibration have been subsequently
estimated [35]. In particular, in the case of p-type Si, the maximum percentage er-
rors are lower than 20% for concentrations higher than 5 × 1016 cm−3. In the case
of n-type Si, the maximum percentage errors are lower than 35% for concentrations
higher than 7 × 1016 cm−3.

The data in Figs. 28.8 and 28.9 show that, provided there are two known concen-
tration levels in a sample with unknown carrier profile (“internal calibration”), the
SCM map on that sample can be converted into a carrier concentration profile. The
highest concentration level (normalization level Nn) is used to calculate the SCM
sensor gain G, defined as the ratio between the measured SCM signal (Nn) and the
calculated dC/dV(Nn). The lowest concentration level (control level Nc) is used to

Fig. 28.9. Comparison between
the calculated calibration
curves (lines) and the exper-
imental ones (symbols). The
error bars represent the max-
imum errors on the measured
SCM signal for the different
concentration levels, obtained
from the data in Fig. 28.7.
(Data from [35])
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verify that the calculated dC/dV(Nc) for the fixed set of parameters is coincident
with the experimental SCM value (Nc).

Recently, calibrated SCM has been presented as a method of choice to study
the electrical activation of low-energy implanted B within deep submicron lateral
extension. In fact, capacitance measurements directly provide the concentration of
electrically active B , without being affected by phenomena such as the reduction
of free carrier mobility due to the presence of B-interstitial clusters in the peak of

Fig. 28.10.Gray scale map of 2D carrier concentration profiles on a low-energy (3-keV) B implant
(dose 2 × 1014 cm−2 ) in a p-type Si substrate (through a patterned oxide mask with 0.38-µm
windows) after 12 min (a) and 120 min (b) of annealing at 800 ◦C in N2. The samples were angle-
beveled to obtain ×10 magnification in the depth direction (note that in the lateral direction the
resolution is the same as in the cross section, since no magnification in that direction is carried
out). The concentration versus depth profiles at the center of the implantation window are
reported (c). The electrically active percentage of the implanted dose for the two annealing times
(38% after 12 min, 98% after 120 min) is also reported. (Data from [30])
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the implanted region. In Fig. 28.10, results on the electrical activation and diffusion
of B implanted at low energy (3 keV), with a dose of 2 × 1014 cm−2 in a p-type
Si substrate, through a patterned oxide mask with 0.38-µm window openings are
reported [30]. The electrically active B profiles were measured by calibrated SCM
after different annealing processes at 800 ◦C in N2 for different times ranging from 12
to 120 min. The 2D carrier concentration profiles after 12 and 120 min of annealing
are reported in gray scale in Fig. 28.10, panels a and b, respectively. One can observe
the combined effect of electrical activation and diffusion of B during the annealing,
causing an increase in both the peak concentration and the spatial extension of the
high-concentration region (the black region in the map). In Fig. 28.10, panel c, the
concentration versus depth profiles at the center of the implantation window mask are
reported. By calculating the area under these profiles, one can obtain the electrically
active percentage of the implanted dose for the two annealing times (38% after
12 min, 98% after 120 min).

Quantitative SCM has been applied to study the electrical activation of N- or
Al-implanted SiC upon thermal annealing [24]. This is illustrated in Fig. 28.11,
where the SIMS profiles of implanted N concentration (1 × 1014 cm−2, Fig. 28.11,
panel a, and 5 × 1014 cm−2, Fig. 28.11, panel b, implanted doses) are compared
with the substitutional N concentration (by SCM) after a thermal annealing at
1300 ◦C for 1 h in Ar. The electrically active fraction (approximately 10% for
both doses) is obtained from the ratio between the chemical and the electrical
profiles.

Quantitative carrier profiling has been extended also to ultranarrow doping pro-
files in Si and in SiGe. Recently, a set of dedicated test samples to determine the

Fig. 28.11. Comparison be-
tween the secondary ion
mass spectrometry (SIMS)
and the SCM substitutional
dopant concentration pro-
files on N implanted in 6H–
SiC a 1 × 1014 cm−2 and
b 5 × 1014 cm−2 implanted
doses), after a thermal anneal-
ing at 1300 ◦C for 1 h in Ar.
The electrically active fraction
(approximately 10% for both
doses) is obtained from the
ratio between the chemical
and electrical profiles. (Data
from [24])
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Fig. 28.12. Nominal B con-
centration profile (a) and
hole concentration profiles
from SCM (b) on a test Si
sample (grown by molecular
beam epitaxy), containing
five ultranarrow (3-nm-thick)
B spikes with different peak
concentrations in the range
1019 −1017 cm−3. The sam-
ple was angle-beveled (×100
magnification). FWHM full
width at half maximum. (Data
from [20])

ultimate depth resolution by SCM were proposed [20]. In Fig. 28.12, panel a, a test Si
sample (grown by molecular beam epitaxy, MBE), consisting of five ultranarrow (3-
nm-thick) B spikes with different peak concentrations in the range 1019 −1017 cm−3

is presented. The hole concentration profiles from SCM data on the beveled sample
are reported in Fig. 28.12, panel b, showing that the carrier profiles are more broad-
ened than the nominal doping profile, because of the free carrier redistribution in the
presence of the biased tip.

MBE-grown p-type doped samples with narrow B doped layers (B spikes) em-
bedded in Si/Si0.75Ge0.25/Si heterostructures (very efficient quantum wells, QWs, for
holes) have also been proposed as test samples [23]. In Fig. 28.13, panel a, a sample
with B spikes embedded and not embedded in the QWs is illustrated. In Fig. 28.13,
panel b the SCM profile for that sample is reported, showing the strong confinement
of the carriers within the QWs and the huge broadening of the holes not confined in
the QWs.

In Fig. 28.14, panel a, the SCM profile of a Si/SiGe/Si heterostructure is reported.
It consists of five QWs (identical widths of 5 nm), doped with different B peak
concentrations in the range 7 × 1018 −2 × 1016 cm−3. In Fig. 28.14, panel b the
converted hole concentration is compared with the SIMS profile of B. The full widths
at half maximum of the hole concentration profiles are included inside the nominal
well widths of 5 nm for all the five spikes, while SIMS profiles are much larger owing
to the intrinsic resolution of the technique. Moreover, the hole peak concentrations
are in good agreement with those measured by SIMS for all the B spikes, except for
the highest one, whose peak concentration is more than a factor of 2 lower than the
SIMS one. Furthermore, the same SCM spike exhibits very long tails starting from
a concentration of 8 × 1017 cm−3, much longer than the tails exhibited by all the
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Fig. 28.13. Nominal B con-
centration profile (a) on
a molecular beam epitaxy
grown sample with B spikes
embedded and not embedded
in Si/Si0.75Ge0.25/Si quantum
wells (QWs). The SCM pro-
file for that sample is reported
in b, showing the strong
confinement of the carriers
within the QWs and the huge
broadening of the holes not
confined in the QWs. (Data
from [23])

Fig. 28.14. A 2D SCM map
with superimposed SCM
versus depth profile (a) for
a Si/SiGe/Si heterostruc-
ture consisting of five QWs
(identical widths of 5 nm),
doped with different B peak
concentrations in the range
7 × 1018 −2 × 1016 cm−3.
The hole concentration profile
by quantification of the SCM
raw data is compared with
SIMS profiles of B in b. (Data
from [23])
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other spikes, which can be attributed to the quantum hole distribution beyond the
potential well. This behavior for the highest concentration spike indicates that a hole
concentration of 2 × 1018 cm−3 completely fills all the energy states available in the
QW, and holes in excess of this concentration are distributed outside the well.

28.1.4
Basic Principles of SSRM

In SSRM a hard conductive AFM (C-AFM) probe is scanned in contact mode across
the sample, while a DC bias is applied between an ohmic contact on the backside of
the sample and the tip. The resulting current is measured using a logarithmic current
amplifier providing a typical range from 1 pA to 0.1 mA.

The total measured resistance R in SSRM experiments includes the resistance
of the probe Rtip, the tip–semiconductor nanocontact resistance Rcontact, the spread-
ing resistance Rspread encountered by the current under the tip, the sample series
resistance Rseries and the back-contact resistance Rback:

R = Rtip + Rcontact + Rspread + Rseries + Rback . (28.1)

The working principle of SSRM relies on the assumption that, using a high force
(above micronewtons) to realize an intimate contact between the probe and the
semiconductor sample, the measured resistance R is dominated by the spreading
resistance contribution Rspread, which, in the first approximation, is linearly related
to the local semiconductor resistivity ̺ by

Rspread =
̺

4a
, (28.2)

where a is the effective contact radius.
SSRM has been applied to Si [37], III–V semiconductors (GaAs, InP) [38–40]

and SiC [41]. The first implementation of SSRM on Si was carried out at IMEC by De
Wolf et al. [42], who demonstrated that, on increasing the force above a threshold
value, a significant increase in the current flowing between the tip and the back-
contact occurs and that the resistance is strongly related to the local semiconductor
resistivity under the tip. In Fig. 28.15, the current–voltage (I–Vtip) curves acquired
in that experiment as a function of load are reported for an n-type (100) Si sample
(1.03 Ωcm). The force on the indenter (a diamond tip) was increased from 50
to 260 µN by changing the AFM feedback set-point voltage. When the force is
increased from 50 to 70 µN the contact suddenly changes from being nearly isolating
to conducting. Below this critical load the current never rises above 5 nA, as shown in
the insert of Fig. 28.15. Above the critical load the I–Vtip curves are nearly identical
except for a scaling factor which increases proportionally with the square root of the
load minus a threshold value.

The origin of the threshold load is partially related to the presence of native
oxide on Si. Below this load the current is mainly the tunnel current through the
oxide and it is only weakly dependent on the underlying sample conductivity. Above
a certain minimum load the indenter pushes partially through this layer, and a be-
havior specific for the sample under investigation appears. Furthermore, the large
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pressure involved in SSRM measurement is responsible for elastoplastic or even
fully plastic deformations of the indented sample. In particular, in the case of Si, the
occurrence of a temporary phase transformation in the so-called β-tin phase has been
demonstrated [43]. The β-tin structure, also named Si(II), is a denser structure than
the cubic structure Si(I) (22% volume reduction) obtained at moderately elevated
pressures [44]. Under pure hydrostatic conditions, the transformation takes place at
about 12 GPa, but this is reduced to values as low as 8 GPa when shear stresses are
present (that is the case in the scanning contact mode SSRM). The Si(II) phase has
material properties which are substantially different from those of Si(I). The most
apparent property is represented by its metallic behavior [45]. The contact between
the probe and the Si(II) pocket may be considered as ohmic, while the dominant
SSRM nanocontact (linked to the silicon resistivity) is in reality the contact between
the Si(II) pocket and the Si(I) (Fig. 28.16).

Fig. 28.15. Variation of the
current–voltage curves with
load (from 50 to 260 µN)
for a diamond tip on (100)
n-type Si (1.03 Ωcm). (Data
from [42])

Fig. 28.16. A spherical scanning spreading resis-
tance microscopy (SSRM) indentation in a flat
silicon surface with elastoplastic deformation and
β-tin Si(II) formation
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The resolution of the SSRM technique is set by the size of the β-tin pocket
created under the probe rather than by the probe itself, giving an explanation for
the nanometer spatial resolution of the SSRM technique [46]. The β-tin pocket can
thus be considered as a “virtual SSRM probe.” Nevertheless, the shape of the probe–
sample contact is of crucial importance, as it will determine the stress distribution
in the silicon sample. Above the threshold load, the resistance is strongly related
to the local semiconductor resistivity under the tip. In particular, at a constant load
of 200 µN, an evolution in the I–Vtip curves with increasing resistivity from nearly
ohmic behavior to a typical rectifying contact was shown [42].

In Fig. 28.17, a plot of the measured resistance versus resistivity is shown
for (100) n-type and p-type Si for a 50-, 70- and 200-µN load. The resistance
represented in these curves corresponds to the reciprocal slope of the I–Vtip curves
at zero bias. The saturation exhibited by the n-type and p-type calibration curves for
highly conductive samples was due to the high resistance (6.5 kΩ) of the implanted
diamond tips used in this first experiment. After subtraction of this series resistance
one obtains the resistance values characteristic of the different substrates. Further
improvements in tip construction [47] reduced the tip resistance to a smaller value
(approximately 1 kΩ). Indeed, progress in the SSRM technique is intimately linked
with the use of silicon probes coated with doped diamond. Those probes mounted
on stiff cantilevers (10–100 N m−1) are the only ones that could survive the forces
required for SSRM. In the few last years, the advent of full diamond probes [48] has
allowed significant progress in SSRM.

Hence, SSRM benefits in theory from an extremely large dynamic range (from
1014 to 1021 cm−3). In practice, this range is, however, limited at high doping (more
than 1020 cm−3) by the presence of the diamond probe resistance in series with the
spreading resistance. In low doped areas (less than 1017 cm−3), the SSRM measure-
ments are disturbed by the presence of surface charges, as demonstrated in [49]. An
important drawback of the SSRM technique is the damage to the sample and to the
probe owing to the high forces while scanning (in particular owing to the presence
of an important shear force).

Fig. 28.17. Variation of the
resistance (slope at zero bias)
with resistivity at a load
of 50, 70 and 200 µN for
n- and p-type doped Si.
Below the transition load
the resistance is insensitive
to sample resistivity. (Data
from [42])
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28.1.5
Carrier Imaging Capability by SSRM

SSRM demonstrated high-performance imaging capabilities for ultrascaled devices
in Si, but also for III–V semiconductor devices. In Fig. 28.18, SSRM images are
reported for the cross section of a 0.18 µm p-type MOS transistor (illustrating the
sensitivity of SSRM also to threshold voltage-adjust and halo implants) [37] and for
the cross section of an n–p–n bipolar transistor [37]. For both devices, the critical
structures in the 2D doping profiles are clearly imaged with high lateral resolution.

A sub-5-nm spatial resolution in cross section, using special ultrasharp (approxi-
mately 3.5 nm contact radius from scanning electron microscopy) full diamond tips,
has been estimated and reported [50], when characterizing a fully depleted MOSFET
device fabricated on SOI (Fig. 28.19b). In Fig. 28.19a, a SSRM image of the device
is reported, while in Fig. 28.19b, the resistance versus depth profile along the dashed
white line in Fig. 28.19a is reported. A feature associated with the 3-nm gate oxide
is evident in the resistance profile and, from consideration on the peak resistance
measured for this feature [51], a sub-5-nm “effective contact radius” was estimated
by the authors [50].

28.1.6
Quantification of SSRM Raw Data

The simple linear relation (28.2) linking the spreading resistance to the resistiv-
ity of the sample under the probe is not fully satisfactory and it presents various
inaccuracies and deficiencies. Electrical properties of the probe–semiconductor con-
tact depend on many different parameters, such as the concentration and energy
distribution of surface states, the precise probe shape or the pressure. It is almost
impossible to express mathematically all those nonidealities. Comparisons with cal-
ibration samples should, therefore, be performed and the deviation from the ideal
linear relation (28.2) is expressed with a resistivity-dependent barrier resistance
component Rbarrier [52]:

R =
̺

4a
+ Rbarrier(̺) . (28.3)

Several dedicated calibration samples have been proposed both for Si [15] and for
III–V semiconductors (GaAs [38, 39] and InP [38–40]).

In Fig. 28.20 the SSRM raw data (output of the SSRM logarithmic current ampli-
fier [53]) and the resistance profiles obtained through the current amplifier transfer
functions (inserts in Fig. 28.20) are reported for the p- and n-type Si calibration
samples proposed by IMEC (Fig. 28.7) [37].

Finally, in Fig. 28.21 the resistance versus resistivity curves obtained for the
calibration samples are reported [37].

In a first approximation, the SSRM profile measured on an arbitrarily doped Si
sample can be converted into the resistivity profile by applying the calibration curves
of Fig. 28.21.

However, for nonuniformly doped samples, the resistance at every position is no
longer exclusively determined by the resistivity at this same place as the spreading of
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Fig. 28.18. SSRM images of the cross section of a 0.18 µm p-type metal oxide semiconductor
transistor (a) and of the cross-section of an n–p–n bipolar transistor (b). (Data from [37])
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Fig. 28.19. a SSRM image of a fully depleted metal oxide semiconductor field-effect transistor
device fabricated on SOI (see the insert in b) and b resistance versus depth profile along the
dashed white line in a. (Data from [50])

Fig. 28.20. SSRM raw data (output of the SSRM logarithmic current amplifier) and resistance
profiles obtained through the current amplifier transfer functions (inserts in a and b) for the
p-type (a) and n-type (b) Si calibration samples. (Data from [37])
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Fig. 28.21. Resistance versus
resistivity curves obtained
for the p-type and n-type Si
calibration samples. (Data
from [37])

the current might be influenced by neighboring conducting or insulating regions [52].
Hence, to obtain a better estimation of the actual resistivity profile, a correction factor
(CF) ntroduced [52] in (28.3):

R = CF(̺, a) ×
̺

4a
+ Rbarrier(̺) . (28.4)

CF is a function of the contact radius a, of the resistivity values around the contact
and of the resistivity gradient. A correct evaluation of this current spreading effect
requires detailed 3D calculations of the current and potential distribution around
the spreading resistance point contact. A CF database was calculated from those
simulations [52] for different tip radii and resistance profiles around the point contact.
A conversion algorithm based upon this database to calculate the exact resistivity
profile from the measured resistance profile includes the following steps:

1. Since a minor change of the input resistance values can be the indication of
a large resistivity change, an adequate smoothing step is included. This elim-
inates measurement noise, removing as little information as possible from the
underlying physical profile.
In the subsequent steps, the smoothed resistance data are transformed into re-
sistivity values.

2. A starting value ̺i (i = 1) for the resistivity profile is calculated by using the
calibration curve (28.3) assuming there are no corrections (CF = 1).

3. The corresponding CF profile CF(̺i) is calculated by interpolation of the
database.

4. A new resistivity profile ̺i+1 is calculated by applying (28.3) in the following
way:

̺i+1 =
4a

[

R − Rbarrier(̺i)
]

CF(̺i, a)
. (28.5)
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5. Steps 1–4 are repeated until a stopping criterion is fulfilled. One possible stop-
ping criterion is to compare ̺i and ̺i+1 and stop the repetition when sufficient
agreement is observed, for example, expressed in terms of the standard deviation:

N
∑

k=1

(̺i+1,k − ̺i,k)
2 ≤ ε , (28.6)

where ̺i represents the complete resistivity profile at step i in matrix notation.
6. Finally, the carrier profile (p, n) and the dopant profile (NA , ND) can be calculated

from the resistivity profile by solving the mobility equation (28.7) together with
the Poisson equation (28.8):

̺ =
1

q(nμe + pμh)
(28.7)

∇2V = −
q

εε0
(ND − NA + p − n) , (28.8)

where the electron μe and hole μh mobilities are functions of the total dopant
concentration NA + ND.

28.1.7
Drift Mobility by SCM and SSRM

SCM and SSRM methods present some peculiar differences, owing to the different
physical working principles. SSRM is strongly affected by changes in the carrier
mobility and in the tip–semiconductor Schottky contact properties. Therefore, the
quantification of SSRM raw data in carrier profiles is hampered, unless the mobility
is independently known or assumptions for the mobility are made. If the mobility
versus doping concentration relation is well known for the most common crys-
talline bulk semiconductors, this relation is not obvious in the case of semiconductor
crystals with high level of damage (e.g., ion-implanted samples), and it is some-
times unknown in the case of semiconductor nanostructures. In contrast, capacitance
measurements on MOS structures are directly connected to carrier concentration.
Recently, it was demonstrated [5] that the two methods (SCM and SSRM) can be
used as two complementary techniques to determine the local drift mobility of car-
riers in semiconductor heterostructures from the carrier concentration (obtained by
SCM [23]) and the resistivity (obtained by SSRM) depth profiles. This approach was
applied to compressively strained Si0.75Ge0.25 layers with different widths (from 20
to 1 nm) and doped with different B concentrations (1 × 1018 and 3 × 1018 cm−3).
The strain-induced modification of the band structure is expected to cause an en-
hancement of the in-plane mobility (i. e., the mobility in the direction parallel to
the heterointerface) for the 2D confined hole gas. On the other hand, in very narrow
QWs, additional effects can deteriorate the carrier mobility, like the Si/SiGe interface
roughness scattering [54], the scattering due to the interface charge and the local
strain fluctuations induced by alloy composition variations. The Hall effect is the
usual method to measure the mobility of a 2D hole gas. However, those measure-
ments provide average information on the mobility of the 2D hole gas and they are
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limited to lower temperatures, since the parallel conduction due to the holes that
are not confined in the QW, for temperatures higher than −123 ◦C, is comparable
to that of the confined holes, making the data interpretation questionable. Moreover
the Hall scattering factors must be known to calculate the drift mobility from the
Hall mobility. From this point of view, the nanoscale drift mobility determination
reported in [5] presents several advantages, since it is a truly local measurement and
it can be carried out at room temperature.

In Fig. 28.22, panel a, the 2D SCM map on a multi-QW sample (QW widths
from 20 to 1 nm, nominal QW doping 3 × 1018 cm−3) is reported [5], together with
the hole concentration profile obtained from the quantification of the SCM signal
versus depth profiles [35]. In Fig. 28.22, panel b, the 2D current map measured on
the same sample for a fixed DC bias (1 V) is reported, with the current versus depth
profile obtained superimposed on it. The box-shaped current profile, particularly
evident for the thicker QWs (20 and 10 nm), demonstrates that the current flow is
confined inside the width of the QW.

The I–V characteristics measured by placing the tip on the individual QWs were
ohmic for a DC bias from −1 to 1 V. From the linear fit of the I–V characteristics, the
resistance R is accurately determined, showing the increase of R on decreasing the

Fig. 28.22. a 2D SCM map on a multi-QW sample (QW widths from 20 to 1 nm, nominal QW
doping 3 × 1018 cm−3), together with the hole concentration profile obtained by the SCM signal.
b 2D current map at fixed DC bias (1 V), with the current versus depth profile superimposed.
(Data from [5])
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width of the QW from 20 to 1 nm. The measured resistances result from the different
contributions in (28.1). Rtip and Rcontact are identical for all the different QWs, since
exactly the same probe is used and the same pressure is applied by the tip on the SiGe.
Both Rspread and Rseries depend on the resistivity ̺ in the semiconductor. Therefore,
the increasing R values with decreasing QW width can be explained in terms of
increasing ̺ values in the QWs. R versus ̺ calibration curve were determined for
a set of calibration samples, consisting of compressively strained Si0.75Ge0.25 layers
with uniform B doping (from 1018 to 1019 cm−3) grown on n-type doped Si. The
resistivity ̺ of the Si0.75Ge0.25 thin films was independently determined by four
point probe measurements, while the resistance R was obtained by measuring the
I–V characteristics, with the current I flowing between a fixed gold contact on the
Si0.75Ge0.25 top film and the tip.

Application of those R versus ̺ calibration curves allowed the resistivity ̺ or
all the QW widths (with 1 × 1018 and 3 × 1018 cm−3) to be determined (Fig. 28.23,
panel a). In Fig. 28.23, panel b the hole peak concentration values p as deter-
mined from the hole concentration versus depth profiles of the same samples are
reported [5]. The values of the hole mobility μ obtained by combining the data in
Fig. 28.23, panels a and b, according to the relation μ = 1/(q × p × ̺), where q is
the electron charge, are reported in Fig. 28.23, panel c.

The mobilities in the sample with 3 × 1018 cm−3 doped QWs are lower than
those in the sample with 1 × 1018 cm−3 doped QWs, owing to the 3 times higher B
concentration. Looking at the sample with 3 × 1018 cm−3 doped QWs, the mobility
decreases by only 9% from the 20-nm-thick to the 10-nm-thick QWs, while the

Fig. 28.23. Resistivity (a),
hole peak concentration (b)
and hole mobility (c) ver-
sus QW width for QWs
doped with 1 × 1018 and
3 × 1018 B cm−3. (Data
from [5])
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decrease becomes more relevant (approximately 87%) from the 10-nm-thick to the
1-nm-thick QWs. In the case of the sample with 3 × 1018 cm−3 doped QWs, the
decrease in mobility is approximately 23.5% on decreasing the QW width from
5 to 1 nm. The agreement between the value of the hole mobility for a 20-nm-
thick surface SiGe layer, presenting a single Si/SiGe interface, and the value for the
buried SiGe layer with the same thickness, presenting two heterointerfaces, indicates
that the hole scattering mechanism is a minor contribution to the mobility for this
thickness. These effects become very relevant when decreasing the QW width below
10 nm.

28.2
Carrier Transport Through Metal–Semiconductor Barriers
by C-AFM

In 1988, Bell and Kaiser [55] demonstrated ballistic electron emission microscopy
(BEEM), i. e., a method based on scanning tunneling microscopy (STM), enabling
spatially resolved carrier-transport spectroscopy at interfaces. The energy-band di-
agram for the BEEM setup in the case of a metal–n-type semiconductor Schottky
barrier is represented in Fig. 28.24. The method is based on the injection of hot
electrons by tunneling from the reverse biased STM tip to the metal film. In the
case of ultrathin films (compared with the electron mean free path in the metal),
a not negligible fraction of the hot electrons propagate ballistically in the metal;
the electrons are able to overcome the barrier and can be collected at the substrate
terminal (collector), when a bias higher than the Schottky barrier height (SBH) is
applied to the tip.

In its first demonstration, BEEM was applied to two interface systems having
very different band structure, i. e., the Au/Si and Au/GaAs Schottky contacts. The
collector current (Ic) versus tip bias curves for the two systems are reported in

Fig. 28.24. Energy-band diagram for the ballistic
electron emission microscopy setup in the case of
a metal–n-type semiconductor Schottky barrier
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Fig. 28.25. Ballistic electron emission microscopy collector current (Ic) versus tip bias curves
(symbols) and fits with the Bell–Kaiser model (lines) for the Au/Si (a) and Au/GaAs (b) Schottky
contacts. The inserts in a and b show the experimental dIc/dV and the derivatives of the fitting
law. The Schottky barrier heights correspond to the step in the dIc/dV − V curve. (Data
from [55])

Fig. 28.25. Those curves were fitted by a model (Bell–Kaiser formalism [55]) taking
into account the following: (1) the transmission probability for an electron to tunnel
from the tip through the vacuum barrier; (2) the electron current attenuation due
to scattering in the metal base; (3) the constraints on the electron kinetic energy,
based on the conservation of the transverse momentum at the metal–semiconductor
interface (in the absence of scattering); (4) the parabolic shape of the conduction-band
minimum in the k space. An important consequence of point 4 is that the Ic–V curve
can be fitted by a parabolic law [I ∝ (V − Vth)

2] around the current onset threshold
Vth = ΦB/q, as shown in Fig. 28.25, panel a by the line. The inserts in Fig. 28.25
show the experimental dIc/dV and the derivatives of the fitting law. The SBH
corresponds to the step in the dIc/dV − V curve. In the case of Au/Si, a single step
at 0.8 eV is observed, indicating a single conduction-band minimum in the interfacial
semiconductor-band structure. For the Au–GaAs interface, BEEM clearly reveals
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properties of the satellite conduction-band minima of GaAs, producing the three
steps at 0.89, 1.18 and 1.36 eV (indicated by the arrows in the insert in Fig. 28.25,
panel b). Further, BEEM has yielded the first direct measurement of the lateral
variations of the GaAs conduction-band structure [56].

More recently, BEEM has been applied to study biased GaAs/AlGaAs superlat-
tices [57], or to demonstrate the QW behavior of 3C–SiC inclusions in 4H–SiC [58].
BEEM spatial resolution has been directly measured on metal–QW Schottky con-
tact [59]

Notwithstanding its high spatial and energy resolutions [6], BEEM suffers some
intrinsic limitations of STM. In fact, since the injected tunnel current intensity is
used also in the tip-height control feedback, BEEM cannot be applied to samples
containing both conductive and insulating regions on the surface. Moreover, the
collector current measured by BEEM is only the fraction of the injected tunnel
current (nanoamperes) propagating ballistically in the metal film, and it is typically
on the order of picoamperes, with a high noise level.

Recently, an alternative approach for nanometer-scale SBH measurements based
on C-AFM was demonstrated [60]. It is based on quite different physical models
and it overcomes some BEEM limitations. In fact, since C-AFM operates in con-
tact mode and the feedback for the tip-height position is based on the cantilever
deflection, also samples containing both conductive and insulating regions on the
surface can be characterized. Moreover, the measured current values are typically
on the order of nanoamperes, i. e., 2–3 orders of magnitude higher than BEEM
currents.

It has been shown [60] that by scanning the forward biased C-AFM tip in contact
with an ultrathin (1–5-nm) metal film deposited on the semiconductor, only a very
localized region in the macroscopic metal–semiconductor contact, with dimensions
on the order of the nanometric tip diameter (10–20 nm), is biased, i. e., a “nano-
Schottky diode” is formed point by point. The energy-band diagram for the C-
AFM-based setup in the case of a metal–n-type semiconductor Schottky barrier is
represented in Fig. 28.26. The biased C-AFM tip is in contact on a nanometric
area with the ultrathin metal layer, which is connected to the ground potential. The
backside ohmic contact of the semiconductor is connected to a current amplifier,
enabling the measurement of the collector current (Ic) on the nanoampere scale with
picoampere sensitivity.

Fig. 28.26. Energy-band diagram for the conductive
AFM based setup in the case of a metal–n-type
semiconductor Schottky barrier
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The typical Ic–V characteristic on a linear scale qualitatively exhibits in the
forward DC bias condition a Schottky diode behavior (thermoionic emission law [8]),
i. e., a negligible current for voltages below a threshold Vth and a current increase
for biases higher than Vth. In order to determine Vth for each tip position, the
region of the current onset was fitted by a parabolic law. The Vth bias represents the
voltage corresponding to the minimum of the parabola. By Taylor series expansion
of the thermoionic emission law for small values of the variable q(V − nΦB)/nkBT ,
the barrier height ΦB is related to Vth by ΦB = Vth/n + kBT/q, where n is the
ideality factor of the diode, kB the Boltzmann constant and T the temperature.
Hence, by spectroscopic analysis of the forward bias Ic–Vtip characteristics for
different tip positions, 2D maps of the metal–semiconductor SBH can be obtained
with a 10–20-nm spatial resolution and with an energy resolution in the sub-0.1-eV
range.

The nanometric localization of the current across the metal–semiconductor in-
terface is obtained by the combined effects of the electric field localization at the
apex of the biased conductive tip and of the high resistivity of ultrathin (1–5-nm)
metal films [60]. This effect related to the film thickness has been investigated ex-
perimentally and modeled by a quantum mechanical description [61–63]. As an
example, the data in Fig. 28.27 show in the case of polycrystalline Au films a re-
sistivity (̺ ≈ 10−3 Ωcm) 2 orders of magnitude higher than the ordinary Au bulk
resistivity [60]. The collector current Ic is represented by the local thermoionic
current flowing across the Schottky barrier in the nanometric region defined by the
forward-biased tip in contact with the high-resistivity metal film.

The C-AFM-based approach described has been applied to map the lateral dis-
tribution of the barriers in a Au/4H–SiC Schottky system [60]. In particular, the
effect of an ultrathin (approximately 2 nm) inhomogeneous SiO2 layer between the
4H–SiC and the Au film was studied. Macroscopic current–voltage measurements
(Fig. 28.28) carried out as a reference on Au dots deposited on oxidized and on
oxide-free sample areas, respectively, indicate that the average macroscopic effect
of an inhomogeneous oxide layer at the interface is a lowering of the SBH. The
microscopic investigation by C-AFM was carried out using conductive diamond-
coated Si tips and the collector current Ic was amplified by a linear current amplifier
(1010 V A−1 gain).

Fig. 28.27. Resistivity versus
film thickness in the case
of polycrystalline Au films.
(Data from [60])
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A set of Ic–V curves collected on an array of 25 × 25 tip positions in an area
of 1 µm × 1 µm in the Au/4H–SiC region is reported in Fig. 28.29, panel a. An
identical array of curves was collected in the Au/SiO2/4H–SiC region, and is shown
in Fig. 28.29, panel b. Each set of 625 curves exhibits a spread, which is wider in
the case of the Au/SiO2/4H–SiC system. Two arrays of ΦB values for the different
tip positions were obtained, and 2D maps of ΦB were plotted from those arrays
(Fig. 28.29, inserts).

A statistical analysis on the arrays of ΦB values [60] resulted in two well-
separated histograms being obtained (Fig. 28.30). In the case of the Au/4H–SiC
system, the distribution is peaked at a barrier height of 1.8 eV and it extends
from 1.6 to 2.1 eV. In the case of the Au/SiO2/4H–SiC system, the distribution
is peaked at 1.5 eV, but it extends from 1.1 to 2.1 eV. The high barrier energy
tail is probably related to the interface regions locally free from the not uniform
oxide.

Fig. 28.28. Macroscopic
current–voltage measure-
ments carried out on Au dots
deposited on oxidized approx-
imately (2 nm inhomogeneous
SiO2 layer) and on oxide-free
4H–SiC. (Data from [60])

Fig. 28.29. Set of Ic–V curves
collected on an array of
25 × 25 tip positions in an
area of 1 µm × 1 µm area
in the Au/4H–SiC region (a)
and in the Au/SiO2/4H–SiC
region (b). 2D maps of ΦB
extracted from those arrays
are shown in the inserts. (Data
from [60])
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Fig. 28.30. Histograms of ΦB
for the Au/4H–SiC (a) and
Au/SiO2/4H–SiC (b) samples
obtained from a statistical
analysis on the arrays in
Fig. 28.29. (Data from [60])

28.3
Charge Transport in Dielectrics by C-AFM

When the gate insulator of a MOS structure is subjected to electrical stress, traps or
defects are progressively generated inside the oxide and eventually lead to the for-
mation of a low-resistance conducting path between the electrodes. The occurrence
of such an event can be detected either as a gradual or as a sudden change in the
conductance of the system and it is associated with the appearance of a localized
conduction mechanism in parallel with the area-distributed tunneling current. Ac-
cording to the magnitude and shape of the resulting current–voltage characteristics,
the failure mode is usually referred to as soft or hard breakdown. Several models
have been proposed for current transport, and can be classified according to the un-
derlying mechanism: junctionlike, hopping, percolation and tunneling conduction.
Within the last of these mechanisms direct tunnel, Fowler–Nordheim, trap-assisted,
resonant, inelastic tunneling and point contact conduction can be mentioned.

The properties of SiO2 are well known from many macroscopic measure-
ments [64], including I–V and C–V measurements and internal photoemission [65].
Investigations by SPM-based techniques have contributed to the determination
of transport properties at the nanoscale. STM [66, 67], BEEM [68, 69] and C-
AFM [70–74] have been used to electrically characterize SiO2 films. Although
BEEM and STM may be more spatially resolved than atmospheric AFM-based
techniques, from the experimental point of view they show some drawbacks, such
as tedious sample preparation and/or ultrahigh vacuum conditions. In contrast to
STM-based techniques, by C-AFM, electrical and topographical information can be
obtained simultaneously and they can be measured independently on an insulating
surface using a typical lateral resolution of approximately 10 nm with a quite simple
experimental setup.
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The reliability of thin dielectric layers in MOS structures is one of the issues
of major concern [75]. For this reason, one of the most discussed arguments on the
characterization of thin dielectric layers is the charge trapping due to injection of
carriers from the substrate in the dielectric during stress induced by an applied bias.
Electrical stress tests, namely, constant voltage stress (CVS) and ramped voltage
stress (RVS), applied to ultrathin SiO2 films using C-AFM demonstrated the ability
of C-AFM to discern the local (with nanometer spatial sensitivity) mechanisms
involved in the oxide degradation till breakdown [72].

An example of charging effects in SiO2 layers monitored by C-AFM is given
in Fig. 28.31, where the current maps after CVS applied for different times are
reported. The current maps present dark and bright zones. The dark zones show the
typical behavior, i. e., a high current value for a 2-nm-thick SiO2 layer biased at 4 V.
The bright regions present lower currents and coincide with the stressed areas. The
effect has been interpreted in terms of electron trapping during the CVS [72].

Electrons trapped in the SiO2 modify the flat-band voltage of the metal (tip)
oxide semiconductor structure, changing the conduction mechanism. The charge
trapped produces a distortion in both the oxide barrier and the flat-band voltage
(VFB), according to the relation

VFB = Φms ±
Qt

C
± . . . , (28.9)

where Φms is the theoretical difference between the metal work function and the
distance between the Fermi and the vacuum levels in the semiconductor, C is the
capacitance of the device, Qt is the amount of charge trapped, and the sign ± depends
on the negative or positive charge trapped. A negative (positive) charge produces an
increase (decrease) in the barrier height.

According to (28.9), it is possible to extrapolate the density of the charge trapped
(Nt) within the dielectric layer by

Nt =
ε0κΔVFB

et
, (28.10)

Fig. 28.31. Current maps
at 4 V of 2 µm × 0.5 µm
after constant voltage
stress at 4.5 V for a 30 s,
b 60 s and c 120 s. (Data
from [72])
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where ε0 is the vacuum permittivity, κ is the relative dielectric constant of the
insulator layer, ΔVFB is the shift produced in the flat-band voltage during the stress
process, e is the electron charge, and t is the dielectric thickness. Figure 28.31
shows the area influenced by the stress (represented by the bright region) changing
at the different stress times: shorter stress times correspond to less-stressed regions
(Fig. 28.31, panels a and b). If the stress time is long enough, some breakdown
processes could be triggered in the stressed region as is shown by the big black spot
(high breakdown current) inside the bright/stressed area in Fig. 28.31, panel c.

RVS cycles on SiO2 layers allow the charge “spreading” in dielectrics to be
imaged (Fig. 28.32). In this case, the stress parameter considered is the number of
ramps performed on a single point. The stressed area is the contact region between
the SiO2 surface and the tip, and it can be estimated to be a few hundred square
nanometers. Figure 28.32 shows current maps after several RVS. From top to bottom,
the current maps collected after 10, 20, 40 and 60 voltage ramps are depicted. The
more the stressing by ramps, the larger is the area affected by the stress. The
dimension of the stressed region imaged is always larger than the contact area of the
metallic tip on the surface. This effect can be partially due to a little hysteresis of
the piezoelectric material, responsible for the motion of the tip, which causes a drift
movement on the surface and an increase of the stressed area. This phenomenon is,
however, assumed to be negligible compared with the lateral spread of trapped charge
and anyway can be quite significantly reduced in modern microscopes. Moreover,
drift would not impose a circular stress zone as the drift is always in one particular
direction. In fact, after several numbers of ramps (40–60 RVS) there is no futher
increase in the dimension of the stressed region. During the RVS process each I–V
curve was saved. Figure 28.33a shows the characteristic I–V curves after several
ramps.

Fig. 28.32. Current maps
at 4 V of 2 µm × 0.5 µm
after ramped voltage
stress (RVS) from 0 to
4.5 V for a 10 ramps,
b 20 ramps, c 40 ramps
and d 60 ramps. (Data
from [72])
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The threshold voltage shifts at higher voltages especially for the first three curves.
This observation, corroborated by the growth of the stressed regions after subsequent
ramps, indicates a direct relation between the voltage shifts and the number of the
trapped charges. After the first ramps, the threshold voltage tends to reach a fixed
value till the difference is practically zero. The slopes of all the curves are the same,
suggesting that Fowler–Nordheim injection [76] is still occurring. At the same time,
the trapped charges produce a shift in the flat-band voltage according to (28.9).

In this way, the density of trapped charges can be estimated using (28.10).
Consideration of the the voltage shift between the first and the 60th ramp resulted
in a value of Nt = 1.3 × 1013 cm−2 has being calculated. It might be pointed out
that the contact area of the tip is not required, because its dimension does not
during measurements. In fact, sequential RVS was reproducible using the same tip
at different points. After several ramps the dimension of the stressed region stops its
lateral growth, (Fig. 28.32, panels c and d). Simultaneously, the I–V characteristics
do not present any threshold voltage shift. This result indicates a kind of saturation
in the trapping effect. Figure 28.33b shows the density of the traps created versus the
number of ramps (from 0 to 4.5 V). This result points out that the maximum density
of traps created during the stress is close to the critical defect density to trigger
a breakdown event. In fact, breakdown events are triggered when, according to the
percolation theory, a critical trap density is reached [77]. The saturation density, or
the critical density, has been found.

Fig. 28.33. a I–V character-
istics after several voltage
ramps. Between the first and
the 60th there is a shift of
about 1 V. In the circle the
50th and the 60th ramps are
depicted. b Trend of the trap
density versus the number of
ramps from 0 to 4.5 V. (Data
from [72])
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28.3.1
Direct Determination of Breakdown

The breakdown spots have been observed in the C-AFM images under the application
of a constant voltage. Their density was determined for different electrical stresses
(applied voltages). According to previous studies, the intrinsic dielectric breakdown
can be considered a three-stage process [78,79]: the wear-out phase, the breakdown
event itself, eventually followed by a damage phase. The third phase can be classified
as either thermal, when it is due to the dissipation of the energy stored in the capacitor,
or progressive, when it can be related to the gradual accumulation damage occurring
at the onset of the breakdown event. This ideal percolation mechanism happens
when only intrinsic phenomena are involved [80]. The presence of a large number of
defects at the interface or in the bulk already in the unstressed device could induce
extrinsic phenomena and the breakdown kinetics would not follow this percolation
mechanism.

In the following we will show how C-AFM can be used to study the breakdown
kinetics, i. e., the evolution of breakdown spots, as a function of time for different
applied voltages. The method has been applied successfully to many dielectrics [81,
82].

As an example, the average I–V characteristics at room temperature recorded
on large-area (25 µm in radius) MOS devices on 4H–SiC are reported in Fig. 28.34.
Different oxide thicknesses, 5 and 7 nm, are considered.

A breakdown field of 12.7 MV cm−1 was measured in both cases, in agree-
ment with the theoretical prediction. Moreover, from the fitting of the I–V curves
in Fig. 28.34, the direct and Fowler–Nordheim tunnel mechanisms for the 5-nm-
thick SiO2 layer,and the Fowler–Nordheim mechanism in the case of the 7-nm-
thick insulator layer were highlighted, in good agreement with the ideal behav-
ior.

On the other hand at the nanoscale, the current recorded under the AFM tip area
is so small that only the breakdown events can be distinguished (in the appropriate
current scale). The color scale reported in Fig. 28.35 (difference between black and

Fig. 28.34. Current density
versus voltage measured on 5-
and 7-nm-thick SiO2 on SiC
metal oxide semiconductor
devices. The current signal
increases rapidly at the begin-
ning of the breakdown process
at 6.3 and 9.0 V, respectively.
(Data from [81])
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Fig. 28.35. Conductive AFM current maps recorded on different areas of the SiO2 dielectric at
6.3 V negative bias applied to the sample on a 5-nm-thick SiO2 layer. a 16×16 µm2 b 8×8 µm2

c 4 × 4 µm2. A larger stress time is applied, decreasing the scan side. The breakdown spot
concentration increases upon increasing the stress time. (Data from [81])

white) is 100 pA. Attention has been focussed on the weak breakdown spots in the
C-AFM images.

Considering such maps, it is possible to discriminate between unbroken and
broken nanodevices. In fact, when the voltage is large enough, the device breaks
down and the current signal increases by several orders of magnitude, changing
from white to black in the related current maps. It is possible to distinguish between
breakdown events and intrinsic defects by comparing the local and the large-area
I–V curves. In fact, C-AFM breakdown current values (Fig. 28.35) are comparable
to those obtained in the microscopic measurements during the breakdown transient
(Fig. 28.34), while intrinsic defects cause current density whose values are smaller
than those associated with microscopic breakdown events. Thus, it is possible to
conclude that the weak spots observed in the current maps are related only to
breakdown events.

The breakdown spots obtained under different stress times (Fig. 28.35) have been
evaluated at 6.3 V constant stress voltage on a 5-nm-thick SiO2 layer. This voltage
was selected because of the breakdown voltage (6.3 V) found in the microscopic
measurements and to perform an accelerated testing of the nanoMOS “tip–dielectric–
SiC” devices.

The nanodevices have been kept in accumulation by applying a negative voltage
on the substrate with respect to the C-AFM tip. In these conditions, the anodic
oxidation of the scanned surface is avoided and the stress was at constant voltages.
Each current map was recorded by keeping constant the scan frequency at 0.3 Hz.
The stress time on each nanoMOS was varied by investigation of different areas
and consequently by varying the tip scan rate. With use of this procedure, the stress
time was changed by up to 2 orders of magnitude. In fact, the stress time (tstress)
performed by the C-AFM tip on the bare dielectric surface on each nanoMOS can
be expressed as

tstress = T/(L/a) , (28.11)

where

1/T = f , (28.12)
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where T is the scan time per line, L is the scan length, f is the scan rate and a
is the tip diameter. The choice of a suffers from a certain degree of arbitrariness
and the tstress values reported here are considered estimates of the real stress times.
Diamond-coated tips have also been used because of their hardness, in order to keep
constant a.

28.3.2
Weibull Statistics by C-AFM

The C-AFM images of different scanned areas varying from 16×16 to 4×4 µm2 are
shown in Fig. 28.35. The breakdown dots are about 100 nm in diameter as measured
in the higher-magnification image. Thus, the mapsin Fig. 28.35 were acquired at
different stress times, from 2.5 × 10−3 to 1 × 10−1 s. The density of breakdown
spots increases upon increasing the stress time per nanodevice.

Figure 28.36 shows the breakdown kinetics obtained in SiO2/SiC. Each scanned
region can be considered as an array of nanoMOS capacitors, and the total area
of the weak spots is proportional to the number of broken nanoMOS devices. The
dimension of the single MOS device (Adev) is the electrical contact region between
the tip and the dielectric. The number of failed devices (Nf) has been normalized
with respect to the different total number of devices (Ni) in each region investigated.
Considering the ratio between the number of failed devices and the total number of
stressed devices in each scanned region, one obtains

Nf

Ni
=

Atf

Adev
·

Adev

Ai
, (28.13)

where Atf is the total area covered by the failed devices and Ai is the total area of
the stressed region. The contact area (Adev) is constant in the scanned region, both
in the failed and in the stressed area, and can be neglected.

The Weibull plot showing the breakdown kinetics for both thicknesses of our
dielectric is reported in Fig. 28.36. The continuous and the dashed lines represent
the fits of the experimental points using the Weibull distribution for 5 and 7 nm,

Fig. 28.36. Breakdown kinetics
for different oxide thicknesses
and at several stress voltages.
The fits to the experimental
points (concentration of failed
nanodevices) using Weibull
statistics are reported as a
continuous line for the 5-nm-
thick SiO2 and as a dashed
line for the 7-nm-thick oxide.
(Data from [81])
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respectively. The squares are the experimental data obtained by stressing the 7-nm-
thick dielectric layer at 9.0 V, while the circles refer to the 5-nm-thick dielectric
stressed at 6.3 V. The Weibull distribution considered is [83]

F(x) = 1 − exp
[

−(x/α)β
]

, (28.14)

where F is the cumulative failure probability (representing in our case the ratio Nf/Ni

expressed in (28.13)), x is the time of stress that induces the breakdown phenomena
(28.11), α is the characteristic lifetime of the dielectric and β is the shape factor, also
called the Weibull slope. It represents an important value distribution in ln x and it
is appropriate for a weakest-link type of problem. In particular, ln[− ln(1 − F)] of
the nanoMOS capacitors is plotted versus the natural logarithm of the stress times.
In this way, the breakdown kinetics at nanometer scale can be determined before the
ultimate fabrication of the device.

A fundamental parameter such β of the Weibull distribution is usually obtained
by indirect methods measuring large-area devices. In contrast, this method allows its
determination directly at nanometer scale. The values determined for the SiO2/SiC
system are β = 2.35±0.18 and 3.9±0.5 for the 5- and 7-nm-thick dielectric layers,
respectively. These results agree with data reported for the percolation theory [84].

Figure 28.37 shows the experimental data obtained for SiO2 thermally grown
on 4H-SiC and Si, respectively, and for different high-k dielectrics (Al2O3, Pr2O3)
deposited on Si. They are compared with the theoretical prediction from the perco-
lation mechanism. These results show an intrinsic dielectric breakdown behavior in
the case of SiO2 thermally grown on 4H–SiC, as well as on Si. This means that prob-
ably the presence of CO components in the SiO2 films grown on the 4H–SiC layer
does not play a relevant role in the breakdown mechanism till a critical thickness is
reached [85]. In contrast, in the case of the high-κ dielectrics, the β values obtained
demonstrate the extrinsic character of the breakdown process.

Fig. 28.37. Comparison be-
tween the experimental β val-
ues obtained for the SiO2/SiC
system, for the SiO2/Si sys-
tem, for high-κ materials and
with the percolation mode
(curve). (Data from [81, 82])
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28.4
Conclusion

In conclusion, we have shown that SPM-based electrical characterization methods
(SCM, SSRM and C-AFM) represent powerful tools for the nanoscale determination
of critical properties in advanced semiconductor materials. In particular, SCM and
SSRM demonstrated high resolution and sensitivity in the determination of 2D
majority carrier concentration profiles in semiconductors, while C-AFM allowed
the nanoscale determination of the SBH distribution in laterally inhomogeneous
metal–semiconductor Schottky contacts, and the study of degradation phenomena
connected with charge transport in dielectrics.
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29 Visualization of Fixed Charges Stored in Condensed
Matter and Its Application to Memory Technology

Yasuo Cho

Abstract. Scanning nonlinear dielectric microscopy (SNDM) with super-high resolution is de-
scribed. Experimental results for the ferroelectric domain and the visualization of charge stored
in flash memories are given, following the description of the theory and principle of SNDM.
Next, a higher-order nonlinear dielectric imaging method and noncontact SNDM (NC-SNDM)
are proposed. The first achievement of atomic resolution in capacitance measurement is suc-
cessfully demonstrated using this NC-SNDM technique. In addition to these techniques, a new
3D-type of SNDM to measure the 3D distribution of ferroelectric polarization is developed.
Finally, a very high density next-generation ferroelectric data storage device based on SNDM is
demonstrated.

Key words: Scanning nonlinear dielectric microscopy, Ferroelectric domain,
Electric dipole moment, Ferroelectric data storage, Flash memory

29.1
Introduction

In recent years, we have developed and reported on the use of scanning nonlinear
dielectric microscopy (SNDM) for the measurement of the microscopic distribu-
tion of dielectric properties on a dielectric material surface [1–5]. This is the first
successful purely electrical method for observing the ferroelectric polarization dis-
tribution without the influence of the screening effect from free charges. As this
microscopic technique has quite a high sensitivity to variation in capacitance, on
the order of 10−22 –10−23 F, we have also succeeded in visualizing the electron and
hole distributions stored in semiconductor flash memory devices using SNDM [6–9].
Therefore, this technique is expected to apply in the development of new semicon-
ductor devices.

New techniques have been developed in order to increase the resolution of
SNDM. One technique is the higher-order SNDM (HO-SNDM) technique, which
detects the higher-order nonlinear dielectric constants, ε(4) and ε(5), in addition
to the lowest-order nonlinear dielectric constant, ε(3) [10]. The other technique is
noncontact SNDM (NC-SNDM) [11]. NC-SNDM utilizes the higher-order nonlinear
dielectric signal ε(4) for control of the noncontact state (tip–sample gap control), and
simultaneous detection of the lowest-order nonlinear dielectric constant, ε(3), and
the linear dielectric constant, ε(2). Thus, NC-SNDM can observe both topography
and dielectric properties of materials, including insulators.
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To date, the highest confirmed resolution of SNDM in contact mode operation
has been in the subnanometer order of a ferroelectric domain measurement. How-
ever, evaluation of the single dipole moment level of a material is expected to be
characterized to a greater extent. From calculated results, it is expected that NC-
SNDM has higher sensitivity to the gap between a tip and a specimen than scanning
tunneling microscopy (STM), and will also have lateral atomic resolution. However,
among the researchers in this field, there is the thought that “as the polarization is
defined at a macroscopic volume-averaged value, the achievement of atomic resolu-
tion by a dielectric (capacitance) measurement is impossible”. There have even been
theoretical reports that deny atomic resolution in dielectric microscopy techniques
including scanning capacitance microscopy (SCM), which probably arise from this
reasoning [12, 13].

Most recently, we have developed a NC-SNDM system operated in ultrahigh
vacuum (UHV), in order to prove that NC-SNDM has a real atomic resolution.
Using this microscopic technique, we have succeeded in observing the Si(111)7×7
atomic structure [14]. This is the first successful demonstration of the achievement of
atomic resolution in a dielectric microscopic technique. Thus, SNDM is recognized
as the fifth microscopy technology with an atomic resolution, following field ion
microscopy (FIM), transmission electron microscopy (TEM), STM and atomic force
microscopy (AFM).

In addition to the abovementioned SNDM techniques which can detect the po-
larization components perpendicular to the specimen surface only, a new 3D-type
of SNDM (3D-SNDM) to measure the 3D distribution of ferroelectric polarization
has been developed [15–17]. Using this 3D-SNDM, one can measure the polariza-
tion components both perpendicular (vertical) and parallel (lateral) to the specimen
surface by selecting the direction of the applied electric field.

Moreover, we also have proposed next-generation ultra-high-density ferroelectric
data storage based on SNDM and already have reported that 10 Tbit/in.2 in memory
density was achieved and actual information composed of a data bit array of 128×82
was successfully stored at an areal data storage density of 1 Tbit/in.2 [18,19]. These
results confirm the potential of ferroelectric materials in storing information at high
densities.

In this chapter, we review and summarize these SNDM techniques and related
technologies.

29.2
Principle and Theory for SNDM

Figure 29.1 shows the system setup of SNDM using the LC lumped constant res-
onator probe. In the figure, Cs denotes the capacitance of the specimen under the
center conductor (the tip) of the probe. Cs is a function of time because of the nonlin-
ear dielectric response under an applied alternating electric field Ep3(= Ep cos ωpt,
fp = 5 kHz−1 MHz).

This LC resonator is connected to the oscillator tuned to the resonance frequency
of the resonator. The abovementioned electrical parts, i. e., tip (needle or cantilever),
ring, inductance and oscillator, are assembled into a small probe for SNDM. The
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Fig. 29.1. Scanning nonlinear dielectric microscopy (SNDM)

oscillating frequency of the probe (or oscillator) (around 1–6 GHz) is modulated
by the change of capacitance ΔCs(t) due to the nonlinear dielectric response under
the applied electric field. As a result, the probe (oscillator) produces a frequency
-modulated (FM) signal. By detecting this FM signal using the FM demodulator
and the lock-in amplifier, we obtain a voltage signal proportional to the capacitance
variation. Thus, we can detect the nonlinear dielectric constant just under the tip
and can obtain the fine resolution determined by the diameter of the pointed end
of the tip and the linear dielectric constant of specimens. The capacitance variation
caused by the nonlinear dielectric response is quite small [ΔCs(t)/Cs0 is in the range
from 10−3 to 10−8.]. Therefore, the sensitivity of the SNDM probe must be very
high. The measured value of the sensitivity of the abovementioned lumped constant
resonator probe is 10−22 –10−23 F, which is much higher than that of SCM, whose
typical sensitivity is 10−18F.

29.3
Microscopic Observation of Area Distribution
of the Ferroelectric Domain Using SNDM

Originally, this microscope was developed for the purpose of measuring the ferro-
electric polarization and the local anisotropy of dielectrics through the detection of
the third-order nonlinear dielectric constant. In Fig. 29.1, the capacitance immedi-
ately beneath the tip Cs is modulated alternately owing to the nonlinear dielectric
properties of the specimen caused by the application of an alternating electric field
between the tip and the metal stage.

Equation (29.1) is a polynomial expansion of the electric displacement D3 as
a function of electric field E3.

D3 = Ps3 + ε(2)E3 +
1

2
ε(3)E2

3 +
1

6
ε(4)E3

3 +
1

24
ε(5)E4

3 + · · · , (29.1)
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where ε(2), ε(3), ε(4) and ε(5) are a linear, lowest-order nonlinear, one-order-higher
and two-orders-higher nonlinear dielectric constants, respectively. (The numbers in
the parentheses denote the rank of of tensor.) The even-rank tensors, including the
linear dielectric constant ε(2), are insensitive to the states of the spontaneous po-
larization. On the other hand, the lowest-order nonlinear dielectric constant ε(3)

and other higher-order odd-rank tensor nonlinear dielectric constants are very sen-
sitive to spontaneous polarization. For example, there is negative ε(3) in a ma-
terial with a center of symmetry, the sign of ε(3) changes in accordance with
the inversion of the spontaneous polarization. Therefore, by detecting this ε(3)

microscopically, we can measure the of area distribution of the ferroelectric do-
main.

The ratio of this derivative capacitance variation ΔCs to the static value to the
capacitance Cs0 is given by the following equation:
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(
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+ . . . (29.2)

This equation shows that the alternating capacitance of different frequencies cor-
responds to each order of the nonlinear dielectric constant. Signals corresponding
to ε(3), ε(4) and ε(5) were obtained by setting the reference signal of the lock-in
amplifier in Fig. 29.1 to frequencies ωp, 2ωp and 3ωp of the applied electric field,
respectively.

As one example of domain measurement, here, we show the ε(3) image in
Fig. 29.2 which demonstrates the resolution of SNDM is really of subnanometer
order. The tip used in this measurement was a metal-coated conductive cantilever
with a tip radius of 25 nm.

These images were taken from epitaxial lead zirconate titanate (PZT) (400-nm)
thin film/La–Sr–Co–O/SrTiO3. The strip shape 90◦ a–c domain pattern is seen.

Fig. 29.2. Domain pattern taken from an epitaxial lead zirconate titanate (PZT) thin film on
La–Sr–Co–O/SrTiO3 [nonlinear dielectric ε(3) image]
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29.4
Visualization of Stored Charge
in Semiconductor Flash Memories Using SNDM

Because SNDM is capable of detecting an ac capacitance change of 10−22 –10−23 F,
which is extraordinarily small, the methods already described can be used not only
to detect ferroelectric polarization, but also in any applications that involve samples
containing dipoles. As an illustrative example of investigating systems other than
ferroelectrics, in Fig. 29.3 we show the results of our experimental visualizations
of electrons and holes stored in MONOS type flash memory and of electrons in
floating gate type flash memory. In MONOS type flash memory (Fig. 29.3a), we
were able to visualize the dipoles created when an electron (hole) stored in the ONO
layer induces a hole (electron) at the silicon surface, which amounts to detecting
the negatively charged electrons and the positively charged holes. And also, we can
clearly visualize the electron distributions stored in the floating gate of floating gate
type flash memory as shown in Fig. 29.3b. This is a first successful achievement
of visualization of charges stored in semiconductor devices. As great numbers of
flash memories have been used as a nonvolatile semiconductor memory for mobile
communication devices, this result is quite important, not only from the viewpoint of
semiconductor science but also because of the influence on the electronics industry.

Fig. 29.3. Visualized charge distribution accumulated in MONOS-type flash memory into which
both electrons and holes are injected, creating a checked pattern (a), and visualized electron
distribution floating gate type flash memory (b)
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29.5
Higher-Order SNDM

A higher-order nonlinear dielectric microscopy technique with higher lateral and
depth resolution than conventional nonlinear dielectric imaging is investigated. From
(29.1), the resolution of SNDM is found to be a function of the electric field E. We
note that the distributions of E2, E3 and E4 fields underneath the tip become much
more concentrated in accordance with their power than that of the field E, as shown
in Fig. 29.4. From this figure, we find that higher-order nonlinear dielectric imaging
has both higher lateral and depth resolution than lower-order nonlinear dielectric
imaging.

We experimentally confirmed that ε(5) imaging has higher lateral resolution
than ε(3) imaging using an electroconductive cantilever as a tip with a radius of
25 nm. For example, Fig. 29.5 shows ε(3) and ε(5) images of the 2D distribu-
tion of PZT thin film. The two images can be correlated, and it is clear that the
ε(5) image resolves greater detail than the ε(3) image owing to the higher lat-
eral and depth resolution. Thus, this technique was demonstrated to be very useful
for observing surface layers of the order of unit cell thickness on ferroelectric
materials.

Fig. 29.4. Distribution of E, E2, E3 and E4 fields under the needle tip. a denotes the tip radius

Fig. 29.5. Polarization distribution of PZT thin film measured by ε(3) imaging (a) and ε(5)

imaging (b)
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29.6
Noncontact SNDM

Recently, we developed NC-SNDM [11]. NC-SNDM utilizes the higher-order non-
linear dielectric signal ε(4) for control of the noncontact state (tip–sample gap
control), and simultaneous detection of the lowest-order nonlinear dielectric con-
stant, ε(3), and the linear dielectric constant, ε(2). Thus, NC-SNDM can observe
both topography and dielectric properties of materials, including insulators.

Most recently, we developed a NC-SNDM system operated in UHV in order to
prove that NC-SNDM has a real atomic resolution.

All measurements were performed under UHV conditions. Equation (29.1),
using the dielectric constant, is a somewhat macroscopic description. However, even
if a very localized situation is considered, for example, with atomic resolution in
mind, as the localized dipole moment also causes capacitance variation, (29.1) is
still applicable by replacing the macroscopic dielectric constant, ε, with the local
polarizability factor, εlocal, of a single dipole moment as a matter of form.

In the actual measurements, the ambient condition should be UHV, because
adsorbed water, with a relatively high dielectric constant on the order of 80, on the
specimen surface causes the electric field under the tip to broaden under such an
atmospheric condition [20]. Therefore, an UHV-type SNDM was developed. In this
study, the specimen and the probe were in a vacuum chamber in which the degree
of vacuum was below 1.0×10−10 Torr.

In order to achieve atomic resolution, the sample surface should be cleaned at
the atomic scale, and to prove the atomic resolution, a well-established standard
sample is required; therefore, Si(111) was chosen as a representative specimen. The
specimen was heat-treated by resistance heating at 600 ◦C for 12 h and 1000 ◦C
for 1 min to form a clean surface. For this experiment, we used a Pt–Ir tip which
was made sharper by electrochemical etching. The typical radius of the tip was
approximately 10–50 nm. After fabrication of the probes, they were cleaned by Ar
ion sputtering in the UHV preparation chamber.

Finally, the Si(111) clean surface was observed using NC-SNDM. In this exper-
iment, an alternating voltage of 3 Vp-p at 30 kHz was applied. Figure 29.6 shows the
simultaneously measured topographical image [the image of the height control signal
applied to the Z-axis piezo scanner to maintain a constant εlocal(4) signal (Fig. 29.6a),
and the image of the εlocal(3) signal distribution (Fig. 29.6b)]. In the topography,
the Si(111)7×7 atomic structure is clearly recognized; therefore, it is confirmed
that atomic resolution was achieved by NC-SNDM. Moreover, it is also confirmed
that the distribution of the εlocal(3) signal was obtained simultaneously. Because the
εlocal(3) image has a contrast that corresponds to the individual Si atoms, this image
includes information of the dipole moment of the single Si atom. Of course, this is
the first successful demonstration of the achievement of atomic resolution in a di-
electric microscopic technique. Thus, SNDM is recognized as the fifth microscopy
technology with an atomic resolution, following FIM, TEM, STM and AFM.

This technique, which is used to detect dielectric properties and topography, is
applicable not only to semiconductors but also to both polar and nonpolar dielectric
materials. Thus, it is expected that NC-SNDM will contribute to the study of electric
dipole moment distribution in insulating materials at the atomic level.
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Fig. 29.6. a Topography of the Si(111)7×7 atomic structure observed by noncontact SNDM.
b Simultaneously measured εlocal(3)

29.7
SNDM for 3D Observation of Nanoscale Ferroelectric Domains

The other advantage of SNDM in the investigation of ferroelectric materials is that
it is possible to measure the polarization components both perpendicular (vertical)
and parallel (lateral) to the specimen surface by selecting the direction of the applied
electric field [15–17]. The 3D measurement of ferroelectric polarization is quite
important, because many ferroelectric materials have 3D domain structures.

In ferroelectric materials, the sign of the lowest-order component of the nonlinear
dielectric constant (third-rank tensor) changes with inversion of the polarization
direction. Hence, by measuring the sign of the nonlinear dielectric constant we
can obtain the polarization direction. In vertical measurement, SNDM detects the
component of polarization perpendicular to the specimen surface (ε333 component)
and in lateral measurement, it detects the parallel component (ε311 component).

Figure 29.7 shows a schematic diagram of a SNDM system designed to measure
in both the vertical and the lateral polarization detections. In vertical measurement,
the bottom electrode is used to apply an alternating electric field in the vertical di-
rection. In lateral measurement, an alternating electric field is generated by applying
an ac voltage to four electrodes denoted A, B, C and D on the electrode plate. By
producing a 90◦ phase shift between the applied voltages VA-B (2V1 cos θ) and VC-D

(2V1 sin θ), one generates a rotating electric field parallel to the specimen surface.
With use of the rotating electric field, the phase output of the lock-in amplifier
directly indicates the lateral azimuth angle.

In this experiment, lateral measurement was carried out in the cross-sectional
plane (the x-cut plane) of the c–c domain structure of multidomain congruent LiTaO3

(CLT) with a thickness of 200 µm, which has a lateral polarization component only.
Figure 29.8a shows a phase image obtained for lateral measurement in the

x-plane of LiTaO3. Antiparallel polarization orientations are clearly distinguished in
this image. This image further reveals that the c–c domains do not penetrate along
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Fig. 29.7. The 3D-SNDM system

Fig. 29.8. a Phase image in the x-cut plane of multidomain LiTaO3 by lateral measurement.
b Phase image by lateral measurement after physical rotation of the specimen by 90◦
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the z-axis contrary to the usual expectation; i. e., that a ferroelectric polarization is
expected to penetrate through the crystal along the polarization direction. In other
words, the multidomain structure of the CLT generated by the depolarization process
was found to be composed of numerous charged domains. Figure 29.8b also shows
a phase image in the x-plane of LiTaO3, in which the specimen has been physically
rotated by 90◦. In these images, where the azimuthal polarization angles are indicated
by arrows on the color scale, it can be seen that the phase signals shift by around 90◦

in accordance with the rotation of the specimen.

29.8
Next-Generation Ultra-High-Density Ferroelectric Data Storage
Based on SNDM

29.8.1
Overview of Ferroelectric Data Storage

With the advance of information processing technology, the importance of high-
density data storage is increasing. Studies on thermal fluctuation predict that mag-
netic storage, which plays a major role in this field, will reach a theoretical limit in
the near future, and thus a novel high-density storage method is required.

Ferroelectrics can hold bit information in the form of the polarization direction of
individual domains. Moreover, the domain wall of typical ferroelectric materials is as
thin as the order of a few lattice parameters [21], which is favorable for high-density
data storage.

The basic idea of applying ferroelectrics to a recording system was suggested by
Pulvari [22] in 1951. In ferroelectric data storage, the remanent polarization does not
produce an external field even after the recording medium has been polarized. The
reason is that the remanent polarization is neutralized by the free charge. Therefore,
in ferroelectric data storage, the reproduction voltage cannot be detected without
using some type of excitation.

In order to address this problem, several methods have been proposed. A de-
structive reading method applying an electric switching field to the medium was
used in the system proposed by Anderson [23]. Application of ultrasonic vibration
to the recording medium was proposed to obtain nondestructive reproduction by
Crawford [24].

In 1969, Tanaka and Sato31-25 devised a reproduction method which used the
pyroelectric effect and they experimentally demonstrated the feasibility of a ferro-
electric recording system which used this concept [26].

Recently, with the progress in atomic force microscope technology, piezo force
microscopy (PFM) based on AFM has been extensively investigated as a method
of forming and detecting small inverted domain dots in ferroelectric material such
as PZT thin film [27–31]. In this technique, domain dots are switched by applying
a relatively large dc pulse to the probe, creating an electric field at the tip of the probe
cantilever. These dots can then be detected via the ac surface displacement (vibration)
of the ferroelectric material based on the piezoelectric response to an ac electric field
applied at the same tip. This technology has clear implications for bit storage in
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ultra-high-density recording systems, with anticipated storage densities on the order
of terabits per square inch. However, current techniques are capable of forming
and detecting dots of around 100 nm (achieved memory density of 64 Gbit/in.2 in
a BaTiO3 single crystal [30] and of 39 Gbit/in.2 in PZT thin film [31]) and this
falls far short of the 1 Tbit/in.2 thought to be possible and also short of really
achieved memory density in ferromagnetic recording. The limiting factors involved
are the resolution of the piezo-imaging method and the physical properties of the
ferroelectric medium. For example, even if very small nanodots of less than 10 nm
could be formed successfully, a detection method with resolution finer than 1 nm
would be required to detect such dots with sufficient accuracy. Therefore, it is of
primary importance to improve the resolution of the domain detection device such
that the smallest formable domain sizes can be resolved.

The resolution of our SNDM is in the subnanometer range [32], much higher than
that of the PFM method used for observing polarization distributions [33]. Moreover,
our SNDM technique is a purely electrical method, allowing domain information
to be read at much higher speed than by piezo-imaging, the read speed of which
is limited by the mechanical resonance frequency of the atomic force microscope
cantilever (typically around 100 kHz).

More recently, the present author also has studied the formation of small domain
inverted dots in lead titanate [34] and PZT thin film [35] using SNDM, and has suc-
cessfully produced and observed a domain inverted dot with a radius of 12.5 nm [35].
However, single-crystal material is expected to be more suitable for studying nan-
odomain engineering quantitatively with good reproducibility because current thin
films still suffer from atomic-scale nonuniformities that prevent switching in the
nanodomains in which they occur.

To date, barium titanate (BaTiO3) is the only material that has been studied
as a single-crystal material for nanodomain switching [30]. Although BaTiO3 is
a typical ferroelectric material, it is not suitable as a recording medium for a number
of reasons. Most importantly, the BaTiO3 single crystal belongs to the tetragonal
system, with the result that it has two possible domains in which to store bits, a 90◦

a–c domain and a 180◦ c–c domain. Such a structure introduces a level of complexity
not desired at present. Furthermore, the phase transition from the tetragonal phase
to the orthorhombic phase occurs at 5 ◦C, which is dangerously close to room
temperature for a storage medium, possibly resulting in data loss as a result of
ambient temperature drift. Lastly, it is difficult to fabricate a large, high-quality,
and practical usable BaTiO3 single crystal at low cost. A ferroelectric nano-domain
engineering material suitable for practical application as a storage medium should
have a single 180◦ c–c domain, an adequately high Curie point without phase
transitions below the Curie point, and should be producible as large single crystals
with good homogeneity at low cost. The lithium tantalate (LiTaO3) single crystal
satisfies all these conditions, and has been used widely in optical and piezoelectric
devices. The development of nanodomain engineering techniques based on LiTaO3

single crystals will have applications in not only ultra-high-density data storage, but
also in various electro-optical, integrated-optical and piezoelectric devices.

With these as a background, we have proposed an ultra-high-density ferroelectric
data storage system using the scanning nonlinear dielectric microscope as a pickup
device and a LiTaO3 single crystal as a ferroelectric recording medium [18,36–43]. In
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this chapter, an investigation of ultra-high-density ferroelectric data storage based on
SNDM is described. For the purpose of obtaining fundamental knowledge on high-
density ferroelectric data storage, several experiments on nanodomain formation in
a LiTaO3 single crystal were conducted. Through domain engineering, a domain
dot array with an areal density of 1.5 Tbit/in.2 was formed on CLT. Subnanosecond
(500 ps) domain switching speed also has been achieved. Next, actual information
storage with low bit error and high memory density was performed. A bit-error
ratio (BER) of less than 1 × 10−4 was achieved at an areal density of 258 Gbit/in.2.
Moreover, actual information storage was demonstrated at a density of 1 Tbit/in.2.

Finally, we examined the effect of a small dc offset voltage on the pulse ampli-
tude and duration needed to switch and stabilize the nanodomains. Both the pulse
amplitude and the application time required to achieve reversal of polarization vary
significantly with even small variation in the dc offset voltage following the pulses.
These results indicated that application of a very small dc offset voltage is very
effective in accelerating the domain switching speed and in stabilizing the reversed
nanodomain dots. Applying this offset application technique, we formed a smallest
artificial nanodomain single dot of 5.1 nm in diameter and an artificial nanodomain
dot-array with a memory density of 10.1 Tbit/in.2 and a bit spacing of 8.0 nm,
representing the highest memory density for rewritable data storage reported to date.

29.8.2
SNDM Nanodomain Engineering System and Ferroelectric Recording Medium

The ferroelectric data storage system has been developed based on SNDM for
fundamental read/write experiments. Figure 29.9 shows a schematic diagram of the
system used in this study. When we read the nanodomain dots, the SNDM technique
is used. On the other hand, writing is carried out by applying relatively large voltage
pulses to the ferroelectric recording medium and locally switching the polarization
direction. The pulse generator is connected to the bottom electrode of the medium;
thus, the positive domains (which are observed on the surface of the probe side)
are written by the positive voltage pulses and the negative domains are written by
the negative voltage pulses. The positive domains are defined as data bits of “1”
in this chapter. Piezoelectric scanners with displacement sensors are employed for
highly accurate positioning. Two types of cantilevers were used as read/write probes.
Conductive-diamond-coated cantilevers with a tip radius of 50 nm were used for the
purpose of studying the basic recording technology, because this type of probe has
excellent durability, and would be valid for practical use. Metal-coated cantilevers
with sharp tip radius of 25 nm were also used as a probe in order to write the
higher-density data.

We selected the LiTaO3 single crystal as a recording medium because this ma-
terial has suitable characteristics as follows: (1) there exist only 180◦ c–c domains;
(2) it does not possess a transition point near room temperature; (3) high-quality
and large single crystals can be fabricated at a low cost. When a reversed domain is
formed by applying a voltage to a specimen using a sharp-pointed tip, the electric
field is highly localized immediately beneath the tip. Therefore, the preparation of
thin and homogeneous specimens is a matter of the highest priority. We have ob-
tained very thin and uniform LiTaO3 recording media with thicknesses of 10–250 nm
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Fig. 29.9. The ferroelectric data storage system based on SNDM

Fig. 29.10. A profile showing the thickness dis-
tribution of congruent LiTaO3 (CLT) recording
media (6 × 6 mm2) at a thickness of 50 ± 7 nm

These specimens were fabricated by mechanically polishing a single-crystal wafer,
which was mounted on a metal-coated (chromium) LiTaO3 single-crystal wafer with
a thickness of 400–500 µm, to a thickness of approximately 0.5 µm, followed by
electron cyclotron resonance dry etching to the desired thickness. The same LiTaO3

material was used for the substrate and the polished thin film to ensure matching
of the thermal expansion coefficients. The thickness of the fabricated thin medium
was measured using a spectrum reflectance thickness monitor (Otshuka Electronic
FE-3000) with nanometer-scale precision. The area of the sample was 6 × 6 mm2,
all of which was usable for data storage. As an example, Fig. 29.10 shows the sur-
face roughness of a recording medium with a thickness of 50 nm. The distribution in
thickness is within ±7 nm. Thus, we now have a ferroelectric medium with sufficient
homogeneity and space to perform practical information storage on the terabit per
square inch density scale.

29.8.3
Nanodomain Formation in a LiTaO3 Single Crystal

Presently, two types of LiTaO3 single crystals are widely known; one is stoichiomet-
ric LiTaO3 (SLT) [44] and the other is congruent LiTaO3 (CLT). It was reported that
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the polarization reversal characteristics of these crystals are distinctly different from
each other [45–47]. SLT has few pinning sites of domain switching derived from
Li point defects; therefore, SLT has the characteristics that the coercive field is low
and the switching time is short. This means that SLT is favorable for low-power and
high-speed writing. On the other hand, CLT has many pinning sites because it is Ta-
rich crystal, and the natural domain size of CLT is much smaller than that of SLT. So
we expect that CLT is suitable for higher-density storage with smaller domain dots.

Figure 29.11 shows the SNDM images of typical nanosized inverted domains
formed in a 100-nm-thick SLT medium by applying voltage pulses at amplitude of
15 V and durations of 500, 100 and 60 ns. Figure 29.11a–c shows A cos θ images
and their polarity images are shown in Fig. 29.11d–f. From these images, we found
that the area of the domain decreased with decreasing voltage application time.
The dependence of domain size on voltage application time was observed from the
sidewise motion of the domain wall.

Subsequently, we conducted some experiments on the formation of domain
shape by applying voltage pulses at multipoints while controlling the probe position.
Figure 29.12 shows the domain characters “TOHOKU UNIV” written on SLT and
CLT. The inverted domain shown in Fig. 29.12a was formed in 150-nm-thick SLT
by applying 15-V, 100-ns pulses, and the inverted domain shown in Fig. 29.12b was
formed in 70-nm-thick CLT by applying 14-V, 10-µs pulses for the left image and
14-V,5-µs pulses for the right image. From these images, we found that a small
inverted domain pattern was successfully formed in CLT despite the application of
long pulses on a thinner sample. This observation clearly demonstrated that pinning
sites derived from lithium nonstoichiometry prevent the sidewise motion of domain
walls.

Thereby, we verified the feasible storage density using CLT. Figure 29.13 shows
images of the inverted domain patterns with densities of 0.62, 1.10 and 1.50 Tbit/in.2.
These domain patterns were formed by applying voltage pulses of 11, 12 and 12 V,

Fig. 29.11. Images of typical
inverted domains formed in
stoichiometric LiTaO3 (SLT)
by applying voltage pulses
at an amplitude of 15 V and
for durations of a, d 500 ns,
b, e 100 ns and c, f 60 ns. a–
c A cos θ images. d–f Polarity
images
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Fig. 29.12. Nanodomain characters “TO-
HOKU UNIV.” written on a SLT and b

CLT

Fig. 29.13. Images of inverted domain patterns formed in CLT with densities of (a)
0.62 Tbit/inch2, (b) 1.10 Tbit/inch2 and (c) 1.50 Tbit/inch2

and for durations of 10 µs, 500 ns and 80 ns, respectively. A close-packed dot array
composed of positive and negative domains can be observed in these images.

We have also investigated long-term retention characteristic of a ferroelectric
data storage system. CLT plates, 80 nm thick, with an inverted domain dot array
composed of 100-nm-diameter dots were baked at high temperature. After heat
treatment for several time intervals, the dots shrinked. From the variation data of
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dot size, the activation energy (Ea) and the frequency factor (α), a parameter of the
Arrhenius equation, were determined Using these parameters, we estimated the rate
of dot-radius variation in the temperature range from 24 to 80 ◦C in this temperature
range, general memory devices are used. We conclude that it takes more than 16
years until the dot radius decreases by 20%. This time is long enough compared
with lifetime of general memory devices, at least only under one condition of one
thickness of specimens (CLT 80 nm) and one dot radius (50 nm).

29.8.4
High-Speed Switching of Nanoscale Ferroelectric Domains
in Congruent Single-Crystal LiTaO3

The recording medium for large-capacity memory devices also requires excellent
high-speed writing characteristics in addition to a high memory density. The switch-
ing speed of polarization reversal immediately below the tip of the probe is directly
related to writing time, and should be as fast as possible. Therefore, the investigation
of the kinetics of polarization reversal below a probe tip is important in estimating
the expected writing speed of any recording system, and may also lead to a better
understanding of the polarization reversal process near such tips.

The sizes of the domain dots were measured as a function of pulse amplitude and
duration for various sample thicknesses. Figure 29.14 shows the SNDM images of

Fig. 29.14. SNDM images of inverted domain dot arrays (5 × 6) on single-crystal CLT plates of
thicknesses a 83, b 71, c 63 and d 55 nm. The pulse amplitude was varied from 12 to 7 V in 1-V
steps from left to right, and the pulse application time was varied from 100 µs to 10 ns in 10×
steps from top to bottom
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the inverted domain dot array formed on single-crystal CLT plates with thicknesses
of 83, 71, 63 and 55 nm. An array of 5 × 6 pulses was applied to each sample. From
left to right in the figure, the pulse amplitude was varied from 12 to 7 V in 1-V steps,
and from top to bottom, the pulse application time was varied from 100 µs to 10 ns
in 10× steps. Both the pulse amplitude and the application time required to achieve
the reversal of polarization varied significantly with even small variations in sample
thickness. A very fast domain switching of less than 100 ns was achieved for the
single-crystal CLT plates with thicknesses of less than 63 nm. This strong thickness
dependence originated from the inhomogeneous distribution of the electric field
immediately beneath the tip. The domain switching speed markedly depended on
the electric field strength, and it rapidly decreased along the depth direction because
the field was highly concentrated immediately beneath the tip. Therefore, it is only
when the thickness of the sample becomes less than the penetration depth of the field
that high-speed switching possible. As a result, a small variation in sample thickness
affects the nanodomain reversal characteristics materially.

Using a very thin medium with a thickness of 18 nm, we succeeded in switching
the nanodomain at a speed of 500 ps without the dc offset voltage. Fig. 29.15 shows
the dot shape and a cross-sectional image of the nanodomain dot formed by a 10-V,
500-ps pulse.

Fig. 29.15. Nanodomain
dot formed by a 10-V,
500-ps pulse without
dc offset voltage on an
18-nm-thick CLT thin
plate: a applied pulse
waveform; b 2D image;
c cross-sectional image
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29.8.5
Prototype of a High-Density Ferroelectric Data Storage System

The abovementioned SNDM domain engineering system, which is remodeled from
a commercial AFM unit, is inadequate for establishing basic elemental technologies
of high-density ferroelectric data storage. Moreover, a system equipped with all the
components necessary for actual read/write functions is required in further studies
aimed at practical applications. Therefore, we developed a prototype high-density
ferroelectric data storage system.

Firstly, we evaluated the writing speed of this system. Figure 29.16 shows a bit
array written on CLT with a linear recording density of 440 kbit/in. at a data transfer
rate of 50 kbit/s. A discrete bit array was successfully written. Moreover, we demon-
strated that rewritable storage could be realized using this system. Figure 29.17,
panela shows the SNDM image of a 5×5 inverted domain dot array formed on CLT
by applying 12-V, 1-ms pulses, and these dots were sequentially erased by applying
−12-V, 10-ms pulses as shown in Fig. 29.17, panels b–e. A longer “erase” pulse than
the “write” pulse was used to ensure erasing of the dots even in the case where the
tip position slightly misses the center of dot to be erased. Of course, an intrinsically
needed “erase” pulse duration is the same as that of the “write” pulse as long as
a quite precise tip positioning is possible. (In this figure, bright dots are found in
some black dots; this phenomenon is known as ring-shaped domain formation [48]).

Next, real information was actually stored using this system. Although ferro-
electric data storage at a density of 1 Tbit/in.2 was in principle possible, this does
not necessarily mean that actual information storage, requiring an abundance of bits
to be packed together at high density, is easy to achieve. To facilitate actual storage,
a large medium of sufficient surface quality and homogeneity is needed. Therefore,
demonstration of actual data storage at 1 Tbit/in.2 using ferroelectric materials is
important for showing whether the technology is really achievable. At first, we con-
sidered the usage of diamond-coated cantilevers with much better durability for the
storage of actual information data composed of numerous bits. Probes with sharper
tips were required for increasing the recording density while keeping the BER low.
Fine domain structures were obtained, written successfully using metal-coated can-

Fig. 29.16. Evaluation of writing data transfer rate. Image of a bit array formed on CLT at a data
transfer rate of 50 kbit/s)



29 Visualization of Fixed Charges by SNDM 123

Fig. 29.17. a Image of a 5 × 5 inverted domain dot array formed on CLT by applying 12-V, 1-ms
voltage pulses. b–e Inverted domain dots were sequentially erased by applying −12-V, 10-ms
pulses

tilevers as read/write probes. The typical tip radius of a metal-coated cantilever was
approximately 25 nm, whereas it was 100 nm for the diamond-coated cantilever used
in this study. Therefore, a diamond-coated cantilever with a sharp tip was subse-
quently prepared using the ion milling method in order to write small domain dots.
Figure 29.18 shows the tip of a diamond-coated cantilever observed by scanning
electron microscopy after the ion milling process. The tip radius was reduced to less
than 50 nm by the ion milling. Additionally, the thickness of the recording medium
was reduced to 55 nm. With the improved cantilever, the information data was
recorded at 50-nm bit spacing (areal density 258 Gbit/in.2) as shown in Fig. 29.19.
The pulse amplitude was kept constant at -16 V, and the pulse duration was changed
in the range 5–50 µs. BERs were evaluated for each image. The longer-duration
pulses create the too large domain dots that stick together. On the other hand, the
shorter-duration pulses cannot form fully penetrating dots through the medium. At
both ends of the pulse duration, the BER increases; therefore, an optimum pulse
duration exists. In this case, a pulse duration of 10 µs resulted in the lowest BER,
with a measured BER less than 1 × 10−4.

Thereafter, the recording density was increased, since the tip abrasion was in-
hibited by improving the circuit of contacting load control and reducing the spring
constant of the cantilevers. Data of 128×82 bits were written on a 40-nm-thick CLT
plate. Figure 29.20a shows the SNDM image of the information data written at a bit
spacing of 25.6 nm (areal recording density 0.98 Tbit/in.2). The writing conditions
were as follows: the data bits “0” were written by −14.1-V, 100-ns pulses, whereas
the positive voltage pulses were not applied at the positions “1”. The written data
were read out with high signal-to-noise ratio, in spite of increasing the recording
density. The BER was evaluated to be 7.2 × 10−2 from this image. There were some
inhomogeneities of the BER depending on the bit arrangements, similarly to in the
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Fig. 29.18. Scanning electron microscopy images of the tip of a conductive-diamond-coated
cantilever: a before ion milling; b after ion milling

Fig. 29.19. Actual information data recorded on 55-nm-thick LiTaO3 recording medium with a bit
spacing of 50 nm (areal recording density:258 Gbit/in.2). The amplitudes of the writing pulses
were kept constant at −16 V, and the pulse widths were changed in the range from 5 to 50 ms.
The bit-error ratio (BER) is indicated below each image
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Fig. 29.20. Actual information data recorded at a bit spacing of 25.6 nm (areal recording density
0.98 Tbit/in.2). Data of 128 × 82 bits written on a CLT single crystal formed by application
of a 100-ns pulse without a dc offset voltage on a 40-nm-thick CLT plate. a All the negative
domains were written under the fixed condition. (The bit error rate was 7.2 × 10−2.) b The
duration times of negative voltage were changed according to the bit arrangements. (The bit
error rate was 1.8 × 10−2.)

previous cases; thus, the writing parameters were modified. Some different pulse
shapes were used for the different bit arrangements, since this was expected to be
a direct approach and to be more effective for reducing the BER than bipolar pulse
application. Specifically, the negative pulses for writing the data bits “0” were of the
same amplitude as in Fig. 29.20 a when the bit just prior was “0” and were slightly
larger when the bit just prior was “1”, while the pulse widths were set at 100 ns
in both cases. The BER of the information data written in this manner, which is
shown in Fig. 29.20b, was 1.8 × 10−2. A magnified image of the data bit array is
also shown in Fig. 29.20b. The BER was lower by a factor of 4 compared with that
in the case where all of the data bits “0” were written under fixed conditions. The
number of bit errors where “0” was wrongly written as “1” was 124 out of 3889,
whereas the number of errors of the opposite type was 24 out of 4251. The “0”
bit errors, which were more than 5 times more numerous than “1” bit errors, were
categorized in more detail according to the surrounding data bits. All “0” bit errors
arose only when three or more bits out of the four nearest bits were “1”. The BER
was expected to be reduced by increasing the number of surrounding bits which were
referred to in the categorization and setting the appropriate pulse voltage for each
case, although this causes some complexities in deciding the pulse parameters such
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that estimations by means of simulations of domain expansion are required. Thus, we
succeeded in actual information storage at a density of 1 Tbit/in.2 in a ferroelectric
material.

29.8.6
Realization of 10 Tbit/in.2 Memory Density

Finally, we performed fundamental studies on highest memory density. We first
examined the effect of a small dc offset voltage on the pulse amplitude and duration
needed to switch and stabilize the nanodomains. All of the nanodomain dots obtained
in this study were formed using a metal-coated cantilever tip with a radius of 25 nm.
A dc offset voltage was applied to the sample following an initial writing pulse
voltage. Figure 29.21 shows SNDM images of domain dot arrays formed on a 45-
nm-thick single-crystal CLT plate with dc offset voltages of −0.5, 0, 0.5 and 1.0 V,
respectively. An array of 6×6 pulses was applied by varying the offset voltage.
From left to right in Fig. 29.21, the pulse amplitude was varied from 10 to 5 V in
1-V steps, and from top to bottom, the pulse duration was varied from 1 ms to 10 ns
in logarithmic steps. Both the pulse amplitude and the application time required to
achieve reversal of polarization vary significantly with even small variation in the
dc offset voltage following the pulses. These results show that application of a very
small dc offset voltage is very effective in accelerating the domain switching speed
and in stabilizing the reversed nanodomain dots. In other words, the offset voltage
application suppresses the domain backswitching effect known to occur in CLTs [47],
and smaller pulse amplitudes and shorter pulse durations are needed to form the
nanodomain dots under the offset voltage application. To demonstrate application
of this acceleration effect of the offset voltage in high-density data storage, we
formed our smallest artificial nanodomain single dot of 5.1-nm diameter and also
formed an artificial nanodomain dot array with a memory density of 10.1 Tbit/in.2

and a bit spacing of 8.0 nm, as shown in Fig. 29.22. The single dot in Fig. 29.22a
was formed by application of an 8.2-V, 100-ns pulse with a dc offset of 1.0 V
on a CLT thin plate with a thickness of 40 nm and the dots in Fig. 29.22b were
formed by a 7.8 V, 20 ns pulse application with a dc offset of 1.5 V on a CLT
thin plate with a thickness of 35 nm. This reduction in film thickness from 45 nm
(Fig. 29.21) to 35 nm (Fig. 29.22) in addition to the application of an offset voltage
is essential to form much smaller nanodomains. As shown above, both the pulse
amplitude and the application time required to achieve reversal of polarization vary
significantly with even small variations in sample thickness. This strong thickness
dependence originates from the inhomogeneous distribution of the electric field
immediately beneath the tip. The domain switching speed and the domain size are
heavily dependent on the electric field strength, which rapidly decreases along the
depth direction because the field is highly concentrated just beneath the tip. As such,
high-speed switching is only possible when the thickness of the sample is less than
the penetration depth of the field. As a result, a small variation in sample thickness
affects the nanodomain reversal characteristics materially. On the other hand, this
highly concentrated field distribution enables the formation of domains as small as
8 nm when using a tip with a 25-nm radius. For example, in the case of LiTaO3with
a linear dielectric constant of 42, the field is concentrated roughly within an area
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Fig. 29.21. The effect of dc offset voltage following the writing pulse. The sample thickness was
45 nm

Fig. 29.22. a Smallest
artificial nanodomain
single dot of 5.1 nm in
diameter. b Artificial
nanodomain dot-array
with a highest memory
density of 10.1 Tbit/in.2

and a bit spacing of
8.0 nm

with a radius one tenth of the tip radius. This means that, in principle, a potential
domain size of 2.5 nm in diameter is available for a relatively thin film; the small
nanodomain can be stabilized by the offset voltage to suppress backswitching.

In addition to the above discussion, it is necessary to discuss the duration time
of the offset voltage, as well as the advantage of applying the offset voltage. As
application of the offset voltage is regarded as part of the write operation, it might
be disadvantageous from the viewpoint of fast writing. Therefore, to evaluate the
influence of the offset voltage on the writing speed, we performed point-to-point
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Fig. 29.23. A proposed example of a ferroelec-
tric hard disk drive (HDD) system in which
the auxiliary electrode covers the entire area
of the recording medium to make the offset
application method effective

scanning, varying the tip stopping time at each writing point under the constant
offset voltage (1 V) condition. We subsequently found that even a 1-ms tip rest
at each writing point was effective in stabilizing the domain. As this 1 ms was
the minimum stopping duration available owing to the limits of the scanner speed
employed in this study, the shortest duration is unknown but is expected to be
not much faster than 1 ms. However, this does not necessarily mean that offset
voltage is disadvantageous from the viewpoint of fast writing as long as a unipolar
writing method is employed. For example, as shown in Fig. 29.23, if we fabricate
the ferroelectric recording system for a hard disk drive such that the auxiliary
electrode covers the entire area of the recording medium, we can apply a small
constant offset voltage (or electric field) for an indefinitely long time to stabilize the
nanodomain, removing the offset duration problem. As the dots in the 10.1 Tbit/in.2

array are sufficiently resolvable for practical data storage, it is fully expected that,
with further refinements, this system will be applicable as a storage technology. We
have thus demonstrated, using a ferroelectric medium and nanodomain engineering,
that rewritable bit storage at a data density of around 10.1 Tbit/in.2 is achievable.
To the best of our knowledge, this is the highest density reported for rewritable
data storage, and is expected to stimulate renewed interest in this approach towards
next-generation ultra-high-density rewritable electric data storage systems.

29.9
Outlook

In this chapter, SNDM with superhigh resolution was described. Experimental results
for the ferroelectric domain and the visualization of charge stored in flash memories
were shown, following the description of the theory and principle of SNDM. Next,
a higher-order nonlinear dielectric imaging method (HO-SNDM) and NC-SNDM
were proposed. With use of this NC-SNDM technique, the first achievement of
atomic resolution in capacitance measurement was successfully demonstrated. In
addition to these techniques, a new 3D-type of SNDM to measure the 3D distribution
of ferroelectric polarization has developed. Finally, a very high density ferroelectric
data storage based on SNDM with a density of 10 Tbits/in.2 was demonstrated.

Therefore, we conclude that the SNDM is very useful for observing the ferro-
electric nanodomain and the local dipole moment of material with atomic resolution,
and also has a quite high potential as a nanodomain engineering tool.
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30 Applications of Scanning Probe Methods
in Chemical Mechanical Planarization

Toshi Kasai · Bharat Bhushan

Abstract. This chapter describes scanning probe methods (SPM) used in chemical mechanical
planarization (CMP). The term “planarization” refers to the reduction in step height present
on a surface. Planarization is a key step in the fabrication process of an integrated circuit
(IC) on silicon wafers, which allows the construction of multilevel interconnect structures.
To precisely characterize the surface morphology, including step height, SPM are especially
useful because fabricated patterns on wafers are complicated and have dimensions down to
the micrometer/nanometer scale. The topographic information obtained can be used for the
improvement of CMP processes, such as the optimization of CMP slurry formulation and
polishing conditions. SPM are also found to be beneficial for investigating the surface properties
of IC wafers. The electrical, dynamic-mechanical and tribological properties can be characterized
using their multifunctional capabilities.

For readers not familiar with CMP, the CMP process and its associated need for SPM are
first outlined. Next, the two main SPM used in CMP, atomic force profilometry (AFP) and
atomic force microscopy (AFM), are introduced and some representative data are presented for
the characterization of line profile and surface roughness. Finally, techniques for understand-
ing fundamental aspects of CMP mechanisms are discussed. The study of adhesion, friction,
abrasion and associated material removal using an abrasive particle mounted on an atomic force
microscope tip is presented to simulate microscale/nanoscale CMP processes. SPM provide
insight into the microscopic CMP mechanisms to interpret the macroscopic CMP phenomena.
Other related techniques, such as AFM phase imaging and scanning Kelvin probe microscopy
(KPM) are also highlighted.

SPM have made critical contributions to the development of CMP processes. The further
improvement of SPM will significantly enhance the understanding and development of CMP
technology.

Key words: Scanning probe methods, Chemical mechanical planarization, Integrated circuit,
Atomic force profilometry, Kelvin probe microscopy, Dishing, Erosion

30.1
Overview of CMP Technology and the Need for SPM

30.1.1
CMP Technology and Its Key Elements

Polishing technologies have favorably impacted industrial needs throughout his-
tory. For example, in the early period, the development of optical materials such
as lenses used for eye glasses and microscopes was significantly enhanced through
the use of glass polishing technology [1]. Since the invention of the transistor in
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1947, silicon wafer lapping/polishing has been a crucial process in the IC indus-
try [2, 3]. Perhaps the most important technological need in this regard was demon-
strated in the case of large-scale integrated circuit (LSI) technology introduced in the
1970s [1]. Additional important/potential applications relying on CMP technology
include the polishing of rigid disks for hard-disk drives [4–8] and microelectrome-
chanical/nanoelectromechanical systems (MEMS/NEMS) [9, 10].

In the LSI fabrication process, highly planarized surfaces are required to construct
microscale/nanoscale line patterns on silicon wafers. Metal lines connect IC elements
to each other and often consist of a multilayered structure. Since topographical steps
can be created by etching and deposition of conducting/insulating materials during
the formation of each layer, if the surface is not planarized, the accumulated height
nonuniformity will be significant. Height variations across the uppermost layer will
exceed the acceptable range in depth of focus for the lithography process, resulting
in a nonfunctioning device. The CMP technique has been demonstrated as the best
commercial approach to achieve this critical global planarization over an entire wafer
surface [11].

Figure 30.1 illustrates the key elements of a CMP-based polishing process for
IC wafers. A wafer attached to a carrier is pressed against a polishing pad placed on
a platen. The carrier and the platen rotate in the same direction with similar rotation
speeds to provide a uniform polishing rate across the wafer [12]. Slurry is supplied
to the polishing pad surface at a regulated rate. The polishing pad is usually made
of polyurethane and has a porous structure. In order to maintain an optimal pad
surface condition during CMP, in situ or ex-situ conditioning of the pad is generally
conducted. The pad conditioner, usually made of a stainless steel plate with diamond
abrasives embedded, continuously resurfaces the pad, thereby preventing the pores
of the pad from being filed with slurry and polishing waste.

Fig. 30.1. A chemical mechanical planarization (CMP) based polishing process for integrated
circuit (IC) wafers. A wafer attached to a carrier is polished with the aid of chemical reactions
by slurry supplied and mechanical forces exerted at the wafer and polishing pad interface on
the platen. An in situ or an ex-situ conditioning of the pad maintains an optimal pad surface
condition during CMP
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Figure 30.2 shows cross-sectional scanning electron microscopy (SEM) images
of silicon dioxide deposited on aluminum/copper interconnect lines. A gaseous
compound, tetraethyl orthosilicate [TEOS; Si(OC2H5)4], is typically used in chem-
ical vapor deposition of the silicon dioxide deposition process; therefore, the oxide
is often called TEOS oxide. The topographical steps apparent in Fig. 30.2a are
eliminated by CMP as shown in the image taken after the CMP process rep-
resented in Fig. 30.2b. The resulting silicon dioxide surface is uniformly pla-
narized. To effectively achieve planarized surfaces, the process requires more ag-
gressive material removal at topographically elevated regions than at the recessed
regions.

One can consider the polishing slurry to be the most important component in
a CMP process [13], which normally consists of deionized water, abrasive particles,
an oxidizer, complexing agents and other chemical additives such as a pH adjuster and
a corrosion inhibitor. Various factors such as particle type, particle size, percentage
solid loading and pH affect polishing performance [11, 14–16].

Materials are removed by chemical and mechanical actions in CMP. The removal
mechanisms are dependent on the chemical nature of the surface being polished.
Silicon dioxide CMP requires more mechanical abrasive action by the slurry because
oxides are relatively hard and chemically inactive. The silicon dioxide CMP slurry
is typically maintained at higher pH, which allows the surface of silicon dioxide
to be hydrolyzed and then to become softened. Abrasives driven by asperities of
a pad primarily interact with topographically elevated regions of the wafer. In metal
CMP, such as copper and tungsten polishing, chemical reactions at the wafer surface
play a more dominant role. The surface is chemically modified by oxidants in the
CMP slurry and transformed to more fragile compounds. For example, in tungsten
CMP, Kaufman et al. [17] suggested passivation of tungsten in a slurry environment,
forming softer tungsten oxide as suggested by the reaction:

W + 3H2O → WO3 + 6H+ + 6e− (30.1)

Fig. 30.2. Cross-sectional scanning electron microscopy (SEM) images of a silicon dioxide layer
deposited on aluminum/copper interconnect lines a before and b after the CMP process. The
topographical steps apparent in a are eliminated by CMP as shown in b, resulting in uniformly
planarized silicon dioxide surface. (Courtesy of Duane Boning, MIT)
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The newly formed oxide layer is removed with the mechanical force exerted by
abrasives. The material removal is additionally enhanced by the use of complexing
agents that produce water-soluble compounds from abraded materials [18]. It can be
noted that the oxidation state of the surface depends on the chemical environment.
For example, the passivation reaction proposed by Kaufman et al. is not applicable in
the CMP process using slurry containing hydrogen peroxide as an oxidizer [11]. For
relatively more chemically active metals, such as copper, a corrosion inhibitor, e. g.,
benzotriazole (BTA), is generally used to protect topographically recessed regions
from being further etched and mechanically abraded [19].

30.1.2
Various CMP Processes and the Need for SPM

Applications of CMP can be readily found in the literature of IC fabrication pro-
cesses [11,20]. These processes entail the interconnection, also called metallization,
among transistor elements patterned on a silicon wafer, employing etching, deposi-
tion and planarization of materials to produce line patterns.

As the materials used in the fabrication of IC have advanced, so have the CMP
processes used for their manufacture. For example, silicon dioxide and aluminum
are typical materials used as interdielectric and interconnect metal, respectively.
Recent advances have introduced low-k dielectrics and copper as the materials of
IC construction owing to their improved resistance–capacitance delay performance.
The reactive ion etching technique used for aluminum line pattern formation cannot
be utilized for copper, because copper does not produce compounds with a vapor
pressure high enough to be readily removed from the surface. In order to overcome
this difficulty, a damascene CMP technique was introduced in 1975 [21] and later
proposed by the IBM research group for IC wafer planarization [17]. The word,
“damascene” was coined referring to artistic decoration with gold or silver line
patterns on iron or steel initiated in the early period. This technique ushered in a new
era of CMP technology.

Figure 30.3 illustrates a copper damascene CMP process. The interlayer dielectric
is first etched for pattern formation, followed by the deposition of a thin barrier layer
(approximately 250 Å) made typically of Ta or TaN and a copper seed layer. The
barrier layer prevents copper from diffusing into silicon dioxide. Copper is then
electroplated to fill the pattern with excess coverage of the whole surface. CMP
is used to remove the excess copper and the barrier metal, leaving the copper line
patterns designed. Copper CMP is usually performed using a two-step process. In the
first step, called “bulk removal”, the excess copper layer is removed at high polishing
rate. After a certain amount of the layer has been removed, the second process, called
“soft landing”, is conducted using a slurry with a more moderate removal rate. During
this step, the barrier layer starts to be revealed and the polishing is continuously
performed until all excess copper has been removed from the surface. The duration
of the CMP process, defined as the time difference between initial barrier layer
appearance and total excess copper layer removal, is called the overpolish time [22].
The overpolishing is effective in the case where the thickness of the copper deposited
varies across the wafer; however, as the overpolish time becomes longer, copper at
some regions can suffer from being overpolished. This results in a nonplanarized
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Fig. 30.3. A copper damascene CMP process. a Line patterns for interconnection are formed
on the dielectric layer by etching silicon dioxide and depositing thin barrier and copper seed
layers; b copper is electroplated; c excess copper and barrier metal are removed by CMP, leaving
planarized copper lines as designed

surface defined as dishing and erosion. SPM play an important role in characterizing
these topographical features. These issues are detailed in Sect. 30.2. After the second
step copper CMP, the next step is a barrier layer removal. The polishing performance
of a barrier material is very different from that of copper; therefore, a slurry is
usually switched to the one formulated for barrier layer polishing. During this step,
the surface is composed of mixed phases including barrier material, copper and
silicon oxide. Therefore, the use of an optimum slurry with the desired selectivity in
material removal is important in order to obtain a highly planarized surface. During
the barrier CMP, copper and silicon oxide tend to become overpolished, leading to
the dishing/erosion issues. Moreover, the barrier metal layer needs to be completely
removed; otherwise an electrical short may occur. To characterize the metal layer
residue, the use of a conductive AFM technique has been reported [23].

Another important application of metal CMP is the polishing of tungsten. In
microelectronic devices, tungsten is used as a stud that connects the interlayer metal
and the complementary metal oxide semiconductor (CMOS) field-effect transistor
electrodes. As shown in Fig. 30.4, studs have a relatively deep and narrow geometry.
Tungsten is preferably used to fill studs since it allows conformal deposition in the
chemical vapor deposition process with the aid of fluorine gas. In a similar manner to
copper removal, excess tungsten is removed using a damascene CMP process. SPM
can be used to characterize the planarized tungsten stud geometry and alignment in
spatially limited regions.

CMP has traditionally been restricted to the back end of line processes, i. e., fab-
rication processes that occur after the construction of CMOS structures (Fig. 30.4).
In the front end of line (FEOL) processes, concentration of residual ions on a sil-
icon substrate is highly restricted. Since CMP slurry contains various chemicals,
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Fig. 30.4. A cross-sectional SEM image of an integrated circuit (IC) wafer. The fabrication
process is categorized by front end of line (FEOL) and back end of line (BEOL) processes. The
FEOL process contains the formation of shallow trench isolation (STI; see text) and transistor
elements (CMOS FET, complementary metal oxide semiconductor field-effect transistor). The
BEOL process allows multilayered intermetal connections consisting of tungsten studs, copper
wires (lines) and vias. Studs connect the interlayer metal lines and the transistor electrodes, and
vias bond interlayer lines. (Courtesy of Ernest Levine, University of Albany)

contamination issues were a concern for the application of CMP to the FEOL pro-
cesses. Recent advances in the post-CMP cleaning process and related techniques
allow CMP to be applied in the FEOL processes, such as the formation of shallow
trench isolation (STI) [24,25]. Isolation techniques are necessary for IC fabrication,
which limit the electrical crosstalk between CMOS devices. The local oxidation of
silicon (LOCOS) technique has been commonly used for this purpose; however, as
the size of CMOS shrinks, alternative techniques need to be developed [11]. The
STI technique utilizing CMP is a promising solution. Figure 30.5 illustrates pre-
and post-STI CMP. STI structures consist of shallow trenches, filled with silicon
dioxide (TEOS-based oxide). Thermal oxide is usually grown on a silicon substrate
prior to the TEOS-oxide deposition. A silicon nitride layer is deposited on top of
the silicon regions, which contributes as a material removal stopping layer. Similar
to a copper damascene CMP, the excess silicon dioxide is polished until the nitride
layer appears. A silica or ceria particle based slurry is used which demonstrates
high selectivity in removal rate to silicon dioxide compared with silicon nitride;
therefore, further material removal at silicon nitride regions is limited. During this
process, dishing (in this case, overpolishing of silicon dioxide) is likely to occur.
The nitride layer is chemically etched out after CMP and before CMOS structure
formation on the silicon regions. SPM are found to be effective in the measurement
of STI steps created at the border of silicon dioxide and the surrounding silicon
substrate.
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Fig. 30.5. STI damascene CMP process. a Shallow trenches filled with silicon dioxide are formed
on a silicon wafer; b CMP eliminates the excess silicon dioxide so that STI is formed. Silicon
nitride, used as a stopping layer of polishing, will be etched out in the next process and IC
elements are constructed on the silicon area

30.2
AFP for the Evaluation of Dishing and Erosion

Metal loss caused by dishing and erosion is one of the most critical issues during
metal CMP. The evaluation of dishing/erosion of a CMP process is often conducted
using Sematech test pattern wafers [11]. These standardized wafers contain repeating
dies with an individual size of about 20 mm square in which various metal line
patterns are contained. The line patterns are specified with respect to line width, line
space, line pitch and line density [11, 26, 27]. The line width refers to the width of
metal lines and the line space is defined as the width between two adjacent metal
lines, or the width of the dielectric. The sum of the line width and the line space is
the line pitch. The line density can be calculated from the ratio of the line width to
the line pitch, typically represented as a percentage.

As shown in Fig. 30.6, dishing is a metal line recess with respect to the sur-
rounding dielectric. This occurs because the metal is more easily removed than the
surrounding oxide materials. The amount of dishing can be measured as the vertical
distance near the center of the line to the level of the oxide material. Dishing has
a strong line width dependency [1]. The amount of dishing becomes larger as the
line width increases. This can occur owing to more concentrated pressure exerted
by a conformal pad. Therefore, dishing is typically evaluated in relatively wide line
width regions, such as 50- or 100-µm lines.
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Fig. 30.6. Dishing, erosion and oxide loss in copper CMP. Dishing is a metal line recess with
respect to the surrounding dielectric. This occurs when the metal is more easily removed than
the surrounding oxide materials. The amount of dishing can be measured as the vertical distance
near the center of the line to the level of the oxide material. Erosion is a material loss of dielectric
occurring at mixed line patterns. At each line, local dishing (recess) may be expected to occur
as illustrated. Dielectric loss is measured at regions mainly dominated by silicon dioxide. Total
metal loss at a location is the sum of oxide loss, erosion and local dishing. The topographic
variation caused by dishing/erosion is characterized using scanning probe methods. Note that
the degree of topographical variations with respect to line thickness is not drawn to scale

Erosion is a material loss of dielectric occurring at mixed line patterns. The
amount of erosion can be measured in a similar manner to the measurement of
dishing. At each line, local dishing (recess) may be expected to occur as illustrated
in Fig. 30.6. The amount of erosion increases with line density [1, 28]; therefore,
erosion is evaluated typically at higher line density regions, such as 9 µm/1 µm line
(9-µm line width, 1-µm line space, i. e., 90% line density). The requirement of the
IC industry specifies a dishing of less than 20 nm over 100 µm in line width; and an
erosion of less than 10 nm in 90% dense line arrays [22]. In this regard, the copper
loss caused by dishing is typically several percent of the 500-nm thickness of the
original copper line.

For the evaluation of dishing and erosion, nanometer-scale lateral and vertical
resolution is required. A mechanical stylus profiler or an AFM technique [5, 29]
can be used for this application. However, for a stylus profiler, its limited lat-
eral resolution due to the tip geometry constraints makes the measurement more
challenging, especially for small line widths. In addition, the lateral force gen-
erated by a stylus during the scan may cause mechanical damage to the wafer
surface. The challenge of using an atomic force microscope is its limited scan
length. Though the scan length required for the measurement of dishing and ero-
sion is in the millimeter range, the allowable maximum scan length for an atomic
force microscope is typically less than 100 µm as regulated by the piezo system
used. To overcome this difficulty, an atomic force profiler has been developed with
a long scan length capability (up to 100 mm) and AFM-level resolution [30, 31].
A sample stage is driven in the translated direction with a profiling speed up to
200 µm/s, while a scanning head, which is the same as that used in an atomic
force microscope, is in operation. The surface height profile is monitored versus
scan length. A scanning tip operated in the tapping mode significantly reduces the
drag force on a sample surface, leading to the sample damage being minimized.
Recent AFP systems have more advanced features. For example, the Vx series
systems (Veeco Instruments) are equipped with automated tip replacement, pattern
recognition and automated data analysis capabilities [32]. These technical improve-
ments extend AFP/AFM to applications in production lines as well as laboratory
usage.
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Figure 30.7 presents examples of line profiles measured using an atomic force
profiler (Vx310, Veeco Instruments) for 854 Sematech test wafers. The structure
contains two isolated lines on its left side and a 50% density array region on its
right side (10- and 5-µm line width for panels a and b in Fig. 30.7, respectively).
Schematic illustrations of the expected cross-sectional structure are also shown
together with the profiles at the bottom (not to scale). The examples shown in
Fig. 30.7, panels a and b were obtained for the test wafers polished with two different
kinds of barrier slurry. Since the slurry used in the example shown in Fig. 30.7,
panel a had a large copper polishing rate, the metal lines are recessed with respect
to the silicon dioxide surface, resulting in severe dishing/erosion. In contrast, the
slurry used in the example in Fig. 30.7, panel b had a low copper and moderate
silicon dioxide removal rates; and as a result, the copper protrudes as indicated by
the spikes rising above the reference regions on the plot. The slurry formulation can
be optimized on the basis of these topographic data obtained using AFP.

Total metal loss is a sum of dielectric loss, erosion and local dishing at dense
metal line regions (Fig. 30.6). The erosion and dishing are measured using AFP as
described. The dielectric loss can be measured using an optical tester (e. g., UV1050,
KLA-Tencor). The sum of those provides the total metal loss (mechanical method).
Here, a typical optical tester uses a monochromatic ray as a probe and detects reflected
light. The intensity of the reflected light shows constructive/destructive patterns as
the wavelength of the ray is swept. The pattern obtained specifies the film thickness.

As the total metal loss becomes large by the CMP process, the resistance of the
metal line increases. The resistance can be generally measured using a four-point

Fig.30.7.Surface topography profiles acquired by an atomic force profiler (AFP) for 854 Sematech
test wafers polished with two different types of barrier slurry. The expected cross-sectional
structures are also shown at the bottom (not to scale). The structure contains two isolated lines
on its left side and a 50% density array region on its right side (10- and 5-µm line width
for a and b, respectively). The wafers were polished with a high and b low copper removal
rate slurries. The copper lines are recessed with respect to the silicon dioxide surface in a; those
protrude as indicated by the spikes rising above the reference regions in b, indicating the different
performance of the CMP slurry used
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probe electrical measurement technique [33]. Sematech test wafers are designed for
resistance measurement at various line patterns. Sheet resistance (Rs) is often used
for comparison among various line patterns, and is calculated with line resistance
together with geometries of the metal line:

Rs =
R

l/w
=

ρ

t
, (30.2)

where R is the line resistance, l is the line length, w is the line width, t is the line
thickness and ρ is the resistivity of the metal. From (30.2), the metal line thickness,
t, can be evaluated from Rs. If the thickness of the metal line initially deposited
is known, e.g., 500 nm for an 854 Sematech test wafer, the total metal loss can be
obtained (electrical method).

The total metal losses evaluated using the mechanical and electrical techniques
were compared as follows. Polishing experiments were conducted on 854 Sematech
test wafers with four kinds of slurry. Those slurries had various removal rates
for copper, barrier metal and silicon dioxide, so the amounts of dielectric loss,
erosion, local dishing and resulting metal loss were expected to be different. The total
copper losses calculated using the two methods mentioned above were compared at
a 10 µm/10 µm copper line. As shown in Fig. 30.8, they exhibit good agreement.
This result suggests reliable total metal loss data provided by AFP in combination
with an optical tester.

Fig. 30.8. Comparison in total copper loss evaluated using mechanical and electrical characteri-
zation techniques. The total copper loss (see Fig. 30.6) is the sum of oxide loss (by an optical
tester) and erosion plus local dishing (by an AFP). It is also evaluated using a four-point probe
electrical measurement technique. The good agreement suggests that reliable total metal loss
data are provided by the AFP used in combination with an optical tester
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30.3
Surface Planarization and Roughness Characterization in CMP Using AFM

Figure 30.9 illustrates the shape of a step before and after CMP. Planarization is
evaluated using two parameters: step height reduction ratio (SHRR) and planarization
efficiency (EFF), defined as [11]

SHRR = 1 −
SHfinal

SHinitial
=

Δ

SHinitial
, (30.3)

EFF = 1 −
Tdown

Tup
=

Δ

Tup
, (30.4)

Δ = Tup − Tdown = SHinitial − SHfinal , (30.5)

where SHinitial and SHfinal are the step height before and after CMP, and Tup and Tdown

refer to the thickness of the material removed from topographically elevated and
recessed areas, respectively. In the case of a perfectly planarized surface, SHfinal = 0
and SHRR = 1. Typically, the value of SHRR ranges from 0.95 to 1.0. EFF describes
how much material has been removed when the required step height reduction is
achieved. For a simplification, suppose that SHfinal = 0, which gives the relationship
SHinitial = Tup − Tdown. If Tdown is large, Tup should be large enough to achieve
SHinitial so that the surface is planarized. The larger Tup leads to more polishing time
being required. This is the reason the parameter represents efficiency. The values of
EFF range typically from 0.4 to 0.8 depending on the line density [11]. Note that
the removal rate at elevated regions decreases with polishing time. In contrast, the
removal rate at recessed regions increases with polishing time. Those rates become
closer as the surface is being planarized. Both SHRR and EFF depend on multiple
factors, such as step geometries, slurry and pad type, polishing machine parameters
and materials to be removed. AFM is used to measure the step height, allowing
a precise evaluation of SHRR and EFF. As the feature size becomes smaller, AFM-
level resolution is required to obtain well-resolved measurements.

Fig. 30.9. Change in step height
profile to define the step height
reduction ratio (SHRR) and the
planarization efficiency (EFF).
Typically, SHRR ranges from
0.95 to 1.0. EFF represents the
efficiency of planarization by
describing how much material is
removed to achieve the required
step height reduction
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In an STI formation process, the SHRR is critical and is evaluated using an
atomic force microscope. Figure 30.10 shows AFM topography and phase images
for STI pattern features after CMP with the nitride layer stripped [34]. The STI
areas, made of silicon dioxide, correspond to the darker contrast in topography in
Fig. 30.10a compared with the remaining silicon area. This feature is defined here as
a positive step. On the other hand, the STI regions are topographically elevated and
then the boundary forms a negative step in Fig. 30.10b. This positive/negative step
formation results from a nitride layer deposited on the silicon area. As mentioned
in Sect. 30.1.2, during an STI CMP, silicon dioxide is removed until the silicon
nitride layer appears (Fig. 30.5). Further material removal is suppressed at the
silicon nitride layer. If polishing is continued, the STI area, made of silicon dioxide,
can be overpolished, leading to dishing. The nitride layer is chemically etched away
after CMP, and if the dishing exceeds the thickness of the silicon nitride layer,
a positive step is formed, and if not, a negative step is likely to occur. The step
height of the silicon area with respect to the STI becomes either positive or negative
depending on the degree of dishing [35, 36]. These two cases are represented in
Fig. 30.10 by opposite contrasts in the topography images. The figure also shows
phase images that can be obtained simultaneously with topographic images. The
contrast represents a phase lag between sinusoidal driving voltage input to the
atomic force microscope tip and a corresponding response of the tip vibration during
scanning. It is dependent, typically, on viscoelastic properties of samples [37,38] and
generally not on topography. However, phase signals can be affected by localized
abrupt topographical variations, such as a step [39]. As shown in Fig. 30.10, clear
and identical fringe patterns at both positive and negative steps are seen in the phase
images. Lagus and Hand [34] used these phase images to identify the locations of
the STI and silicon areas. Then the height data averaged out within the two regions

Fig. 30.10. AFM topography and phase images for a positive and b negative STI test pattern
features. The step height of the silicon area with respect to the STI becomes either positive or
negative depending on the degree of dishing. The clear and identical fringes of the phase images
at both positive and negative steps can be used as a recognized pattern to find specific locations
for topographical measurement. (Reprinted with permission from [34])
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generated the step height. They performed STI step height measurements in several
locations on a wafer for statistical analysis.

The average topographic height variation in an area is usually represented as
either the arithmetic roughness (Ra) or the root mean square roughness (Rq),
and is classified as roughness, waviness or flatness depending on the spatial fre-
quency ranges [29]. AFM is the most practical technique that provides roughness at
nanometer-scale lateral and z-height resolution, in spite of the recent technological
improvements made in scatterometry, laser doppler vibrometry and laser reflec-
tion spectrometry [40]. Those optical techniques have a limited spatial resolution
regulated by the spot size or the wavelength of the beam used.

Improvements in surface roughness, as measured by AFM, are also a concern
in the CMP of IC wafers. The effect of polishing time, slurry particle type and
size on roughness has been extensively studied [41]. For rigid disks used in hard
disk drives, roughness is a key parameter affecting device performance [4, 29].
The high frequency roughness, ranging from 0.1 to 5 µm in spatial wavelength,
significantly affects the physical spacing between the read/write head and the disk
surface. It, therefore, needs to be low enough to achieve mechanical reliability of
the system [4]. The high frequency roughness can be measured as Ra using an
atomic force microscope and is often referred as AFM Ra. The CMP process plays
a significant role in the control of AFM Ra. Figure 30.11 depicts the effect of
abrasive particle size on AFM Ra. With use of smaller particles, AFM Ra can be
effectively reduced. It is noted that percentage of solid shows no clear evidence for
it contributing to the reduction of roughness, though it affects the removal rate.

Technological improvements have allowed more convenient use of AFM in this
application. Characterization of defects such as scratches and pits on a wafer using an

Fig. 30.11. Effect of abrasive particle size on AFM Ra. Samples are rigid disks polished with
a CMP slurry. The use of smaller particles reduces AFM Ra effectively
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Fig. 30.12. a AFM image of a scratch on a rigid disk after CMP and b section analysis along the
line AB of the scratch indicated by arrows. The width and the depth of micro scratches are found
to be typically approximately 1 µm and several nanometers, respectively

atomic force microscope is of primary interest, but it is hard to identify the locations
owing to the limited field of view of an atomic force microscope. An advanced stage
navigation system for the atomic force microscope combined with a laser-assisted
defect-detection system (e. g., KLA Tencor SP-1 and Candela) allows locations of
interest to be assessed easily. The example presented in Fig. 30.12 shows an AFM
image of a scratch on a rigid disk after CMP. The width and the depth of micro
scratches are typically approximately 1 µm and several nanometers, respectively.

AFM has also been used in combination with near-field scanning optical mi-
croscopy (NSOM). The NSOM technique uses a subwavelength (20–200-nm) aper-
ture driven by a piezo scanner and maintained in the near-field of a sample. High
lateral resolution images are available mainly regulated by the aperture size [42].
It is nondestructive and sensitive to changes in optical properties such as index of
refraction. For post-CMP surfaces which show almost flat features with some pitting
by an AFM image, an NSOM image can reveal more detailed surface structures,
such as micro scratches, because these features have sensible variations in the index
of refraction which are emphasized in the NSOM images [43].

30.4
Use of Modified Atomic Force Microscope Tips
for Fundamental Studies of CMP Mechanisms

An atomic force microscope can be used to study fundamental aspects of CMP
processes at the microscale and the nanoscale. Recent advances allow single-phase
abrasive particles to be mounted on an atomic force microscope cantilever. Using
this modified atomic force microscope tip, one can examine adhesion, friction and
wear via the interaction between the particles and counter materials in a well-
controlled environment. An SEM image of ceria nanoparticles (about 50 nm in
diameter) attached to the top of an atomic force microscope tip is given in Fig. 30.13,
as an example [44]. In the case of simulating a silica particle, an oxidized, single-
crystal silicon or silicon nitride atomic force microscope tip can be used, because the
contact radius of an atomic force microscope tip is on the order of the size of a silica
particle [45]. For a silicon nitride tip, the tip becomes hydrolyzed in an aqueous
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Fig. 30.13. SEM image of ceria nanopar-
ticles attached to the top of an atomic
force microscope tip. Using this modified
atomic force microscope tip, one can
examine adhesion, friction and wear via
the interaction between the particles and
counter materials in a well-controlled
environment. (Courtesy of Igor Sokolov,
Clarkson University)

solution, and has a layer of silicon dioxide on the top. Standard AFM methods
have been well established for the measurement supported by data interpretation
techniques and associated contact models [5, 10, 26, 27, 46].

The physical and chemical properties of two surfaces in a liquid phase, as well
as associated structural and chemical changes during interaction of the surfaces,
contribute to the interaction forces generated between the surfaces in contact or near
contact below a few nanometers. In the case of the modified-tip techniques in a CMP
environment, the van der Waals attraction is generally reduced, and long-range
electrostatic forces and other short-range forces, mainly originating from chemical
bonding, can predominate [5,27]. Electrostatic attractive/repulsive interaction forces
can increase/decrease friction and wear between two surfaces. The charging of
particles plays an important role in determining the electrostatic forces generated
on the single particle modified atomic force microscope tip. A particle mounted on
a cantilever generates attractive or repulsive forces when the atomic force microscope
cantilever is driven vertically toward or against the surface. The forces can be
estimated by measuring the deflection of the cantilever [5, 47, 48].

Sokolov et al. [49] examined the interfacial forces exerted on silicon nitride
and silica covered atomic force microscope tips against polyurethane surfaces in
aqueous solutions at different pH. Polyurethane is a material typically used for
a polishing pad, so the interaction between the pad material and abrasive particles is
of interest. Figure 30.14 shows the estimated surface potential of the polyurethane
pad derived from the force measurements and the zeta potential obtained using
a streaming potential method over the same pH range. Surface potential originates
from the concentration profiles of ions and electrons at the interface between the
bulk material and the surrounding environment [50]. It depends on various factors,
such as surface condition and additional charges present on the surface [51,52]. Zeta
potential is the potential generated at the boundary between charged particles and
surrounding liquid, generally used as a macroscopic indicator of electrostatic forces
exerted on charged particles [1]. It can be obtained by measuring the mobility of
particles under externally applied electric field. For example, when the zeta potential
is negative, the particle surfaces are interpreted as being negatively charged. The pH
of a liquid is known to significantly affect the zeta potential, which becomes more
positive at lower pH and is zero at the isoelectric point. The similar trend between
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Fig. 30.14. Variation with pH of the estimated surface potential of a polyurethane pad derived
from the modified atomic force microscope tip force measurement and the zeta potential. Surface
potential is affected by the surface charge and zeta potential is the potential generated at the
boundary between charged particles and the surrounding liquid, generally used as a macroscopic
indicator of electrostatic forces exerted on charged particles. The similar trend confirms the vali-
dation of the microscopic atomic force microscope tip force measurement technique. (Reprinted
with permission from [49])

the surface potential and the zeta potential in Fig. 30.14 confirms the validation of
the microscopic atomic force microscope tip force measurement.

Hong et al. [53] found a significant change in zeta potential for alumina particles
when citric acid was added to the liquid. The zeta potential was originally positive
in deionized water at neutral pH, which indicated that the particles were positively
charged. The potential became negative in the presence of citric acid, suggesting
conversion of the surface charge. The adsorption of citrate ions on the alumina sur-
faces is the likely cause of the conversion of the surface charge. Microscopic scale
tests using an alumina-mounted atomic force microscope tip against a copper surface
were then conducted. The results showed a significant reduction in adhesion in the
presence of citric acid. Since the surface of copper tends to be negatively charged
in a liquid [54], strong attractive force would be generated in the presence of posi-
tively charged particles. If the conversion of surface charge occurs from positive to
negative for the particles, the associated repulsive force would lead to a reduction in
adhesion. It was also reported that a reduction in the macroscale friction and scratch
counts was found on the copper surface polished with a slurry containing citric
acid and alumina particles. For silica particles, the zeta potential exhibited a steady
decrease with an increase in pH. More repulsive forces were found between a silica
particle mounted atomic force microscope tip and a silicon dioxide wafer with pH.
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Macroscopic friction force measurements showed a decrease in friction, consistent
with the decrease in the zeta potential [55].

Similar studies have been reported in the case of ceria-based slurries. These
slurries are commonly used for silicon dioxide CMP in STI fabrication. The re-
moval rate is found to be significantly greater than that obtained using silica-based
slurry [56, 57]. Abiade et al. [58] found a strong attractive force at pH 4.5 between
a ceria thin film and a silicon dioxide particle attached to an atomic force micro-
scope cantilever. They additionally examined a macroscopic friction force generated
between a silicon dioxide wafer and a polishing pad in CMP with the presence of ei-
ther silica-based or ceria-based slurry. The friction force profile showed a sharp peak
at pH 4.5 for the ceria-based slurry, but a monotonic decrease for the silica-based
slurry. It was concluded that the peak in the friction force occurred possibly owing
to the electrostatic attraction between ceria particles and silicon dioxide on a wafer.
On the basis of this finding, a mechanical removal process assisted by electrostatic
interactions was hypothesized in this pH range as the primary material removal
mechanism, rather than the chemical reaction processes previously proposed [57].

The surface charging of particles is also important in the cleaning of wafers after
polishing. If the surface and the particles are oppositely charged, the particles may
stick to the wafer. Detachment of chemically or physically adsorbed colloidal silica
particles from a wafer sample can be accomplished more easily under higher-pH
conditions, owing to the particle charging issue [1]. Lee et al. [59] found a smaller
adhesive force between a silica-mounted atomic force microscope tip and a low-k
dielectric material, compared with other material, such as silicon dioxide, copper
and barrier metal. The order of adhesion force measured correlated with the cleaning
ability of the surface after CMP.

With addition to the adhesive force measurement, an atomic force microscope
allows investigation regarding fundamental aspects of material removal mechanisms
in CMP, as described in the literature. An enhanced removal rate of deposited
aluminum films was seen using a scanning atomic force microscope tip operated in
a corrosive solution environment [60]. DeVecchio et al. [61] extended this technique
and found an increased removal rate on an aluminum surface as a function of down
force and the concentration of an oxidizing agent. These findings are consistent with
general results observed in macroscopic CMP experiments. Sokolev et al. [62] used
this atomic force microscope tip technique to examine copper removal processes. The
removal rate increased with a decrease in pH, which was consistent with CMP results
reported previously. Katsuki et al. [63] found an equivalent molar wear volume for
a silicon tip sliding against silicon dioxide film. They claimed that these results
provided strong evidence of Si–O–Si bridge formation and its breakage during the
material removal in CMP.

In the characterization of CMP polished surfaces, the scanning KPM technique
has been recognized as a robust technique. The method measures the surface po-
tential, influenced by associated chemical and/or structural changes on the surface.
DeVeccio and Bhushan [64] applied this technique to detect early stages of wear.
They abraded a polished single-crystal Al(100) sample using a diamond tip at loads
of 1 and 9 µN, and scanned the surface with the KPM and the standard surface
height AFM modes. As shown in Fig. 30.15, the surface height map shows a clear
wear mark at the region abraded under 9-µN load, but no detectable changes at the
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area scratched under 1 µN. On the other hand, the surface potential map reveals an
apparent potential contrast (approximately 0.17 V) with respect to the nonabraded
area in both regions, clearly indicated in the bottom figure, closeup images of the
upper (1-µN load) wear region. The KPM technique can be also used for identifying
intermetallic particles on an aluminum matrix which is not readily recognized in
AFM topography images. Schumtz and Frankel [65] used this technique and found
that abrasion of a 2024-T3 aluminum alloy sample by an atomic force microscope
tip in the contact mode resulted in an immediate dissolution of the Al–Cu–Mg inter-

Fig. 30.15. Top: Surface height and surface potential maps of wear regions generated at 1 µN and
9 µN on a single-crystal aluminum sample. Noticeable change is found in the surface potential
but not in the surface height for the worn region under 1-µN load. Bottom: Closeup of the upper
(1-µN load) wear region. (Reprinted with permission from [64])
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metallic particles. As suggested, one can study material removal initiation process
and localized corrosion by applying the KPM technique to metal CMP processes.

To date, computer simulation techniques have been enormously advanced in
various fields. Chandra et al. [66] used molecular dynamics simulations that allow
the prediction of the atomic-scale asperity interaction with a surface. They examined
the abrasion between an atomic force microscope size scale cutting tip and a copper
surface. The simulations indicated that a smooth and defect-free surface would result
when an atomic force microscope tip was swept across the substrate in the presence
of chemical dissolution agents. The result suggests that a certain level of chemical
reaction is necessary to minimize surface damage during planarization.

30.5
Conclusions

The AFP technique capable of both AFM-level resolution and large scan size has
shown its extensive applicability for characterizing the surface topography of post-
CMP IC wafers, such as dishing and erosion. For rigid disk polishing, AFM plays
an important role in evaluating surface roughness, in which angstrom-level height
resolution is required. AFM is also useful for identifying surface defects such as
scratches and pits. The topography information obtained is essential, especially for
CMP slurry development.

With the use of a modified atomic force microscope cantilever tip, one can
examine microscopic scale attractive/repulsive forces with a substrate material in
a controlled environment. The results exhibit good agreement with associated macro-
scopic CMP properties such as the zeta potential of abrasive particles, friction and
material removal rate. On the basis of the wealth of representative data for a variety
of systems, SPM provide interesting insights into the CMP process and allow the
interpretation of the macroscopic phenomena in terms of microscopic mechanisms.

SPM have derived techniques found to be useful in CMP. Examples include the
phase-imaging mode that can be used for pattern recognition of the STI post-CMP
surface and the KPM technique that is sensitive to localized corrosion and very early
stages of wear. The development of other capabilities/applications using SPM, such
as electrical applications briefly given in the chapter, will be a key for the further
improvement of CMP technology.
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31 Scanning Probe Microscope Application for Single
Molecules in a π-Conjugated Polymer Toward Molecular
Devices Based on Polymer Chemistry

Ken-ichi Shinohara

Abstract. π-conjugated polymers are useful substances with excellent performances. To date,
we have mainly conducted the following studies. First, we imaged the higher-order structure
of a single molecule of a chiral helical π-conjugated polymer. To be more precise, we eluci-
dated the higher-order structure by directly measuring the main-chain chiral helical structure
using a scanning tunneling microscope. Second, we discovered a new phenomenon, which is
that the color of the fluorescence of a single polymer molecule changes on the order of sec-
onds, by directly observing the dynamic function of photon emission based on the thermal
fluctuation of a single molecule of a fluorescent π-conjugated polymer using a total internal
reflection fluorescence microscope (TIRFM), which we developed. In addition, we simulta-
neously imaged the structure and function of a fluorescent π-conjugated polymer. This was
achieved using a combination of an atomic force microscope (AFM) and an objective-type
TIRFM(AFM-TIRFM). Afterwards, we achieved a high-speed (fast-scan) atomic force mi-
croscopy image of the random movement of a single π-conjugated polymer chain in a solution
at room temperature. On the basis of an analysis, we have demonstrated that movement, which
complies with Einstein’s law of Brownian motion, is based on thermal energy. We anticipate
that our studies will be the basis for creating innovative molecular devices such as molecular
motors or molecular electronics/photonics materials that utilize thermal energy as a driving
source.

Key words: Single molecule, π-Conjugated polymer, Polymer synthesis,
Scanning probe microscope, Total internal reflection fluorescence microscope,
Fast-scan atomic force microscope

31.1
Introduction

What structure does a single molecule of synthetic polymer form at the nanometer
level? Does it form a highly ordered structure similar to a biomacromolecule? We,
as human beings, do not fully understand the essence of a synthetic polymer, and
hence, have yet to take full advantage of synthetic polymers.

Synthetic polymers are very useful materials that display many excellent proper-
ties, and they have become indispensable in maintaining and developing our current
way of life. Nevertheless, it is difficult to discuss the correlation between their struc-
tures and functions at the molecular level, since these are diverse, dynamic, and
can be very complex. If the structure and functions of a polymer could be directly
observed, with minimal inferences or hypotheses, the relationship between poly-
mer structures and functions could be clarified. Consequently, molecular devices
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of a polymer might be created based on new design concepts and new working
principles.

In the meantime, proteins, biomacromolecules that exist in organisms as the
ultimate high-function molecules, play important roles in the expression of life
functions. The superb and flexible functions of proteins are considered to be ex-
pressed essentially by the flexible higher-order structure and their supramolecular
structures. Accordingly, a new study to directly observe single molecules of polymers
with various higher-order structures and supramolecular structures has commenced.
This study is based on the idea that polymers with superb functions and practical
durability may be created if higher-order structures similar to those of proteins can
be formed. This chapter chiefly discusses our studies on the single molecule of
π-conjugated polymers having peculiar electronic and optical properties that give
electron conduction and photon emission functions among other synthetic polymers.

To date, we have mainly conducted the following studies. First, we imaged the
higher-order structure of a single molecule of a chiral helical π-conjugated polymer.
To be more precise, we elucidated the higher-order structure by directly measur-
ing the main-chain chiral right-handed helical structure on a nanometer scale using
a scanning tunneling microscope (STM) [1, 2]. Second, we discovered a new phe-
nomenon, which is that the color of the fluorescence of a single polymer molecule
changes on the order of seconds, by directly observing the dynamic function of
photon emission based on the thermal fluctuation of a single molecule of fluores-
cent π-conjugated polymer using a total internal reflection fluorescence microscope
(TIRFM), which we developed [3, 4]. In addition, we simultaneously imaged the
structure and function of a fluorescent π-conjugated polymer [5]. This was achieved
using a combination of an AFM and an objective-type TIRFM. This new micro-
scope can observe long-distance optical communication on the order of micrometers
and is based on the interaction of a nanostructure of a π-conjugated polymer and
photons in near-field. We also discovered a long periodic structure of a single
molecule of a chiral helical π-conjugated polymer using an AFM. We then verified
that each polymer chain has distinctive features and simultaneously elucidated its
diversity [6]. Afterwards, we achieved a high-speed (fast-scan) AFM image of the
random movement of a single π-conjugated polymer chain in a solution at room
temperature [7]. On the basis of an analysis, we have demonstrated that move-
ment, which complies with Einstein’s law of Brownian motion, is based on thermal
energy.

Thus, we have developed a science to elucidate the essence of single molecules
of π-conjugated polymer in a flexible and innovative manner without constrictions
of the existing academic framework. We anticipate that our studies will be the basis
for creating innovative molecular devices such as molecular motors or molecular
electronics/photonics materials that utilize thermal energy as a driving source.

31.2
Chiral Helical π-Conjugated Polymer

Polyacetylene is a π-conjugated polymer. As the chemical structures in Fig. 31.1
show, polyacetylene is a polymer where the main chain alternates between double
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Fig. 31.1. Four conformers of π-conjugated polyacetylene. The circles indicate the substitute
group

bonds and single bonds. The figure shows the four theoretically predicted types of
main-chain structures of polyacetylene, which are the trans-transoidal (t-t) struc-
ture, the trans-cisoidal (t–c) structure, the cis-transoidal (c–t) structure, and the
cis-cisoidal (c–c) structure, respectively. Among these, the t–t and c–t main-chain
structures of polyacetylene have been confirmed. On the other hand, substituted
polyacetylene with a pendant group introduced has either a t–c or a c–c structure.
Because the carbon atoms of polyacetylene main chains all form sp2 hybridized
orbitals, a single p orbital exists on each carbon atom, which stands vertical to the
plane formed by the hybridized orbital. Because the p orbitals of adjacent carbon
atoms interact, the π electrons that exist on the orbitals are conjugated and can be
delocalized, which reduces the energy gap between the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) of poly-
acetylene. Hence, an electron state which shows physical properties unique to the
π-conjugated polymer is formed. If polyacetylene is combined with a substitute
group such as a pendant group, the π-conjugated main chains get twisted owing
to steric hindrance. The structure of the substitute group introduced can control
the average twist angle, which consequently controls the energy gap between the
HOMO and the LUMO. Polyacetylene is easily oxidized and deteriorates in the
atmosphere. However, substituted polyacetylene is relatively stable and has better
solubility in a solvent. In this section, we discuss substituted polyacetylene. Poly-
acetylene to which a pinanyl group, a menthyl group, or another bulky optically
active group is introduced as a substitute group forms a chiral helical π-conjugated
polymer where the main-chain π-conjugation system is twisted in a one-handed
helix.
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31.2.1
Helical Chirality of a π-Conjugated Main Chain Induced by Polymerization
of Phenylacetylene with Chiral Bulky Groups

31.2.1.1
Overview

The helix is one of the most important fundamental structures in polymers [8].
Many stereoregular polymers, including both naturally occurring and synthetic poly-
mers, are known to take on helical conformations in the solid state [9]. A polymer
with a right-handed or left-handed helical conformation is optically active with-
out any other chiral components. However, most isotactic vinyl polymers, such as
polystyrene and polypropylene, which lack chiral pendant groups, cannot be optically
active in solution because the movement of the main chains at room temperature is ex-
tremely fast in solution, so the polymers cannot maintain helical conformations [10].
However, the possibility of obtaining optically active polymers has recently been
demonstrated as long as their backbones have stereoregularity or the steric repul-
sion of their side groups is large enough to maintain a stable conformation. Such
stable helical conformations have been realized in a few synthetic polymers, such
as polyisocyanides [11], polyisocyanates [12], polychlorals [13], poly(triarylmethyl
methacrylate)s [14], and polysilylenes [15].

Chiral polyacetylenes have received much attention because of the potential for
applications as optoelectronic and optical materials [16]. We have previously re-
ported that a polymer from phenylacetylene, which has a bulky chiral menthoxy
group, exhibits large circular dichroism (CD) signals in the main-chain absorp-
tion region and that the bulky chiral group is also very effective for induction of
asymmetry to the main chain [17]. We also have found that the bulky pinanyl
group is a good substituent for the induction of helical chirality in a polyacety-
lene backbone [18, 19]. In this study, three π-conjugated chiral helical pheny-
lacetylene polymers bearing bulky chiral pinanyl groups were synthesized, and
the main-chain chiralities induced by these chiral groups were examined in these
polymers.

31.2.1.2
Sythesis and Polymerization of Pinanyl-Containing Phenylacetylenes

(−)-PSPA and (−)-PDSPA monomers were synthesized with good yields according
to the reactions in Fig. 31.2. (−)-PSPA and (−)-PDSPA were polymerized by a Rh
catalyst to give a higher molecular weight polymer than with W or Ta catalysts.
Although both (−)-poly(PSPA) and (+)-poly(PDSPA) prepared by using the Rh
catalyst had a high percentage of the cis isomer and a high molecular weight, only
(−)-poly(PSPA) exhibited a high chirality. In contrast, (+)-poly(PDSPA) having flex-
ible siloxane spacers between the main chain and the chiral pendant group exhibited
a lower chirality. It was found that the presence of a flexible spacer between the main
chain and the chiral pendant group had a role in the failure of chiral information
transfer during polymerization. A chiral copolymer, (−)-poly(PSPA/PDSPA), was
also synthesized using the Rh catalyst in triethylamine solvent.
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Fig. 31.2. Chemical structures of chiral helical π-conjugated poly(substituted phenylacetylene)s
containing a pinanyl group

31.2.1.3
Introduction of Chirality to the Main Chain

In Fig. 31.3, the (−)-poly(PSPA) prepared using the Rh catalyst had large CD signals
in the main-chain absorption region similar to (−)-poly(menthoxycarbonylphenyl-
acetylene) [17]. Bulky chiral pinanyl groups were found to be effective for induction
of asymmetry to the polyphenylacetylene backbone. The two chiral polypheny-
lacetylenes had similar intensities in their CD spectra ([θ] ≈ 104), and there-
fore their bulkiness was thought to be important. Since the CD intensity in
(−)-poly(PSPA) was stronger than that in (+)-poly{[1-dimethyl(10-pinanyl)silyl]-
1-propyne} ([θ] ≈ 103) [18] and similar to that in (+)-poly[1-{4-[dimethyl(10-
pinanyl)silyl]phenyl}-2-phenylacetylene] [19], the phenylene groups in monomers
are found to be favorable for the induction of asymmetry in these polymers at least.

31.2.1.4
Effect of a Flexible Spacer between the Chiral Pendant Group
and the Polymerizable Group

Since all three polymers showed different CD spectra at the UV–vis band in the
main chain, as shown in Fig. 31.3, it was thought that the main chain of these
polymers formed a helix of a single-sense excess. (−)-Poly(PSPA) had the highest
[θ] value and (+)-poly(PDSPA) the lowest [θ] value. Since (+)-poly(PDSPA) has
a flexible siloxane spacer between the optically active pinanyl group and the main
chain (Fig. 31.2), the transfer of the chiral information from the pinanyl group to
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Fig. 31.3. Circular dichro-
ism (CD) spectra in chloro-
form at room temperature of
chiral helical π-conjugated
poly(pinanylacetylene)s poly-
merized using a Rh catalyst

the main chain seems to be disturbed during the formation of the main chain (e. g.,
polymerization reaction). On the other hand, the (−)-poly(PSPA) main chain is able
to accept asymmetric information from the chiral pendant groups. Interestingly, the
senses of the chiral helix are reversed between (−)-poly(PSPA) and (+)-poly(PDSPA)
in spite of the fact that both have the same optically active pinanyl groups from
(−)-pinene. Moreover, a chiral copolymer, (−)-copoly(PSPA/PDSPA), was also
obtained from the copolymerization of (−)-PSPA and (−)-PDPSPA, and had a CD
spectrum intermediate between that of (−)-poly(PSPA) and that of (+)-poly(PDSPA)
(Fig. 31.3).

Since the temperature dependence of the specific rotation for (−)-poly(PSPA)
was the highest amongst the three polymers, it was found that the conformation
of this chiral main chain was dynamic. In addition, the temperature dependence
was observed to be reversible. Moreover, the specific rotation of (+)-poly(PSDPA)
was observed to be independent of temperature owing to lower chirality in the
main chain. These results indicate that the π-conjugated chiral helix is reversible
and thermosensitive. A (−)-poly(PSPA) film cast from chloroform solution also
had a CD spectrum similar to that of the solution. This chiral structure obtained
in the film state is expected to be useful for application as an optical resolution
membrane [18].

31.2.2
Direct Measurement of the Chiral Quaternary Structure in a π-Conjugated Polymer

31.2.2.1
Overview

π-conjugated polymers have been developed as advanced materials for photonic
or electronic applications [1, 2]. If the π-conjugated polymer chain can be con-
trolled in the higher-order structure, novel functions at the molecular level will
become available owing to the unique π-electron system. Many studies confirming
the fact that a π-conjugated polymer has a helical structure have already been com-
pleted [17, 20–22]. Most of these studies have provided us with data on molecular
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aggregates or data on the average of many molecules. Although we now understand
that the main chain of the polymer takes the form of a helix, does one chain have
both right-handed and left-handed helices? What is the ratio of the right-handed
helices to the left-handed ones? What about the regions where the helix is re-
versed and how does it dynamically change? The answers already provided to all
these fundamental questions have been based only on conjecture. Therefore, it is
necessary to establish a technique that can determine the structure at the single-
molecule level in order to achieve the abovementioned objective. Here we show
that a STM [23, 24] allows us to see the π-electron orbital of a chiral quaternary
structure, where it was directly observed and its size was even measured with high
resolution.

31.2.2.2
Polymer Chemistry of a Chiral Helical π-Conjugated Polymer

We synthesized a π-conjugated polymer, an optically active polyphenylacety-
lene bearing menthoxycarbonylamino groups [(−)-poly(MtOCAPA), Fig. 31.4a,
Scheme 31.5]. It was found that (−)-poly(MtOCAPA) has a high molecular mass,
i. e., its molecular mass is on order of 1 × 106 Da, and that the cis content of the
polymer is over 90 mol%, and the main chain has a c–t high stereoregularity [25].
The primary structure of this polymer was examined using a nuclear magnetic res-
onance spectrometer. As is apparent from the spectrum of this polymer observed
using a CD spectrometer (Fig. 31.4b, top) and a UV–vis absorption spectrometer
(Fig. 31.4b, bottom), chirality was detected not only in the side group but also in
the main chain, which had expanded π-conjugation. It was found from these ob-
servations that the optically active menthyl in the side group induced chirality in
the π-conjugated system of the main chain. This CD spectrum shows that the main
chain of (−)-poly(MtOCAPA) has a secondary structure having an excess of the
one-sense helix structure, which is stabilized by the bulky substituent. Because the
intensity of this CD signal increased in inverse proportion to the temperature of the
polymer solution, it is presumed that this main chain has a flexible helix structure.

Fig. 31.4. a Chemical struc-
ture of (−)-poly(MtOCAPA).
b CD (top) and UV–vis
(bottom) spectra of (−)-
poly(MtOCAPA) in tetrahy-
drofuran solution at 15 ◦C
(blue line), 30 ◦C (black
line), and 45 ◦C (red line),
respectively
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Fig. 31.5. Synthetic route of the chiral helical π-conjugated polymer, (−)-poly(MtOCAPA)

31.2.2.3
Scanning Probe Microscope Imaging of a Chiral Helical π-Conjugated Polymer

Scanning probe microscope imaging was used to directly observe the structure of
a single polymer chain. We initially tried to use an atomic force microscope (AFM)
image of a polymer placed on a mica substrate under ambient conditions. Each
single polymer molecule that formed a chain could be distinguished and intertwined
polymer chains could also be observed. An overall image of the polymer molecules
could be directly observed using the AFM, but the π-conjugated system in the main
chain could not be observed using the AFM since this polymer had a bulky menthyl
group and the main chain was hidden behind the side groups at the front. To observe
the main chain without being obstructed by the bulky menthyl group, a STM was
used, since this allows us to see molecular orbitals having the low energy gap of the
HOMO–LUMO on which a tunneling current flows [26–28]. Figure 31.6a shows
a typical low-magnification image of low-current scanning tunneling microscopy
of (−)-poly(MtOCAPA) placed on a highly oriented pyrolytic graphite substrate
under ambient conditions. During our observation, the sample bias voltage and
the tunneling current were maintained at +20.0 mV and 30.5 pA, respectively, and
a STM probe using a Pt/Ir tip was operated at a scanning rate of 3.05 Hz. In Fig. 31.6a,
it can be observed that the two π-conjugated polymer chains are intertwined to form
a right-handed double-helix structure, as in the case of the model shown in Fig. 31.6b,
and the right-handed helix structure can also be observed. The analytical result is
shown in Figs. 31.7 and 31.8. The width of one right-handed helix chain was 0.9 nm
(Fig. 31.7b). This width of 0.9 nm matched the width of the main-chain backbone
of polyphenylacetylene in the π-electronic system of the c–t main-chain structure
20-mer which was obtained by optimization using molecular mechanics calculation
(Fig. 31.7b). This corroborated the observations that the STM image displays the
π-electron orbital of the main chain of a polymer and that the helix of the secondary
structure is a superhelix tertiary structure (Fig. 31.8a). As a result of the analyses
(Fig. 31.8b), the pitch of this superhelix is 2 nm. It is shown to be a superhelix
with a close-packed structure, because the pitch agrees with the width of the model
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Fig. 31.6. a Low-current scanning
tunneling microscope (STM)
height image of two inter-
twined (−)-poly(MtOCAPA)
chains on highly oriented py-
rolytic graphite at room tem-
perature (Vs = +20.0 mV and
It = 30.5 pA). b String model of
the intertwining polymer chains

in Fig. 31.7b. In addition, it is shown in Fig. 31.8b that the superhelix width is
2 nm, and that the helix sense is right-handed, and that this precisely controlled
superhelix tertiary structure extends over a range of more than 10 nm. When the
polymer structure in Fig. 31.6a was turned over, it could be observed that the two
π-conjugated polymer chains are intertwined to form a right-handed double-helix
structure, as in the case of the model shown in Fig. 31.6b. This substantiated the
presence of a quaternary structure, which is much greater in the chiral hierarchical
structure. It was also found that the quaternary structure is so soft that its form
can be changed during probe scanning. That is, we proved that the main chain of
(−)-poly(MtOCAPA) was flexible in spite of the π-conjugated system.

In the present study, it was shown that it was possible to determine the structure of
a single polymer chain using a STM. We observed that it has a higher-order structure,
and the fine structure of the single π-conjugated polymer chains was confirmed for
the first time. However, in our current method, the molecule itself is changed by the
STM measurement, and the helical structure becomes loosened. Therefore, in order
to determine the electronic structures and the ratio of the two different helical senses
from the effect of the chiral pendant groups, we need to use an approach where we
stabilize the STM measurements by fixing the molecules on the substrate, which is
currently in progress. Finally, this unique higher-order structure of the π-electronic
system is expected to provide novel photonic or electronic functions that will lead
us toward molecular devices.
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Fig. 31.7. a STM height image of (−)-poly(MtOCAPA) (bar 5.0 nm, Vs = +20.0 mV and
It = 30.5 pA). b Molecular mechanics calculation optimized model of a 20-mer of cis-transoidal
(−)-poly(MtOCAPA)

Fig. 31.8. a A closeup view of a STM height image of (−)-poly(MtOCAPA) (Vs = +20.0 mV
and It = 30.5 pA). b Analytical result of superhelix pitch in the cross section of the STM image
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31.2.3
Direct Measurement of Structural Diversity in Single Molecules
of a Chiral Helical π-Conjugated Polymer

Figure 31.9 shows a model of the right-handed helix of a single polymer chain.
Fig. 31.9a is a molecular mechanics (SYBYL) calculated optimized model of a 20-
mer of c–t (−)-poly(MtOCAPA), and Fig. 31.9b is its ribbon model. The height
of the helical polymer chain of a single molecule was measured using this model
(Fig. 31.9a); the measured value was 2.4 nm. In analyzing the images of the polymer
molecules obtained by the AFM imaging, we used this value of 2.4 nm as the unit
size of a single molecule.

Figure 31.10a shows a noncontact mode AFM image of the surface of a specimen
conditioned by spin-casting. The specimen was also studied in contact mode, and
the same structure as that seen in noncontact mode was observed. A cross section of
a noncontact AFM image of the polymer was analyzed, as shown in Fig. 31.10b. The
height of each of the polymer chains was about 2 nm. This shows that each of the
chains is a single molecule. The average degree of polymerization was calculated
from the results of gel permeation chromatography (GPC) measurements. This
turned out to about 800 monomer units long, though it was calculated in terms
of the molecular weight of polystyrene. A 20-mer in the polymer was about 4 nm
long, on the basis of the molecular model (Fig. 31.9a). Therefore, a chain consisting
of 800 monomer units is about 160 nm in length, which is an average value. This
result was in good agreement with the average length of single molecules of the
polymer identified from the AFM images. All of these results regarding the length
of the polymer chains substantiate the notion that single molecules of polymer were
observed in this AFM experiment. Each of these polymer chains takes a different
form; no polymer chains of identical form were ever observed. This verified that

Fig. 31.9. a Molecular mechanics
calculated optimized model of
a 20-mer of cis-transoidal (−)-
poly(MtOCAPA). b Ribbon model
of the helical polymer chain
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Fig. 31.10. a A noncontact mode atomic force microscope (AFM) image of single molecules
of p-conjugated (−)-poly(MtOCAPA) on mica under a high vacuum at room temperature.
The frequency shift was −30 Hz. The scan area was 600 nm × 600 nm. b Analytical result of
the polymer height in the cross section of the AFM image in a

Fig. 31.11. The distribution of
helical polymer periods that were
measured on the basis of the
noncontact mode AFM image in
Fig.31.10a
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the single molecules of the polymer have diverse structures. Peaks and troughs were
also observed in each polymer chain with a certain periodicity. To examine this
periodicity, all of the pitches were measured and a histogram was prepared based on
this data (Fig. 31.11). A pitch of 21 nm was a peak in the histogram. On the other
hand, it was found that pitches varied greatly in the range from 10 to 45 nm, and
the diversity was observed for the periodic structure. This structural characteristic
of single molecules was thought to be due to the low affinity between the surface of
the polymer chain and the surface of the mica substrate. Specifically, it was elucidated

Fig. 31.12. a A closeup
view of a noncon-
tact mode AFM im-
age of single molecules
of π-conjugated (−)-
poly(MtOCAPA) on mica
under a high vacuum
at room temperature.
The frequency shift was
−30 Hz. the scan area
was 153 nm × 153 nm.
b The cross-sectional
profile of a right-handed
helix. c A ribbon model
of a periodic compression
structure. This is a coarse
and dense structure of
a helix, formed by a right-
handed helical polymer
chain
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as follows: When a polymer chain having a surface of low polarity is adsorbed to
a mica substrate having a surface of high polarity, an intramolecular aggregation of
the polymer occurred in each single molecule to decrease the surface energy. The
structure formed in the nonequilibrium process until the solvent evaporated.

To further analyze this periodic structure, a part of a single molecule of the poly-
mer was magnified as shown in the AFM image in Fig. 31.12a. The cross-sectional
analysis of this image indicates the presence of a periodic structure of about 20 nm
as shown in Fig. 31.12b. A close examination of this structure reveals that each
peak is aligned obliquely in the upper-right direction. Although we thought that
this could be associated with a right-handed helical structure, it was beyond our
understanding how a polymer structure of a helix could have a periodicity as long
as 20 nm. To further investigate this structure, we prepared the model shown in
Fig. 31.12c. This model is a periodic compression structure, which is a coarse
and dense structure of a helix, formed by a right-handed helical polymer chain.
This unique structure shows that a local structural disturbance exists in the helical
structure. Surprisingly, the long periodicity was even observed with this structural
disturbance.

We would not have discovered that a chiral helical π-conjugated polymer of
only 2 nm in height could have a nanostructure that is characterized by a peri-
odicity on the surface of a substrate of as much as 20 nm if our study had been
weighted toward a structure consisting of repeating monomer units. We hope that
our study will provide basic insight into both the polymeric characteristics of single
molecules (these are their individual characteristics) and the practical realities of
creating a single-molecule device. We expect that the knowledge from our study
will contribute to the discovery of novel functions that are made possible by the
unique structures formed on the surfaces of substrates, as well as the development
of molecular devices.

31.2.4
Dynamic Structure of Single Molecules in a Chiral Helical π-Conjugated Polymer
by a High-Speed AFM

31.2.4.1
High-Speed AFM Imaging of a Chiral Helical π-Conjugated Polymer

We observed the movement of a single molecule of a π-conjugated polymer using
a high-speed AFM. The high-speed AFM is an apparatus initially developed by
our collaborative researcher Toshio Ando of Kanazawa University in Japan and
his colleague Noriyuki Kodera. It is a state-of-the-art microscope, which boasts
an outstanding performance when observing the movement of protein molecules
in water at room temperature [29]. However, we modified the specifications of
this high-speed AFM to make it resistant to observations in organic solvents and
successfully imaged the movement of a single molecular structure [7] of a chiral
helical π-conjugated polymer [1, 2] at room temperature. In addition, we observed
the movement and the flexibility of a single polymer chain. Furthermore, we created
a high-speed AFM model and quantitatively evaluated the effects of AFM probe
scanning on the samples based on the theory of the instrument properties.
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We cast a dilute tetrahydrofuran solution of substituted phenylacetylene poly-
mer [(−)-poly(MtOCAPA)] (Fig. 31.4a) on a mica substrate. Then we used tetrahy-
drofuran to rinse the surface of the mica and n-octylbenzene as an organic sol-
vent for imaging. Afterwards, we conducted high-speed AFM observations in n-
octylbenzene at room temperature, and a flexible motion of a string-type substance,
which measured approximately 2 nm in height and approximately 200 nm in length,
was observed (Fig. 31.13a). The average velocity at the chain-end of the poly-
mer was 67 nm/s at the observation point. Because the size of the string-type
substance corresponds to the value of the molecular model calculation, we con-
cluded that the observed substance is a single molecule of the chiral helical π-
conjugated polymer. When several molecules are simultaneously observed, their
motion is not synchronous, but is random (Fig. 31.13b). We could directly im-
age these motions as folding of a single molecule or a single molecule crooked
in the annular form that is extended and moved into a linearlike shape. It is
noteworthy that most of the polymer chains were not detached from the sub-
strate surface to diffused in the solvent, but were rolled onto the substrate surface
(Fig. 31.13).

We assumed that this is a thermal motion, which reflects the compensation of
the energy of solvation and adsorption onto the substrate surface. To validate this
assumption, we conducted a detailed motion analysis. We measured all the dimen-
sional displacements of a single polymer chain in the x direction, made a histogram,
and fitted it to a Gaussian curve (Fig. 31.14a). The standard deviation values were
the time-average displacements at each observation time. The result shows that the
mean-square displacement in a single polymer chain is proportional to the time and,
hence, complies with Einstein’s law of Brownian motion (Fig. 31.14b). This analysis
result demonstrates that the motion in a single polymer chain is the micro-Brownian
motion excited by thermal energy.

Second, to elucidate the effects of an AFM probe on the motion of a single
polymer molecule, we estimated the energy based on the theoretical understanding
of the instrument properties. To calculate the maximum energy the probe gives to the

Fig. 31.13. High-speed AFM images in continuous scanning of a chiral helical π-conjugated
polymer [(−)-poly(MtOCAPA)] on mica in n-octylbenzene at room temperature. a 200 nm ×
200 nm. b 300 nm × 300 nm
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Fig. 31.14. a Analytical results of the high-speed AFM image of (−)-poly(MtOCAPA) of the
displacement in single polymer chains at scanning rates of 82, 100, and 160 ms per frame. The
lines are the best fits of the data to a Gaussian curve; the standard deviations are 3.5, 4.0, and
4.8 nm, respectively. b Mean-square displacement as a function of time of the tip-scanning cycle
in the direction of the x-axis. The mean-square displacements were obtained from the standard
deviation in a. The plots were fitted to the equation,〈x2〉 = 2Dt

sample in the horizontal direction, we assumed that the probe instantaneously adheres
to the sample the moment the oscillating cantilever probe touches the sample’s
surface. In a high-speed AFM, the stage is the x-axis scanned in the direction of
the cantilever’s length. Consequently, the energy the cantilever probe stored at the
point of contact is calculated as 4 × 10−23 J. Because the thermal energy at 27 ◦C
is 4 × 10−21 J, it became clear that the AFM probe contributes merely 1% of the
thermal energy. Thus, the motion of single molecules of the polymer observed in
our study is based on the thermal energy.

Through this study, we verified the flexibility of a single molecule of a chiral
helical π-conjugated polymer based on thermal fluctuations. We are continuing to
pursue fundamental chemistry to elucidate the essence of polymers. We anticipate
that our studies will be the basis for creating innovative molecular devices such as
molecular motors or molecular electronics/photonics materials that utilize thermal
energy as a driving source.
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31.3
Supramolecular Chiral π-Conjugated Polymer

31.3.1
Simultaneous Imaging of Structure and Fluorescence
of a Supramolecular Chiral π-Conjugated Polymer

In this study, the author succeeded in the simultaneous imaging of the structure and
the fluorescence function of a π-conjugated polymer. Figure 31.15 shows a chem-
ical structure and a molecular model of a π-conjugated polyrotaxane (+)-poly[(9,10-
anthracenediyl-ethynylene-1,4-phenylene-ethynylene)-rotaxa-(α-cyclodextrin)] {(+)-
poly[AEPE-rotaxa-(α-CyD)]} that we synthesized. Figure 31.16 show a schematic
view and the exterior of the experimental set-up that we built to simultaneously
observe the structure and functions of polymer on a molecular level, respectively.
The set-up consists of an AFM [30] set above a substrate on which the specimen was
mounted and an objective-type TIRFM [31] set below the substrate in air at room

Fig. 31.15. a Chemical structure of a poly-
rotaxane: (+)-poly[(9,10-anthracenediyl-
ethynylene-1,4-phenylene-ethynylene)-
rotaxa-(α-cyclodextrin)] {(+)-poly[AEPE-
rotaxa-(α-CyD)]}. b A part of the molecular
mechanics calculation optimized model of
a polymer

Fig. 31.16. The experimental set-up of the
AFM–total internal reflection fluorescence
microscope instrument that we built to simul-
taneously observe the structure and functions
of a polymer (not to scale). The notch filter is
to block incident light (441.6 nm). The short
pass filter is to cut out the laser light (670 nm)
from the AFM detection system
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temperature. The AFM can image the structure of the polymer at a molecular level
and the TIRFM is able to image the fluorescence of the polymer at video rate, so
both the structure and fluorescence function of the polymer can be simultaneously
imaged at the substrate surface.

31.3.1.1
Instrumentation

The TIRFM was self-made by modifying an inverted fluorescence microscope (In-
finity optical system; IX70, Olympus, Japan) as shown in Fig. 31.16. An objective
lens (PlanApo, ×60, oil TIRFM, Olympus, Japan) with a high numerical aperture
(NA) of 1.45 was attached to this TIRFM. The laser beam from a He–Cd laser
(wavelength 441.6 nm, 70 mW, continuous wave, CW, linearly polarized; blue laser,
model Liconix M.4.70, Melles Griot, USA) was attenuated by neutral density filters
(transmission of 21%) and expanded by a lens (LBE-3, Sigma Koki, Japan). The
laser beam was focused by a lens ( f = 350 mm) on the back focal plane of the
objective lens with a NA of 1.45. θa (66.6◦) is the angle corresponding to the NA
(1.58− sin θa = NA; 1.58 is the reflective index of mica). The laser beam was
reflected by a dichroic mirror (DM455, Olympus, Japan). θc (39.3◦) is the critical
angle of the mica-air interface (1.00 sin 90◦ = 1.58 sin θc; 1.00 is the reflective index
of air). When the incident beam was positioned to propagate along the objective
edge between θa and θc, the beam was totally internally reflected, producing an
evanescent field at the mica–air interface (1/e penetration depth is about 40 nm at
an angle of 60◦. A mica film with a thickness of about 20 µm was used as the
substrate.

The background of scattered light was rejected with a holographic notch filter
(HNPF-441.6-1.0, Kaiser Optical System, USA), whose optical density at 441.6 nm
was larger than 6. The scattered light (wavelength 670 nm) from the AFM detection
system was reduced with two short pass filters (cutoff wavelength 630 nm). An
intermediate image formed by spherical achromatic lenses ( f = 100 mm) was
enlarged by a projection lens (PE ×5, Olympus, Japan).

Nonfluorescent immersion oil (for ordinary use, nd = 1.516, Olympus, Japan) is
suitable for single-molecule fluorescence imaging because it emits low fluorescence
and has adequate viscosity.

Images were recorded with an SIT camera (C1000 type 12, Hamamatsu Pho-
tonics, Japan) coupled to an image intensifier (VS4-1845, Video Scope, USA), and
stored on S-VHS videotape. Videotaped images were processed with a digital image
processor (Argus-20, Hamamatsu Photonics, Japan).

The probe-scan-type AFM (PicoSPM, Molecular Imaging Corporation, USA)
was used in the contact mode using a soft cantilever (BL-RC150V, BioLever, Olym-
pus, Japan) having a spring constant of 6 pN/nm. The pressure of tip contact was
set as low as possible for imaging of a soft contact. This probe-scan-type AFM was
combined with the objective-type TIRFM as stated above (Fig. 31.16). In order to
image simultaneously with an AFM and a TIRFM, a sample on a stage with an AFM
head was used with a TIRFM. First, the TIRFM was focused on a sample’s surface.
Next, the AFM approached the sample’s surface. The best imaging conditions were
optimized under observation of both images.
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The AFM instrument (JSPM-4210, JEOL, Japan) was also used in a noncontact
mode. A cantilever (OMCL-AC160TS, Olympus, Japan) with a resonance frequency
of 300 kHz and a spring constant of 42 N/m was used. A high vacuum of 1 × 10−3 Pa
was used, and the cantilever was oscillated with constant amplitude at room tem-
perature. Imaging innoncontact mode was carried out by scanning the probe while
maintaining a frequency shift (Δ f ) of −15 Hz.

31.3.1.2
Synthesis of Supramolecular Chiral π-Conjugated Polymer

As shown in Scheme 31.17, to prepare (+)-poly[AEPE-rotaxa-(α-CyD)], p-diiodo-
benzene, p-diethynylbenzene, and 9,10-diethynylanthracene were added to a satu-
rated α-CyD aqueous solution and irradiated with an ultrasonic wave to form the
inclusion complexes (see Fig. 31.18a,b for the α-CyD ring structure). These inclu-
sion complexes were polymerized at 90 ◦C for 40 h using a palladium(II) acetate
and potassium carbonate catalyst system [32] to form a polymer from the con-
stituent complex monomers. After the polymerization reaction, the water-soluble
and high molecular weight part was isolated by gel filtration and reprecipitation
from an aqueous solution into methanol. The water-soluble (+)-poly[AEPE-rotaxa-
(α-CyD)] was a dark-brown solid; [α]20

D = +24.6◦(c0.100, H2O), UV-vis: λmax =
197 nm (ε = 6.92 × 103), λmax = 260 nm (ε = 3.55 × 103), λcutoff = 640 nm
(ε < 50), GPC : Mw = 1.47 × 106, Mw/Mn(polydisperisty index) = 2.3. A GPC
column (TSKgel α-M, Tosoh, Japan) having a high exclusion limit [poly(ethylene
oxide), Mn > 1 × 107] was used with an eluent of water at 40 ◦C. In addition,
the threaded CyD on an anthracene unit was removed during the process for the
purification.

In the 1H NMR spectrum of the polymer in D2O, the peaks at 5.1 and 4.0–3.6 ppm
were assigned to the protons in the α-CyD (Fig. 31.18c). A broad shoulder peak at
7.8 ppm was assigned to the 1-, 4-, 5-, and 8-position protons in the anthracene ring,
and a broad peak at 7.4 ppm was assigned to the 2-, 3-, 6-, and 7-position protons in
the anthracene and phenyl rings (Fig. 31.18d).

Fig. 31.17. Synthetic route of supramolecular π-conjugated (+)-poly[(9,10-anthracenediyl-
ethynylene-1,4-phenylene-ethynylene)-rotaxa-(α-cyclodextrin)]
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Fig. 31.18. a Chemical structure of α-cyclodextrin (α-CyD). b A molecular mechanics calculation
optimized model of α-CyD. c 400 MHz 1H NMR spectra of a polymer {(+)-poly[AEPE-rotaxa-
(α-CyD)]} and α-CyD in D2O at 27 ◦C. The external standard is 3-(trimethylsilyl)propionic-
2,2,3,3-d4 acid sodium salt. d An aromatic region of a polymer of c

31.3.1.3
Structure of Supramolecular Chiral π-Conjugated Polymer

The π-conjugated polymer that we synthesized, (+)-poly[AEPE-rotaxa-(α-CyD)],
in which cyclic molecules (α-CyD) are threaded onto a π-conjugated main chain is
shown in Fig. 31.15; thus, (+)-poly[AEPE-rotaxa-(α-CyD)] is a kind of polyrotax-
ane [33].
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If substituents such as long-chain alkyl groups are not bonded onto the main
chains of a π-conjugated polymer, the polymer chains can interact with each other
by π–π interactions and π-stacking occurs, causing aggregates to form and, as
a result, the solubility markedly decreases for any solvent. This poses a significant
difficulty to overcome in the study of the molecular characterization of polymers at
the single-molecule level. The use of a polyrotaxane in this study is based on our
conjecture that cyclic molecules would be able to physically block the π-stacking.
Consequently, the solubility of such a π-conjugated polymer could be increased
(Fig. 31.15b). In 1H NMR measurement (Fig. 31.18), 3-(trimethylsilyl)propionic-
2,2,3,3-d4 acid sodium salt (TSP-d4, 98 atom% D, Isotec, OH, USA) was used as an
external standard. The capillary (a thin glass tube) enclosed the D2O solution, and
it let the sample D2O solution in. It was used for the measurement in order to avoid
the inclusion of a TSP-d4 molecule in a α-CyD hole.

The results of 1H NMR measurement of (+)-poly[AEPE-rotaxa-(α-CyD)] and
α-CyD in D2O were shown in Fig. 31.18c. Here, H3 and H5 protons face toward the
inside of the α-CyD holes (Fig. 31.18b). Compared with polyrotaxane and α-CyD,

Fig. 31.19. a Gel permeation chro-
matography chart of a polymer at
40 ◦C. A UV detector was used; wave-
length 190 nm. b UV–vis spectra of
a polymer and monomers in H2O
at room temperature. c Photolumi-
nescence spectrum of a polymer in
H2O at room temperature. Excitation
wavelength 442 nm
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the chemical shift values of the H3 and H5 protons changed more noticeably than
those of the other protons (H2, H4 and H6). Here, the protons of H2, H4 and H6 face
toward the outside of the α-CyD holes. This significant change shows the formation
of an inclusion complex [34]. Broad peaks in the lower magnetic field were assigned
to the protons of the aromatic rings in the main chains of the π-conjugated polymer.
A copolymerization ratio was calculated from the analytical results of aromatic pro-
tons and α-CyD protons in the 1H NMR spectrum. In addition, the molecular mass is
greater than 106 g/mol as measured by GPC using water as the eluent (Fig. 31.19a),
and the UV–vis absorption spectrum of this polymer in water shows that the absorp-
tion shifted significantly toward the longer wavelengths when compared with the
complex monomers, as far as 640 nm at the cutoff wavelength (ε < 50) (Fig. 31.19b).
It was concluded that the π-conjugated system had been expanded on the main chain.
We determined from the results of the measurements that (+)-poly[AEPE-rotaxa-(α-
CyD)] had been successfully synthesized. Furthermore, this polymer fluoresced with
a peak wavelength of 520 nm when excited at 442 nm in water (Fig. 31.19c), which
is the excitation light wavelength (441.6 nm CW laser) of the TIRFM. This shows
that (+)-poly[AEPE-rotaxa-(α-CyD)] can be observed using TIRFM imaging.

31.3.1.4
AFM Imaging of Single Molecules in a Supramolecular Chiral π-Conjugated Polymer

Figure 31.20a shows a noncontact mode AFM image of polymer chains extended
outward from a molecular globule. These chains were measured to be a micrometer-
long structure. This is a new finding for a macromolecular structure. In Fig. 31.20b
a model structure of a polyrotaxane is proposed. This model shows that the size of
a single molecule is 1.5 nm. The height of a molecular globule was approximately
4 nm as shown in Fig. 31.20c; this was the height of three molecules. Each chain
extending outward from a globule was the size of a single molecule as shown in
Fig. 31.20d. Although a micrometer-long chain was observed directly in an AFM
measurement, the long polymer chain could not be synthesized by a cross-coupling
reaction [32] in this study. Hence, we thought that nanometer-long π-conjugated
polyrotaxane chains coupled to form a micrometer-long supramolecular chain owing
to intermolecular interaction at the chain ends like a train of nanometer scale as shown
in Fig. 31.20b. Actually, a number of short substances of nanometer length were
observed in line where imaged by an AFM at the other large area, which had the height
of a single molecule of 1.5 nm. Therefore, we thought that these short substances were
chains of (+)-poly[(AEPE)-rotaxa-(α-CyD)] without intermolecular interaction. It is
a very interesting and a new finding that the polymer chains formed a micrometer-
long coupled supramolecular structure by a self-assembly event without forming the
disordered aggregate.

31.3.1.5
Simultaneous AFM–TIRFM Imaging of a Supramolecular Chiral π-Conjugated Polymer

Figure 31.20e shows a contact mode AFM image of the intertwined network of the
polymer chains. The cross sections of these polymer strands were analyzed and the
height of each polymer strand was found to be about 1 nm, as shown in Fig. 31.20f.
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Fig. 31.20. a A noncontact mode AFM image of single chains from a molecular globule of (+)-
poly[AEPE-rotaxa-(α-CyD)] on mica at room temperature. A high vacuum of 1 × 10−3 Pa was
used, and the cantilever was oscillated with constant amplitude at room temperature. Imaging
in the noncontact mode was carried out by scanning the probe while maintaining a frequency
shift (Δ f) of −15 Hz. b A proposed model of the polymer coupling by π–π interaction at the
chain ends. c An analytical result of a cross section of the line from 1 to 2 indicated in the AFM
image (a). d A cross-sectional analysis of the line from 3 to 4 indicated in (a). e A contact mode
AFM image of the intertwined network as a nanostructure. f An analytical result of a cross
section of the line from 5 to 6 indicated in the AFM image (e). g The string model of the polymer
chains in the region shown in the square in the AFM image (e)
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This value is less than 1.5 nm, which is the external diameter of α-CyD in a single
polyrotaxane chain—a molecular mechanics (MM2) calculated optimized model is
shown in Fig. 31.20b. However, it should not be considered the actual value, because
α-CyD molecules threaded onto a polymer chain are squeezed down and deformed
by contact pressure from the probe with the cantilever. Therefore, we concluded that
the strands of a π-conjugated polymer had been observed on a single-molecule level.
It was found from these observations that each spot in the AFM image consists of
a globule in which the polymer chains are intertwined like a wound-up ball of string,
and that the strands of polymer chains extend outward from these globules, just as
string can come loose from a ball when it is unwound, as shown in Fig. 31.20g.

Figure 31.21 shows the results of the simultaneous imaging of the structure
and the fluorescence function of the π-conjugated polymer. The positions of the
brightest spots in the TIRFM image shown in Fig. 31.21a match the positions
of the highest spots in the AFM image shown in Fig. 31.21b. This indicates that
simultaneous direct imaging is successful using this TIRFM–AFM set-up, and that
some high spots emit a strong fluorescence. In Fig. 31.21c and d, showing control

Fig. 31.21. The simultaneous imaging with the TIRFM and the AFM of the intertwined network,
i. e., a nanostructure of (+)-poly[AEPE-rotaxa-(α-CyD)] on mica in air at room temperature.
a Fluorescence image observed by the TIRFM in which the size of the square is 25 µm × 25 µm
imaged by the AFM. The excitation wavelength was 441.6 nm using a continuous-wave He–
Cd laser and the observed fluorescence wavelength was over 475 nm. b Topographic image
observed by An AFM in contact mode with an area of 25 µm × 25 µm in which the central
part was observed by a TIRFM (a). c Fluorescence image of a mica substrate as a control
experiment for TIRFM imaging. d Topographic image of the surface of a mica substrate as
a control experiment fro AFM imaging; imaging area 35 µm × 35 µm
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experiments, no fluorescence and no absorbate are observed on the mica substrate,
and it is also shown that the simultaneously imaging of a π-conjugated polymer
is successful. In Fig. 31.21a, a relatively weak fluorescence is also observed in
the region around the three very bright spots. In the case of the TIRFM, which is
an optical microscope, there is an absolute limit to the image resolution.With use
of the AFM, however, some stringlike objects that are deemed to be aggregated
polymer chains on a molecular level can be observed in the same area where the
formation of a nanostructured network by the loose connection of the assembled π-
conjugated polymer chains can also be observed, as shown in Fig. 31.21b. Therefore
the TIRFM image shown in Fig. 31.21a verifies that the light emitted from the
brightest spots and their surrounding area is the fluorescence emitted by the polymer.
In addition, the bleaching was only observe over 15 min during the imaging. The
polymer strands were extended from the highest spot in the AFM image as shown
in Fig. 31.21b.

It is most interesting to note that the fluorescence is brighter in the area formed
by connecting the three brightest spots, as shown in the TIRFM image in Fig. 31.21a.
This is the fluorescence due to a long-range interaction of a π-conjugated polymer
and the photons. The molecular globules have many π-electrons in an excited state
(π∗ state) in the near-field and excitation energy transfer via a loosely connected
π-conjugated polymer intertwined network as a nanostructure. We thought that the
fluorescence is a light emission based on not only the combined phenomena of energy
migration [35], energy transfer and energy hopping between many chromophores but
also on an effect of the total internal reflection. Thus, the photons in the direction of
a wave number vector of the Goos–Hänschen shift in the total internal reflection are
those scattered at the molecular globules of a π-conjugated polymer. Surprisingly, the
photons propagated to a π-conjugated polymer intertwined network over a distance
of 5 µm or longer. As the result, the fluorescence was brighter in this area. In other
words, this phenomenon can be thought of as optical communication over a long
range. This novel phenomenon suggests the possibility of using the polymers to
create an intertwined molecular network device in the future.

As a new chemistry, it is worthy that the relationship of a structure and a function
could be directly discussed at the molecular level.

31.3.2
Dynamic Structure of a Supramolecular Chiral π-Conjugated Polymer
by a High-Speed AFM

31.3.2.1
Single Molecule Bearing Driven by Thermal Energy

Rigid rod-like π-conjugated polymers may have flexibility because they are organic
molecules [36]. We used a high-speed AFM to observe their flexibility and mo-
tion [37]. The observed polymer is the same as in the previous section where the
molecular structure and functions were simultaneously observed (Fig. 31.20b). We
have more examples of high-speed AFM imaging. Figure 31.22a–c shows the flexi-
ble motion of a single chain of a supramolecular polymer. Various studies are trying
to apply rigid-rod like π-conjugated polymers to a molecular wire for molecular
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Fig. 31.22.High-speed AFM images of a single molecule of a supramolecular chiral π-conjugated
polymer on mica in aqueous solution at room temperature. a–c The flexible motion of a single
chain of supramolecular polymer. d–l Pulsed laser of 355 nm radiating 20 nJ at 20 Hz. j–l

Dynamic behavior of folding of the end part in a single polymer chain. e The imaging of chain
cutting in a single molecule. Scan size 400 nm × 400 nm. Scan speed 160 ms per frame
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Fig. 31.23. (Upper left) A plots of mean-square displacement as a function of time of tip-scanning
cycle in the direction of the x-axis. The mean-square displacements were obtained from the
standard deviation in the below. The plots were fitted to equation, 〈x2〉 = 2Dt. (Below) Analytical
results of the high-speed AFM image of (+)-poly[AEPE-rotaxa-(α-CyD)] of the displacement
in a single polymer chains at scanning rates of 80, 120, 150, 181.8, 200, 250, and 300 ms/frame,
respectively. Lines are the best fits of the data to a gaussian curve; the standard deviation are
5.81, 6.40, 5.76, 7.43, 6.49, 7.76, and 8.99 nm, respectively
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electronics devices, but it is troublesome if the wire moves. While conducting an
experiment, I envisioned a new design concept for a molecular device that has the
flexibility of single molecules. We collected images for a total of 14 s, and with
irradiation from a UV pulsed laser during the last 6 s (imaging time from 8 to 14 s)
as shown in Fig. 31.22. During the pulsed laser irradiation (Fig. 31.22d–l), the can-
tilever was bent by the light pressure of the laser beam, and the probe pressed the
observation surface for an instant. The scanning line, which looks like a scratch,
shows this state in Fig. 31.22d–l. Hence, we observed the probe pressing onto the
single polymer chain with a high probe tip pressure while irradiating, which sub-
sequently cut the single polymer molecule as shown in Fig. 31.22e and f. We also
observed a folding phenomenon, i. e., the cut end folded dynamically (Fig. 31.22j–l).
The fact that it is cleaved by the probe tip pressure supports our conclusion that it
is a supramolecular polymer coupled by molecular interaction because a molecular
interaction force is weaker than the covalent bonds. This cleavage of the polymer
chain is based on a scission of a secondary bond in a main chain. Thus, information
in terms of structural chemistry can be obtained. Because its height, which is ap-
proximately 1 nm, corresponds to the height of α-CyD, the polymer chain is clearly
a single molecule. Figure 31.22 shows the image in solution. We consider that this
is a micro-Brownian motion, which is excited by the Brownian motion of water
molecules. Unlike the STM, the AFM uses the AC (tapping) mode and the probe
touches the surface. It is speculated that the molecules move mainly owing to the
touching probe tip, although there may also be Brownian motion. Hence, we con-
ducted a detailed analysis. We changed the probe scanning speed, and analyzed the
one-dimensional displacement of a single polymer molecule in the probe scanning
direction. In practice, we changed the frame rate to 80, 120, 150, 181.8, 200, 250,
and 300 ms per frame, and collected images under the seven different conditions,
and analyzed the displacement. We made a histogram of this analysis result with
the displacement as the horizontal axis and the observation number as the vertical
axis, and fitted the data to a Gaussian curve. The standard deviation values were
the time-average displacements at each observation time. Finally, we plotted the
square of the standard deviation of this distribution (i. e., mean-square displacement,
〈x2〉) and the probe scanning cycle time (t) as shown in Fig. 31.23. The result
shows that the mean-square displacement in a single supramolecular polymer chain
is proportional to the time and, hence, complies with Einstein’s law of Brownian
motion

〈x2〉 = 2Dt .

Here D is a diffusion coefficient. In this result, D is calculated as 1.3 × 10−14 m2/s
in the one-dimensional motion. Hence, this motion is the Brownian motion, and the
motion in a single chain of supramolecular polymer is a micro-Brownian motion,
i. e., thermal motion.

We anticipate that our studies will be the basis for creating innovative molecular
devices such as molecular motors or molecular electronics/photonics materials that
utilize thermal energy as a driving source.

I would like to understand the essence of polymers through a deeper study on the
science of a single polymer chain. This research on single molecules of π-conjugated
polymer should reveal a new frontier of polymer science.
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32 Scanning Probe Microscopy on Polymer Solar Cells

Joachim Loos · Alexander Alexeev

Abstract. Polymer solar cells have the potential to become a major electrical power generating
tool in the twenty-first century. Research and development endeavors are focusing on continu-
ous roll-to-roll printing of polymeric or organic compounds from solution—like newspapers—to
produce flexible and lightweight devices at low cost. It is recognized, though, that besides the
functional properties of the compounds, the organization of structures on the nanometre level—
forced and controlled mainly by the processing conditions applied—determines the performance
of state-of-the-art polymer solar cells. In such devices the photoactive layer is composed of at
least two functional materials that form nanoscale interpenetrating phases with specific func-
tionalities, a so-called bulk heterojunction. In this study, we discuss our current knowledge of the
main factors determining the morphology formation and evolution—based on systematic scan-
ning probe microscopy studies—and gaps in our understanding of nanoscale structure–property
relations in the field of high-performance polymer solar cells are addressed.

Key words: Polymer solar cells, AFM, Conductive AFM, SNOM, Morphology,
Nanoscale functional properties

Abbreviations

AFM Atomic force microscopy
C-AFM Conductive atomic force microscopy
EFTEM Energy-filtered transmission electron microscopy
HOMO Highest occupied molecular orbital
ITO Indium tin oxide
LUMO Lowest unoccupied molecular orbital
MEH-PPV Poly[2-methoxy-5-(2′-ethylhexyloxy)-1,4-phenylene vinylene]
MDMO-PPV Poly[2-methoxy-5-(3′,7′-dimethyloctyloxy)-1,4-phenylene vinylene]
P3HT Poly(3-hexylthiophene)
PCBM [6,6]-Phenyl C61 butyric acid methyl ester
PCNEPV Poly[oxa-1,4-phenylene-(1-cyano-1,2-vinylene)-(2-methoxy-5-(3,7-

dimethyloctyloxy)-1,4-phenylene)-1,2-(2-cyanovinylene)-1,4-phen-
ylene]

PEDOT-PSS Poly(ethylenedioxythiophene)–poly(styrene sulfonate)
PSC Polymer solar cell
rms Root mean square
SNOM Scanning near-field optical microscopy
SPM Scanning probe microscopy
STM Scanning tunnelling microscopy
TEM Transmission electron microscopy
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32.1
Brief Introduction to Polymer Solar Cells

Organic electronics has the potential to become one of the major industries of the
twenty-first century. Research and development endeavours are focusing on contin-
uous roll-to-roll printing of polymeric or organic compounds from solution—like
newspapers—to produce flexible and lightweight devices at low cost. In particular,
polymeric semiconductor-based solar cells are currently in investigation as potential
low-cost devices for sustainable solar energy conversion. Because they are large-area
electronic devices, readily processed polymeric semiconductors from solution have
an enormous cost advantage over inorganic semiconductors. Further benefits are the
low weight and flexibility of the resulting thin-film devices (Fig. 32.1). Despite the
progress made in the field, it is clear that polymer solar cells (PSCs) are still in their
early research and development stage. Several issues must be addressed before PSCs
will become practical devices. These includes further understanding of operation and
stability of these cells, and the control of the morphology formation—mainly the
morphology of the active layer—which is directly linked to the performance of
devices.

Figure 32.2 shows the characteristic architecture of a device. It is constructed of
an indium tin oxide (ITO) back electrode deposed on glass, a poly(ethylenedioxy-
thiophene)–poly(styrene sulfonate) (PEDOT-PSS) layer, the photoactive layer com-
posed—in the present case—of the C60-derivatized methanofullerene [6,6]-phenyl
C61 butyric acid methyl ester (PCBM) blended with poly[2-methoxy-5-(3′,7′-
dimethyloctyloxy)-1,4-phenylene vinylene] (MDMO-PPV), and the top aluminium
electrode. During processing of the device, the surface topography of each individual
layer was measured. Both the PEDOT-PSS and the MDMO-PPV/PCBM layers are
rather smooth, while the ITO and the thermally evaporated Al have a large roughness.

One of the main differences between inorganic and organic semiconductors is the
magnitude of the exciton binding energy (an exciton is a bound electron–hole pair). In
many inorganic semiconductors, the binding energy is small compared to the thermal
energy at room temperature and therefore free charges are created under ambient
conditions upon excitation across the band gap [2]. An organic semiconductor,
on the other hand, typically possesses an exciton binding energy that exceeds kT

Fig. 32.1. Large-area, flexi-
ble and printable polymer
solar cell demonstrated
by Siemens, Germany
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Fig. 32.2. Left: Atomic force microscopy (AFM) images of the surface of the different layers of
a glass/ITO/PEDOT-PSS/MDMO-PPV/PCBM (1:4wt%)/Al polymer solar cell. For each layer
the thickness as determined by a surface profiler, the root mean square roughness of 1 × 1 µm2

area, and the peak-to-peak variations as determined by AFM are indicated. Right: A poly-
mer solar cell. ITO indium tin oxide, PEDOT poly(ethylenedioxythiophene), PSS poly(styrene
sulfonate), MDMO-PPV poly[2-methoxy-5-(3′,7′-dimethyloctyloxy)-1,4-phenylene vinylene],
PCBM [6,6]-phenyl C61 butyric acid methyl ester, PET poly(ethylene terephthalate). (Reprinted
with permission from [1]. Copyright 2002 Wiley-VCH)

(roughly by more than an order of magnitude) [3]. As a consequence, excitons are
formed upon excitation instead of free charges. This difference between inorganic
and organic semiconductors is of critical importance in PSCs. While in conventional,
inorganic solar cells, free charges are created upon light absorption, PSCs need an
additional mechanism to dissociate the excitons.

A successful method to dissociate bound electron–hole pairs in organic semicon-
ductors is the so-called donor/acceptor interface. This interface is formed between
two organic semiconductors with different valence and conduction bands, or equiva-
lently dissimilar highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) levels, respectively. The donor material is the material
with the lowest ionization potential, and the acceptor material the one with the
largest electron affinity. If an exciton is created in the photoactive layer and reaches
the donor/acceptor interface, the electron will be transferred to the acceptor material
and the hole will recede in the donor material. Afterwards, both charge carriers move
to their respective electrode when electrode materials are chosen with the right work
functions.

Considerable photovoltaic effects of organic semiconductors applying the het-
erojunction approach were demonstrated first by Tang [4] in the 1980s. A thin-film,
two-layer organic photovoltaic cell has been fabricated that showed a power conver-
sion efficiency of about 1% and large fill factor, which is the ratio of the maximum
power (Vmp Jmp) divided by the short-circuit current (Isc) and the open-circuit volt-
age (Voc) in the light current density–voltage (I–V ) characteristics, of 0.65 under
simulated AM2 illumination (two suns equivalent).
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The external quantum efficiency ηEQE of a photovoltaic cell based on exciton
dissociation at a donor/acceptor interface is ηEQE = ηAηEDηCC [5], with the light
absorption efficiency ηA, the exciton diffusion efficiency ηED, which is the fraction
of photogenerated excitons that reaches a donor/acceptor interface before recom-
bining, and the carrier collection efficiency ηCC, which is the probability that a free
carrier that is generated at a donor/acceptor interface by dissociation of an exciton
reaches its corresponding electrode. Donor/acceptor interfaces can be very effi-
cient in separating excitons: systems are known in which the forward reaction, the
charge-generation process, takes place on the femtosecond time scale, while the re-
verse reaction, the charge-recombination step, occurs in the microsecond range [6].
The typical exciton diffusion length in organic semiconductors, and in particular
in conjugated polymers, however, is limited to approximately 10 nm [7–9]. These
characteristics result in the limitation of the efficiency of such solar cells based on the
approach of thin-film bilayer donor/acceptor interface: for maximum light absorp-
tion the active layer should be thick, at least hundreds of nanometres; in contrast, for
charge generation the interface between donor and acceptor should be maximized
and located near the place where the excitons are formed. Both requirements cannot
be fulfilled at the same time by bilayer heterojunctions.

Independently, Yu et al. and Halls et al. have addressed the problem of lim-
ited exciton diffusion length by intermixing two conjugated polymers with different
electron affinities [11, 12], or a conjugated polymer with C60 molecules or their
methanofullerene derivatives [13]. Because phase separation occurs between the
two components, a large internal interface is created so that most excitons would
be formed near the interface, and can be dissociated at the interface. In case of the
polymer/polymer intermixed film, evidence for the success of the approach has been
found in the observation that the photoluminescence from each of the polymers
was quenched. This implies that the excitons generated in one polymer within the
intermixed film reach the interface with the other polymer and dissociate before
recombining. This device structure, a so-called bulk heterojunction (Fig. 32.3), pro-
vides a route by which nearly all photogenerated excitons in the film can be split into
free charges. At present bulk heterojunction structures are the main candidates for
high-efficiency PSCs. Tailoring their morphology towards optimized performance
is a challenge, though.

Several requirements for the photoactive layer of a PSC can be summarized
(Table 32.1). Firstly, since the range of the absorption spectrum of the currently
used donor materials is insufficient for optimum utilization of the incident light,
photoinduced absorption of the cell should better fit the solar spectrum, which re-
quires, e. g., lower band gap polymers to capture more near-IR photons. To enhance
absorption capability, the photoactive layer should be thick enough to absorb more
photons from incident light, which needs layers with a thickness of hundreds of
nanometres. To achieve a bulk-heterojunction structure in the photoactive layer with
appropriate thickness via solvent-based thin film deposition technology, a high sol-
ubility or well dispersivity of all the constituents in the solvent is a prerequisite.
During solidification of the constituents from the solution and thus formation of
a thin film, a few methods could be used to tune the morphology of the thin blend
film towards the optimum bulk heterojunction, applying both thermodynamic and
kinetic aspects. The Flory–Huggins parameter χ between the compounds describes
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Fig. 32.3. Three-dimensional representation of a bulk heterojunction (electron donor and acceptor
compounds in different colours) with top and back electrodes. (Reprinted with permission
from [10]. Copyright 2007 American Chemical Society)

Table 32.1. Molecular and morphology requirements for the photoactive layer of a high-
performance polymer solar cell

Influenced by
Requirement molecular architecture Morphology

Utilization of Molecule design to tune band Layer thickness, roughness
incident light gap(s) of interfaces
Exciton dissociation Match of band properties between

donor and acceptor
Maximum interface
Small acceptor/donor
phases within exciton
diffusion range

Charge transport Molecule design with high
charge carrier mobility

Short and continuous
pathways to the electrodes
Ordered (crystalline)
transportation pathways

the main driving force for phase segregation in a blend from the thermodynamics
point of view, in which the ratio between the compounds and the conformation of
the conjugated polymers in the solution are the key aspects to determine the length
scale of phase separation. The kinetic issues also have a significant influence on the
morphology of the thin blend film eventually obtained. For instance, by applying
spin-coating, one obtains a thin blend film with rather homogeneous morphology;
for preparation methods like film-casting, on the other hand, the same blend usu-
ally undergoes large-scale phase separation and a more equilibrium organization is
achieved during film formation [14]. Therefore, both thermodynamic aspects as well
as kinetics determine the organization of the bulk-heterojunction photoactive layer
in PSCs, i. e. by controlled tuning of the formation process of the active layer, one
can form a nanoscale interpenetrating network with, probably, crystalline order of
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both constituents [15,16]. Further, an appropriate length scale of phase separation in
the photoactive layer is the key point for high-performing PSCs. To realize this “ap-
propriate” length scale of phase separation, one has to make a compromise between
the interface area and efficient pathways for the transportation of free charge carriers
towards correct electrodes so as to reduce charge carrier recombination within the
photoactive layer.

In the following sections we introduce preparation approaches and routes towards
creating the desired morphology of the photoactive layer of a PSC. In particular, we
discuss in detail the influence of the constituents and solvent used, composition,
and annealing treatments on morphology formation. Moreover, we highlight the
importance of scanning probe microscopy (SPM) techniques to provide the required
information on the local nanometre-scale organization of the active layer as well as
its local functional properties such as optical absorbance and conductivity.

32.2
Sample Preparation and Characterization Techniques

Various blends based on the following compounds have been used as active layers
for PSCs: blends of MDMO-PPV [17] as an electron donor and the C60 deriva-
tive PCBM [18] or poly[oxa-1,4-phenylene-(1-cyano-1,2-vinylene)-(2-methoxy-5-
(3,7-dimethyloctyloxy)-1,4-phenylene)-1,2-(2-cyanovinylene)-1,4-phenylene] (PC-
NEPV) as an electron acceptor. Further, blends of poly(3-hexylthiophene) (P3HT)
with PCBM have been investigated. The average molecular masses of the MDMO-
PPV, PCNEPV and P3HT used were 570, 113.5 and 100 kg/mol, respectively, as
determined by gel permeation chromatography using polystyrene standards. The
chemical structures of the polymers are presented in Fig. 32.4. PEDOT-PSS was
purchased from Bayer, Germany.

For preparation of the active layer the compounds were dissolved in suitable
solvents (e. g. 1,2-dichlorobenzene) and deposited by spin-coating on glass substrates
covered with about 100-nm-thick thick layers of ITO and PEDOT-PSS that form the
electrode for hole collection. Spin-coating conditions were adjusted such that a film
thickness of the active layer of about 50–200 nm could be established. Such samples
represent working photovoltaic devices, except for the missing metal back electrode.
For conventional device characterization, an Al top electrode was used.

Thermal annealing was performed on complete devices, i. e. with the photoac-
tive layer between electrodes, or on structures without a top electrode at various
temperatures and times; annealing experiments were conducted in situ and ex situ,
i. e. at corresponding annealing temperature or after annealing and cooling down to
room temperature. More details on the compounds used as well as on layer or device
preparation can be found in [19, 20].

SPM measurements were performed with the commercial microscopes Solver
P47H, Solver LS and NTEGRA Aura (all NT-MDT, Moscow, Russia) equipped with
optical microscopes. The cantilevers used were CSC12 (Micromash) and NSG11
(NT-MDT), and conductive tips of both types were used with an additional Au
coating. Height measurements were calibrated using a 25-nm-height standard grating
produced by NT-MDT. The typical force constant of the cantilever used for electrical
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Fig. 32.4. Some suitable conjugated polymers and the fullerene derivative PCBM applied
in polymer solar cells. PCNEPV poly[oxa-1,4-phenylene-(1-cyano-1,2-vinylene)-(2-methoxy-
5-(3,7-dimethyloctyloxy)-1,4-phenylene)-1,2-(2-cyanovinylene)-1,4-phenylene], P3HT poly(3-
hexylthiophene)

measurements was about 0.65 N/m, and the radius was below 50 nm. For annealing
experiments, the Solver P47H instrument was operated in intermittent-contact mode
under ambient conditions, and its integrated high-temperature heating stage was
employed to acquire the abovementioned in situ and ex situ data. The temperature
stability of the hot stage was controlled to within 0.1 ◦C.

Since the polymers are sensitive to oxygen, some atomic force microscopy
(AFM) measurements were performed in a glove box (Unilab, M. Braun) having
a nitrogen atmosphere with oxygen and water levels below 1 ppm. For conductive
AFM (C-AFM) characterization the ITO layer was grounded during all SPM mea-
surements. Current–voltage (I–V ) characteristics were measured with and without
illumination. The Fermi levels for ITO, PEDOT-PSS and gold, respectively, are 4.7,
5.2 and 5.1 eV [21, 22]. For reason of better illustration, Fig. 32.5 shows a scheme
of the experimental setup for C-AFM measurements.

For scanning near-field optical microscopy (SNOM) measurements, the active
layers of PSCs were transferred to glass slides. Measurements were performed us-
ing Nanofinder and NTEGRA Spectra instruments (NT-MDT, Moscow, Russia, and
Tokyo Instruments, Japan). The scanning near-field optical microscope head with
a single-mode optical fibre coated with aluminium was operated in transmission
mode. The probes with a tip aperture of 100 nm were prepared by chemical etching
and have a transmission efficiency of 10−3–10−4 and maximum output power of
5 µW. Two lasers, He–Ne (λ = 632.8 nm) and Nd–YAG (λ = 532 nm) were em-
ployed as radiation sources. The transmitted light was collected with a ×20 objective
and detected with a photomultiplier tube. For each line scan 256 data points were
taken with a line scan frequency of 0.8–1.0 Hz.
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Fig. 32.5. The sample structure with segregated phases
and the conductive AFM experimental setup, including
a scanner and a conductive tip

32.3
Morphology Features of the Photoactive Layer

32.3.1
Influence of Composition and Solvents on the Morphology of the Active Layer

Intensive morphology studies have been performed on polymer/methanofullerene
systems, in which the C60 derivative PCBM was applied [18, 23]. So far PCBM is
the most widely used electron acceptor and the most successful PSCs are obtained by
mixing it with the donor polymers MDMO-PPV and other PPV derivatives [24,25],
or with P3HT [26–30]. PCBM has an electron mobility of 2 × 10−3 cm2/V/s [31],
and compared with C60, the solubility of PCBM in organic solvents is greatly
improved, which allows the utilization of film-deposition techniques requiring highly
concentrated solutions. After applying chlorobenzene as a solvent Shaheen et al. [24]
found a dramatic increase in power conversion efficiency of spin-cast MDMO-
PPV/PCBM to 2.5%, whereas for the same preparation conditions but using toluene
as the solvent only 0.9% power conversion efficiency was obtained. Recently, a more
comprehensive study on the influence of solvents on morphology formation was
performed by Rispens et al. [32]. They compared the surface topography of MDMO-
PPV/PCBM active layers by varying the solvent from xylene through chlorobenzene
to 1,2-dichlorobenzene and found a decrease in phase separation from xylene through
chlorobenzene to 1,2-dichlorobenzene (Fig. 32.6).

Besides the solvent used and the evaporation rate applied, the overall compound
concentration and the ratio between the two compounds in the solution are im-
portant parameters controlling morphology formation; e. g. high compound con-
centrations induce large-scale phase segregation upon film formation [33]. For
the systems MDMO-PPV/PCBM and poly[2-methoxy-5-(2′-ethylhexyloxy)-1,4-
phenylene vinylene] (MEH-PPV)/PCBM the optimum ratio of the compounds is
about 1:4. Initial studies with C60 show that the photoluminescence of PPV could
be quenched for much lower C60 concentrations [9]. It has been demonstrated that
with increasing PCBM concentration the cluster size increases accordingly [14,34].
Recently van Duren et al. [19] introduced a comprehensive study relating the mor-
phology of MDMO-PPV/PCBM blends to solar cell performance. The amounts of
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Fig. 32.6. Surface of MDMO-
PPV/PCBM (1:4 weight
ratio) composites, spin-cast
from 0.4 polymer wt% solu-
tions. a 1,2-Dichlorobenzene;
b chlorobenzene; c xylene.
(Reprinted with permission
from [32]. Copyright 2003
Royal Society of Chemistry)
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MDMO-PPV and PCBM spanned a wide range. Figure 32.7 shows the height and
corresponding phase contrast images obtained by AFM for blend films for four dif-
ferent compositions. Apart from the compositions for the images shown in Fig. 32.7
compositions of 0, 33, 50, 67, 75, 80, 90 and 100wt% PCBM in MDMO-PPV have
been studied. The height images reveal extremely smooth surfaces for the pure com-
pounds and blends with PCBM concentrations of 2–50wt% with a peak-to-valley
roughness of about 3 nm and root-mean-square (rms) values of 0.4 nm for an inves-
tigated area of 2 µm × 2 µm. The surface becomes increasingly rough for 67–90
wt% PCBM, with a peak-to-valley roughness of about 3–22 nm and rms values
of 0.4–3.3 for the same investigated area size of 2 µm × 2 µm, and a reproducible
phase contrast appears. Separate domains of one phase in a matrix of another phase
can easily be recognized at these higher concentrations of PCBM. The domain size
increases from 45–65 nm for 67wt% PCBM to 110–200 nm for 90wt% PCBM. For
80wt% PCBM blend films, a gradual but small increase in domain size from 60–80
to 100–130 nm was observed when the film thickness was increased in steps from 65
to 270 nm. In summary, for PCBM contents less than 50wt%, rather homogeneous

Fig. 32.7. The AFM height (a–d) and
simultaneously taken phase (e–h)
images of the MDMO-PPV/PCBM
films of 90 wt % (a, e), 80 wt % (b,
f), 67 wt % (c, g), and 50 wt % (d,
h) PCBM. The height bar (maximum
peak-to-valley) represents 20 nm (a),
10 nm (b) and 3 nm (c, d). The size of
the images is 2 × 2 µm2. (Reprinted
with permission from [19]. Copyright
2004 Wiley-VCH)
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film morphology is observed, and for 50wt% or more photoluminescence is already
quenched, indicating complete exciton dissociation. For concentrations around 67
wt% and higher a rather abrupt improvement in the device properties is found with
the observed onset of phase separation. Thus, in general it is concluded that charge
transportation rather than charge separation is the limiting factor determining the
performance of the corresponding device. Only above the critical concentration of
about 67wt% PCBM forms a nanoscale percolating network within the PPV matrix.

32.3.2
Influence of Annealing

Another method to influence the morphology of the active layer of PSCs is appli-
cation of a controlled thermal posttreatment. The purpose of such treatment is to
probe, on the one hand, the long-term stability of the morphology. Improvement of
the long-term stability of PSCs in an ambient atmosphere is currently still a chal-
lenge. However, an acceptable lifetime is a key point for PSCs to compete with
traditional photovoltaic technology and is a prerequisite for commercialization.

In general, the stability of PSCs is limited by two factors. One is the degradation
of materials, in particular the conjugated polymers, upon being exposed to oxygen,
water or UV radiation. The other limitation comes from the possible morphology
instability of the photoactive layer during operation of devices at high temperature
(exposed to sunlight, which means at least 60–80 ◦C is possible!). For the system
MDMO-PPV/PCBM annealing always results in large-scale phase separation and
dominant formation of large PCBM single crystals, even for short times or low
annealing temperatures below the glass-transition temperature of MDMO-PPV of
about 80 ◦C [14, 35], which ultimately corresponds to a significant drop of the
efficiency of the corresponding solar cells.

In order to get three-dimensional information of the morphology evolution of the
thin blend film on the substrate, and in particular on the PCBM diffusion behaviour,
AFM performed in intermittent-contact mode is used to acquire topography images
during an annealing process [36]. Figure 32.8 shows a series of AFM topography
images of MDMO-PPV/PCBM films recorded in situ upon annealing at 130 ◦C for
different times. For the pristine film before any thermal treatment (as shown in
Fig. 32.8a), a homogeneous morphology within a relatively large area is observed at
the scanning resolution we used. Actually, the fresh film is composed of PCBM-rich
domains with an average size of 80 nm distributed in the relatively PCBM-poor
MDMO-PPV/PCBM matrix. For the whole film, PCBM is condensed as nanocrys-
tals adopting various crystallographic orientations as known from corresponding
transmission electron microscopy (TEM) studies [14, 37].

Upon annealing, PCBM single crystals grow gradually with annealing time and
stick out of the film plane (as shown in Fig. 32.8b–f). Notably, in these AFM
topography images, the bright domains are PCBM single crystals (marked as A in
Fig. 32.8d); and the dark areas (depletion zones, marked as B in Fig. 32.8d) initially
surrounding the PCBM crystals reflect thinner regions of the film, being composed of
almost pure MDMO-PPV (i. e. depleted of PCBM). To clearly monitor the evolution
of both the PCBM crystals and the depletion zones with time during annealing,
a set of cross-sectional profiles across a PCBM single crystal and the surrounding
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Fig. 32.8. AFM topography images of MDMO-PPV/PCBM blend films (MDMO-PPV:PCBM
1:4 by weight) recorded in situ upon annealing at 130 ◦C for a pristine film, b 12 min, c 22 min,

d 27 min;,e 38 min and f 73 min. Scan size 15 × 15 µm2; height range (from peak to valley)
200 nm. A, B and C in d represent the region where the PCBM nucleates and the crystal grows
(A), the depletion zone that is formed owing to moving out of PCBM material towards the
growing crystal (B), and the initial blend film still consisting of both MDMO-PPV and PCBM
(C), respectively. (Reprinted with permission from [36]. Copyright 2004 American Chemical
Society)

depletion zone are shown in Fig. 32.9. After a PCBM single crystal sticks out
from the film, the growth continues in both lateral and perpendicular directions.
The depletion zone around it becomes broader and deeper as annealing goes on.
However, by simply comparing these topography images, we are not able to judge
whether there is a difference in growth kinetics between the PCBM crystals and
the depletion zones around them, which reflects how the PCBM molecules diffuse
within the composite film and finally contribute to the formation of PCBM single
crystals. In order to acquire exact growth kinetics for both the PCBM crystals and
the depletion zones, volume quantification calculations were applied to topographic
images from the composite film annealed for different times similar to the areas
shown in Fig. 32.8. but this time the scan size was 100 µm×100 µm so that detailed
volume evolution of either the PCBM single crystals or the depletion zones could
be resolved. Since the calculations were carried out based on quite large areas of the
composite films, the results make statistical sense.

In an AFM topography image, the main information that each pixel actually
carries is a relative height value. For an image with dimensions of 512 × 512
pixels, correspondingly, there are 262144 height values with the image. If a specific
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resolution of the height value is given, a plot can be created which visualizes the
total number of pixels that have a specific height value within the given resolution
versus the height value. This plot actually gives a height distribution histogram for
the whole topography image. As an example, Fig. 32.10 shows the histogram of
height counts from the image of Fig. 32.8d. Three dominant peaks can be resolved
from this histogram by using Gaussian distribution fitting with good fitting quality
of R2 = 0.9847.

Fig. 32.9. Cross-sectional profiles across a PCBM single-crystal cluster and the depletion zone
around it recorded in situ during annealing at 130 ◦C for the given times. The curves have been
shifted along the Y -axis to give a clearer demonstration. (The sketch is similar to Fig. 2 in [36])

Fig. 32.10. a Height distribution histogram obtained from the AFM topography image shown in
Fig. 32.8d, which is resolved into three parts A1, A2 and A3. A1 denotes the area of the PCBM
single crystals, A2 the area of the depletion zones surrounding the PCBM crystals and A3 the
area of the original film plane. h1, h2 and h3 represent the peak positions of Gaussian-fitted
curves corresponding to the PCBM single crystals, the depletion zones and the original film
plane, respectively. b Cross-sectional profile across a PCBM crystal and the depletion zone
around it. The values of h1, h2 and h3 were obtained from a. (The sketches are similar to Fig. 3
in [36])
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As shown in Fig. 32.10a, in a typical height-distribution histogram obtained from
a topography image the three Gaussian distribution fitted curves can be assigned to
the PCBM single crystals (A1), depletion zones surrounding the PCBM crystals (A2)
and the original film surface (A3), respectively. During the posttreatment of each
topography image, the smallest height value measured within the whole film is set
to zero and the height values of the other pixels are recalculated with respect to this
reference to produce a relative height value for each pixel measured. Therefore, as
shown in the cross-sectional profile of Fig. 32.10b, h1, h2, and h3, the height values
associated with the three peaks corresponding to regions A, B and C as shown
in Fig. 32.8d, represent the relative average height of the depletion zones, of the
original film surface plane and of the PCBM crystals, respectively. Hence, h1 − h3

denotes the average height of the PCBM crystals and h3 − h2 the average depth of
the depletion zones with respect to the original film surface plane.

At the initial annealing time, as shown in Fig. 32.11a, the volume of the film
collapsed in the depletion area is smaller compared with that of the diffused PCBM
inserted in the crystals. As annealing goes on, more and more PCBM diffuses
towards the crystals, which ultimately causes a sudden collapse of large areas of
the remaining MDMO-PPV matrix, which contributes to the rapid increase in the

Fig. 32.11. Detailed morphology evolutions of thin MDMO-PPV/PCBM composite film upon
thermal treatment. The dots represent PCBM molecules/nanocrystals and the density of the dots
represents the richness of PCBM; the diamond outlined regions represent the depletion zones
after PCBM material moved out for crystal growth, in which the density of the diamond outlines
represents the richness of MDMO-PPV. (The sketches are similar to Fig. 5 in [36])
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R value (R is the volume depletion/volume PCBM) for this period (Fig. 32.11b).
With increased annealing time, the R value rapidly decreases from its maximum.
This behaviour reflects the fact that almost all the MDMO-PPV matrix film has
collapsed; however, PCBM diffusion and crystal growth still continue (Fig. 32.11c).
Finally, the diffusion rate of PCBM within the whole film decreases, reaching its
equilibrium state, as shown in Fig. 32.11d.

The prominent morphology evolution of thin MDMO-PPV/PCBM films at ele-
vated temperature is a typical phenomenon observed at various annealing tempera-
tures (even as low as 60 ◦C for freestanding thin films), with different PCBM ratios
in the composite and under various spatial confinements. This morphological change
of the film is ascribed to the diffusion of PCBM molecules within the MDMO-PPV
matrix even at temperatures below the glass-transition temperature of the MDMO-
PPV matrix of about 80 ◦C and subsequent crystallization of PCBM molecules into
large-scale crystals. However, for the high-performing PSC, the phase separation be-
tween electron donor and electron acceptor components should be controlled within
a designed range to ensure a large interface for excitons to dissociate efficiently.
Large-scale phase separation enormously reduces the size of this interface area,
which causes significantly decreased performance or even leads to failure of the
device. Therefore, large phase separation between donor and acceptor compounds
should be prevented during both device fabrication and device operation, particularly
at elevated temperature.

The purpose of annealing treatments, on the other hand, is to force re-organization
of the active layer towards the desired film morphology as used in high-performance
PSCs, in particular when one or all compounds of the bulk heterojunction have the
ability to crystallize. One example is the system P3HT/PCBM as active layer for
PSCs. The high efficiency of these devices can be related to the intrinsic properties
of the two components. Regioregular P3HT self-organizes into a microcrystalline
structure [38] and because of efficient interchain transport of charge carriers, the
(hole) mobility in P3HT is high (up to approximately 0.1 cm2/V/s) [39–41]. More-
over, in thin films interchain interactions cause a redshift of the optical absorption
of P3HT, which provides an improved overlap with the solar emission. Also PCBM
can crystallize, and control of nucleation and crystallization kinetics allows the ad-
justment of the crystal size [37]. However, continuous crystallization may result in
single crystals with micrometre sizes, which is not beneficial for efficient exciton
dissociation, as discussed above.

Interestingly, the efficiency of solar cells based on P3HT and fullerenes was
shown to depend strongly on the processing conditions and to be improved partic-
ularly by a thermal annealing step (Fig. 32.12) [26, 42, 43]. It was demonstrated
that crystallization and demixing induced by the thermal annealing controls the
nanoscale organization of P3HT—which forms long nanowires—and PCBM in the
photoactive layer towards a morphology in which both components have a large
interfacial area for efficient charge generation, have attained crystalline order that
improves charge transport, and form continuous paths for charge transport to the
respective electrodes (Figs. 32.12, 32.13). We infer that the long, thin fibrillar crys-
tals of P3HT in a homogeneous nanocrystalline PCBM layer are the key to the high
device performance, because they are beneficial for charge transport and control the
degree of demixing [16].
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Fig. 32.12. The interpenetrating network in the active layer composed of P3HT and PCBM
established after annealing

Fig. 32.13. AFM height images (a), phase image (b) and corresponding cross-section (c) of
P3HT/C60 (PCBM-like) blends; scan size 5 × 5 µm2

Another aspect related to annealing experiments is reorganization with or with-
out confinement of the active layer of PSCs, i. e. annealing performed with or without
a top electrode. It is well known that especially for thin films the conformation of
polymer chains on the surface or at interfaces may differ from that in the “bulk”
state. It is recognized that a very thin layer is present on the surface of thin polymer
films, in which tie molecules are enriched and therefore the local free volume is
high and chain aggregation becomes loose [44, 45]. Moreover, the presence of sur-
faces/interfaces influences the organization and reorganization of thin-film samples.
It has been shown that, depending on the type of confinement of the active layer,
the morphology evolution of MDMO-PPV/PCBM composite films is different upon
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Fig. 32.14. Growth rates of PCBM single crystals from thin blend films with MDMO-PPV
annealed at 130 ◦C for various conditions of confinement. a Growth rate versus annealing time t
in the fast (closed diamonds) and slow (open diamonds) growth directions of the PCBM crystals
for the freestanding film and in the slow (triangles) growth direction for the single-sided confined
film. b Growth rate versus t1/2 in both the fast (closed squares) and slow (open squares) growth
directions for the double-sided confined film and in the fast (triangles) growth direction for the
single-sided confined film. The solid lines are the linear fittings. (Reprinted with permission
from [46]. Copyright 2005 American Chemical Society)

thermal annealing (Fig. 32.14) [46]: for no confinement, which corresponds to free-
standing films that most of the time are used for TEM investigations, or single-sided
confinement, in which the films are deposited on a substrate (common situation for
AFM investigations), large elongated PCBM single crystals are formed. In case of
double-sided or sandwichlike confinement (situation in the final device), in which
the deposited films are additionally covered by a top layer, the top electrode, the low
mobility of PCBM results in diffusion rate dominated and slow growth of PCBM
crystals within the layer. As a consequence, the kinetics of phase segregation upon
thermal annealing for the double-side confined thin film is slower than that in free-
standing films or substrate-supported films [46]. This suppressed kinetics of phase
separation could benefit the performance and stability of PSCs. However, one bears
the risk of interface damage resulting from relaxation of polymer chains in the thin
film, or dewetting between the photoactive layer and the metal contact if the ther-
mal annealing is performed with the presence of a top-metal layer. These results
demonstrate that annealing at different stages in device processing may result in
different morphologies of the active layer, and thus in different performance of the
final device.

32.3.3
All-Polymer Solar Cells

One of the main drawbacks of PSCs based on polymer/PCBM photoactive lay-
ers is the high amount of PCBM required for charge carrying; a large amount
of PCBM (50–80wt%) is required to form networks for charge transport to the
electrode. Unfortunately, because of its symmetrical molecular architecture, PCBM
contributes only insignificantly to light absorption. In contrast, polymer/polymer or
so-called all-polymer solar cells have the specific advantage that both compounds
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are able to absorb light. By tuning the molecular architecture of the polymer, like
by substitution of ligands, a broad absorption range can be achieved, even reaching
the IR region. A few examples of such blends are known from the literature, e. g.
a blend of a poly(phenylenevinylene) derivative (MEH-PPV) with the corresponding
cyano-substituted variant (CN-PPV) of this polymer, or a blend of p-type and n-type
fluorine derivatives [11, 12, 20, 47–50]. In general, all the above-discussed process-
ing parameters influencing morphology formation are also valid for all-polymer
systems: solvent used, evaporation rate, compound ratio and concentration in the
solution, as well as annealing. Moreover, by choosing the proper synthesis route,
one can tailor the molecular weight and branching of the polymers so that pro-
cessability as well as device performance are improved. After optimization of the
polymer architecture as well as the processing conditions for such all-polymer so-
lar cell systems, recently, power conversion efficiencies of about 1.5% have been
reported [51].

For the system MDMO-PPV/PCNEPV dewetting of the active layer on PEDOT-
PSS has been identified by AFM studies to be an important feature influencing
the morphology formation during processing. In AFM height-contrast images of
the MDMO-PPV/PCNEPV blend after spin-coating onto PEDOT-PSS-coated glass
substrates, the appearance of the film is rather heterogeneous, and large regions
with different contrast can be distinguished. As revealed by AFM investigations of
the topography of the blend layer and by corresponding thickness maps obtained
by energy-filtered TEM (EFTEM), dewetting of PCNEPV with the substrate might
cause these thickness variations, and a homogenized active layer only can be created
through subsequent annealing [52].

To prove this assumption, we investigated the interface between PEDOT-PSS
and the MDMO-PPV/PCNEPV layer; a float-off technique was used to remove
the polymer layers from the glass/ITO substrate. By doing so, the PEDOT-PSS
layer dissolved and the photoactive layer floated on the water. It is assumed that
this procedure does not alter the morphology of the active layer. The backside of the
pristine polymer blend film was surprisingly rough; patterns in the form of a network
and dropletlike structures were found (Fig. 32.15). This structure is attributed to
dewetting of the photoactive blend on top of the PEDOT-PSS layer. To rule out the
presence of PEDOT-PSS left after floating, we also probed films that were peeled
from the substrate, and these surfaces yielded similar AFM images. Further, we note
that the spin-coated PEDOT-PSS layer is flat (rms roughness less than 2 nm) and
consequently does not act as a mould for the observed rough layer. The height of the
structures is about 12 nm, which is considerable compared with the 40-nm thickness
of the measured film.

The backsides of films annealed on PEDOT-PSS were completely flat (rms
roughness less than 2 nm). Moreover, temperature-dependent AFM experiments on
(initially pristine) films revealed the disappearance of the dewetting structure at about
70 ◦C. Blends spun on bare glass substrates do not show this dewetting behaviour and
form immediately flat films. The same holds for films of the pure materials (MDMO-
PPV or PCNEPV) on either PEDOT-PSS or glass, which proves the assumption
that dewetting of the active layer onto PEDOT-PSS causes the heterogeneous film
morphology, and thus a low efficiency of the corresponding device. After annealing,
fortunately, one observes considerable efficiency increase.
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Fig. 32.15. Left: AFM height-contrast image of the interface between the MDMO-PPV/PCNEPV
active layer and the PEDOT-PSS layer showing high roughness probably caused by dewetting.
Right: Energy-filtered transmission electron microscopy image showing the homogeneous phase
separation after annealing (black dots correspond to PCNEPV domains, and brighter matrix
corresponds to MDMO-PPV; more details on the phase separation of this system can be found
in Sect. 32.4.2). (Reprinted with permission from [20], copyright 2004 American Chemical
Society, and [52], copyright 2005 Wiley)

32.4
Nanoscale Characterization of Properties of the Active Layer

32.4.1
Local Optical Properties As Measured by Scanning Near-Field Optical Microscopy

As for the system MDMO-PPV/PCBM, the system P3HT/PCBM may show in
certain circumstances large-scale phase segregation of PCBM. Better understanding
of such diffusion features of PCBM is required to control phase segregation towards
the desired morphology, which ultimately offers good device performance. Thus,
in the following we demonstrate that the application of SNOM is able to provide
insights related to such features.

In a near-field optical measurement a single-mode optical fibre with a hole of
around 100 nm in diameter on the sharp end is placed into the near field (distance
of 2–4 nm) of the sample investigated. A near-field probe generates an evanescent
field, the wavelength of which is shorter than that of the propagating field and thus
the diffraction limit of around one half of the wavelength of the source light is
circumvented [53]. The spatial resolution is then defined by the diameter of the hole.
High-quality optical contrast images were obtained by this technique. It is especially
important for analysis of materials on the nanometre scale. As an example, in a recent
SNOM study properties of MEH-PPV/PCBM systems were studied [54].

Near-field microscopic measurements provide a range of information about the
P3HT/PCBM films studied [55]. In Fig. 32.16 a topography contrast image and the
corresponding cross-sectional plot are shown. Different grey levels are consistent
with the height of the features as can be seen from the corresponding cross-sectional
plot. Three different regions can be distinguished in the sample: (1) a bright crys-
talline feature sticking out of the film plane and having a size of about 20 µm in



202 J. Loos · A. Alexeev

Fig. 32.16. Topography image (a) and average profile of selected area (b) obtained from scanning
near-field optical microscopy (SNOM) measurements. (Reprinted with permission from [55].
Copyright 2004 American Chemical Society)

length and 5 µm in width, and a typical height of about 200 nm; (2) a dark zone
surrounding this crystal; and (3) the remaining area representing the initial film
plane. From the cross-sectional plot, we see that the zone surrounding the crystal is
substantially deeper when compared with the initial film plane having a depth on the
order of 30–50 nm, which is a first indication for depletion of PCBM similar to in
the MDMO-PPV/PCBM system [14].

Optical contrast SNOM images taken in transmission mode are shown in
Fig. 32.17. The images were acquired at two different radiation wavelengths and
show different contrast behaviour. For our experimental setup, simultaneously to-
pography and light absorption measurements with a He–Ne laser of wavelength
632.8 nm were performed. Figure 32.17a shows the optical absorption image of the
same area as in Fig. 32.16a. For irradiation with such laser light the area with smaller
thickness surrounding the crystal demonstrates a higher absorbance value compared
with that of the initial film. However, at a wavelength of 532 nm the absorbance
behaviour inverts: the absorbance of the initial film exceeds the absorbance of the
crystal-close region. The crystals themselves have comparable transmission at both
the 632.8- and 532-nm wavelengths. Unfortunately, our experimental setup does not
allow simple change of the laser source, so we were not able to perform the optical
absorption measurement on the same sample area.

These differences in optical absorption can be explained by monitoring the
absorption spectra of pure P3HT and a 1:1 by weight P3HT/PCBM mixture obtained
using a conventional UV–vis spectrometer (Fig. 32.18). After mixing the P3HT with
PCBM, the absorption maximum in the visible spectrum shifted from 570 nm to
shorter wavelengths. Assuming that the areas surrounding the PCBM crystals are
depleted of PCBM, we can explain the different absorption characteristics depending
on the irradiation wavelength used. For both wavelengths, maximum absorption is
found for the pure PCBM crystals, which mainly is related to their large thickness
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Fig. 32.17. Optical contrast images obtained in SNOM transmission mode using monochromatic
laser radiation with wavelengths of 632.8 nm (a) and 532 nm (b). (Reprinted with permission
from [55]. Copyright 2004 American Chemical Society)

Fig. 32.18. UV–vis absorption spectra in the
visible region of pure P3HT and its 1:1 by
weight mixture with PCBM. (Reprinted
with permission from [55]. Copyright
2004 American Chemical Society)

of several hundreds of nanometres. Comparing the initial film area, still composed
of 1:1 P3HT/PCBM, with the area probably depleted by PCBM, the relatively
higher absorption of 632.8-nm irradiation of the latter is related to the dominantly
larger absorption of pure P3HT for such a wavelength. In contrast, the slight higher
absorption of the initial film for 532-nm irradiation is caused by the somewhat
similar absorption characteristics of pure P3HT and the P3HT/PCBM mixture for
such a wavelength; however, the depletion zone is thinner and thus results in less
total absorption.

32.4.2
Characterization of Nanoscale Electrical Properties

In general, performance measurements of PSCs are carried out on operational devices
having at least the size of square millimetres to centimetres. On the other hand, the
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characteristic length scale determining the functional behaviour of the active layer is
on the order of 10 nm (exciton diffusion length) to about 100 nm (layer thickness).
Moreover, it is believed that the local organization of nanostructures dominantly con-
trols the electrical behaviour of devices. Thus, it is necessary to obtain property data
of nanostructures with nanometre resolution to be able to establish structure–property
relations that link length scales from local nanostructures to large-scale devices.

In this respect, a very useful analytical technique is SPM. In previous studies,
scanning tunnelling microscopy (STM) was used for investigation of semiconduct-
ing polymers [56–58]. In particular, the current–voltage (I–V ) characteristics at the
surface of PPV samples have been studied and modelled. However, in STM measure-
ments, variations of the topography and information on the electrical behaviour are
superimposed, and especially for electrically heterogeneous samples like bulk het-
erojunctions, separation of electrical data from topography information is difficult.
Other SPM techniques probably better suited for analysis of the local functionality
of polymer semiconductors are SNOM and AFM. Near-field optical microscopy and
spectroscopy has been used, e. g., to study aggregation quenching in thin films of
MEH-PPV [57]. The results obtained suggest that the size of aggregates in thin films
must be smaller than the resolution limit of SNOM, roughly 50–100 nm. Further,
SNOM has been applied to map topography and photocurrent of the active layer of
some organic photovoltaic devices [59]; however, the spatial resolution reported in
that study was only about 200 nm. Our results, as reported earlier, show a similar
lateral resolution of about 100 nm.

One of the electrical methods of AFM is scanning Kelvin probe microscopy
(SKPM), which is used to obtain the distribution of potentials at the sample surface.
In fact, SKPM determines the difference between the work function of the tip and
the sample surface. Measuring inside a glove box allows us to reduce the influence
of adsorbed water on the surface potential measurements. We have used gold-coated
tips to measure surface potential variations within MDMO-PPV/PCNEPV blends.
The surface potential distribution image obtained (Fig. 32.19) shows that the work

Fig. 32.19. Surface potential distri-
bution measured with an Au-coated
tip on a 3.1 × 3.1 µm2 area of
a MDMO-PPV/PCNEPV blend
sample. The measured colour scale
corresponds to a difference of
80 mV
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function of the domains is different from the work function of the matrix, which
proves the existence of phase separation inside the active layer. The difference in
surface potential between domains and matrix of the sample is up to 0.12 V. Since
morphology influences the measured potential, absolute determination of the work
function of the components in the blend is difficult [60]. The lateral resolution of
SKPM is about 50 nm [61].

AFM using a conductive probe, so-called C-AFM [62, 63], is able to overcome
the abovementioned problem of STM and provides a higher spatial resolution than
SNOM. Because AFM uses the interaction force between the probe and the sample
surface as a feedback signal, both topography and conductivity of the sample can
be mapped independently. Theoretically, the resolution of C-AFM is as small as the
tip–sample contact area, which can be less than 20 nm. C-AFM is widely used for
the characterization of electrical properties of organic semiconductors. For example,
single crystals of sexithiophene have been studied [64], where the I–V characteristics
of the samples were measured. Several electrical parameters, such as grain resistivity
and tip–sample barrier height, were determined from these data. In another study,
the hole transport in thin films of MEH-PPV was investigated and the spatial current
distribution and I–V characteristics of the samples were discussed [22].

As mentioned above, for analysing our active layer samples by means of C-
AFM, we operate the atomic force microscope in a glove box to protect the samples
from degeneration. It is well known that the performance of most PSCs as well as
of organic electronic systems, in general, drops dramatically after short-time expo-
sure to oxygen, especially when they are illuminated by light [65]. In contrast to
characterization of whole devices in an inert atmosphere, C-AFM measurements are
commonly performed, however, in air at ambient conditions. It is the purpose this
section to clearly demonstrate that the local electrical properties of nanostructures
in the active layer of PSCs are changed for several reasons when C-AFM mea-
surements are performed at ambient conditions; and as a consequence the results
obtained are not comparable with data gained from device characterization. At the
same time, we would like to illustrate that C-AFM measurements performed in the
inert atmosphere of a glove box provide reliable information on electrical proper-
ties of organic nanostructures and allow the creation structure–processing–property
relations of functional polymer systems.

MDMO-PPV/PCBM is one of the systems best studied for applications as an
active layer in high-efficiency PSCs; efficiencies of about 2.5% have been reported
for optimized preparation conditions [66]. Further, it has been demonstrated that the
performance of devices having these compounds as a blend in their active layers
decreases immediately when they are exposed to air [67]. For this reason, we chose
the blend MDMO-PPV/PCBM as a model system for our C-AFM experiments.

Figure 32.20 shows a series of C-AFM images obtained at ambient conditions in
air of a thin PCBM/MDMO-PPV film spin-coated from toluene solution. All images
were acquired with a tip coated with a gold layer. For such preparation conditions,
PCBM and MDMO-PPV segregate, and PCBM forms large nanocrystalline domains
imbedded in the MDMO-PPV matrix [14, 68]. The topography image (Fig. 32.20a)
shows that the PCBM domains (bright areas) have maximum diameters of about
500 nm. Phase segregation is responsible for the high roughness of the film: the
PCBM domains stick a few tenths of a nanometre out of the film plane.
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Fig. 32.20. Conductive AFM (C-AFM) image series acquired at ambient conditions in air of
a thin PCBM/MDMO-PPV film spin-coated from toluene solution: a topography image (colour
scale represents 70-nm height variations), and current distribution images of the same area for b

a negative bias at the tip of −2.3 V (colour values represent 1.2-nA current variation) and for c

a positive bias at the tip of +10 V (colour values represent 250-pA current variation)

Figure 32.20b and c represents the current distribution image for bias voltages
at the tip of −2.3 V (Fig. 32.20b) and +10 V (Fig. 32.20c), respectively, measured
at the same sample area as the topography image. For negative bias, good contrast
is obtained between the electron donor (p-type semiconductor) and the electron
acceptor (n-type semiconductor) materials in the sample. From the corresponding
energy level diagram (Fig. 32.21) it follows that the difference between the HOMO
level of MDMO-PPV and the Fermi levels of both electrodes (ITO/PEDOT-PSS
and the Au tip) is rather small, so we expect ohmic contacts for hole injection
and strong energy barriers for electrons [21, 64]. Therefore, a hole-only current
through the MDMO-PPV is expected for both polarities of voltage in an ITO/PEDOT-
PSS/MDMO-PPV/Au-tip structure. On the other hand, we can conclude that areas
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Fig. 32.21. Energy level diagram for a few materials commonly used in polymer solar cells.
HUMO highest occupied molecular orbital, LUMO lowest unoccupied molecular orbital

of low current level correspond to the electron-acceptor materials, i. e. PCBM, which
is in accordance with the abovementioned topographical observations. For positive
bias, however, no differences between the two phases can be obtained, and the
measured overall current level is below the noise level of our experimental setup.

Since the compounds under investigation are sensitive to oxygen and at ambient
conditions the always-present water layer on top of the sample surface interferes
with nanometre-scale electrical measurements, which has been reported recently for
the case of surface potential measurements [69], we performed additional C-AFM
experiments on the same MDMO-PPV/PCBM system but in an inert atmosphere.
We assembled the C-AFM setup in a glove box filled with a nitrogen atmosphere
and an oxygen and water level below 1 ppm.

Figure 32.22 presents C-AFM measurements of such a MDMO-PPV/PCBM
thin-film sample. The main difference is that the sample was sealed in a vessel after
preparation in another glove box, and was subsequently transported to and mounted
in the C-AFM setup assembled in a glove box. This procedure guarantees that the
sample is not exposed to oxygen or water, and imitates the common procedure of
handling devices in an inert atmosphere. For the negative bias of −10 V similar
features as discussed for Fig. 32.20b can be seen (Fig. 32.22a). The dark areas
represent PCBM domains with low current imbedded in the bright MDMO-PPV
matrix showing high current. The current level scaling of the image of about 20 nA
is larger than for Fig. 32.20b because of the higher bias applied, and probably the
different contact load of the tip on the sample surface. In contrast to measurements
performed in air, also for the positive bias of +10 V good contrast between the two
phase-segregated compounds can be obtained (Fig. 32.22a). Besides some little drift
of the area probed during the two successive C-AFM measurements with positive
and negative biases, PCBM domains can be recognized as dark areas embedded in
the bright MDMO-PPV matrix. The current level scaling of the image is lower as
for the case of positive bias; however, the higher noise level results in a larger total
current level scaling of about 20 nA. These results demonstrate the importance of
performing C-AFM analysis in an inert and oxygen-free and water-free atmosphere
to protect samples from degeneration and to save their full functionality for reliable
data sets.
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Fig. 32.22. C-AFM images of a PCBM/MDMO-PPV thin film sample acquired in the inert and
water-free atmosphere of a glove box showing the current distribution of the same sample area
for a a positive bias at the tip of +10.0 V (colour values represent 18-nA current variation) and
for b a negative bias at the tip of −10 V (colour values represent 20-nA current variation)

On the basis of these results, recently the first study on the spatial distribu-
tion of electrical properties of realistic bulk heterojunctions was performed by ap-
plying C-AFM with lateral resolution better than 20 nm [70]. For this study the
MDMO-PPV/PCNEPV system was chosen. Measurements of the electrical cur-
rent distribution over the sample surface were performed with a Au-coated tip.
Again, in such an experiment the tip plays the role of the back electrode but hav-
ing a much more localized contact area. A voltage was applied to the tip and the
ITO front electrode was grounded (Fig. 32.5). For C-AFM measurements the tip
was kept in contact with the sample surface while the current through the tip was
measured. In contrast to operation in intermittent-contact mode, contact mode is
characterized by a strong tip–sample interaction that can lead to destruction of the
surface, especially in the case of soft polymer samples. Therefore, the load ap-
plied to the tip during C-AFM has to be small enough to reduce sample destruction
and, at the same time, it must provide a reliable electric contact. We usually op-
erated with a load of about 10–20 nN. The contact cantilevers used for C-AFM
are suitable for operation in intermittent-contact mode as well as in contact mode,
so nondestructive testing of the sample surface could be performed before and
after the C-AFM measurements. C-AFM measurements of the same sample area
were done several times and resulted in completely reproducible data. Subsequent
analysis of the surface performed in intermittent-contact mode showed almost no
destruction of the sample surface; only minor changes were detected from time to
time.

A topography image and the corresponding current distribution measured at +8
and −8 V on the tip are shown in Fig. 32.23. All images were acquired subse-
quently, so some drift occurred. All pronounced domains in the topography image
(Fig. 32.23a) correlate with regions of minimal current in the C-AFM image (dark
areas in Fig. 32.23b).
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Fig. 32.23. C-AFM images of the same area of a MDMO-PPV/PCNEPV active layer: a topog-
raphy, b current distribution image with a positive bias at Utip = +8 V( the white arrow in
b indicates a domain with reduced current) and c current distribution image with a negative
bias at Utip = −8 V. Black arrows indicate the same domains for reason of easy identification.
(Reprinted with permission from [70]. Copyright 2006 Elsevier)

From the corresponding energy level diagram (Fig. 32.21), it follows that the
difference between the HOMO level of MDMO-PPV and the Fermi level of both elec-
trodes is rather small, so we expect ohmic contacts for a hole injection and strong en-
ergy barriers for electrons. Therefore, a hole-only current through the MDMO-PPV is
expected for both polarities of voltage in an ITO/PEDOT-PSS/MDMO-PPV/Au-tip
system. The energy difference between the HOMO and the LUMO of PCNEPV and
the Fermi levels of both electrodes is about 1 eV, which means that a large barrier for
electron injection exists in the structure ITO/PEDOT-PSS/PCNEPV/Au tip (some
changes of barrier heights are possible when contact between metal electrodes and
organic material occurs [21, 64]). Because the hole mobility of an n-type polymer
is typically smaller than that of a p-type polymer, a hole-only current through the
MDMO-PPV is larger than for PCNEPV in both bulk and contact-limited regimes.
Therefore, we assume that the observed contrast in Fig. 32.23b is due to a hole
current, flowing through the MDMO-PPV-rich phase (see also Fig. 32.15, EFTEM
image of a comparable system).

However, C-AFM measurement also shows regions with a current value lying
between that of the MDMO-PPV matrix and the PCNEPV domains. An arrow in
Fig. 32.23b marks one of these regions. These areas might be assigned as PCNEPV
domains inside the active layer that are possibly covered by MDMO-PPV.
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It has been reported that the electrical contrast measured by C-AFM at the surface
of samples depends on the sign of the voltage applied [64]. As shown in Fig. 32.23c,
the C-AFM measurements at negative bias on the tip showed drastic changes of the
contrast in the current images compared with positive bias (Fig. 32.22b). PCNEPV
domains again showed only little current at low load; however, MDMO-PPV showed
a heterogeneous spatial current distribution. These electrical heterogeneities indicate
small grains with a typical size of 20–50 nm, which differs depending on the value
of current. A similar structure was observed on MEH-PPV films [22]. In the case
of MEH-PPV, the authors attribute these substructures to a special and very local
organization of the film that could be caused by local crystallization of stereoregular
parts of the MEH-PPV molecules or by impurities incorporated during the synthesis.

In addition to topography and current-sensing analysis, current-imaging spec-
troscopy was performed as well. The procedure for such measurements is similar
to the so-called force volume technique [71], which implies measurements of the
force–distance curve at each point of a scan in order to get complete information
about lateral distribution of mechanical properties at the surface. Here, we extend this
method to measurements of electrical properties of the sample [72]. Current–distance
(I–z, at constant voltage) and current–voltage (I–V , for constant distance; always
in contact) dependencies were collected at each point of a scan. The procedure for
such measurements is shown schematically in Fig. 32.24.

An array of 128 ×128 I–z curves at +8 V on the tip was obtained in order to
study the influence of the applied load on the distribution of current. An I–z curve
at one point was obtained by movement of the tip by the scanner in the z-direction.
In our experiment first we bring the tip in contact with the sample surface, then the
scanner with the attached tip is moved up 60 nm, and finally moves down for 160 nm
while simultaneous measurements of the local current are performed (Fig. 32.25).
The change of the z-position of the scanner, when tip–sample contact occurs, leads
to both the bending of the lever and penetration of the tip in the sample. Additional
experiments showed that the penetration depth in the range of the load used is
much smaller than lever bending, i. e. the load can be roughly estimated from the z
movement of the scanner: F = kΔz , where k is the cantilever force constant and Δz
is the scanner displacement calculated from the first point where tip–sample contact
occurs. The cross-section of the array of I–z curves obtained shows the distribution
of the current at the sample surface for a certain z-position of the scanner (or load).
Movement from point to point was executed in contact mode under small load (less
than 20 nN in our experiments). As a result the destructive action of the lateral
force is reduced significantly. It is also possible to perform such measurements in
intermittent-contact mode, thus making the measurements of polymer topography

Fig. 32.24. I–V measurements at
nine consecutive points. The light
blue area represents a PCNEPV-rich
domain, the beige areas the MDMO-
PPV-rich matrix
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more precise. For the sample studied here, we obtained similar results with current
imaging spectroscopy performed in both contact and intermittent-contact mode.

Figure 32.25 demonstrates I–z curves measured in the PCNEPV domains and the
MDMO-PPV matrix. For loads in the range 10–30 nN the current is approximately
constant, but for an increased load of more than 30 nN the current starts to rise
rapidly. In the case of PCNEPV a similar trend could be measured; however, because
PCNEPV is a less good hole conductor, current values are on a lower level compared
with MDMO-PPV. This probably means that current measurements on PCNEPV
need a greater tip–sample interaction compared with those on MDMO-PPV. Even
a strong penetration of the sample surface by the tip may be required.

In contrast, Fig. 32.26 shows the typical I–V behaviour of this system, and the
corresponding C-AFM current distribution images for various biases when they are
measured in an inert atmosphere. The data were obtained by application of so-called
I–V spectroscopy, which means that for a matrix of 128 × 128 points on the surface
of the sample full I–V curves were measured for biases from −10 to +10 V. Three
different types of I–V characteristics can be found in the sample depending on
the location of the measurement. For domains of the electron-acceptor compound
PCNEPV (see corresponding EFTEM data, Fig. 32.15b) the current is always low,
and the general contrast of the current distribution images depends only on the
bias applied. In the case of the electron-donor matrix compound MDMO-PPV two
different I–V characteristics can be obtained showing almost the same behaviour
for positive bias but varying significantly for negative bias. The current distribution
images of Fig. 32.26 demonstrate this behaviour and provide additional information
about lateral sizes of the MDMO-PPV heterogeneities. The point resolution of the
images is about 15 nm. Some heterogeneities can be recognized with sizes as small
as about 20 nm as follows from C-AFM measurements (Fig. 32.23). The origin of the
heterogeneities in MDMO-PPV still is under investigation; however, it is assumed
that either small crystalline domains are formed or impurities originating from the
synthesis process are detected. The C-AFM results obtained on pure MDMO-PPV
film are identical to that obtained on the matrix in the heterogeneous film MDMO-

Fig. 32.25. Current–
distance behaviour of
the MDMO-PPV matrix
and PCNEPV domains.
The direction from right
to the left corresponds to
the approaching of the tip
to the substrate surface.
(Reprinted with permis-
sion from [70]. Copyright
2006 Elsevier)
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Fig. 32.26. Top: Typical I–V curves as measured for each point of the I–V spectroscopy scan
(128 × 128 pixels) demonstrating the heterogeneous I–V characteristics of the MDMO-PPV
matrix. Bottom: For four biases the corresponding current distribution images are shown demon-
strating the obvious contrast between PCNEPV and MDMO-PPV for high bias as well as contrast
within the MDMO-PPV matrix with heterogeneities as small as a few tens of nanometres

PPV/PCNEPV. The log I–log V plot of data obtained shows quadratic dependence
of the current I on the voltage V measured on MDMO-PPV. This implies space-
charge-limited current that is in agreement with I–V measurements on complete
devices [73, 74].

32.5
Summary and Outlook

PSCs with photoactive layers based on compounds forming intermixed bulk hetero-
junctions are becoming more and more attractive for commercial application. In this
respect, one key aspect for high-performance devices is fundamental knowledge of
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structure–processing–property relations, on the nanometre length scale. Intensively,
studies have been performed on the influence of solvent used, the composition of
the solutions, thin-film preparation conditions, crystallization behaviour and post-
treatments, to name but a few, on the functional properties of the photoactive layer.
Nevertheless, our insights into features influenced by the local organization of func-
tional structures, such as the interface organization at the junctions between phases,
are sparse and need improvement. Only with the availability of such data, novel
approaches for further improving and designing the morphology of the bulk hetero-
junction photoactive layer can be developed.

Currently, by choosing the optimum solvent, compound composition and prepa-
ration conditions nanoscale phase separation between electron-donor and electron-
acceptor constituents can be achieved, and continuous pathways for charge carriers
to the electrodes are provided. However, from theoretical considerations the ef-
ficiency of PSCs should reach at least 10%, which is twice the highest efficiency
reported recently. Such performance would make PSCs commercially very attractive
and comparable with amorphous silicon solar cells, but having the strong advantage
of easy processing. So, we constantly have to continue closing our knowledge gaps
on structure–processing–property relations on the nanoscale to ultimately reach the
highest performance of PSCs.

As demonstrated by the present study, SPM techniques as tools to explore the
nanoworld have played and continuously play an important role in the research
field of PSCs. In particular, operation modes analysing simultaneously the local
morphology of the photoactive layer and measuring functional (optical and electrical)
properties with nanometre resolution at the same spot contribute in establishing new
insights required to commercially produce the high-performance PSCs of the future.
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33 Scanning Probe Anodization for Nanopatterning

Hiroyuki Sugimura

Abstract. Local oxidation of material surfaces has attracted great attention in the research field
of scanning probe microscope (SPM) based nanofabrication since the first demonstrations on
nanopatterning of semiconductor surfaces in 1990. This method has become the crucial tech-
nology for nanofabrication and nanolithography applicable to patterning of a wide variety of
materials, including metals, semiconductors, inorganic compounds and organic materials. The
mechanism of the SPM-induced local oxidation is ascribed to electrochemical oxidation, i. e.,
anodization, in the presence of adsorbed water at the SPM tip–sample junction. Besides ox-
idation, such scanning probe electrochemistry has been extended to various chemical surface
modifications other than oxidation, e.g., nitrization, carbonization and electrochemical reduc-
tion. This chapter reviews its historical background, demonstrated applications and technical
developments in these nearly two decades.

Key words: Oxidation, Anodization, Electrochemistry, Patterning, Lithography

33.1
Introduction

Microscope technologies, which enable one to obtain enlarged images of a sample’s
surface, are close relations to microfabrication processes, by which micrometer-scale
to nanometer-scale patterns are generated and replicated. Typical examples are the
relation of optical microscopy with photolithography and that of electron microscopy
with electron-beam lithography. Hence, the development of a new microscope tech-
nique has improved microfabrication/nanofabrication processes. Scanning probe
microscopy (SPM) has been a powerful means to investigate material surfaces with
high spatial resolutions at nanometer scales and, in favorable cases, at atomic to
molecular scales. As well as other microscopes, SPM technologies have inevitably
attracted much attention as nanoprocessing tools since their birth [1–14].

Many reports been published describing nanofabrication using SPM on the basis
of various surface-modification mechanisms. Among such mechanisms, the local
“oxidation” of a material surface induced at the scanning probe microscope tip–
sample junction [3, 10, 13, 14] is a promising technique for the following reasons.
This technique is applicable to drawing nanopatterns on a wide variety of materials,
including metals, semiconductors, inorganic compounds and organic materials. In
particular, nano-oxidation of silicon surfaces, which is the most important material
for microelectronics, is of central interest. Furthermore, many pattern-transfer pro-
cesses, e. g., etching, lift-off and templating, are available using SPM-drawn oxide
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nanopatterns as masks for those processes. This feature is important for the de-
velopment of nanolithography. In addition, the local “oxidation” can be conducted
in an ambient condition by simply applying a bias voltage to a tip–sample junc-
tion.

In this chapter, we review this SPM probe-induced local “oxidation” of material
surfaces.

33.2
Electrochemical Origin of SPM-Based Local Oxidation

In 1990, the local oxidation of semiconductor surfaces induced by the tip scanning
of a scanning tunneling microscope (STM) was reported for the first time [15, 16].
Dagata et al. [15] modified hydrogen-terminated silicon (Si–H) surfaces using an
STM operated in a normal atmosphere. The oxide growth on Si–H due to the tip-
scanning was confirmed by secondary ion mass spectroscopy. Nagahara et al. [16]
conducted STM oxidation of Si and GaAs in a dilute HF solution. Immediately
following the STM oxidation, the same HF solution etched the oxidized areas,
resulting in the fabrication of narrow grooves. The demonstration of the STM-
stimulated oxidation of semiconductor surfaces by Dagata et al. [15] and Nagahara
et al. [16] had the particular feature that an STM tip was biased positively with
respect to a sample substrate; thus, the substrate worked as a cathode, as illustrated
schematically in Fig. 33.1.

Fig. 33.1. Scanning tunneling microscope (STM) oxidation on Si. A Field-enhanced desorption of
a surface with terminating hydrogen and subsequent oxidation with ambient oxygen. B Cathodic
oxidation of Si followed by chemical etching with HF
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Therefore, as pointed out by Nagahara et al. [16], the oxidation chemistry is
not identified as anodization, which occurs on an anode and is the general electro-
chemistry for the mechanism of oxide growth on metals and semiconductors [17].
Dagata et al. [15] suggested a field-enhanced oxidation chemistry in the presence
of oxygen as the mechanism of STM-induced cathodic oxidation. As shown in
Fig. 33.1a, assisted by the intense electric filed at the STM tip–sample junction,
surface H atoms terminating the Si substrate desorb, resulting in the oxidation of
this H-desorbed area with ambient oxygen molecules. They noticed that “water”
could take roles in the oxidation as well as “oxygen” and demonstrated that the ox-
idation rate was enhanced in a humid atmosphere, that is, ambient air. On the other
hand, Nagahara et al. considered the mechanism to be cathodic electrochemical
oxidation [18]. Although, the true oxidation mechanism of these STM-stimulated
cathodic oxidations has not been clearly explained yet, this type of scanning probe
oxidation of Si conducted on a cathodically biased sample surface was recog-
nized to be useful as a nanofabrication tool and was followed by several research
groups [19, 20].

Besides semiconductor surfaces, the STM-based surface oxidation of a metal sub-
strate has been reported by Thundat et al. [21]. They observed morphology changes
in a Ta substrate surface during STM-tip scanning in air or alkaline solution. They
confirmed oxide growth on the Ta surface by X-ray photoelectron spectroscopy. In
contrast to [15, 16], the metal substrate was biased anodically against the STM tip.
Although this is an important result as the first demonstration of SPM-controlled
oxidation on the anodically polarized substrate, its possible application to nanopat-
terning was not shown.

On the other hand, the formation of etch pits on a graphite surface was demon-
strated by Alberecht et al. [22]. They applied a pulsed bias voltage to a graphite
substrate placed in air or another humid atmosphere by using an STM tip as a point
counter electrode. In this case, the graphite substrate was polarized positively with
respect to the STM tip so that the substrate worked as an anode. They reported that
water vapor was crucial for the etch pit formation. McCarley et al. [23] studied this
phenomenon in detail under constant STM current conditions. They proposed elec-
trochemical oxidation for the etching mechanism, that is, anodic oxidation. When
a sample substrate and an SPM tip are located in air or another humid atmosphere,
a thin layer of adsorbed water is inevitably formed on both the sample and the tip
surfaces.Owing to the capillarity of water, these adsorbed water layers are connected
and form a thin water column at the SPM tip–sample junction [24, 25]. They sug-
gested that such a water column worked as a minute electrochemical cell. Faradaic
current in addition to tunneling current flowed through the water column, resulting
in the promotion of electrochemical etching of graphite.

Considering the basic knowledge of electrochemistry, SPM-based oxidation on
anodically polarized substrates is thought to be more fruitful than that of the cathodic
condition, since it proceeds more naturally and may be applicable to a wide variety
of materials other than the Si–H surface, including metals, semiconductors, other
inorganic substances and organic ones.

Indeed, we have reported for the first time that nanoscale oxide patterns were
successfully fabricated on a Ti surface using an STM with a positive sample bias,
and proposed the electrochemical oxidation reaction locally induced beneath the tip,
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i. e., scanning probe anodization, as the oxidation mechanism [26], as illustrated
schematically in Fig. 33.2.

The net electrochemical reaction of the interfaces of water–oxide and oxide–
substrate is shown in (33.1).

Sample (anode) reaction : M + nH2O → MOn + 2nH+ + 2ne− (33.1)

Hydrogen generation most certainly occurs at the tip electrode as the counter elec-
trochemical reaction shown in (33.2).

Tip (cathode) reaction : 2nH2O + 2ne− → nH2 + 2nOH− (33.2)

A typical example of scanning probe anodization of Si–H is shown in Fig. 33.2.
Nanoscale oxide patterns were fabricated on a Si–H surface using atomic force

microscopy (AFM). The oxide lines are observed as the protruded features owing to
the volume expansion accompanied with the chemical conversion from Si to SiOx .
When Si oxidizes to SiO2, the molar volume increases from 12.0 cm3/mol (Si) to
19.8 cm3/mol (SiO2).

It is well known that oxide films are grown on the surfaces of various substrate
materials, when the substrate is polarized anodically in an electrochemical cell [17].
This electrochemical oxidation reaction is called anodization. Anodic oxide films
are put to practical use for hardening, coloring, corrosion protection, preparation
of dielectric or semiconducting materials, etc. During anodization, either cations
or anions, or both, must migrate across the thickening oxide film, although the
proportion of migrating ion species is dependent on various factors, such as substrate
material and current density [27]. Such ion transport across the anodic oxide is much

Fig. 33.2. Scanning probe surface modification: electrochemistry in the adsorbed water nanocol-
umn formed at the scanning probe microscope (SPM) probe–sample junction
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Fig. 33.3. Oxide lines on a Si–H surface
fabricated by atomic force microscopy
(AFM) based scanning probe anodization
conducted in air. A sample bias of 10 V
was applied. The conductive AFM probe
was scanned at a rate of 0.2 µm/s. The
oxide lines protrude about 2 nm in height
from the surrounding Si–H surface

accelerated by the intense electric field produced inside the oxide by the applied
electrode potential. This is the reason why relatively thick oxide films, compared
with native oxide films, can be grown by anodization at a low temperature, even room
temperature. The growth rate of the anodic oxide film is governed by the transport
rate of the ions, which is determined by the electric field strength on the order of
1 V/nm and the nature of the oxide grown. When a sample is anodized at a constant
potential, the strength of the electric field generated in the oxide film decreases with
the progress of anodization, since the electric field is in inverse proportion to the
thickness of the anodic oxide film. The growth of the film is therefore fast in the
early stage of anodization because of the relatively strong electric field generated in
the extremely thin oxide film. As the oxide layer grows on the substrate, the effective
electric field becomes weaker, and accordingly the growth rate decreases. Finally,
the oxide thickness saturates at a certain value determined by the potential. This
thickness has a linear relationship with the applied potential, as long as the oxide
layer remains within several tens of nanometers. The thickness of the anodic oxide
can therefore be controlled by the applied potential.

In principle, the oxide growth behavior in scanning probe anodization is con-
sidered to follow that in the macroscale anodization as described above. In research
on scanning probe anodization of Ti and Si–H surfaces following the first result for
STM oxidation of Ti [28–31], we proved that the oxidation mechanism was truly
anodization in the adsorbed water cell formed at the tip–sample junction. We con-
firmed the saturation of oxide thickness depending on the substrate bias and the linear
relation between the oxide thickness and the sample bias [29, 30]. Furthermore, the
process strongly depends on the amount of adsorbed water, therefore atmospheric
humidity [26, 27], although atmospheric oxygen had contributed to some extent
in the anodization [29]. The spatial resolution of the scanning probe anodization
worsened with increasing humidity, since the thickness of the water column formed
around the tip–sample junction increases with an increase in humidity. Evidence
of oxide growth on the sample due to the tip-scanning was confirmed by Auger
electron spectroscopy [31]. The difference between scanning probe anodization and
the cathodic oxidation of a Si–H surface is shown in Fig. 33.4.

Figure 33.4a shows an STM image of a sample surface with an oxide pattern. The
oxide area is expected to protrude from the surrounding Si–H surface similarly to that
shown in Fig. 33.3; nevertheless, the oxidized Si pattern is observed as a depressed
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Fig. 33.4. Difference in Si oxidation rates between anodic and cathodic sample biases. A STM
image of a Si–H surface acquired with a constant-current mode at a sample bias of − 2.0 V and
a reference current of 0.1 nA. Prior to this STM imaging, the sample surface was scanned with
a sample bias of + 5.0 V and a reference current of 0.1 nA at a tip-scanning rate of 9 nm/s.
B An STM tip trace on the patterned Si–H sample surface. C STM image depth versus sample
bias for oxidation

structure in the STM image. As illustrated schematically in Fig. 33.3b, this is simply
because the position of the STM tip is lowered until the tunneling current reaches
a reference value when the tip is scanned over the oxide surface, which is less
conductive than the Si–H surface. Such an apparent STM image depth is not the same
with the thickness of the grown oxide, but can be used as an indicator of the oxide
thickness. Results with various sample bias voltages are summarized in Fig. 33.4c.
Since all these experiments were conducted in the absence of ambient oxygen, it is
proved that both anodic and cathodic oxidation of Si–H could be promoted only with
adsorbed water. In addition, at the same bias voltage, the thickness of anodic oxide
is 3–5 times greater than that of cathodic oxide [30]. The advantage of local anodic
oxidation using scanning tunneling microscopy and AFM was recognized by several
research groups as well [32–36]. Similar results, that is, the oxide-pattern formation
on Si–H and oxide-covered Si surfaces by applying a positive sample bias, were
obtained although there were no detailed discussions on the electrochemical origin
of the oxidation and the role of adsorbed water.

Local oxidation based on SPM is sometimes called “field-enhanced oxidation”,
which means that an intense electric field promotes some chemical reactions on
the sample’s surface. This term was frequently used by defining the unusually
intense electric field as a magic tool for chemistry without any electrochemical
considerations. However, the field strength at the scanning probe microscope tip–
sample junction during local oxidation is not surprisingly intense but is a similar level
to that usually generated at an electric double layer on a sample’s surface immersed in
an electrolyte solution. Such a double-layer field is well known to promote a variety
of electrochemical reactions on the sample’s surface. As described in this section,
anodization depends on the electric field generated in the grown oxide layer. Thus,
the term “field enhance” may be a correct one for explaining the mechanism of the
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SPM-based local oxidation. However, anodization and its mechanism are common
scientific knowledge and, consequently, “anodization” is now widely accepted as
the word for the electrochemical oxide growth. Therefore, the terms “anodization”
or “anodic oxidation” should be used for the SPM-based oxidation with positive
sample biasing in the presence of surface-adsorbed water.

33.3
Variation in Scanning Probe Anodization

33.3.1
Patternable Materials in Scanning Probe Anodization

Anodic electrochemical reactions including the surface oxide formation on material
surfaces and degradation/etching of substances have been widely applied to surface
modification and microfabrication of a wide variety of materials so far. Therefore,
scanning probe anodization is expected to be applicable to nanopatterning of various
material surfaces besides Si and Ti. Indeed, there have been many reports on this
issue [37–77] as summarized in Table 33.1.

Scanning probe anodization of metals and semiconductors has attracted central
interest. On an anodically polarized substrate of metals and semiconductors, an
oxide film locally grows beneath a scanning probe microscope tip, resulting in
the formation of an oxide nanopattern replicating the scanning probe microscope
tip scanning trace. Compound semiconductors, e. g., GaAs, InP and SiGe, have
been employed as substrates for nanopatterning experiments [16, 40, 49, 57, 67, 68]
as well as Si. Although Ti is most frequently treated as a sample material for
studies on scanning probe anodization of metals, a variety of metals other have been
given attention. Similar oxide nanopatterns were successfully fabricated on such
metals [37, 44, 55, 61, 70, 71, 73, 74].

Inorganic compounds have also been used as sample substrates for experiments
of scanning probe anodization. When a metal nitride is used as a substrate for scan-
ning probe anodization, nitrogen atoms desorb from the surface and the remaining
metal atoms are oxidized [46, 58, 71, 73]. For example, TiN and ZrN are converted
to TiO2 and ZrO2, respectively. In the case of Si3N4 [46, 58], which is an insulator,
the substance is formed as a thin film on a conductive substrate, mainly Si, where
a sample bias for scanning probe anodization is applied. Si3N4 is converted to SiO2

by anodization. A nanopatterning of another Si compound, that is, SiC [71], was
demonstrated as well by converting SiC to SiO2 by scanning probe anodization.
In this case, a SiC single crystal was employed as a sample substrate. A chalco-
genide film of GeSb2Te4 was found to be oxidized and nanopatterned by scanning
probe anodization [61]. In the case of inorganic oxides, the surface-modification
behavior is different from that of other inorganic materials, since those materials
are not further oxidized in general. Hung et al. [51] have reported that a surface
of a conducting thallium(III) oxide was locally etched with STM-induced anodic
oxidation in the presence of adsorbed water. They attributed the etching mechanism
to the generation of H+ ions through electrochemical oxidation of water molecules
at the sample’s surface. Consequently, the adsorbed water became acidic at the sam-
ple’s surface beneath the STM tip, so thallium(III) oxide was dissolved as Tl3+,
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Table 33.1. Materials patternable in scanning probe anodization

Materials References

Semiconductors
Si, Si-H, SiO2/Si [15, 16, 19, 20, 30, 32–36]
SiGe [67]
GaAs, GaAlAs [16, 40, 57]
InP, InAs [49, 68]

Metals
Al [44]
Co [74]
Cr [37]
Hf [73]
Mo [63]
Nb [55]
Ta [70]
Ti [26, 28, 29, 31, 41]
Ni [74]
Zr [70, 73]

Inorganic compounds
Si3N4 [46, 58]
HfN, TiN [73]
ZrN [71, 73]
SiC [72]
GeSb2Te4 [61]
SrTiO3 [76, 77]
Tl2O3 [51]
Oxide superconductor [38, 52, 59]

Carbon
Graphite [23]
Amorphous carbon [53, 54]
Diamond [60, 66]

Organic materials
Self-assembled monolayers [42, 44, 47, 48, 50, 56, 64, 75]
Langmuir–Blodgett films [65]
Polyorganic silane films [43, 69]
Organic super conductor [62]

resulting in the formation of an etched hole. Li et al. [76] have applied local anodic
oxidation to a conductive perovskite oxide, that is, Nb-doped SrTiO3. They found
that protruded features were formed along the SPM tip scanning trace. Pellegrino et
al. [77] have observed a similar mound formation on SrTiO3−x . They assumed that
such a protrusion was caused by a local decomposition of the oxide surface due to
anodization.

From the viewpoint of the fabrication of superconductor nanodevices, nanopat-
terning of high-temperature superconducting oxide has attracted attention as well.
Thomson et al. [38] have fabricated narrow grooves on an yttrium barium copper
oxide (YBCO) substrate by the use of an STM. Boneberg et al. [52] have reported
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nanostucturing of YBCO by AFM with a conductive probe. They showed that the
YBCO surface was locally corroded and became nonconducting by an electric cur-
rent with a positive sample bias. Furthermore, repeated line scans, while current
was being injected, resulted in the formation of grooves. Namely, a mechanoelec-
trochemical nanofabrication, that is, a combination of electrochemical reaction and
mechanical abrasion, was demonstrated. Besides the difference in the instruments
used for the experiments, the particular difference between these two results was that
Thomson et al. used an atmosphere containing CO2. This CO2 effect is discussed in
the following section. In addition, Song et al. [59] have reported that protruded lines
were fabricated on a YBCO thin film by a conductive AFM probe in air.

As described in Sect. 33.2, the SPM-based etch pit formation on graphite in the
presence of adsorbed water was ascribed to anodic oxidation of carbon with water.
The graphite surface etching was attained with a depth resolution of one graphite
sheet [23]. Similarly to graphite, carbon-based materials and organic molecular
materials are expected to be patternable by scanning probe anodization. Indeed,
nanopatterning of amorphous carbon (a-C) thin films has been achieved [53, 54].
Besides nanopatterning of a-C, scanning probe anodization of diamond, an attrac-
tive electronic material, was also conducted [60, 66]. When a diamond thin film,
which is generally synthesized by chemical vapor deposition, is treated in hydro-
gen plasma, its surface becomes terminated with hydrogen and shows a distinct
surface electrical conductivity [78]. The thickness of such a surface conductive
layer has been estimated to be less than 10 nm. Tachiki et al. [60] have reported
that a hydrogen-terminated diamond surface was electrochemically converted to an
oxygen-terminated surface by an atomic force microscope tip scanning on an anod-
ically polarized diamond substrate, while no modification was proceeded when the
diamond substrate was polarized cathodically. Namely, the diamond surface with
the surface C–H layer before anodization was converted to a surface terminated
with C–OH, C–O–C and >C=O groups by anodization. The modified region covered
with the oxygen-terminated surface was confirmed to lose its electrical conductivity.
A similar phenomenon was observed in scanning probe anodization of a boron-doped
diamond surface [66].

Patterning of organic molecular films using SPM has attracted much attention
owing to the role of organic thin films as resist films for lithography. In particular,
a self-assembled monolayer (SAM) formed on various substrates has been demon-
strated to be very useful for lithographic applications of SPM patterning, since a wide
variety of pattern-transfer processes are available. Although, it was shown that SAMs
could be patterned in a vacuum for the first time through irradiation with electrons
emitted from an STM tip [79], nanopatterning of SAMs in air or another humid atmo-
sphere has been reported as well [42,44,47,48,50,56,62,75]. In the case of SAMs on
Si substrates covalently fixed through Si–O–Si or Si–C bonds, C–C and C–H bonds
in the alkyl chains of the organic molecules were decomposed through anodic oxi-
dation, resulting in the etching of the SAMs [42,48,80] similarly to the anodic SPM
etching of graphite [23]. On the other hand, when alkylthiol SAMs on Au substrates
were anodized, S–Au bonds connecting the SAMs to the substrates were broken
through the oxidation of the S atoms to –SO−

2 or –SO2H, resulting in the detach-
ment of the thiol molecules [44]. Besides desorption and etching of the molecules
consisting of SAMs, electrochemical conversion of surface-terminating functional
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groups on SAMs has been demonstrated. For example, amino (NH2) groups on the
top surface of an aminosilane SAM were deactivated, namely, degraded in chemi-
cal activity, through their anodic oxidation [50]. The chemical reaction behind this
result is probably oxidation of –NH2 to –NO or –NO2 [75]. Furthermore, anodic
oxidation of –CH2=CH2 and –CH3 to oxygen-containing functional groups, such
as –COOH and –CHO, has been achieved as well [56, 75]. Langmuir–Blodgett
films, which are one type of organized organic molecular films, were employed as
patterning resist films in scanning probe lithography based on anodic oxidation of
organic substances [44, 65]. Besides monolayers, spin-cast polyorganosilane films
were successfully demonstrated to be patternable by scanning probe anodization as
well [43, 69]. Another interesting example of anodic oxidation nanopatterning of
organic materials is local modification of an organic super conductor [62]. A tetram-
ethyltetraselenafulvalene salt single crystal was anodically biased and, then, the
crystal surface was scanned with a conductive AFM probe. A distinctly insulating
pattern was formed along the tip-trace with a slight depression. The conductivity of
the anodized region was less than 10−4 times that of the original crystal surface.

33.3.2
Environment Control in Scanning Probe Anodization

One important aspect of scanning probe anodization is that the process can be con-
ducted in air. However, in order to ensure its reproducibility and controllability, the
control of the environment for scanning probe anodization is crucial. Furthermore,
through the environmental control, we can expect to promote electrochemical reac-
tions other than the oxide layer growth and to add some chemical reactions to the
surface-modification mechanisms. Among various environmental factors affecting
scanning probe anodization, humidity, that is, the partial pressure of water molecules
in the atmosphere, is of primary importance. The increase in humidity further pro-
motes supplying water molecules to accelerate the growth rate of anodic oxide [29]
and the degradation rate of an organic monolayer [80].

Furthermore, as illustrated schematically in Fig. 33.5c, when the environmen-
tal humidity is high, the diameter of the water column formed at the scanning
probe microscope tip–sample junction becomes large, resulting in the degradation
of patterning resolution [28, 29, 81] (Fig. 33.5d). However, such a humidity effect
in patterning resolution depends strongly on the wettability of sample’s surface as
exaggeratedly illustrated in Fig. 33.6.

In the case of a sample with a hydrophilic surface such as Ti, the surface of
which is covered with a hydrophilic thin oxide layer, a relatively thick water layer
is present on the sample’s surface and the adsorbed water column is spread at its
bottom owing to the low water contact angle of the hydrophilic surface (Fig. 33.6a).
Consequently, a marked humidity effect appeared for the hydrophilic surface. Fabri-
cated oxide patterns were no longer confined beneath the scanning probe microscope
tip. In some cases, such a pattern-enlarging effect was on the order of up to a few
micrometers [29]. In contrast, in the case of a sample with a hydrophobic surface,
there is little adsorbed water on the surface. The adsorbed water column is rela-
tively confined owing to the high water contact angle of the surface. Indeed, when an
organosilane SAM surface, the surface of which is terminated with –CH3 groups and
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Fig. 33.5.Humidity effect of scanning probe anodization on patterning resolution. A A small water
nanocolumn confined at an SPM tip–sample junction formed under a low-humidity condition.
B An STM image of the edges of an anodized square fabricated on Ti under a low humidity of
less than 25%. The clear edges were successfully fabricated. C An enlarged water nanocolumn
formed under high humidity. D An STM image of the edges of an anodized square fabricated
on Ti under a high humidity of 90%. The pattern edges became blurred, showing the patterning
resolution was degraded under the high-humidity condition

Fig. 33.6. Reaction area size dependent on the wettability of the sample’s surface. A On a hy-
drophilic sample surface: the contact area of the adsorbed water column is spread widely owing
to the low water contact angle of the hydrophilic surface. B On a hydrophobic sample surface:
the contact area of the adsorbed water column is confined beneath the SPM tip owing to the high
water contact angle of the hydrophobic surface
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shows a water contact angle greater than 90◦, was pattered, there was only a small
effect of humidity on the resolution [80]. For a similar surface a wettability effect
between hydrophobic Si–H and hydrophilic oxide-covered Si surfaces has been re-
ported [82]. These humidity effects are key factors for scanning probe anodization.
Further detailed studies in which the kinetics of scanning probe microscope tip in-
duced anodization of Si–H and its humidity effects were elucidated by measuring
faradaic current during anodization using a conductive AFM probe equipped with
a low-current measuring system have been conducted [83, 84].

Anodization behavior becomes different, when some gas species are dissolved
into the adsorbed water column, from the anodization behavior with water va-
por alone. For example, the anodic oxide growth rate on Ti increased with an
increase in the partial pressure of atmospheric oxygen even under constant hu-
midity. Oxygen molecules dissolved in adsorbed water are considered to promote
oxidation of Ti. The anodization rate can be increased with increasing humidity;
however, in this case, the patterning resolution becomes worse. We can expect to
obtain a higher patterning rate without degrading the resolution by use of this oxy-
gen effect. When CO2 molecules are intentionally added to the atmosphere, the
molecules dissolve in adsorbed water; consequently, the adsorbed water becomes
weakly acidic. This weakly acidic water was found to be effective in promoting the
electrochemical etching of YBCO as described in Sect. 33.3.1 [38]. The pH con-
trol of adsorbed water might provide a new aspect to scanning probe anodization.
For example, if NH3 molecules are added instead of CO2, adsorbed water becomes
basic.

If an adsorbed liquid nanocolumn consisting of a substance other than water
is formed at the scanning probe microscope tip–sample junction and is provided
with an electrochemical cell, it is expected to be able to perform electrochemical
nanofabrication other than oxide growth and etching. Interesting results have been
reported by Tello et al. [85, 86] as explained as follows. In the presence of ethyl
alcohol (EtOH) vapor in the atmosphere for SPM nanofabrication, a liquid column
composed of EtOH was thought to be formed at the scanning probe microscope
tip–sample junction. They performed scanning probe anodization experiments of
Si–H under this condition. They reported that (1) protrusions were formed on the
sample’s surface similarly to what occurred in anodization in the adsorbed water
column and (2) the protrusions formed in the EtOH atmosphere were more 5 times
higher than those formed with adsorbed water when the same bias voltage was
applied for the fabrication [85]. They first reported that silicon oxide was grown
even in the EtOH atmosphere and a “giant oxidation rate” was attained by the use
of EtOH. However they finally concluded that carbon originating from EtOH was
incorporated in the grown protrusion as estimated by X-ray photoelectron spec-
troscopy. This conclusion sounds natural considering the basic knowledge of anodic
oxidation. Since the thickness of an anodic oxide film is definitely determined by
the applied bias voltage and the anodized material, the thicknesses of the anodic
oxide films are identical regardless of the environment if the applied voltage and
the material are same. The marked height difference between the features fabricated
at identical potentials but under different environments means that the chemical
compositions of the fabricated features were quite different. Aside from the vague-
ness of electrochemical understanding of the results, the concept of electrochemical
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nanofabrication using an “adsorbed liquid nanocolumn” other than water is very
curious and may open a new approach of scanning probe anodization. From the
same research group, the use of a hydrocarbon liquid has been reported [87]. They
fabricated carboneous nanopatterns on Si though anodic reactions of hydrocarbon
molecules. Kim et al. [88] have used a liquid nanocolumn of EtOH containing
a small amount of HF for AFM-based anodization. In the HF–EtOH nanocolumn,
anodic reactions of Si and chemical etching of the Si compounds generated, prob-
ably consisting of Si, C and O, proceeded simultaneously, resulting in the forma-
tion of an etched groove along a scanning trace of the atomic force microscope
tip.

Here, other two interesting reposts related to scanning probe anodization are
introduced. Kim et al. [89] have reported a positive charge effect of AFM-based
anodization of Si. Prior to conducting AFM-based anodization of Si, they treated
an oxide-covered Si substrate with phosphoric acid molecules and Zr4+ ions, in that
order. Consequently, the substrate was terminated with a monolayer of a phosphoric
acid and Zr4+ ion complex which was positively charged. This positively charged
monolayer promoted the electron injection from the atomic force microscope tip to
the substrate, namely, anodization of the substrate. The threshold voltage was lowered
and a higher patterning speed was attained with the positively charged monolayer.
On the other hand, Pyle et al. [90] have reported the formation of silicon nitride on
a Si–H substrate locally promoted by AFM. The substrate was located in a vacuum
chamber which was evacuated and, then, filled with a reduced pressure of NH3. By
applying a bias voltage between the substrate and the conductive AFM probe so that
the sample became an anode, they found that nitride lines could be formed. In this
case, no liquid column was probably formed at the tip–sample junction. However,
a negligible number of NH3 molecules were considered to be sandwiched between
the sample and tip surfaces to participate in the electrochemical reactions proceeding
at the junction. Note that the reactions are also anodic oxidation since the oxidation
number of Si increases from 0 to +4 when Si is converted to Si3N4.

33.3.3
Electrochemical Scanning Surface Modification Using Cathodic Reactions

When a bias voltage is applied to a scanning probe microscope tip–sample junction
so that the sample is negatively polarized, cathodic reactions proceed on the sample’s
surface. If we can use cathodic reactions in addition to anodic reactions for surface
modification, more sophisticated SPM nanofabrications are expected to be achieved.
However, except for the first two examples of the SPM-promoted cathodic oxidation
of Si–H [15, 16], the SPM-based electrochemical surface modification of material
surfaces has been mainly performed on anodically polarized samples, namely, by
the use of anodic reactions. There have been a number of reports comparing anodic
and cathodic surface modifications by SPM. Hung et al. [51] have reported that
Tl(III) cations in thallium(III) oxide could be electrochemically reduced to Tl(I)
ions at the surface under an STM tip so that the reduced ions were dissolved in
adsorbed water, resulting in the formation of an etched hole. This cathodic etching
was found to be faster than the anodic etching of thallium(III) oxide as described in
Sect. 33.3.1. In many other reports, it was demonstrated that SPM nanopatterning
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was more effective or more reliable in the anodic cases than in the cathodic ones [29,
30, 48, 62, 86].

Distinctive examples in which cathodic reactions were intentionally used have
not been reported so much. Here, several interesting results on cathodic nanofabrica-
tion on the bias of SPM electrochemistry are explained. As introduced in Sect. 33.3.1,
Sugawara et al. [61] reported oxide growth on a calcogenide substrate via scanning
probe anodization. In the same paper, they also reported that etched grooves formed
on the same calcogenide surface by STM tip scanning with a sample bias less than
−5 V in a humid atmosphere with a relative humidity of more than 50%. The etching
mechanism was attributed to some cathodic electrochemical reactions in the pres-
ence of adsorbed water. Li et al. [91] have found that in SPM nanofabrication of
a perovskite manganite thin film, that is, La0.8Ba0.2MnO3, the sample’s surface was
more reproducibly nanopatterned at negative sample biases than at positive sample
biases. Regions reduced by the AFM probe scanning with a negative sample bias
were protruded and became more corrosive in an etching solution. Maoz et al. [92]
have reported the fabrication of Ag nanostructures.

As illustrated schematically in Fig. 33.7, they developed a skilled process. First,
a monolayer of Ag+ ions was assembled on a SH-terminated SAM surface through
the affinity of S to Ag. This Ag+ monolayer was locally reduced to a Ag0 layer by
an AFM probe tip. Next, this Ag0 pattern was developed by a sliver enhancer kit,
resulting in the growth of Ag thin films on the AFM-reduced areas. This technique
can be understood as an analogy of the photograph system using silver salt.

A further enriched SPM nanofabrication might be attainable, if both anodic and
cathodic electrochemical reactions are manipulated.

As shown in Fig. 33.8, reversible nanochemical conversion, in which electro-
chemical oxidation and reduction reactions of organic molecules were reversibly

Fig.33.7.Scanning probe reduction: electrochemical reduction of Ag+ ions to Ag0 atoms followed
by the development in a silver enhancer kit. Desorption of metallicsilver proceeds area-selectively
on the probe-reduced region
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Fig. 33.8. Reversible chemical conversion of an amino-terminated sample surface. A Tip-induced
anodization of an amino-terminated self-assembled monolayer (SAM) surface. B Tip-induced
reduction of the oxidized surface. C Reversible writing and erasing. 1 Kelvin-probe force
microscopy (KFM) image of an initialized 10 µm × 10 µm square at a DC bias of −2 V and
six dots written in the initialized square by oxidation with 1-s pulses. 2 KFM image of the same
area acquired after erasing with a reductive overscanning at a DC bias of −2 V

conducted at an AFM probe–sample junction, has been demonstrated using an
amino-terminated SAM as a sample [93]. In the presence of adsorbed water on the
monolayer, surface functional groups were oxidized from –NH2 to –NO and were
reduced from –NO back to –NH2. Owing to the change in the molecular dipole
moment accompanied with the electrochemical reactions, the surface potential of
the SAM increased with oxidation and reduced with reduction as confirmed by
Kelvin-probe force microscopy (KFM).
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33.4
Progress in Scanning Probe Anodization

33.4.1
From STM-Based Anodization to AFM-Based Anodization

In the early stage of the research on scanning probe anodization and related tech-
niques, an STM was mainly used as a tool to locally induce surface electrochemical
reactions. However, the use of AFM with a conductive probe was proposed and
demonstrated [32–35] right after the research on STM-based anodization had been
conducted. The AFM-based method has become a main tool for scanning probe
anodization, since there are many advantages of AFM-based anodization over STM-
based anodization. The advantages of AFM-based scanning probe anodization arise
from one particular feature of AFM. Namely, the feedback system for AFM probe
scanning is independent of the current flowing through the tip–sample junction which
induces electrochemical reactions.

In contrast, in scanning tunneling microscopy, the tip–sample junction current
governs both the feedback control of the STM tip scanning and the electrochemical

Fig. 33.9. Effect of faradaic current on the STM feedback. A STM image of a square pattern
(1000 nm × 1000 nm) fabricated on a Ti surface at a sample bias Vs = + 8.0 V, and acquired at
Vs = − 3.0 V and a reference current I = 0.1 nA. The average height of the pattern is estimated
to be 6 nm from the STM image. B STM image of the square region (2000 nm × 2000 nm)
with constant Vs = + 8.0 V and I = 0.1 nA. At these conditions, the area was anodized once
again. C STM tip trace under the imaging condition (Vs = − 3.0 V and I = 0.1 nA). D STM
tip trace under the anodization condition (Vs = + 8.0 V and I = 0.1 nA). The difference in the
tip-to-sample distance between the tip scans on the native and the anodized areas is estimated to
be approximately 7 nm from these STM images
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surface modification. A part of the junction current consists of faradaic current when
electrochemical reactions proceed on the sample’s surface [23, 29]. The effect of
faradic current on the STM feedback system during anodization of Ti is demonstrated
in Fig. 33.9 [29].

The anodized square pattern, which is observed as the swelled structure in the
STM image (Fig. 33.9a) acquired under the condition in which anodization of Ti
does not proceed is recognized as a depressed pattern with an average depth of
approximately 1 nm (Fig. 33.9b), indicating that the tip-to-sample distance varies
during anodization as illustrated schematically in Fig. 33.9d. When the tip is scanned
over the Ti surface under the anodization condition, the faradic current accompanied
by the anodization flows between the tip and the sample. When the tip is scanned
on the surface that has already been anodized, on the other hand, electrochemical
reactions scarcely proceed. To attain enough junction current, therefore, the tip
approaches the sample’s surface until electron tunneling or a field-emission process
occurs between the tip and the sample.

33.4.2
Versatility of AFM-Based Scanning Probe Anodization

Since in AFM-based anodization, the surface modification and the feedback con-
trol are independent, its primary advantage is the applicability to materials with
low electrical conductivity. Of course, in order to promote anodization, a certain
amount of the probe junction current is required, even though it is in the range of pi-
coamperes [48,84]. Thus, scanning probe anodization is not applicable to the surface
modification of insulating bulk materials. However, if an insulator is formed as a thin
film on a conductive substrate, it can be nanopatterned by AFM-based anodization.
A variety of insulator thin film/conductive substrate samples, e. g., oxide-covered
Si substrates [32, 33], Si3N4 films on Si [46, 58], organic films on Si or Au sub-
strates [44, 48, 50, 56, 63, 69], have been used for nanopatterning of the insulating
layer and/or the substrate through the insulating layer.

Besides the versatility in materials applicable in AFM-based anodization, its pat-
terning speed is another noticeable advantage. Different from STM-based anodiza-
tion, AFM-based anodization does not rely on the feedback system for the tunneling
current regulation, the response speed of which is relatively slow. Furthermore, the
AFM probe tip is located on a cantilever spring. These two features of AFM-based
anodization provide a low risk of tip crashing. Thus, in AFM-based anodization,
higher patterning rates are achievable than in STM-based anodization. Indeed, sev-
eral results of high-speed patterning in the range from millimeters per second to
centimeters per second by AFM-based anodization have been reported [59, 94–96].

33.4.3
In Situ Characterization of Anodized Structures by AFM-Based Methods

In research on SPM-based nanofabrication, most of the nanostructures fabricated
are very minute; thus, techniques to observe and evaluate such nanostructures are of
fundamental importance in order to develop SPM-based nanofabrication processes.
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Topographic imaging by SPM was naturally applied for such a purpose and has
played a central role. However, in the case of STM-based anodization, the STM
image obtained of a fabricated nanostructure was sometimes distorted by electric
properties of the nanostructure and was not a reflection of the true topography
as demonstrated in Fig. 33.4. Moreover, during such STM imaging, the junction
current inevitably flows; thus, imaging conditions must be carefully selected in order
to avoid the sample’s surface being modified by the junction current. In contrast,
a true topographic image of fabricated structures is available using AFM as shown
in Fig. 33.3. In this case, undesirable surface modification is avoided completely
by switching off the electric circuit for biasing the AFM tip–sample junction. This
imaging ability of AFM without undesirable surface modification is quite useful for
lithographic purposes as described in Sect. 33.5, since an AFM probe can be located
on a defined point on a sample surface.

Besides the ability of topographic imaging, techniques to measure a wide variety
of physical and chemical properties on the nanoscale have been provided based
on AFM. Such functions of AFM are certainly useful for imaging nanopatterns
fabricated by scanning probe anodization and for probing their particular properties.
For example, lateral force microscopy (LFM) images are well known to provide some
chemical information of material surfaces, so LFM was applied to study chemical
changes of the surfaces of samples induced with SPM-promoted anodic reactions.
Teuschler et al. [97] fabricated oxide patterns on Si–H fabricated by AFM-based
anodization and observed the patterns by LFM. They showed that the anodized area,
which was imaged as a protrusion, indicating that oxide was formed in the area, had
a higher frictional force compared with the Si–H surface that was not anodized. This
LFM contrast is ascribed to being caused by a difference in hydrophilicity between
the anodic oxide and Si–H surfaces. Si–H surfaces are relatively hydrophobic, while
anodic oxide surfaces are very hydrophilic and are wetted well with water [42]. On
a hydrophilic surface, a lateral force becomes large because of the stronger adhesion
of a scanning probe microscope tip to the surface. Moreover, capillary force increases
when an atomic force microscope tip is scanned over a hydrophilic surface, since
the amount of adsorbed water on the surface is greater than that on a hydrophobic
surface [98]. A capillary force contrast certainly exists between the anodized and
the Si–H surfaces and is considered to increase the lateral force contrast to some
extent. LFM observation has been proved to be powerful for studies on AFM-based
anodization of Si substrates covered with an organic monolayer [99].

As demonstrated in Fig. 33.10, LFM successfully provides chemical information
on AFM-based anodization of an alkylsilane SAM formed on a Si substrate [99].
As clearly seen in LFM and topographic images (Fig. 33.10b,c, respectively), the
dimensions of these dot features depend on the bias duration time. The dot features
grow both in the lateral and in the vertical directions with the increases in duration
time and bias voltage. Lateral force contrast increases with an increase in bias dura-
tion time. However, it seems to be constant around 100–140 mV at certain duration
times depending on Vs. In addition, it is noteworthy that the topographic height is still
found to increase even after the lateral force contrast becomes constant. The surface-
modification processes that occurred at the probe–sample junction is explained as
follows. In the initial stage, the organic molecules are chemically modified, decom-
posed and probably removed in part of the probe-scanned region. Consequently, the
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Fig. 33.10. AFM-based anodization of an alkylsilane SAM on Si. A Dot features were fabricated
on another octadecylsilyl–Si sample by placing an AFM probe at each of the positions and
applying a bias voltage from 0.01 to 50 s. B Lateral force microscopy (LFM) and C topographic
images of the dot features fabricated on the sample. The bias (+10 V) duration times for each of
the dot features are indicated. Summarized dot height (D) and lateral force contrast (E) versus
bias duration time. F The initial (1), middle (2) and final (3) stages for the modification of the
sample’s surface beneath the AFM probe

underlaying oxide surface partly appears as illustrated in Fig. 33.10d, stage 1. Since
the surface of silicon oxide has a frictional coefficient larger than that of the SAM and
the capillary force effect on such a hydrophilic oxide surface is larger than that on the
hydrophobic organic monolayer surface, a lateral force contrast between the modi-
fied and unmodified regions is generated. When the surface modification progresses
further, anodization of the substrate Si begins. However, some parts of the organic
monolayer still remain on the surface as shown in Fig. 33.10d, stage 2. In the final
stage (Fig. 33.10d, stage 3), the organic molecules have been decomposed completely
and only the Si anodization proceeds further in this stage. Therefore, lateral force
contrast does not change since the modified surface consists of silicon oxide through-
out the final stage, although it protrudes owing to the progress of the Si anodization.
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Surface potential measurements by KFM are applicable to detect chemical
changes in organic molecular surfaces as demonstrated in Fig. 33.8. In general,
when an organic molecular film is oxidized by scanning probe anodization, po-
lar functional groups containing oxygen are formed on the surface at the very
beginning stage of anodization before starting the degradation of the film as il-
lustrated Fig. 33.10d, stage 1. In the case of a CH3-terminated molecular surface,
–COOH, –CHO or –OH groups are thought to be formed. Consequently, the an-
odized pattern clearly appeared in the KFM image as a region with a lower sur-
face potential [75]. This chemical change was so slight that it could not be im-
aged at all by other SPM techniques, e. g., topographic imaging and LFM. When
a semiconductor substrate is provided as a sample for scanning probe anodization,
scanning capacitance microscopy (SCM) becomes a powerful tool to character-
ize the surface-modification process, since SCM can sense electrical properties of
an interface between a substrate semiconductor and its surface oxide layer [100].
One example is shown in Fig. 33.11 (T. Yamamoto and N. Nakagiri, unpublished
results).

Fig. 33.11. Scanning capacitance microscopy (SCM) characterization of anodized features on Si.
A Topographic and B SCM images of anodic oxide lines on a Si sample fabricated with each
of the bias voltages indicated. C Topographic height and SCM contrast versus anodization bias
voltage
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Figure 33.11a shows a topographic AFM image of a Si substrate covered with
native oxide. Anodic oxide lines fabricated on the substrate appear as protruded lines
similarly to those in Fig. 33.3. These oxide lines can be recognized as dark lines in an
SCM image (Fig. 33.11b). The origin of these SCM contrasts is most likely changes
in oxide thickness. Note that, as shown in Fig. 33.11c, there are no topographic
contrasts at anodization voltages less than 2 V, indicating that the oxide thickness
has not apparently increased. Nevertheless, SCM contrasts are certainly present in
this bias range. This preanodization behavior is considered to be interdiffusion of Si
and O atoms and/or charge trapping at the oxide–Si interface.

33.4.4
Technical Development of Scanning Probe Anodization

In scanning probe anodization, the width of the pattern lines depends on the junction
current. The line width sometimes changes if the current is not stable. In addition, line
drawing with faster probe-scan rates is achieved by increasing the junction current
through applying a higher bias voltage. However, the controllability of the current
is not satisfactory when using the constant-bias mode. The relationship between
the junction current and the bias voltage depends on several factors, such as the
age and the idiosyncrasies of the particular probe used. Although, in STM-based
anodization, the junction current is controlled so as to be constant by its feedback
system, the current cannot be precisely controlled by simply applying a defined
bias voltage in AFM-based anodization. In order to overcome the shortcomings,
constant -current AFM anodization has been proposed [95], and a current-regulation
circuit was developed in order to improve the controllability of the current [101].
A special conductive AFM cantilever, in which a metal oxide semiconductor (MOS)
field-effect transistor (FET) as a constant-current source is integrated, designed and
fabricated by Wilder et al. [102], will be useful in order to construct a patterning
system based on scanning probe anodization.

When AFM was first developed it was operated in the contact mode. In contact-
mode AFM (C-AFM), the cantilever bending of an AFM probe is kept constant by its
feedback system. The AFM probe tip always touches sample’s surface at a certain
contact force kept constant in the range of nanonewtons. Since C-AFM is operated
with a relatively high contact force and lateral dragging of a sample’s surface with
an atomic force microscope tip is inevitable, the sample and the tip are frequently
damaged. In order to reduce damage both to the sample and to the atomic force mi-
croscope tip, dynamic-mode AFM, that is, dynamic force microscopy (DFM) was de-
veloped. In DFM, an AFM cantilever is vibrated at a frequency around its resonance
frequency and the tip–sample force is measured by detecting the amplitude or the fre-
quency of the cantilever vibration. As well as C-AFM, DFM has been successfully ap-
plied in AFM-based scanning probe anodization [35,103–105]. Although, there are
many types of DFMs ranging from intermittent-contact AFM (IC-AFM) to noncon-
tact AFM, DFM-based anodization is considered to work in IC-AFM mode, since ac-
tual contact between the AFM probe and the sample’s surface is achieved in IC-AFM
and is crucial in order to form the adsorbed water column as illustrated in Fig. 33.2.

When DFM is used for scanning probe anodization, a conductive AFM probe tip
periodically touches the sample’s surface. This means that a bias voltage is applied
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periodically as well. Such a periodic current injection may have some effects on
anodization. Effects of voltage modulation on AFM-based anodization have been
reported as well [106–108]. In these experiments, instead of a DC voltage, an al-
ternating voltage pulse was applied to the contact-mode atomic force microscope
tip–sample junction. Pérez-Murano et al. [106] fabricated oxide nanostructures on
Si–H by applying an alternating voltage pulse in which positive and negative sam-
ple bias voltages were repeated at a frequency up to 500 Hz. They reported that
fabricated oxide patterns had a higher aspect ratio than those fabricated using the
same DC voltage with the positive voltage of the alternating pulse. The method was
successfully applied for AFM-based anodization of Ti [107] and diamond [108],
resulting in the fabrication of finer lines.

The combination of DFM with the AC biasing method is also attractive [109–
113]. Legrand and Stievenard [111] used a pulsed bias with a duration time around
1 µs or less with a vibrating DFM cantilever with a vibration cycle of 3.6 µs. They
found that the anodized patten width varied from 25 to 16 nm depending on the phase
of the pulsed bias with a top voltage of 12 V with respect to the cantilever oscillation,
while the patten width was 21 nm when fabricated with a DC bias with the same
voltage. This result indicates that the pulsed bias method based on DFM improves
patterning resolution and the importance of phase matching between the pulsed bias
wave and the cantilever oscillation. García et al. [109,110] have studied in detail the
formation of a water nanocolumn at the tip–sample junction of the dynamic force

Fig. 33.12. Electrostatically controlled water bridge formation between a dynamic force micro-
scope (DFM) tip and a sample’s surface. A Approach of a DFM tip to a sample’s surface.
B Application of a pulsed bias between the tip and the sample. A water nanocolumn is electro-
statically formed by the pulsed bias voltage. C Application of the next bias pulse for anodization.
D Retraction of the DFM tip to break the bridged water column
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microscope and developed a highly controllable method to form the water column
as illustrated schematically in Fig. 33.12.

When a DFM tip approaches the sample’s surface with a distance of about 5 nm,
a pulsed bias V0 is applied to the tip–sample junction. The adsorbed water layers are
polarized by this applied electric field and, then, jump into a state where they are
connected owing to the electrostatic force. The tip and sample’s surface are bridged
with a water column. They have confirmed this water bridging by measuring the
cantilever vibration of DFM. The amplitude of the cantilever vibration at a frequency
of about 330 kHz was reduced to approximately 2 nm from approximately 7 nm,

which was the vibration amplitude without the water bridge. Then, a next pulsed
bias of V1 is applied to the junction in order to promote anodization. Typically, V1

is smaller than V0. Finally, the dynamic force microscope tip is retracted and the
water bridge breaks. This electrostatic water bridge formation has been extended to
bridging with a liquid other than water [85–87].

33.5
Lithographic Applications of Scanning Probe Anodization

33.5.1
Device Prototyping

Lithographic applications of scanning probe anodization have attracted central atten-
tion mainly because of expectations regarding the fabrication of electronic nanode-
vices based on the patternability of semiconductor materials such as Si and GaAs.
However, in scanning probe lithography, the probe tip must write lines one by one
to construct a whole pattern. Consequently, its throughput is not satisfactorily high.
Therefore, at present, scanning probe lithography is not suitable for mass production.
Nevertheless, scanning probe lithography based on anodization has been accepted
as a powerful tool for prototyping of electronic nanodevices, since the method has
a high spatial resolution down to around 10 nm and requires no complicated pro-
cesses, e. g., resist coating, curing, development, etching, resist removal, which are
indispensable for usual lithographic techniques.

Fayfield and Higman [114] have applied STM-based anodization in order to
fabricate Si MOSFET devices. They reported that the FET with STM-grown anodic
oxide successfully worked; however, the anodic oxide caused a slight mobility
decrease as compared with the mobility for an FET without the STM process.
Minne et al. [115] have fabricated a Si MOSFET with a gate width of 100 nm. They
brought a process step based on AFM-based anodization lithography into a series of
photolithographic processes in order to fabricate MOSFET devices. They used AFM
lithography in order to fabricate a 100-nm-wide gate electrode made of amorphous
Si (a-Si). The fabricated MOSFET was confirmed to work correctly. On the other
hand, Campbell et al. [116] have reported the fabrication of a side-gated Si FET by
means of AFM-based anodization lithography. They used silicon-on-insulator (SOI)
as a sample substrate. The single-crystal Si layer on a SOI substrate was anodized
by AFM and, then, etched using the patterned anodic oxide as an etching mask. The
fabrication of FET devices was attained with a critical feature size of 30 nm.
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Although the examples introduced in the previous paragraph were successful
demonstrations of scanning probe anodization lithography, they required other pro-
cess steps, for example, etching. Matsumoto et al. [41, 107, 117] have reported
an ingenious method to construct electronic nanodevices on the basis of scanning
probe anodization. They fabricated a nanodevice in a Ti film with a thickness of
3 nm. This very small thickness was crucial, since the Ti film was locally anodized
from its top surface to the bottom interface with its substrate. Accordingly, the Ti
film was divided into two parts separated by one anodic oxide line, which was em-
ployed as an electric insulating part of the nanodevice. Matsumoto et al. [41] have
fabricated a planar-type metal–insulator–metal diode and even a single-electron tran-
sistor (SET) working at room temperature using the anodic oxide/Ti system [117].
Moreover, by improving the surface roughness of a Ti film by depositing it onto an
atomically flat sapphire substrate and employing AFM-based anodization with volt-
age modulation, they succeeded in fabricating a room-temperature single -electron
memory [107].

The strategy that employs anodic oxide patterns as insulating parts in electronic
devices has been extended to fabricate many nanoelectronics devices on a variety
of material surfaces other than Ti. For example, compound semiconductors, e. g.,
GaAs, have attracted attention as base substrates for the fabrication of SETs and
other nanodevices [40, 57, 118–120]. Besides electronic applications, a photonics
application of scanning probe anodization has been proposed. Hennessy et al. [121]
have achieved high-precision tuning of photonic crystal nanocavities by AFM-based
anodization. A photonic crystal which was an array of minute holes made of GaAs
was partially anodized in order to modify the hole-array pattern. Metal films other
than Ti were also used for the fabrication of single-electron devices via scanning
probe anodization. Snow et al. [45] have fabricated a single atom contact in an Al
film. Shirakashi et al. [122] have fabricated a side-gate SET in a Nb film working at
room temperature, similar to that reported in [117]. Magnetic nanostructures have
also been fabricated by scanning probe anodization of Ni [74] and NiFe [123].

Diamond has also been applied as a device material to be fabricated by scanning
probe anodization. Tachiki et al. [124] have reported the fabrication of single hole
transistors working at 77 K on a hydrogen-terminated diamond surface by creating
oxygen-terminated surface regions through AFM-based anodization. Such a device
was constructed using hydrogen- and oxygen-terminated diamond surfaces as con-
ductive and insulating parts, respectively. Fabrication of functional elements on the
surface of oxide materials has been reported as well. Examples are the fabrication
of a Josephson junction on a YBCO substrate [59], a SrTiO3-based FET [125] and
a magnetoresistive structure on a perovskite manganite [91].

33.5.2
Pattern Transfer from Anodic Oxide to Other Materials

Scanning probe anodization both based on scanning tunneling microscopy and based
on AFM has been proved to be a powerful means for the fabrication of oxide
nanopatterns on substrates made of a variety of materials. In order to accomplish
“nanolithography” based on this technology, pattern-transfer processes compatible
to oxide nanostructures are crucial. The transferability of SPM-drawn patterns, that
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is, the capability of those patterns to serve as either masks or templates in subsequent
processes, is a key factor for nanolithography. The SPM-based oxidation techniques
both under anodic and under cathodic conditions offer great promise, since various
pattern-transfer processes have been successfully demonstrated so far.

33.5.2.1
Pattern-Transfer Process for Oxide Nanopatterns Fabricated on Si–H

First, we discuss pattern-transfer techniques from experimental results on Si–H,
which is the most general material for scanning probe oxidation. Both by scan-
ning tunneling microscopy and by AFM and both under anodic and under cathodic
polarization conditions, a Si–H surface can be locally oxidized as illustrated in
Figure 33.13, step A. Since silicon oxide rapidly dissolves in an aqueous solution
of HF, while Si is hardly etched in aqueous HF, the SPM-grown oxide is selec-

Fig. 33.13. Patten-transfer process for oxide nanopatterns fabricated on Si–H. A Local oxide
growth by scanning probe oxidation. B Oxide etching with HF. C Si etching using the oxide
layer as an etch mask. D Selective material deposition on the Si–H surface. E Molecular self-
assembly proceeding area-selectively on the oxide surface. F Selective material deposition on
the etched Si surface. G Deposition of a metal thin film. H Lift-off process: the metal film on
the oxide is lifted off when the oxide pattern is etched in HF. I Area-selective silicide formation
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tively etched as shown in Fig. 33.13, step B [32, 126, 127]. This process is crucial
for studies on kinetics and mechanisms of scanning probe oxidation of Si–H and
has been used to determine that fabricated features certainly consisted of silicon
oxide by confirming the formation of recessed features with HF etching and to mea-
sure volumes or thicknesses of oxide features by comparing topographic profiles
acquired before and after HF etching (Fig. 33.13, steps A and B). In contrast to
HF, alkaline solutions have chemical activities to Si, while silicon oxide is more
stable in solution. Thus, as illustrated in Fig. 33.13, step C, a Si nanostructure is
formed through selective etching using the oxide pattern as an etch mask. Typi-
cally, KOH [34, 81, 94] and tetramethylammonium hydroxide (TMAH) [128] are
used for the etching. Plasma etching using a mixture of SF6/C2F5Cl or Cl2/O2 as
the etching gas was also successful for selective Si etching using anodic silicon
oxide as the masking material [115,129]. Besides etching, area-selective nucleation
and deposition, as illustrated in Fig. 33.13, steps D and E, are promising pattern-
transfer processes as well. Dagata et al. [130] demonstrated this technique for the
first time. They found by means of molecular-beam epitaxy that a GaAs layer was
area-selectively deposited on the Si–H surface, while the oxide surface remained
undeposited. Electroless plating was successfully applied to area-selective metal-
lization [131,132]. Gold nanocrystals were selectively nucleated on the Si–H surface
(Fig. 33.13, step D) or the etched Si surface (Fig. 33.13, step F). Recently, Si–H
was found by Yoshinobu et al. [133] to have chemical affinity toward some types of
protein molecules, while the molecules did not adsorb on oxide. They accordingly
fabricated adsorbed ferritin patterns by a lithographic method based on AFM-based
anodization of Si. In other pattern-transfer demonstrations using a chemical contrast
between Si–H and oxide surfaces, chemical affinity of organosilane molecules is
employed. In this case, Si–H and anodic oxide surfaces act as inactive and reactive
sites, respectively. As illustrated schematically in Fig. 33.13, step E, since there are
a considerable number of –OH groups on the hydrophilic oxide surface, organosi-
lane molecules preferentially react with the –OH groups, resulting in the formation
of an organosilane monolayer on the oxide surface [134]. Such chemical affinity
of SPM-produced anodic oxide was reported to depend on the atmosphere used for
anodization. An anodic oxide surface formed in a wet environment with a humidity
of 88% was more reactive to organosilane molecules, while an anodic oxide surface
formed in a dry atmosphere with a humidity of less than 1% showed little reactivity
to the molecules [135]. In the latter case, the primary species of oxidation is consid-
ered to be oxygen rather than water and the surface is rarely terminated with –OH
groups. Lift-off patterning of Au films has also been demonstrated using a Si–H
sample with an anodic oxide pattern [136]. The patterned Si–H sample deposited
with a Au film (Fig. 33.13, step G) is etched in aqueous HF. The oxide under the
Au film is dissolved and, then, the Au film is lifted of the region, resulting in the
pattern transfer from oxide to Au. The patterned formation of metal silicide has also
been demonstrated [96,137]. When a Pt film is deposited on a Si–H sample with an
anodic oxide pattern,chemical reaction of Si with Pt to form PtSi is promoted faster
on the Si–H surface than on the oxide surface. After platinum silicide has formed
on the Si–H surface, unreacted Pt remaining on the oxide surface is etched off and,
then, the sample is annealed to complete the silicide formation. The oxide pattern is
transferred to the PtSi pattern.
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33.5.2.2
Patten-Transfer Process Using Conductive Thin Films

There are reports of scanning probe lithography using metallic resist films [31, 63].
In these demonstrations, thin films of anodically oxidizable metals were used as
resist films for nanolithography based on scanning probe anodization. One example
is illustrated schematically in Fig. 33.14, steps A–C.

In this process, a Mo film of 4-nm thickness formed on Si and polymer sub-
strates was used as a resist film. The resist was patterned by AFM-based anodization
in which the junction bias was applied between the atomic force microscope tip
and the Mo film. The film was locally anodized to MoO3 (Fi. 33.14, step A). This
anodic Mo oxide was etched in a KOH solution, while the unanodized Mo film
remained unetched. This KOH etching step corresponds to the resist development
process. When the KOH etching was further prolonged, the substrate Si was etched
in the anodized region. In the case of the polymer substrate, a sample with the
KOH-developed Mo resist film was treated in oxygen plasma in order to etch the
polymer substrate. In both cases, the anodized patterns were successfully transferred
as etched grooves (Fig. 33.14, step C). The combination of Mo and KOH etching
worked as a positive-tone resist process. With use of nanopattered polymer films
fabricated by the Mo resist process and the lift-off technique, various nanostructures
have been fabricated. A negative-tone metal resist process has been demonstrated
using Ti thin films [31]. A Ti film of 50-nm thickness was anodized so that an unan-
odized part remained under the anodic oxide as illustrated in Fig. 33.14, step E.
The patterned Ti films was etched in a dilute HF solution of 0.1%. The Ti film
was not etched in the anodized regions, showing that this was a negative-tone resist
process (Fig. 33.14, step F). Similar metallic resist processes might be achieved
using a Cr resist, since pattern-transfer processes for anodic chromium oxide via
chemical etching have been successfully developed [37]. In this report on chemical
etching techniques both positive and negative tone pattern transfers were demon-
strated.

Fig. 33.14. Pattern-transfer processes for metal resist. A Local oxidation of a metal film by
scanning probe anodization. B Oxide etching. C Substrate etching though the hole fabricated in
the metal resist film. D Resist removal. E Local oxidation of the top surface of a metal film by
scanning probe anodization. F Metal etching masked by the anodic oxide. G Substrate etching
masked by the metal film. H Resist removal
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Besides metallic thin films, Si films are applicable to conductive resist films
as well. Snow et al. [20] reported nanofabrication of GaAs substrates using a thin
Si film of 5-nm thickness epitaxially grown on the substrates as a resist film for
STM-based oxidation lithography. Kramer et al. [138] have reported an application
of hydrogenated a-Si (a-Si:H) films formed by plasma chemical vapor deposition
to resist films for scanning probe anodization lithography. They formed an a-Si:H
film on a PtIr substrate. The film was highly doped in order to attain a satisfactory
conductivity for STM-based anodization. First, anodization patterning of the a-Si:H
resist is conducted (Fig. 33.14, step E). Next, the patterned resist is developed by
TMAH etching (Fig. 33.14, step F). Then, the resist pattern is transferred onto the
substrate PtIr by Ar+ ion etching (Fig. 33.14, step G). Finally, the remaining resist
film is removed by dipping in HF for a short time and subsequent TMAH etching
(Fig. 33.14, step H). The particular advantage of a-Si:H resist films is that the films
can be deposited on almost any surface at low temperature.

Note that these conductive-resist techniques are applicable to the fabrication
of metal and Si nanostructures if the process is stopped at the resist development
step (Fig. 33.14. steps B and F). Indeed, Si electrodes for nanoelectronic devices as
discussed in Sect. 33.5.1 were fabricated by scanning probe anodization lithography
and chemical etching techniques [115, 116]. Fabication of Ti nanowires has been
reported as well using chemical etching of anodic titatium oxide with NaOH [139].
The process corresponds to Fig. 33.14, steps A and B.

33.5.2.3
Patten-Transfer Process Using Insulating Thin Films on Conductive Substrates

Si3N4 has been proved as a resist material for scanning probe anodization nano-
lithography [140]. Since Si3N4 is an electrical insulator, it must be formed as a thin
film on a conductive substrate, mainly on Si.

As illustrated in Fig. 33.15, step A, when a Si3N4/Si sample prepared by means
of a low-pressure chemical vapor deposition method is anodized by applying an
anodization bias voltage between a SPM tip and the Si substrate, Si3N4 is chemically
converted to silicon oxide. The anodized depth can be controlled so as to remain
within the nitride film or to be expanded to the Si substrate. When the SPM-anodized

Fig. 33.15. Pattern-transfer processes for Si3N4 resist on Si. A Local anodization of a Si3N4 layer
formed on a Si substrate. B HF etching of the anodic oxide. C Substrate etching. D Epitaxial
growth of a Si crystal masked with the Si3N4 resist
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Si3N4/Si sample is dipped into aqueous HF, the oxide dissolves faster than Si3N4, so
a hole is made in the resist film. The Si3N4 resist film is regarded as being developed
(Fig. 33.15, step B). Since the etch selectivity of Si to Si3N4 in a KOH solution is as
high as 1000, nanoholes or grooves can be fabricated on the Si substrate using the
Si3N4 resist film as an etch mask (Fig. 33.15, step C). A promising application of
the nanopatterned Si3N4 mask is area-selective epitaxial growth of Si nanocrystals
demonstrated by Yasuda et al. [141]. They coated top and sidewall surfaces of
the Si3N4 mask, but exposed a clean Si surface at the bottom of the hole. The
sample was treated by chemical vapor deposition using Si2H6 as the source gas.
The nucleation of Si proceeded selectively at the bottom of the etched hole where
Si was exposed. Accordingly, one Si crystal was successfully grown in each of
the holes on the Si3N4 resist film, resulting in the formation of a Si nanocrystal
array.

Among a variety of resist materials, organic thin films are practically important
and have been frequently applied for lithography. Thus, the patterning of organic thin
films by SPM is of special importance. However, in order to attain high spatial reso-
lution on nanometer scale, resist films must be prepared in a thin and uniform layer.
Furthermore, the films must be compatible with pattern-transfer processes, particu-
larly with chemical etching. Organic SAMs fulfill the requirements for resist films
for scanning probe anodization lithography including thickness, uniformity, pattern-
ability and compatibility to various pattern-transfer processes and, therefore, are one
of the most promising candidates [42, 47, 48, 50, 64]. As described in Sect. 33.3.1,
when a SAM is locally anodized, organic molecules can be decomposed in or de-
tached from the anodized area; consequently, an etched hole is formed by scanning
probe anodization (Fig. 33.16, steps A and B) [47, 48, 99].

Fig. 33.16. Pattern-transfer processes for a SAM resist on a conductive substrate or a metal thin
film. A SAM patterning by scanning probe anodization. B Patterned SAM resist. (If an anodically
oxidizable material, e. g., Si or Ti, is used as the substrate, the growth of an anodic oxide
layer, which is not indicated, is inevitable in the anodized region as illustrated in Fig. 33.10c.)
C Substrate and metal film etching. D Selective metal deposition with positive and negative
tones
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The resist-developing process is not necessarily different from that for the metal
and Si3N4 resist films. Namely, the anodization patterning of SAMs can be consid-
ered as “self-developing.” For example, Si nanostructures have been successfully fab-
ricated using alkylsilane SAMs as resist films by scanning probe anodization lithog-
raphy and the subsequent chemical etching processes (Fig. 33.16, step C) [42, 99].
For these etching processes, HF and a mixture of NH4F and H2O2 were employed as
etching chemicals. When an anodically oxidizable metallic film is used for a sample
substrate, a metal nanostructure can be fabricated as illustrated in Fig. 33.16. The
nanoprocessing of Ti thin films has been reported [142]. Besides the use of SAMs,
a-C films have been employed as semiconducting resist films [54]. An a-C layer
prepared on a PdAu film surface was patterned by AFM-base anodization. The film
was decomposed in the anodized region, similarly to scanning probe anodization of
graphite [23], so an etch hole was created beneath the atomic force microscope tip.
The substrate PdAu film was etched by Ar+ ion etching using the patterned a-C layer

Fig. 33.17A–C. Nanoprocessing of an insulator based on scanning probe anodization lithogra-
phy. The sample substrate was a single-crystal Si plate with a thermally grown oxide layer
approximately 20 nm in thickness. A triple-layered resist film, a thin Si film of 20-nm thickness,
a photochemically grown Si oxide layer of 2-nm thickness and an octadecylsilyl SAM of 2-nm
in thickness was prepared on this Si substrate. In order to inject current into the SAM, a bias
voltage was applied between the conductive AFM probe and the amorphous Si layer, which was
positively polarized. The patterning was conducted using the constant-current mode. The resist
development was a two-step chemical etching conducted at room temperature, that is, etching
in 0.5% aqueous HF and 25% aqueous tetramethylammonium hydroxide (TMAH), in that order.
The sample was etched in the HF solution again in order to transfer the resist pattern to the SiO2
substrate. After this pattern transfer step had been completed, the resist film was etched again in
the TMAH solution. The AFM image shows a grid pattern at horizontal and vertical intervals of
approximately 500 nm fabricated on the SiO2 substrate
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as a mask. Finally, the remaining a-C film was removed by oxygen plasma etching.
Consequently, PdAu nanostructures were fabricated. Considering the semiconduct-
ing property of the a-C films, the a-C resist films are not restricted to nanofabrication
of conducting substrates, but might be applicable to nanofabrication of insulating
substrates.

Selective metallization is possible using scanning probe anodization lithography
and SAM resist films as illustrated in Fig. 33.16, step D. Electroless plating has
been employed in order to fabricate positive-tone and negative-tone metal patterns
on patterned SAM samples. The former was achieved using an alkylsilane SAM
as a resist film [143]. The SAM was coated on a Si substrate and patterned by
AFM-based anodization. In the anodized area, the substrate Si was exposed by HF
etching. The exposed Si surface worked as a nucleation site for Au electroless plating
through the galvanic displacement of Si by Au ions, resulting in the AFM-drawn
pattern being transferred to a Au nanopattern. In contrast, in the latter case, an
amino-terminated organosilane SAM was used as a resist film [50]. Since amino-
functional groups have an affinity to Pd-based catalysts, the nonanodized area on
the patterned aminosilane SAM was area-selectively catalyzed and, then, metallized
with electroless Ni deposits. On the other hand, Schoer et al. [144] have reported
the fabrication of Cu nanopatterns down to 50 nm in width. They used an alkylthiol
SAM on Au and patterned the SAM by scanning tunneling microscopy. The patterned
sample was further treated with a metal–organic chemical vapor deposition method
in order to deposit Cu on the probe-scanned area, resulting in the fabrication of
positive-tone metallic nanostructures.

Figure 33.17 demonstrates the capability of AFM-based anodization lithography
using mutilayer resist films for nanoprocessing of SiO2, which is a key insulating
material for Si-based microdevices [145]. The resist consists of an alkylsilane SAM
and an a-Si film which serve as an imaging layer and a current-passing layer,
respectively. The developing process for the exposed resist film was a two-step
chemical etching conducted at room temperature. Nanostructures were fabricated
on the substrate SiO2 through chemical etching using the developed resist film as an
etching mask. The AFM image shown in Fig. 33.17 demonstrates that fine grooves
less than 50 nm in width were successfully fabricated on the thermal SiO2 substrate.

33.5.3
Integration of Scanning Probe Lithography
with Other High-Throughput Lithographies

Although, scanning probe lithography is a powerful technique for nanofabrication, its
patterning speed is relatively slow compared with that of electron-beam lithography
even though scanning probe lithography has attained a pattern drawing speed in
the range of centimeters per second. This is a serious disadvantage in practical
applications. One approach to improving the total throughput of scanning probe
lithography is to complement this slow but high-resolution lithography with a high-
speed, low-resolution pattern-transfer technique. The integration of photolithography
and scanning probe lithography is the most promising way. In order to perform such
an integration in practice, two key technologies are needed. The first one is a resist
material which is commonly usable in both photolithography and scanning probe
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lithography. The second one is an accurate alignment of an SPM-generated pattern
with a photolithographically transferred pattern on the resist. The latter problem can
be solved in AFM-based lithography, since AFM has excellent abilities in high-
resolution surface imaging. Prior to AFM lithography, photoprinted patterns on
a resist film could be imaged without rarely causing damage to the patterns. The
AFM probe is readily located at a required position using the acquired image as
guidance.

As a resist material patternable both in photolithogaphy and in AFM-based an-
odization lithography, a-Si films were first proposed [146,147]. With use of the light
beam from an Ar+ ion laser of 488-nm in wavelength, a hydrogen-terminated a-Si
surface was locally oxidized with a minimum spot size of 500 nm. Next, an ad-
ditional pattern was drawn on the sample surface by AFM-based anodization by
aligning both the laser-drawn and the AFM-drawn patterns. Finally, the oxide pat-
terns were transferred to the a-Si film via KOH etching. This integrated lithography
was further extended to use Al thin layers as resist films [148]. On the other hand, an-
other approach for the integration of photolithography and AFM-based anodization
lithography has been reported [149,150]. In this integrated lithography, organosilane
SAMs were used as resist films for photolithography and AFM-based anodization
lithography and LFM imaging was used for the pattern alignment. Since, in general,
most of the organosilane SAMs did not have the photosensitivities required for pho-
tolithography, a novel photolithographic technology using vacuum-ultraviolet light
of 172-nm wavelength was developed for the integration. In addition, the integra-
tion of AFM-based anodization with electron-beam lithography is also promising,
since special SAM resists patternable with both lithographies have been devel-
oped [151].

33.5.4
Chemical Manipulation of Nano-objects by the Use
of a Nanotemplate Prepared by Scanning Probe Anodization

Most lithographic technologies depend on etching processes in which materials
are removed selectively from certain locations with defined patterns. Therefore, the
compatibility of such etching processes is of primary importance for the lithographic
applications of scanning probe anodization as described in Sects. 33.5.2 and 33.5.3.
Another important approach for constructing nanostructures and devices is to build
up minute objects onto particular positions on a substrate. Scanning probe anodiza-
tion is, thus, expected to be applied to this approach, that is, “chemical manipulation
of nano-objects” as illustrated schematically in Fig. 33.18.

The strategy of chemical nanomanipulation consists of (1) preparation of a pat-
terned substrate, (2) provision of chemical contrasts to the patterned substrate and
(3) programmed arrangement of nano-objects promoted by the chemical contrasts.
The chemical contrast means the presence of chemical affinity and reactivity be-
tween adjacent regions. Free spaces themselves are also regarded as nano-objects
and are very useful parts for constructing nano-systems and devices. As described
in Sect. 33.5.2, there are a few chemical contrasts between Si–H and SiO2 surfaces
and such contrasts are useful for the chemical manipulation [132, 134]. However,
there is a serious disadvantage of that system. The Si–H surface is not stable for long
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Fig. 33.18. Chemical manipulation of nano-objects

exposure to air and in some chemical environments. This lack of chemical durabil-
ity of Si–H creates some restrictions for the use of Si–H in chemical manipulation
processes. As an alternative, a SAM is a fruitful candidate as the base material for
chemical manipulation, since some types of SAMs are much more durable than
Si–H substrates and a wide variety of chemical functions can be provided by the
use of SAMs consisting of various types of molecules. Furthermore, scanning probe
anodization lithography is the most promising method for the first step of chemical
manipulation, since it can be conducted under ambient conditions and, thus, does
not require any hard environments in which some types of SAMs are deactivated or
even decomposed.

Figure 33.19 illustrates a process chart of chemical manipulation based on
organosilane SAMs and scanning probe anodization lithography [152]. When
an alkylsilane SAM is patterned by scanning probe anodization (Fig. 33.19,
step A), silicon oxide is exposed in the anodized region [99]. A distinct chem-
ical contrast exists between the anodized and unanodized regions, the surfaces
of which are hydrophobic and hydrophilic owing to the surface termination
with –CH3 and –OH groups, respectively (Fig. 33.19, step B). This chemi-
cal contrast might be applicable to the manipulation of minute objects. For
example, the condensation of water on the hydrophilic region has been ob-
served (Fig. 33.19, step C) [42]. Other polar liquids and molecules or water-
soluble substances might be delivered on the hydrophilic region. Some types
of protein molecules are expected to be immobilized on the hydrophobic re-
gion though hydrophobic interaction similarly to the demonstration conducted
on an oxide-pattern/Si–H sample [134], since the wettability contrast between
–CH3 and –OH terminated surfaces is larger than that between Si–H and –
OH.
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Fig. 33.19. Template fabrication and chemical manipulation on organosilane SAM covered Si
substrates structured by scanning probe anodization lithography. A Anodization lithography of
a SAM/Si sample. B Template with a wettability contrast. Selective assembly of substances
on the C hydrophilic and D hydrophobic surfaces. E Chemical modification of the template.
F Molecular assembling and G nanoparticle immobilization on the modified oxide surface

It is well known that an oxide surface terminated with –OH groups can serves
as an adsorption site of organosilane molecules; hence, another organosilane SAM
with chemical properties different from those of the alkylsilane SAM surrounding
the anodic oxide patten can be formed on the oxide (Fig. 33.19, step E) [152, 153].
More sophisticated chemical manipulations will be attainable though this approach.
Typically, an aminosilane is employed for preparing the second SAM on the anodic
oxide pattern. Indeed, protein molecules were immobilized on such an aminosilane
SAM pattern using a proper cross-linker connecting –NH2 groups and the protein
molecules (Fig. 33.16, step F) [152,154]. Moreover, arrays of latex and Au nanopar-
ticle have been constructed [152, 155]. As illustrated in Fig. 33.20, step A, the
first SAM was locally removed by scanning probe microscope tip induced anodiza-
tion in order to prepare chemically reactive sites for the second SAM formation
in the demonstrations described above. The removal of the first SAM is not abso-
lutely necessary in order to fabricate chemical nanotemplates. Maoz et al. [56] have
fabricated templates having a specific chemical contrast by chemically converting
SAM surfaces instead of removing SAMs. They demonstrated that an organosilane
SAM surface terminated with vinyl groups could be oxidized to –COOH groups
by AFM-base anodization and such a COOH-terminated surface served as a molec-
ular self-assembly site. Fresco et al. [156] have developed a precursor molecule
for a SAM compatible with the chemical conversion of surface functional groups
by AFM-based anodization. They fabricated SH-terminated sites in order to fix Au
nanoparticles. One advantage of this surface chemical conversion method is that both
cathodic and anodic reactions are available for attaining chemical contrasts [92,157].
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Fig. 33.20. Surface chemical conversion of a SAM by scanning probe electrochemistry. A For-
mation of chemical contrast by SPM tip induced electrochemical reactions. B Template with
chemical contrast created owing to a chemical change of the surface functional groups on the
SAM. C Molecular assembly and D nanoparticle immobilization on the chemically converted
region

Although available chemical routes for generating chemical contrasts are limited in
the surface chemical conversion approach, the method certainly provides additional
versatility to the chemical manipulation strategy.

33.6
Conclusion

Since 1990, local oxidation of material surfaces has attracted primary attention in the
research field of nanofabrication based on SPM. In this chapter, this SPM-induced
local oxidation in the presence of adsorbed water at the scanning probe microscope
tip–sample junction was discussed mainly from the viewpoint of electrochemistry, in
addition to a historical review and technical developments. Although it started from
the first demonstrations on semiconductor surfaces, at present the method has become
crucial technology for nanofabrication and nanolithography applicable to patterning
of a wide variety of materials ranging from metals to organic thin films. In these nearly
two decades, significant technological developments have been achieved in probe-
motion control, junction-current regulation, characterization of fabricated features,
pattern-transfer processes and so forth. In particular, the method has been extended to
promote chemical reactions other than oxidation, e. g., nitrization, carbonization and
electrochemical reduction. Namely, from the local oxidation with adsorbed water,
it has become the local electrochemical modification with an adsorbed substance.
These technical developments have enriched the versatility and applicability of the
method.
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34 Tissue Engineering: Nanoscale Contacts
in Cell Adhesion to Substrates

Mario D’Acunto · Paolo Giusti · Franco Maria Montevecchi · Gianluca Ciardelli

Abstract. Tissue engineering is the exploitation of a combination of cells, engineered materials,
and suitable biochemical and mechanical factors and processes to improve or replace biological
functions. A number of questions in tissue engineering involve cell dynamics and proliferation.
Motility is the hallmark of life, and mechanical forces—foremost adhesion and friction forces—
play a fundamental role in cell migration, cell positioning, and cell-to-cell binding and tissue
stabilization when contractile forces are generated within the cell and pull the cell body forward.
In living systems such as cells, force interactions are more complex than those of the inorganic
world because living systems continuously adapt the forces required for their movements by
processing a number of internal and external signals and by converting different forms of energy
into mechanical energy. Animal cells have an average size of 10–40 µm, but the adhesion with
substrates is limited to sites whose dimensions fall in the nanometer range. As a consequence,
a basic understanding on the nanoscale level is needed to have satisfactory knowledge of cell
frictional and adhesion fundamental properties. Different techniques has been used to measure or
to investigate how living cells adhere to other cells, to the extracellular matrix, or biocompatible
scaffolds in their native environment. With the advent of the scanning probe microscopy family,
it has been made possible both to study adhesive fundamental properties and features simulating
the interaction between living systems, and to shed light on some processes occurring in complex
living matter on the nanoscale making use of the atomic force microscopy based technique. This
chapter describes summarily the role of the adhesion mechanisms occurring in cell dynamics and
discusses some experimental results for adhesion forces between cells and scaffolding substrates
on which they spread and proliferate.

Key words: Tissue engineering, Cell spreading, Nanoscale contacts, Focal adhesion

34.1
Tissue Engineering: A Brief Introduction

The main objective of regenerative medicine is the replacement, repair, or functional
enhancement of tissues and organs. Tissue engineering provides the 3D assembly
of cell species and extracellular matrix (ECM) able to restore, maintain, or enhance
the function of tissues and has recently emerged as the most advanced therapeutic
option presently available in regenerative medicine [1–5].

A damaged tissue is regenerated by the migration of cells to the injured area,
induced by the release of chemotactic signals from the damaged tissue (Fig. 34.1).
Tissue regeneration and healing is eventually accomplished by a combination of
cell proliferation and cell matrix synthesis to form the regenerated tissue [5, 6].
The field of tissue engineering shows enormous potential for reparative medicine,
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Fig. 34.1. Release of chemo-
tactic signals and subsequent
cell migration

but full achievement of this target may not be possible for many decades, although
a number of related goals could be reached earlier. Challenging objectives are to
initiate and control the regeneration of pathological tissue, and to treat, modify,
and prevent disabling chronic disorders. It is a further challenge for regenerative
medicine to deliver the disease-modifying benefits of tissue-engineered products to
a wide patient population, in a cost-effective way. Again, since force generation
and processing is a key component of cell behavior, it will be crucial to know
how cells dynamically interact with substrates and their subsequent proliferations
and differentiations. Besides, interactions occurring between biopolymers involve
mechanics on the molecular and supramolecular scales. As a consequence, a basic
understanding on the nanoscale level is needed to have satisfactory knowledge of
cell frictional and adhesion fundamental properties.

The ultimate goal of regenerative medicine will require ECM engineering, a task
that necessitates more learning about self-assembly, supramolecular chemistry and
physics, and biomimetic material properties and, as far as contacts between living
systems are concerned, particular features of tribology on the typical molecular or
supramolecular scale of protein and molecular motors should be addressed.

One of the major goals will be to effectively exploit the enormous self-repair
potential that has been observed in adult stem cells. Today’s tissue engineering ther-
apies are based on the autologous reimplantation of culture-expanded differentiated
cells; next-generation therapies will need to build on the progress made with tis-
sue engineering in understanding the huge potential for cell-based therapies which
involve undifferentiated cells.

As the basic unit of life, cells are complex biological systems (Fig. 34.2). Cells
must express genetic information to perform their specialized functions: synthesize,
modify, sort, store, and transport biomolecules, convert different forms of energy,
transduce signals, maintain internal structures, and respond to external environments.
All of these processes involve mechanical, chemical, and physical processes. A major
goal of tissue engineering is to generate living cellular constructs with 3D, tissuelike
organization of cells and matrices characterized by cell migration, activation of
signaling pathways, induction of growth factors, differentiation, tissue remodeling,
and morphogenesis. Motility and mechanical forces, foremost adhesion and friction
forces, play a fundamental role in cell migration, cell positioning, and cell-to-cell
binding and tissue stabilization when contractile forces are generated within the
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Fig. 34.2. An animal
eukaryotic cell, which
has an average size of
10–40 µm

cell. In protein secretion, for example, protein molecules are packaged in vesicles
and are transported to the cell membrane by means of a molecular motor running
along filaments and cells. On the other hand, mechanical forces and deformations
induce biological response in cells, and many normal and diseased conditions of
cells are dependent upon or regulated by their mechanical environment [7]. The
effects of applied forces depend on the type of cells and how the forces are applied
to, transmitted into, and distributed within cells.

A cell is formed by a cytoskeleton wrapped by the plasma membrane and trapping
inside a nucleus surrounded by the souplike cytoplasm. The cytoskeleton is a system
of protein filaments—microtubules, actin filaments, and intermediate filaments—
that give to the cell shape and capability for directed movements (Fig. 34.3). The
cytoskeleton contains three distinct filamentous biopolymers, the microtubules, mi-
crofilaments, and intermediate filaments. The basic structural elements of these three
filaments are linear polymers of the proteins tubulin, actin, and vimentin or another
related intermediate filament protein, respectively. The viscoelastic properties of
cytoskeleton filaments are likely to be relevant to their biologic function, because
their extreme length and rodlike structure dominate the rheologic behavior of cyto-
plasm.

Cells are attached to the ECM, a complex network of polysaccharides and pro-
teins secreted by the cells that serves as a structural element in tissues. Proteins in
the ECM, including collagen, elastin, fibronectin, vitronectin, and laminin, also play
a regulatory role in cellular function through binding to various receptor proteins,
found on the cell surface. Some of these receptors are members of the integrin fam-
ily of transmembrane proteins. They are composed of two units, α and β, and are
expressed on the membrane of a wide variety of cells. When attached to the cell
cytoskeleton, integrins are critical to the mechanical stability of cell adhesion to the
ECM and to other cells. Integrins also serve as biochemical signaling molecules
in normal and diseased states of cells, and are involved in regulating cytoskeletal
organization.

Adhesion plays a fundamental role in cell motion, proliferation, and homeostasis,
both in the interaction with the external environment and in cell–cell interaction.
For example, epithelial cells that form tissues that cover the internal and external
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Fig. 34.3.Cell cytoskeleton consists of microtubules (25 nm in diameter), actin filaments (5–7 nm
in diameter), intermediate filaments (8–12 nm in diameter), and other binding proteins

surfaces of organs, such as skin cells, the lining of the lungs, and the lining of
the intestines, must adhere to substrates under a wide variety of conditions. Their
adhesion properties can be regulated by the cell—or the system of cells—which
simultaneously senses the chemical and mechanical properties of the environment.
While these mechanical processes of biological cells must ultimately be described
by the known laws regulating tribological systems, there are important differences
between conventional inorganic (“dead”) materials and wet living matter. A complex
combination of shear forces and adhesive features is the key for understanding the
ability of cells to proliferate, the phenotype characterization, and the ultimate ability
to regenerate a tissue. Recent experiments show that, contrarily to artificial vesicles
that exert only normal forces when adhering to a substrate, adhering cells show both
normal and lateral forces [8, 9]. The normal forces arise from the action of specific
adhesion molecules, van der Waals interactions, or macromolecular adsorption,
while the lateral force arise from elastic deformations of the adhesion region by
cytoskeletal forces. These lateral forces regulate the size and shape of the finite-sized,
discrete adhesion regions (focal adhesion) and allow a cell to probe and to adjust the
strength of the adhesion to its physical environment (Fig. 34.4). For mechanically
active cells like fibroblasts, there could be hundreds of focal adhesions. The forces
associated with the sites distributed along the cell rim keep the cell under tension.
The forces that arise from the tension in the actin cytoskeleton tend to polarize the
tense actin filaments. It is possible to sum over all the focal adhesions and model
such an adhering cell as a pair of nearly equal and oppositely directed contraction
forces (elastic force dipoles) with typical forces of 100 nN over a scale of tens of
microns.
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Fig. 34.4. How integrin-mediated activation of the signal transduction pathway may regulate the
cell–substrate interaction. Once the cell comes into contact with the substrate it forms focal
adhesions. The integrins are thought to relay signals to the nucleus though the mitogen-activated
protein kinase pathway that is a cascade of focal adhesion kinase (FAK), phosphorylation (P),
transcription factors (TFs), RAS and raf monomeric GTPases, extracellular signal related kinases
(ERKs), and mitogen-activated protein kinase (MEK). In the bottom image, it is shown that if the
signals relayed by the focal adhesions to the nucleus are positive, the integrin clustering occurs,
increasing the area of cell adhesion to the substrate; if the signals are negative, then matrix
metalloproteinases are released, causing integrin substrate detachment, decreasing the area of
cell attachment. (Adapted from [25], with permission)

This chapter is organized as follows. After this introduction, in Sects. 34.2
and 34.2.1, basic mechanisms for cell–substrate adhesion, including the impor-
tance of the mechanical forces, in cell dynamics and proliferation are discussed.
In Sect. 34.3, the nanoscale-level contacts between biomembranes and biopoly-
mers through scanning probe microscopy techniques are reviewed, with attention
focusing on experimental strategies for the measurements of cell–substrate (ECM
or biomimetic scaffolds) adhesion force. At the end of the chapter, there is brief
glossary to help the reader with biochemical terms.

34.2
Fundamental Features of Cell Motility and Cell–Substrates Adhesion

Phenomena involved in the movement of cells and of their internal components are
the subject of a great number of investigations, owing to the intrinsic interest in the
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processes and because of the medical importance not limited only to tissue engineer-
ing [10]. Most cancers, for example, are not life-threatening until they metastasize
and spread throughout the body. Metastasis occurs when previously sessile cells
in a tumor acquire the ability to move and invade nearby tissues and circulate in
the bloodstream or lymphatic system. A treatment that could impede the ability of
tumor cells to acquire motility would largely prevent metastasis. The investigation
of motility and its connection with adhesion mechanism processes offers a grow-
ing interdisciplary area in which a detailed knowledge of the mechanisms of cell
motility might prove useful. Cells have spent several billion years developing highly
efficient machinery to generate forces in the piconewton-to-nanonewton range that
operate over distances of nanometers to micrometers and function in an aqueous
environment. The better we understand the mechanics of cell motility, the more we
will be able to adapt the cell movement machinery for medical treatments and, in
general, for bioartificial systems.

A wide variety of cell movements have been characterized by biologists and bio-
physicists in relation to different degrees of molecular and mechanical features [12].
Movements of whole cells can be roughly divided into two functional categories:
swimming, when the movement is through liquid water, and crawling, when the
movement is across a rigid surface. Since viscous forces are many orders of magni-
tude stronger than inertial forces at the speeds, viscosities, and length scales experi-
enced by swimming cells, for bacterial cells, the rotation of a helical or corkscrew-
shaped flagellum in bacterial cells has been particularly well characterized from the
biophysics perspective [13]. The flagellum is a long filament constructed by the non-
covalent polymerization of hundreds of identical protein subunits, called flagellin.
The speeds of flagellar swimming range from about 10 to 100 µm/s. Some unicellular
eukaryotes swim by gradually changing the contour of their surface. This movement,
called metaboly [14], shows that the reshifting of cellular content to generate a local
increase in drag that propagates from the front of the cell to the back is sufficient to
pull the cell center of mass forward through the viscous aqueous environment.

The best-characterized movement of a cell across a rigid surface is the crawling
motility, or amoeboid motility. It is a general process where a cell attached to a rigid
substrate extends forward a projection at its leading edge that then attaches to the

Fig. 34.5. Cell trajectories su-
perposed on the initial frame.
The inset shows 13 subse-
quent positions along the
trajectory of the cell exam-
ined. (Adapted from [11])
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substrate. Long, thin projections are called filopodia; flat, veil-shaped projections are
called lamellipodia; and thick, knobby projections are called pseudopodia. All three
types of projections are filled with assemblies of cytoskeletal actin filaments. Some
differences can be observed in the cytoskeleton strategy for movement: lamellipodia
are often associated with continuous advancing owing to a rolling mechanism, while
filopodia and pseudopodia are characterized by a protrusion, sticking, and pulling
strategy. After protrusion and attachment, the crawling cell then contracts to move
the cell body forward, and movement continues as a threadmilling cycle of front
protusion and rear retraction. The speed of such amoeboid movement can range
from less than 1 µm/h to more than 1 µm/s, depending on the cell type and its
degree of stimulation. Several kinds of movements in which cells slide across a rigid
substrate are known as gliding movements. Gliding appears in some bacteria to be
driven by a low Reynolds number analogous to jet propulsion, in which a sticky and
cohesive slime is extrused backward to push the cell forward [15].

Molecular motors denote a biological mechanism that converts chemical energy
into mechanical energy, used by a cell to generate directed motion [10, 16–18].
Cytoskeletal motors bind to the filaments of the cytoskeleton and then walk along
these filaments in a directed fashion. This class of motors is essential for intracellular
transport, cell division, and cell locomotion. Cells generally store chemical energy
in two forms: high-energy chemical bonds, such as the phosphoanhydride bonds
in adenosine triphosphate (ATP), and asymmetric ion gradients across membranes,
such as the electrical potential seen in nerve cells, see Sect. 34.5 for details. These
sources of chemical energy drive all cell processes, from metabolism through to DNA
replication. The subset of cell proteins and macromolecular complexes that convert
chemical energy into mechanical forces are generally called molecular motors. Their
wide variety reflects the diversity of cell movements necessary for life. Known
biological molecular motors may be divided into three principal groups: (1) rotatory
motors; (2) linear stepper motors; (3) assembly and disassembly motors [13, 18].

All the various cell movements are performed by ensembles of molecular motors
that fall into these categories. One of the best-characterized motors in the bacterial
species is the tiny rotary motor that enables bacteria to swim [20]. This motor uses
ion flux along an electrochemical gradient to drive the rotation of the long, thin
helical flagellum at a frequency of about 100 Hz. All known biological rotary motors
use energy stored in an ion gradient to produce torque [21]. Most use the gradients
of hydrogen ions that are found across the membranes of living cells.

Linear stepper motors are much more common in eukaryotic forms of motil-
ity. These motors move along preassembled linear tracks by coupling binding to
the track, ATP hydrolysis, and a large-scale protein conformational change (see
Sect. 34.5 for the connection between ATP hydrolysis and molecular motors). The
first linear stepper motor to be characterized was myosin, the motor that drives fil-
ament sliding in skeletal muscle contraction [22]. The track for myosin is the actin
filament, a helical polymer formed by noncovalent self-association of identical glob-
ular subunits. Currently, there are at least 18 different classes of myosins known, and
each class may comprise dozens of different members even in a single organism.
Figure 34.6 shows a schematic representation of the myosin V double arm acting
between an actin filament and a cargo and the corresponding simulated steplike mo-
tion. Various forms of myosin in humans are responsible for biological movements
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Fig. 34.6. Sequence for a swinging lever arm model proposed for the walking of a myosin V
dimer along actin filaments [19]. Changes in the actin-binding domain during the ATPase cycle
make possible the rotation of the lever arm, resulting in movement. The binding sites on the
actin filament (8-nm diameter) are marked in gray

as diverse as muscle contraction, cell division, pigment granule transport in the skin,
and sound adaptation in the hair cells of the inner ear. The exact mechanical features
of each type of myosin motor appear to be carefully tuned to their biological func-
tions. Similar functional tuning of motor mechanical properties is found in another
abundant and diverse family of linear stepper motors, the kinesins, which use mi-
crotubules rather than actin filaments as a track [21]. Kinesins are involved in many
types of intracellular transport, including transport of organelles along nerve axons
and chromosome segregation. Another family of linear stepper motors that walk on
microtubules, the dyneins, is less well-characterized.

Microtubules and actin filaments can assemble and disassemble rapidly to change
the shape of the cell and to produce force on their own [22]. In these forms of
biological force generation, the chemical energy comes from nonequilibrium protein
polymerization, although ultimately the cellular pools of polymerizing actin and
tubulin subunits are maintained in a steady state far from chemical equilibrium due
to a coupling between protein polymerization and ATP hydrolysis. Force generated
by actin polymerization is responsible for the movement of certain kinds of bacteria
pathogens and the major driving force for cell protrusion at the leading edge in
amoeboid motility. Whereas rotary motors and linear stepper motors have been
characterized in great physical detail and force measurements have been performed
on single molecules of each class, assembly and disassembly motors are poorly
understood. Only a few measurements of the amount of force generated by single
microtubules have yet been made, and there is to date no direct measurement of the
force generated by polymerization of a single actin filament.

Cells adhere to a surface initially by attaching to a preadsorbed protein network
called the extracellular matrix (ECM) or to neighboring cells. The cells spread out
and their shapes are influenced by the surface topography and contribute to their
phenotypic behavior. The nature of the ECM influences major cellular perspectives
of growth, differentiation, and apoptosis and its composition will ultimately deter-
mine which cellular functions will be selected. In Fig. 34.4, it is schematically shown
how cells feel and react to the ECM by means of integrin-dependent focal adhesion
sites. Focal adhesions were first observed to form between cells and solids by Am-
brose [23], in 1961, and later, in 1964, Curtis [24] found that their distance of closest
approach was approximately 10 nm. The focal adhesion complex is composed of
a high density of proteins that attach the extracellular portion of the cell to the intra-
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cellular cytoskeleton portion. Transmembrane proteins, such as integrins, attach to
the ECM and connect indirectly to the actin filaments through protein assemblies of
talin–paxillin–vinculin (Figs. 34.2, 34.4). Recently, it was shown experimentally and
with a theoretical approach that mechanical forces can influence the association of
integrin with the cytoskeleton to form the focal adhesion complexes [25–29]. In such
complexes, integrins are likely a major force transmitter, since they provide the me-
chanical linkage between the cell cytoskeleton and the ECM. Further, a cell may be
sensitive to mechanical forces or deformations through both integrin-mediated cell–
ECM interactions and the subsequent force balance within the cytoskeleton. This
balance may play a crucial role in regulating the shape, spreading, crawling, and po-
larity of cells. A still-open question is how mechanical force balance is recognized by
cells and transduced into biological responses, and the exact molecular mechanisms
responsible for mechanochemical transduction in living cells remain unknown. Dif-
ferent mechanisms have been proposed. One proposed mechanism considers the ion
transport in the cell membranes. Ion transport can be changed by mechanical forces,
especially tension in the cell membrane, thus changing the biochemical processes
in cells [30]. Another proposed mechanism is based on the experimental evidence
that cell cytoskeleton components, such as actin filaments and microtubulues, de-
form under mechanical forces, inducing conformational changes of other proteins
attached to them and altering their functions. Moreover, ECM biopolymers such as
fibronectin may deform under force, changing their interactions with cell-surface
receptors, including integrins [31]. Fibronectin is able to contract to a fraction of
its original length, and this property serves as a mechanosensitive control of ligand
recognition. Existing experimental results suggest that the binding specificity and
affinity between a receptor and a ligand can be changed by mechanical forces.

Living cells exert directional, lateral forces on adhesive sites. Since the adhering
cells are rather flat, the forces exerted on the substrate can be considered to be tangen-
tial to the plane of the substrate surface. These forces originate from the interaction
of the contractile cytoskeleton (actin filaments and their associated myosin motors)
and the focal adhesion sites. Such adhesion sites respond dynamically to the local
stresses: increased contractility leads locally to larger adhesions; in contrast, focal
adhesions are disrupted when myosin in inhibited [32]. Typical forces at mature
focal adhesions of human fibloblasts were found to vary between 10 and 30 nN [9].
Since each cell can have several hundred focal adhesions, the overall force exerted
by a single cell goes up to the micronewton range. A linear relationship between the
magnitude of the force and the focal adhesion area was found [33]. The direction of
force usually agreed with focal adhesion elongation: for larger areas, force increases
in proportion to area, with a stress constant of 5.5 nN/µm2. The relation between
force and size of the focal adhesion indicates that they act as mechanosensors: forces
are used to actively probe the mechanical properties of the environment.

Several models have been introduced to describe within physical condensed-
matter schemes the anchorage-dependent cells constantly assembling and disas-
sembling focal adhesion sites, thereby probing the mechanical properties of their
environment. For example, the concepts of force dipoles has been used to model
cells in an elastic environment [34, 35] (Fig. 34.7).

The force dipoles model applied to the cellular case can be summarized as
follows: anchorage-dependent cells probe the mechanical properties of the soft en-
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Fig. 34.7. Cellular force dipoles. Left: Cells feel the mechanical properties of the soft environment
through their contractile sensors. Actin stress fibers (lines) are contracted by myosin II molecular
motors and are connected to the environment though focal adhesions (dots). Different stress
fibers probe different directions of space and compete with each other for stabilization of the
corresponding focal adhesion. Such a probing process can be modeled as an anisotropic force
contraction dipole. Right: The cell morphology becomes elongated in response to anisotropic
external stimuli, during locomotion or spontaneously during times of strong mechanical activity.
As a consequence, most stress fibers run in parallel and the whole cell acts as an anisotropic
force contraction dipole. (Reprinted from [9], copyright 2005, with permission from Elsevier
Science)

vironment though their contractile machinery. Actin stress fibers (lines in Fig. 34.7,
left) are contracted by myosin II molecular motors and are connected to the environ-
ment through focal adhesions (dots in Fig. 34.7, left). Independent of the cell shape,
different stress fibers probe different directions of space and compete with each other
for stabilization of the corresponding focal adhesion. As a consequence, the probing
process can be modeled as an anisotropic force contraction dipole. Cell morphology
becomes elongated in response to anisotropic external stimuli during locomotion or
spontaneously during times of strong mechanical activity (Fig. 34.7, right). Then
most stress fibers run in parallel and the whole cell acts as an anisotropic force con-
traction dipole. One main advantage of such a model is that since cells are modeled
as anisotropic force dipoles, the calculations are, in general, similar to calculations
for isotropic force dipoles. Minimizing the interaction energy, one can predict in
some cases that cells orient parallel and perpendicular to soft or stiff domains of the
substrates, respectively, as observed in many experiments. This is fundamental for
a rationale design of biomimetic scaffolds in tissue engineering. Recently, Schwarz
et al. [36] proposed a simple two-spring model to make predictions regarding the
way cells perceive extracellular rigidity (Fig. 34.8). A focal adhesion complex is
a structure based on an adhesion cluster that can be schematically represented as
certain number of bonds. The rupture and rebinding mechanisms of such an adhesion
cluster play a fundamental role in mature focal adhesion formation.

In the two-spring model, the ECM and the force-bearing intracellular structures
are represented by harmonic springs with spring constants Ke and Ki, respectively.
Because the springs are in series, the overall stiffness is mainly determined by the
softer spring, which in a physiological situation should be the ECM. Tension in the
actin stress fibers is generated by myosin II molecular motors. As the motors pull,
the springs get strained; for the static situation, the stored energy is W = F2/2K ,
where K is the overall system stiffness. For the dynamic situation, the power dW/dt
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Fig. 34.8. a Two-spring model for a mature focal adhesion site. Ke represents extracellular
elasticity and the spring constant Ki represents the mechanical properties of the intracellular
structure. Force generation by the actin cytoskeleton is represented by the linearized force–
velocity relation v(F) for a single myosin II molecular motor. The internal state of the focal
adhesions is represented by a biomolecular bond which opens in a stochastic manner with
dissociation rate k0. b An adhesion cluster under force before mature focal adhesion formation.
Closed bonds rupture with a force-dependent rate and open bonds close with a force-independent
rebinding rate kon. (Reprinted from [36], copyright 2006, with permission from Elsevier Science)

is given by dW/dt = (F/K)dF/dt = Fv(F), where v(F) is the force-velocity
for the molecular motors; this implies that the major contribution to the power
is generated by the molecular motors. For a typical force–velocity relation such
as v(F) = v0(1 − F/Fs), the expression for the dissipation power can be readily
integrated, giving F = Fs(1 − e−t/tK), with tK = Fs/v0 K . This relation implies that
the pulling force saturates at F = Fs, but the stiffer is the environment (the larger K ),
the faster a given threshold for force can be reached. If the cell pulls on a material
with a bulk modulus on the order of kilopascals, then the corresponding spring
constant K on the molecular level can be expected to be on the order of piconewtons
per micron and the typical time scale tK is in seconds. If the bulk modulus is on
the order of megapascals, then K on the order of piconewtons per namometer falls
in the typical range for protein stiffness and the time scale tK is in milliseconds. In
the two-spring model the internal structure of the focal adhesion is represented by
one biomolecular bond with unstressed dissociation rate k0 (Fig. 34.8a). As in the
general picture of receptor–ligand bonds, the rupture under mechanical force of such
bonds determines many properties of focal adhesion sites. Rupture dynamics of an
adhesion cluster under a pulling force is schematically outlined in Fig. 34.8b. Such
a model is a stochastic version of an earlier model by Bell [37]. Briefly, the model
assumes that N receptor–ligand bonds have been clustered on opposing surfaces,
of which the upper one acts as a rigid transducer which transmits the constant
force F homogeneously onto the array of bonds. At each time, if i bonds are closed,
N − i bonds are open (Fig. 34.8b). Closed bonds are assumed to rupture with a force-
dependent rupture rate k = ka eF/iFb , where ka is the unstressed rupture rate (typically
around 1/s) and Fb is the internal force scale (typically a few piconewtons) of the
adhesion bonds. The exponential dependence between force and rupture rate results
from a Kramers-type description of bond rupture as the escape over a transition
state barrier. The factor i results because force is assumed to be shared equally
between closed bonds, which holds true when the transducer is connected to a soft
spring, whereas in the opposite limit of a stiff spring, all bonds feel the same force.
Open bonds are assumed to rebind with a force-independent rebinding rate Kon.
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The probability that i bonds are closed at time t is described by a master equation
with appropriate rates for the reverse and forward rates between possible states i.
The force F destabilizes the cluster; rebinding stabilizes it. In the case of the two-
spring model, the single bond under a stall constant force Fs has an average lifetime
t = (1/k0)e−Fs/Fb . For large K , the bond experiences constant loading with stall
force Fs. In the case of small K , loading is approximately linear with loading rate
Fs/tK. Between these two limiting cases, the average force that is built up until bond
rupture is given by the relation [36]

〈F〉 =
∞

∫

0

p(t)F(t)dt =
Fs

1 + k0 Fs/v0 K
, (34.1)

where p(t) = e−k0tk0 dt is the assumed probability that the bond beaks at time t in
a interval t + dt. It is interesting to note that in (34.1) the level of force reached
is essentially determined by the quantity k0 Fs/v0 K . Since unstressed dissociation
k0, stall force Fs, and maximal motor velocity v0 are molecular constants, the only
relevant quantity in this context is the external stiffness K . By using the preview
data, the average force 〈F〉 is larger by a factor 2 in a stiff environment. If a cell
is pulling at several focal adhesions with a similar investment of resources, then
those contacts will reach the level of force putatively required for activation of
the relevant signaling pathways which experience the largest local stiffness in their
environment. As a consequence, growth of contacts in an elastically anisotropic
environment might then lead to cell polarization and locomotion in the direction of
maximal effective stiffness in the environment, which has been observed in many
experimental situations.

34.2.1
Biomimetic Scaffolds, Roughness, and Contact Guidance
for Cell Adhesion and Motility

All tissue engineering constructs are composed of two major components: a scaf-
folding material that provides the mechanical and structural properties required, and
site-specific cells. One fundamental target of tissue engineering is the production of
biomimetic scaffolds [38–40]. Polymeric fibers and cellular solid scaffolds should be
engineered to include the possibility of biomolecular signals [41]. Since information
that is introduced on the scaffold material surface is processed as biomechanical
and biochemical signals through receptors, which are nanometer-sized entities on
cell surfaces, it is important that this information be presented on the same length
scale as it occurs in nature. Generally, an assembly of functionalized particles could
serve as a versatile tool for imparting texture and chemical functionality on a variety
of surfaces. Such modified surfaces can be tuned to posses tethered or covalently
adsorbed biomolecules such as peptides, proteins, and biopolymers and can serve as
a platform for engineering biomimetic interfaces to modulate cellular behavior to-
ward implants and scaffolds in tissue engineering [42]. In the early twentieth century
Weiss [43] observed that cells preferentially orient along ECM fibers, an organiza-
tion principle he termed contact guidance. Further, Weiss observed that two tissue
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explants reorganize the collagen gel between them into aligned parallel fiber bundles
and that cells leaving the explants migrate and orient along the aligned fibers. Con-
tact guidance therefore could serve both as a cue for organization on cellular scales
and as a large-scale organization tool in tissue development by guiding motile cells
along ECM bundles. More recently, the community of scientists and bioengineers
involved in tissue reconstruction and remodeling has agreed that cells use spatial
variation of adhesiveness and frictional force to favor orientation of cells along thick
fiber bundles [44]. Adherent cells can respond to mechanical properties of their envi-
ronment, and the use of a sophisticated elastic scaffold has provided strong evidence
that cells respond to purely elastic features in their environment [28, 45].

One emerging aspect in the realization of biomimetic scaffolds is the role of
scaffold roughness for contact guidance on nanopatterned surfaces [46,47]. Surface
roughness has an enormous influence, such as in contact mechanisms, friction, seal-
ing, and adhesion, in a large variety of situations [48]; also in cellular dynamics sur-
face roughness plays a fundamental role For single cells, the cellular response to alter-
ations in surface topography, down to the nanometer scale, has been documented es-
pecially for grooved topography [49]. Most cells follow the discontinuities of grooves
and ridges, and attain an elongated shape owing to surface-induced rearrangements
of the cytoskeleton. The development of techniques to produce surface structures
in the nanometer range has revealed that cells also respond to such nanostructures
(Fig. 34.9). Macrophage-like cells can react to steps in the nanometer range. Endothe-
lial and fibroblast cells are sensitive to patterns with features down to 10 nm, and the
importance of symmetry and discontinuity of the nanometer patterns was pointed out.

A range of techniques can be used to create well-defined topographical and
chemical cues for cell patterning. Many of these approaches rely on photolithography
and reactive ion etching of the substrate and can be also followed by UV and glow

Fig. 34.9. Left: Scanning electron microscopy image showing axons that after a few microns align
to the ridges. The ridges are 100 nm high and 100 nm wide and they are of the same dimensions as
the axons. It is interesting to note the contact guidance role of the ridges: all axons are growing
on top of the ridges and not in the grooves between the ridges, unit 1 µm. Right: Scanning
electron microscopy image showing filopodia extending both perpendicular and parallel to the
underlying patteren of the ridges. Scale bars 1 µm. (Reprinted from [49], copyright 2006, with
permission from Elsevier)
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discharge treatments [50]. Microcontact printing is also a popular technique, and
other methods, including inkjet printing and diamond cutting, have been successfully
exploited [51]. These techniques are generally suitable only for micropatterning. To
go down in size, photolithography is limited by light-diffraction effects. In fact,
its resolution is on the order of the wavelength of the light used for exposure
(typically more than 200 nm). Electron-beam lithography can be used to produce
nanoscale patterns, but it is expensive and time-consuming. A simple method has
been reported to fabricate nanoislands 13–95 nm in height on a large scale based
on phase separation of polystyrene and poly(4-bromostyrene) spin-coated on silicon
wafers [52]. However, the reliability to produce nanofeatures of controlled size and
geometry based on such a phase-separation phenomenon is relatively poor.

Molecularly tailored surfaces utilizing peptide segments provide a route to mimic
cell or ECM environments without the use of an entire protein. Molecular biolo-
gists have identified many minimal sequences of amino acids of proteins that are
responsible for adhesion to a particular receptor. These minimal peptide sequences
are much more stable than entire proteins and the surface concentration of the
specific ligand may be much higher. Here, we limit our description to the typical
Johnson–Kendall–Roberts (JKR) test performed on such bioactive surfaces [53]. The
Langmuir–Blodgett technique is used to create amphilic bilayers of controlled sur-
face and peptide density; a sketch of the contacting surfaces is shown in Fig. 34.10.
The contact mechanical method used is that referred to as the JKR method, devel-
oped by Johnson et al. [54]. The JKR theory represents a balance of elastic energy
associated with compressing the elastic sphere, potential energy associated with dis-
placing a normal load, and surface energy associated with forming a contact area.
The contact area will increase under an applied load (P) such that at mechanical
equilibrium and energy balance the contact radius (a) is a function of the adhesion
energy (G), the elastic modulus of the materials (K ), and the radius of curvature of
the sphere (R) and is given by

a3 =
R

K

(

P + 3πG R +
√

6πG R + (3πG R)2
)

, (34.2)

where 1/K = 3/4
[

(1 − v2
1)/E1 + (1 − v2

2)/E2
]

and the radius of curvature of the
two spheres is calculated as 1/R = 1/R1 + 1/R2 (generally, for a sphere-contacting
flat surface, R2 → ∞, R1 = Rsphere). The adhesion energy (G) is a function,
among other things, of the surface energy and the interfacial energy between the two
surfaces. At equilibrium G is equal to the thermodynamic work of adhesion, which
is equal to γ1 + γ2 − γ12. With use of the JKR method, the contact area between
an elastic sphere and a rigid flat surface can be measured optically and plotted as
a function of the measured normal load. By modifying the surfaces of materials
and biomolecules that comply, one can use the JKR method to measure specific
adhesion force between integrin protein and mimetic surfaces. In the method of
Dillow et al. [53], one can measure the contact area during loading and unloading;
any hysteretic differences can be used to distinguish between specific and nonspecific
adhesion. The adhesion in the loading process is due mainly to nonspecific van der
Waals interactions. Once the solids are in contact, short-range specific interactions
may occur (including hydrogen bonds, specific lock-and-key-type bonds associated
with ligand–receptor interactions, and molecular rearrangements). Once these bonds
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Fig. 34.10. Johnson–Kendall–Roberts apparatus and biomimetic surface in contact with an
integrin-immobilized lens. The antibody layer serves to block the integrin receptor. The poly-
dimethylsiloxane (PDMS) lens has a radius of curvature of 1–1.5 mm, and applied loads are
less than 400 mg, the maximum time of contact is 10 min, the contact area falls in the range
0–2 × 10−3 mm3. (Reprinted from [53], copyright 2001, with permission from Elsevier)

have formed, additional energy is required to separate the surfaces, which results in
a hysteresis in the unloading curve. The degree of hysteresis provides information
about the strength of adhesion due to interactions such as molecular rearrangements,
hydrogen bonds, and other specific interactions formed at the interface. The method
used provides a useful tool to select peptides on the mimetic surface increasing
adhesion to integrin and revealed that peptide orientation, spatial arrangement, and
binding site accessibility are crucial for effective ligation to integrin receptors.

Different time phases can be distinguished in culture of cells on surface scaf-
folds. The first one is the initial cell-adhesion phase involving nonspecific elec-
trostatic forces and passive formation of ligand–receptor bonds, followed in the
hours following the cell-spreading phase involving receptor recruitment by clus-
tering to anchoring sites and interactions with cytoskeletal elements. The second
phase concerns the proliferation and differentiation phases involving the ECM for-
mation. During the first phase, when the ECM is not already formed, the surface
properties of the scaffold play a major role for the subsequent proliferation phase. In
particular, surface polymer presenting a consistent texture of gradient elasticity can
induce contact guidance for cells [55]. Triblock polyurethane family surfaces have
been extensively used in tissue engineering recently. They present a wide variety of
surface interconnections between harder and softer domains and it was revealed re-
cently that a higher interconnection of phase separation in the material improves cell
proliferation [56, 57]. The connection between the increased contact guidance due
to phase separation and the increased cell proliferation in the first phase of seeding
still has many open questions and there are still many unknown experimental and
theoretical mechanisms.

34.3
Experimental Strategies for Cell–ECM Adhesion Force Measurements

Cell adhesion is one of the initial events essential to subsequent proliferation and
differentiation of cells before tissue formation. Consequently, many in vitro eval-
uations of cell adhesion on substrates have been performed in order to discern the
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main surface properties influencing the cell response to implant surfaces. To de-
termine cell adhesion, many techniques have evolved, such as functionalized latex
beads moved with optical tweezers [58], interferometric techniques [59], and cen-
trifugation experiments [60,61]. Viscoelastic properties of cells were measured with
atomic force microscopy (AFM) in either force modulation mode or more recently
by force volume technique [62, 63]. Adhesion between single cells was measured
in the past using mechanical methods, such as micropipette manipulations [64, 65]
or hydrodynamic stress [66, 67]. Many new techniques for measurements of adhe-
sion force between a cell and a substrate or between cells or between a ligand and
a receptor are based on the combination of traditional optical microscopy with the
AFM technique. AFM offers particular advantages in biology: measurements can
be carried out in both aqueous and physiological environments, and the dynamics of
biological processes in vivo can be studied. Many cellular functions require accurate
knowledge of ligand binding to receptors; single ligand–receptor pair measurements
include biotin–avidin [68], antibody–antigen [69], and cellular proteins, either iso-
lated or in cell membranes [70]. The general strategy is to bind ligands to atomic
force microscope tips and receptors to probe surfaces (or vice versa), respectively.
In a force–distance cycle, for example [70], the tip first approaches the surface, upon
which receptor–ligand complexes are formed owing to the specific ligand–receptor
recognition. During subsequent tip–surface retraction a temporarily increasing force
is applied to the ligand–receptor connection until the interaction bond breaks at
a critical force (unbinding force). AFM-based investigations on cellular mechanics
were performed on elastic and mechanical properties of cells, including platelets,
osteoblasts, glial cells, macrophages, endothelial cells, epithelial cells, fibroblasts,
and bladder cells [62,63,71–77]. Generally, Young moduli of living cells vary in the
range 1–100 kPa depending by the cell type and the softest parts, 1 kPa, are located
around the nucleus.

Sato et al. [78] performed an indentation test on endothelial cells exposed to
shear stresses of 2 Pa. They obtained a relationship between the external applied
force F and the indentation depth δ, as F = aδ2 + bδ, where a and b are two
constants representative of the mechanical response. Viscoelasticity of leading-edge
fibroblast lamellopodia was measured by Mahaffy et al. [79] using an AFM-based
microrheology device. They quantified viscoelastic constants such as elastic storage
modulus, viscous loss modulus, and the Poisson ratio. Lamellopodia are thin regions
(less than 1000 nm) of cells strongly adherent to a substrate with an elastic strength
of approximately 1.6±0.2 kPa and with an experimentally determined Poisson ratio
of approximately 0.4–0.5.

Many experiments have been carried out to reveal the effect of lateral forces on
adhesion sites; one important technique is the so-called elastic substrate method [80].
This technique produces a thin elastic film over a fluid: under cell traction the film
shows a wrinkled pattern, which is characteristic of the pattern of forces exerted.
From the first semiquantitative tests, quantitative analysis of elastic substrate data
was pioneered by Dembo and Wang [81]. Using linear elasticity theory for thin elastic
films and numerical algorithms for solving inverse problems, they reconstructed the
surface forces exerted by keratocytes. Recently, a novel elastic substrate technique
to measure cellular forces at the level of a single focal adhesion was proposed [82].
Wang et al. [83] carried out experimental testing on various adherent cell types
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cultured on deformable substrates and revealed specific patterns of cell reorientation
in response to cyclic stretching of the substrate. They showed that under uniaxial
deformations, cells were found to elongate perpendicular to the stretch direction
(Fig. 34.11), whereas in cases where the substrate was laterally unrestrained (biaxial
deformations), cells were found to elongate at an angle to the stretch direction. The
alignment directions in both cases correspond to directions of minimum substrate
strain. McGerry et al. [84] performed a finite-element study on a similar system in
order to investigate the role of cell viscoelasticity in cell debonding and realignment
under the conditions of cyclic substrate stretching. The characteristic length scale
used in the simulation was based on the length of the receptor–ligand bonds at the
cell–substrate interface, a receptor–ligand bond strength varying in the range 5–
40 pN, and a bond density of approximately 50 sites per square micron. Such a 2D
computational model revealed that discrete cell–substrate contacts at focal adhesion
sites result in the completion of debonding in fewer cycles and that permanent
debonding at the cell–substrate interface occurs owing to the accumulation of strain
concentrations in the cell.

The role of shear strength on cell-material adhesion has also been investigated
by Yamamoto et al. [85] and Athanasioiu et al. [86, 87]. Such a method was based
on the design of a cytodetachment instrument able to quantify the force required to
displace and to detach cells attached to a substratum (Fig. 34.12). The cytodetacher
allows one to directly measure the force required to detach cells from a substratum
and to indirectly determine the ability of different substrata to support cell adhesion.

A cell adheres to a material in a medium inside a dish on an XY stage. The
stage can be moved at a speed of 20 µm/s in the direction of a tip attached to
a cantilever. The distance between the pointed head of the tip and the material’s

Fig. 34.11. Top: Typical setup for cell orientation under cyclic substrate deformation tests, the
arrows indicate the direction of cyclic substrate deformation. Bottom: Representative phase-
contrast microphotographs of endothelial cells: unstretched (a), after 3 h of simple 10% elonga-
tion (b), and after 3 h of pure uniaxial stretching along the x-axis with a maximum strain 10%
and a constant frequency of 0.5 Hz (c). Unstretched cells did not appear to orient in any specific
direction, but with simple elongation and pure uniaxial stretching, the cells oriented about 70◦

and 90◦, respectively (arrows in the photographs). (Reprinted from [84], copyright 2001, with
permission from Elsevier Science
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Fig. 34.12. A probe-cell detachment instrument as proposed in [85]. a A cell adhered to a material
on the XY stage is moved to the tip attached to a cantilever. b The cell touches the tip and a lateral
load is applied to the cell. The cantilever is deflected corresponding to the shear strength of the
cell-material adhesion. c The cell is detached from the material. The deflection of the cantilever
is measured and recorded. The magnitude of the shear force applied to the cell is given as the
product of the force constant of the cantilever and the deflection of the cantilever. (Reprinted
from [85], copyright 1998, with permission from Elsevier)

surface is controlled to be nearly 0.2 µm prior to each measurement. Then, the tip
touches the cell and a lateral load is applied to the cell. The cantilever is deflected
corresponding to the deformation of the cell from the material. Finally, the cell is
completely detached from the material. The deflection of the cantilever is measured
and the shear force applied to the cell is calculated as the product of the force constant
of the cantilever and the deflection of the same. The shear force applied to the cell is
recorded as a function of the displacement of the XY stage, which is named as a force–
displacement curve. The averages of the cell detachment shear strengths measured
on murine fibroblasts after 24 h of incubation of glass by Yamamoto et al. fell in
the range 500–750 kPa, and shear force fell in the range 350–580 nN. Athanasiou
et al. [86, 87] used the cytodetachment to measure single-cell adhesiveness and
the effect of protein on cell adhesiveness. They found that chondrocytes have an
adhesion force around 20 nN and that fibronectin increases strongly the adhesion of
a cell to the substrate (Fig. 34.13).

An example of the measurement of the role of a single protein in a complex
cell-adhesion process has given by Wu et al. [88], who have recently measured
the effect of a protein such as focal adhesion kinase (FAK, it is a regulator of
integrin-mediated cellular functions; see Fig. 34.4) on the normal adhesion force
making use of an AFM-based cytodetachment technique in connection with optical
trapping and optical tweezers. They investigated the effects of FAK on adhesion force
during several stages, such as initial binding phase (5 s), beginning of cell spreading
(30 min), spreading out (12 h), and migration phase (more than 12 h). They found that
a high concentration of FAK in a cell culture increased the adhesion forces at all the
different stages. In fact, the detachment force required for single cells was 343.2 ±
43.4 nN for large amounts of FAK and 228.8±36.6 nN for minor amounts of FAK at
the stage of spreading after 30 min, and 961.0±64.1 and 800.0±75.5, respectively,
for major or minor amounts of FAK at the stage of spreading out after 12 h.

Another diffuse technique is the combination of the JKR apparatus with an
AFM design. Generally, the standard atomic force microscope tip when used on soft
materials such as cells and/or cellular constituents can produce damaging stress; to
prevent such unwanted effects, a microsphere bead should be attached to the atomic
force microscope cantilever. The advantage is also to study adhesion force with the
microbead coated with proteins or components of ECM, like collagen, fibronectin,
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Fig. 34.13. a The cy-
todetachment probe of
Athanasiou et al. [86].
Deflection of the de-
taching probe is used to
calculate the resistance
force offered by the cell.
Contact of the cell by the
detaching probe causes
the probe to bend in re-
sponse to the resistance
offered by the cell. The
difference between the
displacement of the driv-
ing arm and the carbon
filament marker beam
is used to calculate the
resistance force given by
the cell to the detaching
probe. b Typical force ver-
sus displacement graph
of a single chondrocyte
under shear force applied
by the cytodetacher. Me-
chanical adhesiveness is
defined as the maximum
force encountered by
the cytodetaching probe.
c The adhesiveness in-
creases when cells are
seeded onto substrata that
enhance cellular attach-
ment, such as fibronectin.
(Reprinted from [86],
copyright 1999, with per-
mission from Elsevier
Science)
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laminin, or entire cells (Fig. 34.14). This technique is equivalent to that using the
JKR apparatus described in the preview section, with the advantage that such AFM-
based instruments work on reduced scales because the microsphere radius generally
lies in the 1–15-µm range. Making use of such a JKR method, Canetta et al. [89]
determined both the local elastic modulus of endothelial cells (0.2–0.8 kPa) and
the adhesion energy (0.3–3.0 × 10−7 J) with a bead attached to the cantilever with
a radius of 15 µm on endothelial cells.

An AFM-based adhesion force spectrometer combining an AFM design and
a light microscope to investigate cell-to-cell interactions in vivo at the molecular
level has been proposed by Benoit et al. [90, 91]. Single cells or a monolayer of
epithelial cells were immobilized on a cantilever. The cells can be monitored using
a light microscope during the entire experiment. Adhesion force measurements were
performed via de-adhesion force versus piezo position traces, that are analogous to
force–distance curves with a cell-functionalized cantilever. The force resolution was
less than 20 pN [92].

The adhesion force measured with the AFM-based spectrometer is characterized
via de-adhesion force versus piezo position traces [90] (Figs. 34.14, 34.15. The z
piezo velocity was typically set within 1 and 7 µm/s. Low velocities can interfere
with drift effects mostly caused by cell movement, while at higher velocities hydro-
dynamics influence the measurement. When a sphere lands on a soft cell surface, the
area of interaction increases with the indentation, which leads to an enhancement
of the adhesion signal. The adhesion strength is dependent both on the indentation

Fig. 34.14. Microbead-mounted cantilevers imaged by scanning electron microscopy. The mi-
crobeads glued to the cantilevers were coated both with serum bovine albumin (a) or with human
trophoblast-type JAR cells (b); scale bars 10 µm. c Light-microscope image of a cantilever-
mounted cell before being brought into contact with another cell; scale bar 20 µm. d The typical
approach–retraction cycle for the de-adhesion force spectrometer. (Reprinted from [91,92], with
permission from HUMREP and Nature, respectively)
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Fig. 34.15.Typical adhesion force curves for human epithelial cells resulting when a bovine serum
albumin coated microbead (a, b) or a JAR-coated microbead (c) was retraced after periods of 1–
40 min of contact. The x-axis shows the cantilever displacement, the y-axis shows the force acting
on the microbead. In a and b, the rupture events correspond to 1, 10, and 40 min of interaction
time, from the bottom to the top, respectively. In c the different rupture events corresponding
to 20 and 40 min of interaction time are observed. Such curves were characterized by increased
adhesion force at a distance of 20–30 µm from the zero force. (Reprinted from [91], copyright
1998, with permission from HUMREP)

force and on the contact duration. This effect seems to be due to the fact that the cell
shape adapts to the sphere’s surface geometry, resulting in more and more molecules
interacting with the underlying surface during the contact. Benoit et al. observed that
a change of the velocity of retraction leads to a fairly linear relation between sep-
aration speed and adhesion in the range 2–27 µm/s. The de-adhesion force curves
show a variety of more or less pronounced single steps on the order of 100 pN in the
region of descending adhesion, indicating ruptures on the molecular level.

Recently, Puech et al. [93] proposed a suitable approach to quantify cell–cell
adhesion forces by AFM (Fig. 34.16). They described an approach for cell–cell ad-
hesion experiments, where the sample stage can be moved 100 µm in the z-direction
by closed loop linearized piezo elements. Such an approach enables an increase
in pulling distance sufficient for the observation of long-distance cell-unbinding
events without reducing the imaging capabilities of the atomic force microscope.
The atomic force microscope head and the piezo-driven sample stage were installed
on an inverted optical microscope fitted with a piezo-driven objective, to allow
the monitoring of cell morphology by conventional light microscopy, concomitant
with force spectroscopy measurements. In such experiments, they used the WM115
melanoma cell line binding to human umbilical vein endothelial cells to demonstrate
the capabilities of this system and the necessity for such an extended pulling range
when quantifying cell–cell adhesion events.

Madl et al. [94] made use of a combination of an atomic force microscope
and an epifluorescence microscope for positioning of an antibody-modified atomic
force microscope tip on Chinese hamster ovary (CHO) cell line. Generally, these
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Fig. 34.16. Melanoma cell capture, as proposed by Puech et al. [93]. The lectin-decorated can-
tilever is positioned over a cell in suspension, at close proximity to the surface. Then, the
cantilever is gently pushed for a few seconds on the cell. After this, the cantilever-bound cell and
support are vertically separated by approximately 100 µm. This allows the cell to establish a firm
adhesion to the cantilever. Top right: An optical image of a cell captured on a tipless cantilever.
Left: Sketches of an adhesion assay of a single captured melanoma cell on an endothelial cell
layer. The probe cell is positioned over a zone of interest, which was selected by phase-contrast
microscopy. A given force (usually of several hundred piconewtons) is applied for a given time
(usually in the range of seconds) on a cell layer. The probe cell is subsequently separated from
the surface, and the de-adhesion events are recorded. Bottom right: A phase-contrast image
of a cantilever-bound melanoma cell (arrow) in contact with a layer of human umbilical vein
endothelial cells. Scale bars 20 µm. (Reprinted from [93], copyright 2006, with permission from
Elsevier)

cells are advantageous for AFM imaging as they adhere well to a solid support.
In addition, such cell lines tend to be more resistant to the onset of apoptosis,
facilitating AFM imaging of live cells over a longer period. In this study, Madl
et al. used ldlA/-SRBI cells, i. e., CHO cells lacking the low density lipoprotein
receptor (ldlA7 cells) and expressing high levels of recombinant scavenger receptor
class B type I (SRBI). In turn, the receptor was fused with green fluorescent protein
(eGFP), having an absorption maximum at 488 nm and an emission maximum at
508 nm. Combined optical and AFM measurements are not restricted to fixed cells;
simultaneous fluorescence and AFM imaging is also feasible to scan and monitor
live cells in contact mode. In turn, we mention a possible relevant use of AFM force
spectroscopy for diagnosis of pathogen agents. Beckmann et al. [95] measured cell-
surface elasticity on enteroaggregative Escherichia coli (EAEC) via force–distance
spectroscopy. EAEC is a diarrheal pathogen that has been associated with endemic
and epidemic diarrheal illness. Generally, the specific EAEC wild-type strain, called
042pet, produces a protein, dispersin, that is implicated in pathogenesis. Dispersin is
a 10-kDa low molecular mass protein, and it is secreted to the exterior environment of
the bacteria and remains noncovalently associated with the cell surface. Beckmann et
al. considered a mutant of 042pet that does not produce dispersin, 042aap, that was
compared with 042pet to determine if differences in cell elasticity were detectable
after strain application. They found some differences in cell rigidity between the
042pet and the mutant 042aap, which could possibly be used to monitor the presence
or absence of dispersin as a pathogen agent.
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34.4
Conclusions

Recent advancements in many biomedical applications require a multidisciplinary
approach. The connection between mechanics and biochemistry and structural as-
pects on molecular and supramolecular scales could provide new significant knowl-
edge in medicine. Strongly related to these biomedical application ambits, tissue
engineering plays a fundamental role in improving or replacing biological functions
of human tissues. A damaged tissue can be regenerated by a migration of cells to
the injured area; as a consequence, many questions in tissue engineering involve
cell dynamics and the proliferation of cells on substrates composed of ECM. An-
imal cells show overall dimensions on the order of 10–30 µm, but the adhesion
with substrates is limited to sites (focal adhesion sites) whose dimensions fall in the
nanometer range. As a consequence, a basic understanding of the phenomena occur-
ring at the nanoscale level has to be further developed in order to achieve satisfactory
knowledge of such processes. All tissue engineering constructs are composed of two
major interacting components: a scaffolding material offering suitable mechanical
and structural properties and a specific cell layer adhering to and spreading on it.
Mechanical forces play a fundamental role in cell migration, where contractile forces
are generated within the cell and pull the cell body forward. For living systems such
as complex system cells, the mechanical features are more complicated with respect
to the inorganic world since living systems tend to continuously adapt the forces
required for their positioning and movement by converting different forms of energy
into mechanical energy.

34.5
Glossary

ATP: Following Fig. 34.17, in system A, held to constant temperature and pres-
sure, ATP molecules hydrolyze to form the products adenosine diphosphate (ADP)
and inorganic phosphate. ATP hydrolysis can occur in solution (straight arrow in
system A) or through an enzyme-catalyzed pathway (curved arrow though the mo-
tor enzyme system, system B). Independent of the pathway, when 1 mol of ATP
molecules is hydrolyzed, the free energy of system A changes by a quantity ΔGATP.
In system B, molecular motors (double ovals) move the cargo (helix) against a force,
F, as they catalyze the ATP hydrolysis reaction, generating external work, wext and
heat, q.

Chemotaxis: The directional translocation of cells in a concentration gradient
of some chemoattractant or chemorepellent substances.

Contact guidance: The directional translocation of cells in response to some
anisotropic elastic property of the substratum.

Extracellular matrix: The class of components (collagen, fibronectin, etc.)
present in the extracellular space of tissues that serve to mediate cell adhesion and
organization.

Haptotaxis: The tendency of cells to translocate unidirectionally up a steep
gradient of increasing adhesiveness of the substratum.
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Fig. 34.17. Adenosine triphos-
phate (ATP) hydrolysis and
energy transfer. ADP adeno-
sine diphosphate, Pi inorganic
phosphate

Integrin: Cellular transmembrane protein that acts as a receptor for adhesive
ECM proteins such as fibronectin. The tripeptide RDG is the sequence recognized
by many integrins.

Motility: Directed motion driven by energy-consuming motors (opposite to
mobility, which is passive motion driven by thermal or other external mechanisms).

Molecular motor: Biological mechanism that converts chemical energy into
mechanical energy, used by a cell to generate directed motion. A single motor can be
as simple as a single polypeptide chain or as complicated as a giant macromolecular
complex with hundreds of protein and proteoglycan constituents. Chemical energy
used by molecular motors is generally in the form of either a high-energy chemical
bond (as in ATP) or an ion gradient across a membrane.

Peptide: Organic compound composed of amino acids linked together chemi-
cally by peptide bonds. (Amino acids are a class of 20 simple organic compounds
containing carbon, hydrogen, oxygen, nitrogen, and in certain cases sulfur. These
compounds are the building blocks of proteins.) The peptide bond always involves
a single covalent link between the α-carboxyl (oxygen-bearing carbon) of one amino
acid and the amino nitrogen of a second amino acid. In the formation of a pep-
tide bond from two amino acids, a molecule of water is eliminated. Compounds
with molecular masses of more than 50–100 amino acids are usually termed pro-
teins.

Taxis: A directed response to some vectorlike property of the environment.
Translocation is usually biased unidirectionally, either along the field vector or
opposite to it.
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35 Scanning Probe Microscopy in Biological Research

Tatsuo Ushiki · Kazushige Kawabata

Abstract. Scanning probe microscopy (SPM) is especially attractive to biologists, because it has
the advantage of obtaining three-dimensional images of sample surfaces at high resolution not
only in a vacuum but also in a nonvacuum (i. e., air or liquid) environment. In addition to the
visualization of biological structures, SPM has also been applied for measuring the physical
properties (i. e., viscoelasticity) of living cells, and as a manipulation tool in biomaterials. The
present review describes the application of SPM to biological fields for investigating the structure
and function of biomaterials from biomolecules to living cells, and shows that SPM has great
potential for broadening and opening up new fields in biomedical research.

Key words: Scanning probe microscopy, Atomic force microscopy, Near-field optic microscopy,
Viscoelasticity, Nanomanipulation, Biomolecules, DNA collagen, Chromosomes, Living cells

Abbreviations

AFM Atomic force microscopy
DNA Deoxyribonucleic acid
GFP Green fluorescent protein
HEPES N-(2-Hydroxyethyl)piperazine-N ′-ethanesulfonic acid
SEM Scanning electron microscopy
SNOM Scanning near-field optic microscopy
SPM Scanning probe microscopy
STM Scanning tunneling microscopy
TEM Transmission electron microscopy

35.1
Introduction

Since the invention of the scanning tunneling microscope, various types of micro-
scopes using a probing tip have been introduced, and are now referred to as a family
of scanning probe microscopes. Among them, the scanning tunneling microscope is
the first to be applied to biological fields, but its applications have been limited to
observations of some biomolecules such as deoxyribonucleic acid (DNA) [1]. This
is because the samples for scanning tunneling microscopy (STM) must be electri-
cally conductive, indicating that STM is not well suited for analyzing biological
samples, which are generally not conductive. In contrast with the scanning tun-
neling microscope, the atomic force microscope invented in 1986 has been widely
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applied in biological fields [2]. This microscope can create topographic images of
samples three-dimensionally, which are similar to those obtained by scanning elec-
tron microscopy (SEM). In addition, atomic force microscopy (AFM) can be used
for imaging both conductive and nonconductive samples at high resolution from
the micrometer scale to the atomic scale. Thus, a number of researchers have been
interested in studying the three-dimensional surface structure of biological samples
from cells to biological molecules by AFM [3–7].

On the other hand, some other investigators have also been increasing their
attention to the application of the atomic force microscope to the study of the
physical properties of biological samples, because this microscope can measure the
interaction forces between the tip and the sample [6–8]. Thus, AFM has been used
for measuring the elasticity of single surface molecules in relation with function.
There are also studies measuring the physical properties of the sample’s surface,
including surface changes, adhesion and elasticity of cells [8, 9].

In addition to collecting surface information of biological structures, the atomic
force microscope is expected to be used as a dissecting tool, because it can directly
contact a probing tip with the sample [10]. Thus, dissections of biological sam-
ples such as chromosomes and DNA have been performed with an atomic force
microscope.

In this chapter, we will firstly introduce the applications of scanning probe mi-
croscopy (SPM) for visualization of biological samples, secondly show the SPM
applications for measuring the physical properties of biomaterials, and finally de-
scribe the possibility of SPM as a manipulation tool in biology.

35.2
SPM for Visualization of the Surface of Biomaterials

35.2.1
Advantages of AFM in Biological Studies

Among various types of SPM, AFM has been expected to be an essential tool for
visualizing three-dimensionally the surface structure of biological samples. Although
the AFM images are similar to those obtained by SEM, there are several advantages
of AFM imaging, which are summarized as follows:

1. AFM provides three-dimensional information. Because the atomic force micro-
scope traces the sample’s surface by monitoring the interaction force between
the tip and the sample, it can create the three-dimensional information on the
sample topography. Thus, the AFM images are similar to SEM images.

2. The resolution of AFM is high. By AFM, individual atoms have been observed
with a few hard crystalline samples. This means that AFM has the potential to
provide three-dimensional information on the surface topography of samples
at resolutions from the micrometer scale to the atomic scale, although AFM
images of biological samples have not yet shown this level of resolution.

3. Samples do not need to have electron conductivity: Because SEM creates im-
ages by scanning the sample’s surface with an electron beam, samples need
to be conductively stained and/or metal-coated before SEM observation. This



35 Scanning Probe Microscopy in Biological Research 287

implies that precise information on the surface topography is hidden owing to
the presence of the coating and/or staining substances. In contrast, AFM enables
the direct observation of nonconductive samples without a metal coating or any
conductive treatment.

4. Samples can be observed in nonvacuum environments. In contrast with the
scanning electron microscope operated in vacuum conditions, the atomic force
microscope has the advantage of creating images not only in a vacuum but also
in air or a liquid environment, indicating that functional information can be
expected to be obtained directly from living organisms.

5. Quantitative height information can be provided. Usually, SEM images contain
no quantitative information on the sample’s height. However, AFM provides
quantitative information in three dimensions, and the sample’s profile containing
height information can be easily obtained from AFM images.

35.2.2
AFM of Biomolecules

The structure of biomolecules has been studied by X-ray crystalline analysis. Re-
cent investigators have reported that AFM has the potential for observing a two-
dimensional crystalline sheet of molecules [7]. Some of the best examples to date
have been obtained by Müller et al. [11,12]; they have succeeded in observing a crys-
talline array of bacteriorhodopsin on the cytoplasmic surface of the purple membrane.
These studies imply that AFM has the potential to analyze the submolecular struc-
ture of certain samples. However, in general, AFM images of biomolecules have not
shown this level of resolution. This is probably due to the unevenness of randomly
distributed samples. On the other hand, the shape of macromolecules such as DNA
has been visualized by AFM [13]. Similar images have been reported by transmis-
sion electron microscopy (TEM) of negatively stained or rotary shadowed samples.
In contrast with the complicated and skillful preparation techniques for TEM, the
techniques for AFM are rather simple and consistent, indicating that AFM is ex-
pected to become a powerful tool for visualizing macromolecules. Two examples
are given in the following sections.

35.2.2.1
DNA Molecules

DNA is a polymer of nucleotides which forms a double helix. Because of the charac-
teristic shape and dimensions of DNA, its visualization by AFM has attracted many
investigators. The commonest method for DNA preparation for AFM is deposition
of DNA on the substrate by dropping a DNA solution followed by evaporation of the
solvent. For the preparation, the following two points are the most important: (1) the
choice of substrate and (2) the method of DNA attachment to substrates. Although
various materials such as sapphire and graphite have been reported, freshly cleaved
mica is widely used as the substrate. Previous studies have been reported that DNA
molecules do not bind strongly to mica and are usually moved or swept away by the
scanning tip. This is probably because freshly cleaved mica and DNA are both nega-
tively charged. Therefore, the mica surface was often treated with Mg2+ and a variety
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of other divalent and trivalent cations for AFM observation of DNA [13]. According
to our experiments, DNA molecules dissolved in N-(2-hydroxyethyl)piperazine-N ′-
ethanesulfonic acid (HEPES)-Mg2+ buffer consistently binds to nontreated freshly
cleaved mica, which is enough for AFM observation (Fig. 35.1). The operating mode
suitable for DNA observation is a dynamic mode (or intermittent contact mode). With
use of these techniques, clear images are consistently obtained in ambient conditions
and even in liquid conditions. Our experiments have shown that DNA molecules dis-
solved in distilled water also consistently bind to freshly cleaved mica enough to
image by dynamic mode AFM.

Although AFM images of DNA are comparable to those taken by a rotary
shadowing technique for TEM, AFM has the advantage of observing directly the
molecule without special staining or shadowing in ambient conditions and even in
liquid conditions. AFM images also have the advantage of containing quantitative
information on the sample’s height: the DNA height in AFM images is usually about
1 nm or less. However, the image width typically varies from 8 to 20 nm. The reason
why the width is much larger than the height of DNA is explained by the convolution
effect of the shape of the probing tip: the radius of the probing tip is generally
about 10 nm when the cantilevers are commercially purchased. To minimize this

Fig. 35.1. Atomic force microscopy (AFM) image of DNA molecules absorbed on mica obtained
in a dynamic mode in ambient conditions
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artifact, the application of a carbon nanotube probe has been introduced by some
researchers [14].

35.2.2.2
Collagen Type I Molecules

Collagen type I molecules are composed of three separate chains (α chains), each
of which contains a characteristic sequence of amino acids twisted in the form of
a left-handed helix. Biochemically, the length and the diameter of the molecules are
estimated at about 300 and 1.5 nm, respectively. By AFM, the collagen molecules are
observed as twisted threads about 280–310 nm long [15] (Fig. 35.2). The height and
the width of the imaged molecules were 0.5–1 and 6–10 nm. At high magnification,
somewhat globular bulges are usually present at both ends of the molecules. These
terminal bulges are probably connected with the structure of the C- and N-terminals,
which do not form the triple helix. A prominent depression, on the other hand, is
often found at about 70 nm from one end of the molecules, suggesting that it might
be a site of a relaxed triple helix which has been chemically studied. A characteristic
bending of the molecules is sometimes found at one end of the molecules opposite
the depression. Thus, because the surface morphology of collagen molecules is
observed by dynamic mode AFM, it is expected to be used for future studies on the
structure and function of various types of collagen molecules.

Fig. 35.2. AFM images of a collagen type I molecule (left) and a procollagen I molecule (right),
obtained in a dynamic mode in ambient conditions. The collagen type I molecule is observed as
a flexible thread 300 nm long. The procollagen I molecule is characterized by the presence of
a globular C-terminal propeptide (arrowhead). Bar 50 nm. (Reproduced from [20])

35.2.3
AFM of Isolated Intracellular and Extracellular Structures

Various intracellular and extracellular structures have also been visualized by AFM.
Among them, AFM imaging of chromosomes and collagen fibrils is introduced in
the following sections.
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35.2.3.1
Chromosomes

Chromosomes are produced by condensation of chromatin fibers, which consist of
DNA and proteins. They appear in eukaryotic cells during cell division. For AFM
imaging, the chromosomes are usually prepared in accordance with the standard
method for light microscopy. Briefly, chromosome spreads are made by dropping
a suspension of peripheral blood cultures (which are treated with a hypotonic solution
of potassium chloride and fixed with a mixture of methanol and acetic acid). When
these chromosomes are simply dried in air and observed by dynamic mode AFM,
the samples are rather flattened apparently owing to the drying artifacts caused by
the surface tension of water. On the other hand, the morphology of the critical-point-
dried chromosomes was well preserved when observed by dynamic mode AFM in
ambient conditions [16]; they were composed of the highly condensed chromatids
of a mitotic pair, each of which was characterized by the presence of alternating
ridges and grooves (Fig. 35.3). At high magnification, they are composed of tightly
packed chromatin fibers about 50–60 nm thick.

AFM images of wet chromosomes can also be obtained using a dynamic mode
in a liquid environment [17, 18]. Because of their extreme softness in liquid en-
vironments, the interaction force between the tip and the sample was especially
carefully adjusted to the minimum degree, otherwise chromosomes were easily de-
formed during scanning. The surface of chromatids in these wet chromosomes was
characterized by the presence of alternating ridges and grooves, as observed in the
critical-point-dried chromosomes (Fig. 35.4).

Fig. 35.3. AFM images of human metaphase chromosomes. At high magnification (right), the
chromosomes were observed as an aggregation of strongly wound chromatin fibers

35.2.3.2
Collagen Fibrils

Collagen fibrils consist of collagen molecules which are assembled into a cylindrical
fiber about 30–100 nm in diameter. When collagen fibrils with a diameter of about
40 nm are dried and observed by dynamic mode AFM, they appear to be semicylin-
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Fig. 35.4. AFM image of a chromosome spread in a phosphate-buffered saline solution. This
image was obtained using dynamic mode AFM (Courtesy of Dr. Osamu Hoshi)

drical in profile, about 100 nm in width and 35–40 nm in height [19,20] (Fig. 35.5);
the reason why the width of the fibrils is imaged about 3 times larger than their height
is explained by the pyramidal shape of the AFM probe. Most fibrils examined by
dynamic mode AFM showed a repeating pattern of grooves and ridges with a period
of 60–70 nm, which is characteristic of collagen fibrils.

Very recently, high-speed AFM was introduced by Picco et al. [21]. With use of
this technique, collagen fibrils were imaged both at high-speed video rate (30 fps)
and at kiloheltz frame rates up to 1300 fps in ambient conditions. Thus, this high-
speed AFM method is expected to become a powerful tool for investigating se-
quential processes of biological events occurring on a time scale of a few milli-
seconds.
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Fig. 35.5. AFM image of a bovine scleral collagen fibril. The fibril has periodic transverse
grooves and ridges. Shallow longitudinal grooves are found on the surface of collagen fibrils.
The longitudinal section profile of this fibril between the two asterisks is shown on the left.
(Reproduced from [19])

35.2.4
AFM of Tissue Sections

In order to analyze internal structures of cells and tissues in situ with an atomic force
microscope, relatively flat sectioned or fractured samples should be prepared because
of the narrow z-range of the atomic force microscope scanner. Several investigators
have attempted to observe the surface of ultrathin sections of LR white or epoxy
resin with an atomic force microscope [22,23]. It is true that the contours of cellular
structures such as unit membranes and chromatin blocks are traceable even in the
AFM images of the resin sections. However, these cellular images are produced
merely by depression or elevations of resin, probably owing to the uneven cleavage
at the site of cellular structures during ultrathin sectioning. Thus, the possibility to
obtain new information exceeding that from TEM observation is not expected with
these sections. In this sense, embedment-free tissue sections are useful for AFM
studies of cells and tissues because the internal structures can be observed directly
at high resolution [24] (Fig. 35.6).

35.2.5
AFM of Living Cells and Their Movement

Because the atomic force microscope can be operated in liquid conditions, many
researchers have been interested in visualizing the surface topography of cultured
cells by AFM in liquid environments. For AFM imaging, flat cells should be attached
firmly to the substrate (i. e., glass cover slip); spherical or domed cells are easily
detached from the glass surface during scanning, probably because it is rather difficult
to operate the tip accurately at the steep slope of the high sample. Adjustment of the
imaging force to the weakest level is very important, otherwise cells are shrunk or
damaged owing to the artificial forces overloaded by the scanning tip. When some
kinds of cells of an epithelial nature are examined appropriately using contact mode
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Fig. 35.6. AFM image of the surface of the embedment-free section of the mouse small intestine.
Microvilli of the absorption cells are clearly three-dimensionally observed in this micrograph

AFM, cell processes such as lamellipodia are clearly observed at the cell margin of
living cells as well as fixed ones [25, 26]. AFM also provides information on the
contour of cytoskeletal elements just beneath the cell membrane, especially in living
cells. In these studies, the height images are useful for measuring the thickness of
these processes, but it may sometimes be difficult to visualize clearly the undulation
of the cell surface. This is because the surface details may be hidden in the gradation
of the wide range scale of the height images. Thus, variable deflection mode images
(or error images) are often used in order to emphasize the contour of the cell surface
as well as the shape of the cell processes (Fig. 35.7).

Because AFM can obtain images of living cells in liquid environments, there is
the possibility that dynamic events of living cells can be analyzed in real time by
AFM. The scan speed for AFM imaging of living cells depends on various factors,
including the scan range, scanning mode and instrumentation. For example, in our
previous studies of living epithelial cells, the practical scan speed was under 20 µm/s
by contact mode AFM using our instrument [26]. This means that it takes 2 min or
more to obtain a single image with a 40 µm × 40 µm scan area even when we use
a 256 × 128 pixel size, and a series of AFM images with a 40 µm × 40 µm scan area
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Fig. 35.7. AFM image of a living cultured cell (A549) in a liquid. This image was obtained using
contact mode AFM

are acquired at time intervals of 2–8 min. Thus, at least, AFM is useful for examining
dynamic events of living cells on a time scale of minutes. In order to observe living
mammalian cultured cells by AFM under suitable culture conditions, it is necessary
to maintain the pH of the culture medium either by exposing the chamber to 5%
CO2/95% air or by perfusing fresh culture medium into the chamber. Our studies
showed that a fluid chamber system is useful for obtaining AFM images of living cells
over the period of 1 h in a liquid environment. Several investigators have produced
time-lapse photographic records from AFM images. These time-lapse movies are
also very useful for realistically visualizing cellular dynamics. High-speed AFM
is also expected to investigate cellular dynamics, including cell movements and
secretory and excretory events, though these attempts are still awaited for with
further studies [21].

35.2.6
Combination of AFM with Scanning Near-Field Optical Microscopy
for Imaging Biomaterials

Recent advances in SPM have enabled the simultaneous collection of topographic
and other physiological information of samples at the same portion of biological
samples. AFM combined with scanning near-field optical microscopy (SNOM), or
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SNOM/AFM, is one of the candidates for an attractive tool for the study of biological
samples. This is because SNOM/AFM can collect both topographic and fluorescence
images of the same portion of the samples simultaneously [27, 28].

There are various types of SNOM/AFM instrumentation, but the SNOM/AFM
instrumentation usually has an optical fiber probe or a special cantilever, either
of which has a subwavelength (i. e., 50–100-nm) aperture at the tip. During the
operation, excitation light is introduced to the aperture either through the optical fiber
or from the rear side of the cantilever, resulting in the formation of the evanescent
field between the tip and the sample (Fig. 35.8). When the fluorescent substance lies
in the evanescent field, far-field light is emitted by the fluorescent substance, and is
detected by light microscopy.

Using this instrument, one can observe a single DNA fiber at 100-nm resolu-
tion [29]. Several researchers including us have applied SNOM/AFM to chromosome
research and have succeeded in simultaneously obtaining topographic and fluores-
cence images of such samples as fluorescence in situ hybridization treated chromo-
somes and immunostained chromosomes [28, 30]. For example, in chromosomes
immunostained with an anti 5-bromo-2′-deoxyuridine (BrdU) antibody and Alexa
Fluor 488 after incorporation of BrdU into DNA, the fluorescence images obtained
by SNOM/AFM clearly showed the portion of sister-chromatid exchanges, and the
corresponding topographic images provided precise information on the fine structure
of those portions [30] (Fig. 35.9). Since the spatial resolution of the fluorescence
images obtained is obviously higher than that of those obtained by conventional

Fig. 35.8. Scanning near-field optical microscopy (SNOM)/AFM. In this system, the cantilever
with an aperture at the tip is operated by dynamic mode AFM. During the scan, a focused laser
beam is introduced to the aperture of the cantilever from the rear side, which results in the
formation of an evanescent field between the tip and the sample. When a fluorescent substance
is present in this field, light is emitted by the substance and is detected by a photomultiplier tube
through the objective lens below the sample
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Fig. 35.9. SNOM/AFM images of 5-bromo-2′-deoxyuridine (BrdU) incorporated human chromo-
somes after differential staining with the anti-BrdU antibody. Topographic (left) and fluorescence
(right) images of the same portion were simultaneously obtained by this technique. One of the
paired sister chromatids was stained with fluorescence-labeled antibody. (Reproduced from [30])

fluorescence microscopy, SNOM/AFM is expected to serve as an important tool for
future studies of the structure of biological samples in relation to the localization of
their components.

35.3
SPM for Measuring Physical Properties of Biomaterials

35.3.1
Evaluation Methods of Viscoelasticity

Another important applications of SPM to biological fields is viscoelasticity mapping
on living systems in liquid environments. There are two modes for mapping of
mechanical properties over samples with SPM; force mapping mode and force
modulation mode. These methods are especially useful for soft materials, such as
cells or gels. Here, we will describe these modes in detail.

35.3.1.1
Force Mapping Mode

The force mapping mode is generally used to measure the local Young’s modulus
of soft samples such as cells and gels [31, 32] and can evaluate its absolute value.
In this mode, a force versus distance curve (force curve) is recorded while a can-
tilever is indenting each point on the surface of the sample. Figure 35.10 shows
schematic drawings for measuring force curves. The force (F) detected by the can-
tilever increases steeply, as the cantilever tip indents the sample by the piezoactuator
translation (Z). The indentation depth of the sample δ and F are related by

Z − Z0 =
F

k
+δ ,

where k is the spring constant of the cantilever and Z0 is the sample height under
zero loading force.
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Fig. 35.10. Measuring the force curves in the force mapping mode

With use of nonlinear least squares fitting, the force curve obtained at one point
of the sample’s surface was fitted to Sneddon’s model, a theoretical model in which
the elastic contact theory of Hertz is applied to contact between an elastic plane and
a rigid cone (the details are described in [33]). The applied loading force F is related
to the indentation depth δ by

F =
4
√

R

3

E

1 − v2
δ2/3 ,

where E is the Young’s modulus, v is the Poisson ratio of the sample, and R is the
radius of the cantilever tip [34,35]. This fitting allowed the evaluation not only of the
Young’s modulus but also of the z-position, where the cantilever initially contacts
the sample (i. e., the height of the sample at the point). For example, the force curve
obtained from the cellular stiffness measurements was fitted in the loading force
range 0.1–0.3 nN. The cellular Poisson ratio was assumed to be 0.5. Under the
condition that a single force curve was taken for 100 ms, each image consisting
of 64 × 64 pixels could be obtained in approximately 40 min. It should be noted
that the spring constant of the cantilevers is chosen to be comparable to those of
the samples, because this reduces sample damage and retains maximum sensitivity
for elasticity measurements. This model is valid only when the indentation is much
smaller than the thickness of the sample. For the case when the thickness of the
sample is comparable to the indentation of the tip, Dimitriadis et al. [36] proposed
an evaluation model that takes into account the finite thickness effect of samples on
the estimation of the local elasticity. In this model, the relation between F and δ is
modified as follows, where R is the radius of curvature of the cantilever tip and h is
the thickness of the sample:

F =
16E

9
R

1
2 δ

3
2 (1 + 1.133

√
Rδ

h
+ 1.283

Rδ

h2
+ . . . ) . (35.1)
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35.3.1.2
Force Modulation Mode

This mode is able to estimate both local elasticity and viscosity of samples by
detecting the sinusoidal sample indentation caused by sinusoidal external stress,
as shown in Fig. 35.11 [37, 38]. To load stress on the sample, a sinusoidal vi-
bration whose amplitude was about 10 nm was applied to the cantilever (or the
piezo scanner) by using a function generator during the contact mode scanning.
The periodic strain of the sample was detected as a cantilever deflection. The
oscillating component of the cantilever deflection that reflects the viscoelastic-
ity of the sample was extracted through a two-phase lock-in amplifier. The fre-
quency dependence of the viscoelasticity can be measured by varying the oscil-
lating frequency. In the liquid environment, however, the frequency should be set
as low as possible, because the viscosity of the medium surrounding the sample
cannot be neglected at higher frequencies. On the other hand, at lower frequen-
cies, the temporal resolution becomes poorer. Then, the oscillating frequency was
set at 100–500 Hz for viscoelastic imaging in a liquid. For example, a tempo-
ral resolution of 6 min for a 128 pixels × 64 lines image at 500 Hz. Since the
feedback system for measuring topography cancels the periodic stress applied
by the cantilever vibration, a band-elimination filter was used to remove the os-
cillating component from the cantilever deflection signal sent to the feedback
system.

The viscoelasticity of the sample was calculated from amplitude and phase data
by the method based on the linear viscoelasticity theory [38]. The output signals
from the two-phase lock-in amplifier represent the amplitude ratio β and the phase
lag θs of the cantilever deflection relative to the reference signals from the function
generator. Using the experimental data β and θs, one can express Young’s modulus
E and the viscosity coefficient η of the sample as

E = C1
β(cos θs − β)

1 − β2 − 2β cos θs

and

η = C2
β sin θs

1 + β2 − 2β cos θs
,

where C1 and C2 are instrument constants including the spring constant of the
cantilever, etc. For purpose of simplicity, we assumed that C1 and C2 were equal to

Fig. 35.11. The force
modulation mode and
a measurement system
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1, so the values of E and η were relative quantities. In the case of the mechanical
response originating only from the elastic property of samples, E simply represents
Young’s modulus of the materials.

35.3.2
Examples for Viscoelasticity Mapping Measurements

As examples for measuring physical properties of living systems by SPM, our results
obtained from chromosomes, single cells and cell colonies are given in the following
sections.

35.3.2.1
Chromosomes

The elasticity mapping of mitotic human chromosomes was carried out in phosphate-
buffered saline (PBS) solution using the force mapping mode. The chromosomes
were fixed with Carnor’s fixative and kept in PBS solution to avoid drying. We
used commercially available silicon nitride cantilevers with a length of 85 µm,
a width of 20 µm, and a pyramidal tip with a typical radius of curvature of 50 nm.
The spring constant of the cantilever was chosen to be 0.5 N/m to obtain the best
sensitivity. The force curves obtained were evaluated by the Dimitriadis model
taking account of the effect of the thickness of the sample [37]. In this study, we
used only the first and second terms in (35.1) to compare the force curve with the
model.

Figure 35.12 shows both topographic and elasticity images of the mitotic human
chromosome in the PBS solution [39]. The height of the chromosome is about 150–
360 nm. An imperceptible uneven surface structure of about 50–100 nm is visible
in the morphology. This result agrees qualitatively with the spiral structure of the
chromosome morphology previously reported in [16]. The elasticity distribution is
not homogeneous over an entire chromosome, but a certain structure is visible. The
values vary largely from 5 to 50 kPa.

Fig. 35.12. a Topography
and b elasticity images of
a chromosome visualized
by force mapping using
a model that takes into
account the effect of the
thickness of the sample
on the estimation of local
elasticity



300 T. Ushiki · K. Kawabata

35.3.2.2
Living Single Cells

The viscoelastic measurements of living fibroblasts (NIH-3T3) were carried using
the force modulation mode [40]. For the SPM imaging, the cell suspension was
plated on a glass petri dish precoated with fibronectin, and then incubated for at
least one night. To keep the pH constant during the SPM measurements, preheated
HEPES buffer (pH 7.2–7.3) was substituted for the culture medium, and the samples
were incubated for 1 h before the measurement.

Figure 35.13 shows typical topographic, local stiffness, and viscosity images of
a living fibroblast. The cell extends thinly on the substrate and elongates toward
the direction of crawling. Its height is about 3 µm. Many stress fibers appear on the
cellular surface and align along the direction of movement. In the stiffness image,
brighter areas represent greater hardness. We have confirmed that the distribution of
the local stiffness measured using the force modulation mode is in good agreement
with that obtained using the force mapping mode for an identical cell [38]. Therefore,
the stiffness distributions range from several kilopascals to a few hundred kilopascals.
It was found that local stiffness is not homogeneous on the cellular surface but
varies largely from point to point. The stress fibers seen in the topographic image
are harder than the surroundings, and this finding is consistent with the previous
results [38, 41, 42]. In the viscosity image, brighter areas represent higher viscosity.
The local viscosity of the area of the nucleus appeared to be lower than that of
the periphery. However, further detailed, quantitative analysis will still be needed,
because the values of the viscosity on the nanoscale have never been compared with
those obtained by other methods. Sequential sets of topographic and local stiffness
images of a typical moving cell are shown in Fig. 35.14. The topographic and
stiffness images were taken simultaneously. The images were captured every 10 min.
The SPM measurements were continued for about 60 min, which corresponds to the
average time period of the intermittent cell crawling. The cell is changing its shape
and moving downward in the image. A part of the cell is contracting, and the
lamellipodium is extending gradually during the measurement. Accompanying the

Fig. 35.13. Topographic (a), local stiffness (b), and viscosity (c) images of a fibroblast (NIH3T3)
obtained using the force modulation mode. All images are 80 µm square. The topographic
image (a) is graphically shaded. In the stiffness image (b), increased brightness represents
greater hardness. The elasticity of the cell is spatially inhomogeneous.Arrows indicate stress
fibers covering the cellular surface and aligning along the direction of the cell crawling. In the
viscosity image (c), the brighter regions represent higher viscosity. The nuclear area within the
oval appears to be less viscous than the periphery
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Fig. 35.14. Time-lapse images of topography and local stiffness of a moving cell. All images are
80 µm square. Topographic and stiffness images measured simultaneously are shown as coupled
images. The coupled images were taken every 10 min. The posterior portion of the cell body
(dashed rectangle in a) contracted, and a lamellipodiim (dashed rectangle in d) extended. The
position of the nucleus (cross) moved downward. a, b The nucleus region (marked within an
oval) is stiffer than the peripheral regions. Once the cell begins to move, the nucleus region
becomes drastically softer

change in shape, the position of the nucleus is moving downward in the time course
of the images.It should be noted that the local stiffness distribution also changes
drastically with the cell migration.

35.3.2.3
Living Colony of Epithelial Cells

Epithelial cells (MDCK) were cultured in low-glucose Dulbecco’s modified Eagle’s
medium containing 10% fetal bovine serum. The cells were grown in an incubator.
The culture medium was substituted with HEPES buffer to avoid extreme pH de-
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Fig. 35.15. a Topography and b stiffness images of an epithelial colony visualized using the force
mapping mode. The data acquisition time was 30 min for a 64 × 64 pixel image

viation during the SPM measurements. A wide-range scanning probe microscope
based on a conventional scanning probe microscope was developed [43]. In order
to expand the measurement area, two conventional cylindrical piezotranslators were
joined in tandem. We achieved the maximum scan ranges of 400 µm square in the
xy-plane and 16 µm along the z-axis.

We measured the stiffness distribution and time-lapse images of a large epithelial
colony using the wide-range scanning probe microscope. The height data imaged
using the force mapping mode are shown in Fig. 35.15. The colony consisted of
approximately 40 cells spread over 150 µm. The higher cells tend to locate on
the boundary of the colony. The stiffness is not uniform in a colony; the average
stiffness of each cell varies in the colony. The cell–cell boundaries (arrow) and
the leading edges (circles) are stiffer than the surroundings, which is consistent
with a previous report [44]. Figure 35.16 shows the time-lapse deflection images,
which were measured in the constant force mode and captured every 1 h. The cells
deformed cooperatively and induced migration of the whole colony. One portion
of the colony (denoted by black circles in the figure) retracted inward, and then
another portion (denoted by gray circles) extended outward. These results indicate
that an epithelial colony moves collectively like single-cell migration. Recently we
found the collective movements of thousands of epithelial cells on soft gels. [45]
The present mechanical measurements are expected to provide the mechanism of
the collective movements.

35.3.3
Combination of Viscoelasticity Measurement with Other Techniques

Combination of SPM with other techniques has the potential for investigating the
physical properties of living systems in relation to their function. For example, in
order to examine the response of living cells caused by external mechanical stimuli,
stretching devices are very useful [46]. In our experimental systems, elastic cham-
bers of silicone rubber are used to apply rapid, uniaxial deformation; a transparent
bottom (20 mm × 20 mm) of 200-µm thickness and a wall of 5-mm height. These are
deformable up to 20% along a single direction by the use of a handmade clamping de-
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Fig. 35.16. Time-lapse deflection images of an epithelial colony taken every 1 h. The scanning
frequency was 0.25 Hz. The posterior portion of the colony (black circles) contracted, and then
the anterior portion (gray circles) elongated with a thin lammellipodium

vice. In order to fix living cells firmly, the silicone rubber substrate is usually coated
with 20 µg/ml fibronectin in PBS for 30 min. During the experiment, trypsinized
fibroblasts are plated onto either the prestretched or the unstretched chambers and
incubated for 10 h. In order to observe a change in the cytoskeleton network, fi-
broblasts transfected with green fluorescent protein (GFP)–actin are stretched or
compressed uniaxially on the silicon substrate, while the GFP fluorescence images
are obtained by confocal microscopy.

A time-lapse series of topographic and stiffness images of a fibroblast, before
and after the 8% elongation, is shown in Fig. 35.17. The images were captured every
30 min using the force mapping mode. The cell shape and stiffness were stable for 1 h
before the elongation, but the height of the cell reduced and the stiffness of the cell
increased immediately after the elongation. Many structures corresponding to the
stress fibers became much stiffer after the elongation, and then softened gradually
during the following 2 h. On the other hand, when the cells are contracted, the
stiffness decreases instantly after the contraction and then increases gradually and
stabilizes during the following 2 h. To examine whether or not the stress fibers are
reconstructed after the deformation, fluorescence observation for GFP–actin was
performed. Changes in the distribution of actin filaments beneath the cell membrane
were observed in real time, while cells were deformed to a degree of 8%. Figure 35.18
shows a typical time-lapse series of fluorescence micrographs of GFP–actin, when
cells were elongated or compressed. New thin stress fibers that did not significantly
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Fig. 35.17. Time-lapse SPM images of a topography and b stiffness distribution of a fibroblast
before and after the application of force. Topographic and stiffness images measured simulta-
neously are shown as coupled images. Numbers represent the relative time (minutes) from the
moment of substrate stretch. The arrows in the topography image represent the direction of
the substrate stretch. The circle in the stiffness image represents the typical area used for the
averaging of stiffness. Bar 20 µm

alter the cellular stiffness observed by SPM appeared slightly. These results indicate
that the stiffness responses to the deformation originate from the contractile tension
generated by the stress fibers, and the existence of tensional homeostasis at the
cellular level.

35.4
SPM as a Manipulation Tool in Biology

In addition to imaging and/or measuring the physical properties of biological sam-
ples, the atomic force microscope has the potential to be used as a dissection tool
for tiny substances at atomic-scale to submicron-scale levels. For example, with
use of the contact mode, DNA molecules immobilized on mica can be dissected
both in air and in a liquid environment by increasing the force applied to the AFM
probe [47]. The size of these biomolecules is suitable for dissecting and manipulat-
ing by contact mode AFM using a standard probe. Dissection of the large biological
structures such as a chromosome has also been performed by several investigators.
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Fig. 35.18. Temporal be-
havior of green fluores-
cent protein–actin ex-
pressing fibroblasts, when
subjected to elongation
or 8% compression. The
direction is shown by
arrows. Bar 20 µm

However, it is often difficult to sharply dissect these samples using the contact mode,
because samples are crushed or scratched by the scanning probe. Thus, dissection
techniques using a dynamic force mode have been introduced for these thick and
wide samples [48] (Fig. 35.19).

The development of a suitable and novel AFM probe is also an interesting subject
for AFM manipulation of biological samples. For dissection of biomolecules at the
nanoscale, a carbon nanotube probe has been applied. More recently, a knife-edged
AFM probe was introduced for dissection of DNA and chromosomes [49]. With
use of this probe, chromosomes can be cut in a dynamic mode more sharply and
consistently than when using the conventional AFM probe. In addition, a tweezer-
type AFM probe was also introduced for manupilation of nanomaterials [50].
This device has two thin probes, which are formed in the front of the silicon
cantilever, with a vertical triangular shape. One functioned as an AFM imag-
ing probe tip (sensing probe) for a dynamic mode, while the other can be made
to work as a tweezer, by closing the vertical face of the probe (the movable
probe) owing to the effect of the thermal expansion actuator. This tweezer-type
AFM probe can be used for picking up small fragments after dissection of the
samples.
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Fig. 35.19. AFM image of a human metaphase chromosome before (left) and after (right) dis-
section with an AFM probe using a dynamic mode. The arrow indicates the dissection place.
A dissected fragment is observed on the left side of the cut part of the chromosome. (Reproduced
from [48])

35.5
Conclusion

The present study introduced the application of SPM to biological fields for in-
vestigating various structures from biomolecules to living cells. As shown in this
chapter, SPM provides much information which cannot obtained with other type of
microscopes such as light microscopes and electron microscopes. In this sense, SPM
has great potential for broadening and opening up new fields in biomedical research.
SPM instrumentation and the technique of specimen preparation for biological stud-
ies are advancing, and we are just opening the door to the new microscopic world
which will be made available by SPM for solving enigmas in biomedical fields.
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36 Novel Nanoindentation Techniques
and Their Applications

Jiping Ye

Abstract. Nanoindentation measurement as one tool in the scanning probe microscope family is
the most successful means for evaluating the mechanical properties of small-volume materials,
such as thin films, microparticles and multiphase materials. This chapter demonstrates that elas-
tic, elastoplastic and viscoelastic contact solutions permit nanoindentation load–displacement
curves to be used to evaluate many kinds of mechanical properties on a nanometer scale. More
than four different kinds of convenient and novel nanoindentation techniques for practical pur-
poses are described. The primary emphasis is on how to determine the most frequently used
mechanical properties such as hardness and modulus, yield stress, stress–strain curve, and vis-
coelasticity. Focus is also put on how to employ these methods to various kinds of materials
in different application fields. This chapter proposes that all kinds of bulk-scale mechanical
properties or characteristics will be easily determined on a nanometer scale by using suitable
nanoindentation methods in the near future.

Key words: Nanoindentation technique, Indentation load-displacement curve,
Nanomechanical properties, Hardness/modulus, Yield stress, Stress-strain curve, Viscoelasticity

Abbreviations

CSM Continuous stiffness measurement
DMA Dynamic mechanical analysis
FEM finite-element method
MoDTC Molybdenum dithiocarbamate
PAE Polyarylene ether
SPM Scanning probe microscope
ZDDP Zinc dialkylsithiophosphate

36.1
Introduction

Miniaturizing the feature size of components has become a driving force behind the
search for new characteristics in material sciences and the acceleration of improve-
ments in the performance of advanced materials in industry. The miniaturization
process introduces various small volumes of material, and it results in lowering the
mechanical and thermomechanical strength of materials. In the past two decades,
a lot of effort has been expended to characterize fundamental mechanical proper-
ties on a nanometer scale, not only for optimizing miniaturization processes, but
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also for microstructure design and life prediction using computer modeling and
simulation. The most successful means for evaluating the mechanical properties of
small-volume materials, such as thin films, microparticles and multiphase materials,
is to use a load-sensing or depth-sensing indentation technique with loads on a mi-
cronewton scale and depths on a nanometer scale, referred to as nanoindentation.
This nanoindentation measurement can be regarded as one tool in the scanning probe
microscope (SPM) family. As illustrated in Fig. 36.1, an indenter acts in the same
way as a SPM probe. Interaction between the indenter tip (or SPM probe) and the
sample’s surface increases greatly as the tip approaches the surface and comes in
contact with it, and decreases as the tip moves away from the sample’s surface. The
mechanics of nanoindentation measurement constitute the same principle as those
of a SPM: the interaction changes rapidly depending on the distance of the probe
from the surface and the measurement operation can be controlled by detecting the
distance when varying the interaction or by detecting the interaction when varying
the distance.

Nanoindentation is used to measure mechanical properties from the indentation
load–displacement curve based on elastic and elastic/plastic contact theory. Meyer’s
law gives important information about the relationship between the indentation load
and the indentation depth [1–4]. Hertzian contact analysis shows a basic geometric
view of elastic contact for spherical indenters and all real pyramidal indenters at
small displacements [5, 6]. Sneddon’s stiffness equation [3, 4] provides the elastic
modulus relative to stiffness and contact area. The von Mises and Tresca criterion
shows a simple linear relationship between the contact pressure for yield and yield
stress in the elastic-plastic contact regime [7, 8].

On the basis of these fundamental contact theories, several novel nanoinden-
tation techniques have been developed for estimating various properties such as
hardness and modulus, yield stress, plasticity, viscoelasticity, creep and relaxation
relative to time and temperature, and fracture toughness. Pharr et al. [9,10] developed
a convenient technique for determining hardness and the elastic modulus by extrapo-
lating the contact depth from the indentation unloading curve. This method has been
widely adopted in the instrumented indentation field and has also been promoted
and refined by many researchers. Ye et al. [11, 12] developed a convenient spheri-
cal nanoindentation technique for determining the yield stress of ultrathin films by
extrapolating the indentation pressure from the load–displacement hysteretic loop

Fig. 36.1. Illustration showing that both scanning probe microscopy and nanoindentation tech-
niques are performed with the same measurement mechanics by controlling the interaction
between the probe and the sample or the probe–sample distance, where the interaction changes
rapidly with the distance
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energy. Bucaille et al. [13], Chollacoop et al. [14] and Ogasawara et al. [15] devel-
oped a dual indenter method for determining the stress-strain curve based on a finite
element analysis of the influence of the included angle of conical indenters [16,17].
Huang et al. [18,19] developed a method for measuring viscoelastic functions in the
frequency.

We are concerned with elastic, elastoplastic and viscoelastic contact solutions
for the measurement of mechanical properties based on the indentation load–
displacement curve. We describe several convenient and novel nanoindentation
techniques for practical purposes. The primary emphasis is on how to determine
the most frequently used mechanical properties such as hardness and modulus, yield
stress, stress–strain curve, and viscoelasticity. Focus is also placed on the latest
applications of these methods.

36.2
Basic Principles of Contact

All the recent approaches for determining mechanical properties from the nanoin-
dentation load-displacement curve are based on two principles. One is Meyer’s law
giving the relationships among load, displacement and contact area. The other is an
elastic contact solution, including Hertzian contact analysis and Sneddon’s stiffness
equation. Although there are many other important contact solutions for elastoplastic
and viscoelastic indentation models with different contact geometries, Meyer’s law
and an elastic contact solution are the starting points for solving a complex contact
problem.

36.2.1
Meyer’s Law

Meyer’s law provides the simplest and most basic relationship between the inden-
tation load and depth [1–4]. This law states that for a ball of fixed diameter, the
indentation load P and the diameter d of the remaining indentation are related in
such a way that

P = kdn , (36.1)

where k and n are constants for the material under examination. The value of n is
experimentally confirmed to be 2–2.5. Mayer experimentally found that when balls
of different diameters D are used, the values of k decrease with increasing D, but
the constant n is almost independent of D in a way that

A = kDn−2 , (36.2)

where A is a constant. Thus, the relationship between P and d can be expressed as

P

d2
= A

(

d

D

)n−2

. (36.3)
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For geometrically similar impressions, the ratio d/D must be constant, and that
makes P directly proportional to d2. Because the principle of geometric similarity
is a fundamental physical concept, the general relationship between P and d can be
rewritten as

P

d2
= f

(

d

D

)

, (36.4)

where f(d/D)is some function depending on the specimen. On the basis of this
viewpoint, Sneddon derived general relationships among the load, displacement and
contact area for any indenter that can be described as a smooth, axisymmetric body
of revolution [3,4]. The load–displacement relationships for various simple indenter
geometries can be summarized in a simple exponent law as

P = Chm , (36.5)

where h is the elastic displacement of the indenter and C and m are constants.
Referred to as Meyer’s exponent, m can have different values for different types
of indenter geometries, i. e., m = 1 for flat cylinders, m = 1.5 for spheres and
m = 2 for cones. Recent studies also show that Mayer’s law can be extended to
elastic-plastic and viscoelastic contact ranges [10, 11, 16].

36.2.2
Elastic Contact Solution

36.2.2.1
Hertzian Solution

For elastic contact between smooth axisymmetric bodies of revolution, two assump-
tions are made in Hertzian contact analysis [5,6]. One is that each body is considered
as an elastic half-space, which means that the contact region is much smaller than the
overall dimensions of the body. This assumption simplifies the boundary conditions.
The contact stress is highly concentrated close to the contact region and decreases
quickly with increasing distance from the contact point. The stress in the contact
region is not critically affected by the shape of the bodies away from the contact
region. The other assumption is that of frictionless contact, which means that the
indentation load acts only in the direction normal to the contact surface and there is
no shear stress in the contact region. On the basis of these two assumptions, the re-
lationship between the applied indentation load and the displacement for a spherical
indenter in elastic contact can be expressed as

P =
4

3

√
RErh

3/2 , (36.6)

where R is the indenter radius, h is the elastic displacement of the indenter and Er

is the reduced elastic modulus, defined by

1

Er
=

1 − ν2

E
+

1 − ν2
i

Ei
, (36.7)

where ν and E are Poisson’s ratio and the modulus of the indented material, and νi

and Ei are those of the indenter.
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36.2.2.2
Sneddon’s Solution

For elastic contact between a conical indenter and an elastic half-space, subject to
the boundary conditions of frictionless contact, prescribed vertical displacements
and no normal stress outside the contact area, the relationship between the applied
indentation load and the displacement can be expressed by Sneddon’s stiffness
equation:

S =
dP

dh
=

2
√

π
Er

√
A . (36.8)

Here S is the elastic stiffness of the contact and A is the projected area of the elastic
contact [3].

Buylchev et al. [21] and Pharr et al. [9] showed that Sneddon’s stiffness equation
generally applies to any smooth function of revolution. The equation can be slightly
corrected to

S =
dP

dh
= β

2
√

π
Er

√
A , (36.9)

where β is a constant; β = 1 for a conical indenter, β = 1.011 for a pyramidal
indenter, β = 1.012 for a Vickers indenter and β = 1.034 for a Berkovich indenter.

36.3
Tip Rigidity and Geometry

Equation (36.7) shows that the reduced modulus takes into consideration bidirec-
tional displacements in both the indented material and the indenter. If the indenter is
perfectly rigid, that is, if its hardness and elastic modulus are high enough and Pois-
son’s ratio is low enough to avoid any deformation during the indentation process, the
contribution of the indenter to the measured displacement is zero. Diamond indenters
are generally used in practical applications. Their Young’s modulus Ei = 1141 GPa
is vastly larger and their Poisson’s ratio νi = 0.07 is much smaller than the corre-
sponding values of the materials examined [10, 22]. Thus, Young’s modulus Er can
be given by

Er =
E

1 − ν2
, (36.10)

where ν and E are Poisson’s ratio and modulus of the material examined.
The geometries of indenters generally take one of two forms [23]. One is a pointed

form, including pyramids and cones (such as the Berkovich type, cube-corner type,
conical type, etc.). For ideal indenters without any roundness on the top, the ratio of
the contact depth to the contact area is constant, being independent of the contact
depth. Theoretically, plasticity forms when the indenter first touches the surface;
indentation strain is constant and the volume of the affected material grows propor-
tionally to the indent volume during the indentation process [2, 23–25]. The other
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one is a smooth axisymmetric form, including spheres and paraboloids. The inden-
tation contact is characterized very well by a Hertzian solution [2, 5, 6, 24]. During
the indentation process, yield begins below the surface and the strain varies with the
contact depth [26, 27].

In fact, the Berkovich indenter is the most frequently used type for measuring
hardness and modulus. The centerline-to-face angle is 65.3◦ and its equivalent cone
angle is 70.3◦, the same as that of a Vickers indenter. Three sides of the Berkovich
indenter easily form a point on the top [23,28,29]. The best tip is ground to a radius
of 20 nm. These geometric characteristics make it possible to produce full plasticity
at a very small load, suitable for hardness and modulus measurements. The cube-
corner indenter is another type of three-sided pyramid tip, with a centerline-to-face
angle of 35.3◦ and an equivalent cone angle of 42.3◦ [23]. The best tip is ground to
a radius of 40 nm. This type of indenter can displace more than 3 times the volume of
a Berkovich indenter at the same load [30–32]. The cube-corner indenter produces
a more severe indent than a Berkovich indenter; namely, it produces much higher
stresses and strains in the vicinity of the contact and reduces the cracking threshold.
Generally, this type of indenter is more suitable for estimating fracture toughness
than for hardness and modulus measurements [25, 33–35].

The third type of pointed-form indenter for practical use is the conical indenter.
However, it is logistically very difficult to grind and the best tip is ground to a radius
of 500 nm. This indenter is advantageous for testing highly anisotropic or oriented
materials and for reducing undesired cracking during the test, as compared with
a Berkovich indenter and a cube-corner indenter [23]. Thus, the conical indenter is
preferred for doing scratch tests for evaluating the friction coefficient and adhesion
or cohesion of thin films [36, 37]. Moreover, the conical indenter is also useful for
comparing experimental results to a 2D axisymmetric model, thereby making it
possible to evaluate the stress–strain curve based on a finite-element analysis of the
influence of the included angle of conical indenters [13–15, 23].

On the other hand, the most frequently used indenter with a smooth axisymmetric
form is the spherical one. The tip radius can be varied from 20 nm to 100 µm and
the depth of the concentrated stress area can be adjusted with the tip radius. The
spherical indenter requires a high load to produce plastic contact, making it easy to
evaluate Young’s modulus in the elastic deformation range and yield stress near the
surface [11,12]. The spherical indenter also exhibits less abrasion, consistent lateral
force and spatial insensitivity during scratch tests [23, 36, 37].

36.4
Hardness and Modulus Measurements

36.4.1
Analysis Method

The indentation hardness of materials is simply defined as the ratio between the peak
load P normal to the specimen surface and the projected area A under load:

H =
Pmax

A
. (36.11)
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Note that here A is not the residual area of indentation. It is crucial to obtain A at the
peak load from the indentation load–displacement curve for determining hardness
and modulus.

Pharr et al. [9, 10] presented a widely used method for determining the contact
area from the depth of contact and the geometry of the indenter based on two
assumptions. First, the elastic modulus is not affected by the indentation process. This
means that the elastic modulus can be estimated from the unloading of an indentation,
in which no plastic deformation is involved. Second, the hardness impressions have
the same shape as the indenter within the plane, but are shallower in depth. On the
basis of these assumptions, as shown in Fig. 36.2, the contact depth hc of the indenter
can be expressed as

hc = h − hs = h − ε
P

S
, (36.12)

where h is the total displacement under load, hs is the displacement of the surface at
the perimeter of the contact and ε is a constant that differs depending on the indenter
geometry; ε = 0.72 for conical indenters, ε = 0.75 for the Berkovich indenter and
indenters with paraboloid of revolution, and ε = 1.0 for flat indenters.

In general, the indentation system always has its characteristic compliance under
load and the indenter always possesses some finite roundness on its top. As the next
step, therefore, the area function f(hc) for obtaining the contact area from the contact
depth has to be decided such that there is less influence from the compliance Cf of
the load frame and the roundness at the tip. In the indentation loading system, the
compliance Cs of the specimen and Cf constitute the resultant compliance C, and
Cs during elastic contact is the inverse of the contact stiffness Ss of the specimen
as shown in (36.8). If the reduced modulus is constant as a function of depth, the
relationship between C and A−1/2 is known to be linear for a given material, being
expressed as

C = Cf + Cs = Cf +
1

Ss
= Cf +

√
π

2Er

1
√

A
. (36.13)

Fig. 36.2.Left: Indentation, showing the quantities used in the analysis. Right: Load–displacement
curves showing the quantities used in the analysis with graphical interpretation of the contact
depth
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Therefore, by first making some large indents in a reference material with a known
reduced modulus such as fused silica (E∗ = 69.7 Ga), one can calculate directly the
contact area A for large depths from the area function for a perfect indenter without
any roundness on the top: A(hc) = 24.5h2

c for the perfect Berkovich indenter and
A(hc) = 2.6h2

c for the perfect cubic indenter. By plotting C versus A−2, one can
directly measure the value of Cf from the intercept of the plot, while one can obtain
the value of Er from the inverse of the slope. Next, to determine the area function
f(hc) of imperfect indenters with some roundness on the top, some small indents
have to be made in the fused silica. The contact area A for a small depth can be
calculated from the reduced modulus Er and the specimen compliance Cs can be
obtained by subtracting Cf from C, by rearranging (36.13) to

A =
π

4

1

E2
r

1

(C − Cf)2
, (36.14)

where Er and Cf are obtained from the large indents. Thus, several pairs of (A, hc)

can be given over a range of depths from (36.14), and the initial area function can
be found by fitting the A versus hc data to the form

A(hc) = C0h2
c + C1h1

c + C2h1/2
c + C3h1/4

c + . . . + C8h1/128
c , (36.15)

where C0 is a constant that varies depending on the indenter geometry; C0 = 24.5
for the Berkovich indenter and C0 = 2.6 for the cubic indenter. C1 through C8 are
fitting constants. Because the initial area function is obtained from the perfect area
function in a large depth range and the exact form of the area function influences the
values of Cf and Er, the procedure should be iterated a few times using the new area
function.

Consequently, according to the approach of Pharr et al., the reduced modulus
of specimens can be found from the measured stiffness S of the unloading curve
and the contact depth hc of the indentation load–displacement curve by rewriting
Sneddon’s stiffness equation (36.9) as

Er =
√

π

2

S
√

A(hc)
(36.16)

and the hardness can be obtained by dividing the peak load P by A(hc) as shown in
(36.11).

36.4.2
Practical Application Aspects

The nanoindentation technique based on the approach of Pharr et al. is widely applied
for evaluating changes in the hardness and reduced modulus of small-volume mate-
rials due to miniaturization processes. Although rapid progress has been made in the
past 10 years in upgrading the level of this technique and in expanding its application
to various fields, there is still a lack of knowledge and experience concerning this
method that needs to be overcome. A better understanding is needed regarding the
size effect at the nanometer scale, the measurement scale effects due to the indenta-
tion process, reasonable error level, effect of the substrate and the relationship with
the conventional Vickers hardness measurement, among other aspects.
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36.4.2.1
Quantum Size Effect and Measurement Scale Effects

Recent nanoindentation techniques have made it possible to indent specimens within
a depth of less than 10 nm. It is necessary to confirm if there is any quantum size
effect and if there are any measurement scale effects on the mechanical properties
owing to the smaller measurement area. Ye et al. [38] made indents in fused silica by
nanoindentation, microindentation and macroindentation techniques using diamond
Berkovich indenters with different radii of 100–500 nm and with different loads
ranging from 10 µN to 50 N, and determined the hardness and reduced modulus
based on the approach of Pharr et al. As shown in Fig. 36.3, it was found that the
hardness and modulus in a contact depth range from 10 nm to 10 µm have almost
constant values, with a small measurement error of less than 5–10%. The results
revealed that there was no quantum size effect in the nanoindentation measurement
for fused silica, which possesses a single domain exhibiting a homogeneous and
stable glass phase from the nanometer scale to the macroscale. If there is no size
effect from the microstructure of the specimen in a nanoindentation measurement,
in terms of estimating the mechanical properties on a nanometer scale, the specimen
can be simulated as a continuum using the finite-element method (FEM), similar
to bulk materials. Moreover, the results shown in Fig. 36.3 also indicate that the
approach of Pharr et al., which was developed for evaluating hardness and modulus
on a nanometer scale, can also be generally applied and extended to the bulk range
by standardizing this method from the nanometer scale to the macroscale.

As for measurement scale effects, Xu and Li [39] have found that a significant
effect occurs when the sample size is comparable to the indent size and suggested that
nanoindentation must be done within a certain critical ratio of indent size to sample
size. They recommended that the ratio of the indent radius to the specimen radius
should be less than 0.3 for accurate determination of hardness within an error of 5%,
and that the ratio of the indentation displacement to the thickness of the specimen

Fig. 36.3. Hardness and reduced
modulus versus contact depth
from the nanometer scale to the
micrometer scale with indenta-
tion load ranging from several
micronewtons to several tens of
newtons. (From Ye [38], with
permission)
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should be less than 0.03–0.06. On the other hand, some materials have been found
to exhibit changes in mechanical properties depending on the indenter geometry
and indentation depth [40–42]. In this case, therefore, some factors such as plastic
deformation and work hardening can be considered in the FEM simulation [40–42].
The relative mechanical properties such as yield stress and stress–strain curve are
described in the following sections.

36.4.2.2
Tip Radius and Surface Roughness Effect

On the basis of the Hertzian solution in (36.6), the indentation hardness depends
on the tip radius, reduced modulus, and indentation displacement in elastic contact.
The hardness can even be zero at the surface. It increases from zero with increasing
displacement and reaches a constant value in the elastoplastic contact range. There-
fore, an indenter with a small tip radius is preferred for making shallow indents to
obtain hardness independent of the depth. On the other hand, with a small tip radius,
hardness and reduced modulus measurements can be easily affected by the surface
roughness. Usually, the tip radius has to be at least 10 times larger than the surface
roughness.

36.4.2.3
Pile-Up and Sink-In Effects

Equation (36.12) indicates that the contact depth hc is lower than the total indentation
displacement h under load. In some materials with low yield strain or that are difficult
to work-harden, however, pile-up may occur, causing the contact depth hc to become
greater than the total indentation displacement h [13,23]. For materials such as work-
hardened Cu and Al, the calculated contact area is much smaller than the real value,
resulting in an overestimation of hardness by as much as 20–30% and of modulus
by as much as 10–15%. Loubet et al. [43] and Hochstetter et al. [44] have taken into
account pile-up and sink-in effects and proposed a different method for estimating
the contact depth:

hc = α

(

h −
P

S

)

, (36.17)

where α is a constant that differs depending on the indenter geometry and α = 1.2
for the Berkovich indenter [43, 44]. Another way of measuring the contact area is
from the residual imprint using atomic force microscopy or some other microscopy
method.

36.4.2.4
Error Level and Substrate Effect

Just a few years ago, a reasonable level of error in nanoindentation measurements was
considered to be around 10%. However, more advanced nanoindentation systems
have been developed recently, including commercial ones, that feature greater rigid-
ity, higher loading resolution, improved sensitivity for detecting displacement and
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Fig. 36.4. Hardness and reduced
modulus versus contact depth for
an ultrathin low-k film having
a thickness of 100 nm. (From
Ye [38], with permission)

less thermal drift. Some measurements can now be made in a controlled environment
or in a room with constant temperature and constant humidity. The indenting load,
displacement noise flows and thermal noise flows are designed and controlled within
a range of less than 50 nN, 0.1 nm and 0.05 nm/s, respectively. This higher perfor-
mance has made it possible to reduce nanoindentation measurement error to an ul-
tralow level, with standard deviation of less than 3% and accuracy to within 5% [22].

Generally, the indenting displacement has to be controlled to less than 10% of
the film thickness to prevent an overestimate of the modulus because of stiffening
from the substrate. The ultralow level of measurement deviation and higher accuracy
allow specimens to be indented with a displacement of several nanometers [11]. This
makes it possible to estimate the hardness and modulus of a thin film that is less
than 100 nm thick [11, 38]. Figure 36.4 shows the hardness and reduced modulus
versus contact depth for a softer film of low-dielectric materials with a thickness of
100 nm on a harder Si substrate. The measured reduced modulus value increased
owing to the influence of the substrate when the contact depth exceeded 10% of the
film thickness, while the hardness value increased when the contact depth exceeded
20% of the film thickness.

36.4.2.5
Relationship with Conventional Vickers Hardness

Conventional Vickers hardness (HV) is defined in terms of mass per unit contact
surface area and is typically expressed in kilograms per square millimeter [45]. If the
real contact area remains constant during indentation, indentation hardness H (GPa)
can be converted geometrically to HV (kg/mm2) as [23, 45]

HV = 94.59H . (36.18)
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Fig. 36.5. Convertible relationship between indentation hardness H (GPa) and Vickers hardness
HV (kg/mm2) based on indentation test results. (From Ye [46], with permission)

However, as mentioned already, the indentation hardness is defined by dividing the
maximum applied load Pmax by the contact area under load A. A is obtained from
the stiffness of the unloading curve and it is not equal to the residual area in the
measurement of Vickers hardness. Thus, it is meaningless to obtain HV from H
by just considering the geometric difference between the projected area and the
surface area of the Vickers indenter. Because there is no residual area remaining
after indenting in the range of elastic deformation, Vickers hardness is not especially
meaningful in this range except as an indication of indentation hardness with respect
to elastic indentation. Ye et al. made some large indents with a Berkovich indenter
under the standards used for the HV measurement [46]. As shown in Fig. 36.5, they
found that the relationship between HV and H is linear for deep indentations, in
which the microstructure did not show any influence on the value of the hardness.
A coefficient of 76.2 instead of 94.59 is a reasonable value for converting HV to H
as follows

HV = 76.2H , (36.19)

when a Berkovich indenter is used at high load.

36.4.3
Recent Applications

36.4.3.1
High-Temperature Nanoindentation

Generally, nanoindentation measurements for evaluating the mechanical properties
of thin films are restricted to room temperature. The rigorous accuracy required for
loading in the micronewton range and displacing the indenter on a nanometer scale
makes it difficult to perform nanoindentation measurements at high temperature. In
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recent years, however, several attempts have been made to evaluate the temperature
dependence of the hardness and modulus of thin films [47–49]. Schuh et al. [49] have
presented a technique for high-temperature nanoindentation studies at elevated tem-
peratures up to 400 ◦C in the millinewton loading range. They measured the hardness
and Young’s modulus of fused silica as a function of temperature from 23 to 405 ◦C
and demonstrated quantitative agreement with literature data for these properties.
In the ultralow micronewton loading range, Ye et al. [48] undertook the challenge
of indenting thin films on a nanometer scale at elevated temperatures up to 200 ◦C.
In their indentation system, a foam insulator plate and a water-cooling system were
used against heat convection from the heating stage; and a Macor insulating holder
was used to prevent heat conduction from the diamond stylus to the transducer used
for loading and detecting the displacement of the indenter. Measurement reliability,
examined by using thermomechanically stable fused silica and a SiO2 film, revealed
no thermal load drift or noise that affected measurement accuracy at high tempera-
ture and also no thermal stress that affected the hardness and modulus values. These
reliability estimation results indicate that the high-temperature nanoindentation mea-
surement method can become a powerful tool for estimating the thermomechanical
strength of thin films.

High mechanical strength as well as good thermal and chemical stability at
high temperature is a critical property for film materials. In the semiconductor field,
low-k dielectrics have attracted widespread interest for use as intermetal dielectric
materials to reduce interconnect resistance in ultra-large-scale integrated devices.
However, moisture absorption, thermal decomposition and other factors such as
thermostructural changes or thermal stress may lower the mechanical properties of
low-k films at high temperature, resulting in thermal deterioration or fracture [48].

Polyarylene ether (PAE) is one well-known organic low-k material. As shown
in Fig. 36.6a and b, thermogravimetry–differential thermal analysis revealed that
a low-k PAE film (500-nm thickness) grown on a Si (100) wafer had good heat resis-
tance, maintaining a stable temperature up to 400 ◦C. However, thermal desorption
spectroscopy showed that the PAE film had some unstable components in a temper-
ature range below 200 ◦C; traces of H2, O2 and H2O gases began to evolve from the
specimen with increasing temperature from 50 ◦C and traces of hydrocarbon gases
such as CH3, C2H4, C3H7 and C4H9 evolved from 110 ◦C. In contrast, Raman and
IR spectra revealed no significant difference in the composition and configuration
between the specimens before and after heating; the PAE low-k film was thermally
stable and suffered no thermal deterioration at temperatures below 200 ◦C.

These analytical results led researchers to investigate if these physical absorbents
in the low-k film affect thermomechanical properties. Figure 36.6c and d shows the
temperature dependence of the hardness and modulus of the PAE low-k film and
a stable SiO2 film determined simultaneously under heating and cooling conditions
in a temperature range from room temperature to 200 ◦C. Measurement reliability
was confirmed by obtaining constant hardness and modulus values for the SiO2 film.
During heating, the hardness and modulus of the low-k film increased slowly from
room temperature and then sharply from 80 ◦C, reaching their maximum values at
115 ◦C, after which they abruptly decreased and finally reached their minimum values
at 200 ◦C. These results indicate that the variations in hardness and modulus during
heating were attributable to moisture absorption in the lower temperature range (from
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Fig. 36.6. High-temperature nanoindentation results for polyarylene ether low-k film. a Thermo-
gravimetry (TG)–differential thermal analysis (DTA) profiles, b thermal desorption spectroscopy
profiles, c temperature dependence of the hardness and reduced modulus under heating and cool-
ing conditions and d simultaneously measured hardness and reduced modulus values of a stable
SiO2 film. (From Ye et al. [48], with permission)

room temperature to 115 ◦C) and physical absorption of some organic residuals in the
higher temperature range (115–200 ◦C). They suggest that absorbed water generally
acts as a plasticizer to lower the mechanical properties of low-k polymers and that the
heating process likely desorbed moisture, resulting in the sharp increase in hardness
and modulus, while the heating process also evolved hydrocarbon gases, causing
the abrupt decrease in hardness and modulus. In contrast, the hardness and modulus
remained almost constant during cooling. This suggests that no moisture absorption
occurred in the low-k film.

From another point of view, Ye et al. [48] focused on the fact that the hardness
and modulus of the low-k film during cooling and the SiO2 film during heating and
cooling remained virtually constant. They suggested that mechanical strength is less
influenced by thermal stress. Generally, an organic low-k film possesses a larger ther-
mal expansion coefficient than a Si substrate, so restraint from the substrate induces
a tensile stress distribution in the as-grown film at room temperature. Hardness and
modulus ordinarily increase under heating owing to a decrease in tensile stress or,
inversely, they decrease under cooling. In this experiment, however, a decrease in
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hardness and modulus during cooling was not observed, although the evolution of
the hydrocarbon gases may have facilitated tensile stress relief at 200 ◦C.

36.4.3.2
Continuous Stiffness Measurement

According to the approach of Pharr et al., the reduced modulus has to be obtained
from the measured contact stiffness. In a single indentation experiment, the contact
stiffness is obtained only from the unloading curve at the maximum depth of the
indent; thus, many indents are needed to evaluate the depth distribution of hardness
and modulus. In continuous stiffness measurement (CSM), a small oscillated load is
superimposed upon ramp loading and the stiffness S and damping Ds of the contact
at all displacements are given by

s =
(

1
P0
h0

cos φ − (Ks − mω2)
− K−1

f

)−1

, and Dsω =
P0

h0
sin φ − Diω ,

(36.20)

where P0 is the amplitude of the load oscillation, h0 is the resulting displacement
amplitude, φ is the phase angle between the load and displacement, Ks is the stiffness
of the indenter support springs, Kf is the stiffness of the load frame, m is the mass
of the indenter column and Di is the damping of the indenter [10, 23, 50, 51].
The system’s mechanical parameters Kf, Ks, Di and m can be determined with the
area function or a dynamic calibration procedure. By measuring P0, h0 and φ, one
can simultaneously measure the contact stiffness during loading in an indentation
test, making it possible to measure the depth distribution of hardness and modulus
with one indent. By changing the radial frequency of the load oscillation, one can
also apply CSM to evaluate creep and viscoelastic properties and other mechanical
characteristics such as fatigue, which are described in Sects. 36.7 and 36.8.

The thin-film rigid disks that are widely used as magnetic media have a mul-
tilayered structure, consisting of an ultrasmooth and flat disk substrate on which
25–50-nm-thick metallic magnetic films are deposited along with a 3–5-nm-thick
diamond-like carbon overcoat and a 1–2-nm-thick bonded perfluoropolyether lubri-
cant [29]. The diamond-like carbon coating and absorbed organic lubricant layer are
used not only to protect the magnetic layer but also to improve tribological perfor-
mance. The mechanical properties in the depth distribution of this nanometer-scale
multilayered structure can affect its magnetic and tribological performance. Li and
Bhushan [29] used the CSM technique to evaluate the hardness and modulus of
a magnetic rigid disk. Figure 36.7 shows the contact stiffness, elastic modulus and
hardness as a function of the contact depth for the magnetic rigid disk with a multi-
layered structure. The elastic modulus values of the different layers are comparable,
resulting in low interfacial stresses. The underlayer exhibited a lower elastic modu-
lus than the magnetic layer and the Ni–P layer on either side. The hardness values
decrease with increasing contact depth. They reported that the hardness and modulus
of ultrathin magnetic multilayered structures can be easily measured by the CSM
technique and that the values are in good agreement with the results obtained by
conventional nanoindentation methods.
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Fig. 36.7. Contact stiffness, elastic modulus and
hardness versus contact depth of a magnetic
rigid disk having a multilayered structure
as determined by continuous stiffness mea-
surement. (From Li and Bhushan [29], with
permission)

36.5
Yield Stress and Modulus Measurements

36.5.1
Analysis Method

The tip shape of pyramidal indenters is generally useful for making elastoplastic
indents to determine hardness independent of the indentation depth in the surface
range. In contrast, spherical indenters easily maintain elastic contact with specimens
before the indentation displacement enters the elastoplastic deformation range. It
is considered that spherical indentation may make it possible to obtain a critical
yield point from the loading curve where the elastic deformation of the contact area
changes to elastoplastic deformation. From this viewpoint, Ye et al. [11,12] presented
a conventional spherical indentation method for determining the yield stress of
ultrathin films based on the Hertzian contact solution in the elastic deformation
range and the Tresca yield criterion.
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It is well known that ductile materials such as metals yield when the maximum
shear stress reaches its critical limit according to the Tresca yield criterion [2,27]. In
cases where contact between two bodies of revolution occurs along their symmetry
axis, the largest principal shear stress τl is given by

τl =
1

2
|σz − σr| , (36.21)

where σz, σr = σθ are the principal stresses along the axis. By replacing these
principal stresses in (36.21) with the stresses along the z-axis given by Johnson for
Hertzian contact and letting the derivative of τl with respect to z equal zero, the
maximum shear stress τmax and its position z at Poisson’s ratio ν = 0.3 are

τmax = 0.31pm , (36.22)

z = 0.47R , (36.23)

where pm is the maximum contact pressure of indentation and R is the tip radius of
a special indenter. If indentation displacement h is much smaller than the tip radius
R, pm can be expressed by

pm =
Pm

A
=

Pm

πRh
, (36.24)

where A is the contact area and Pm is the maximum contact load.
Therefore, by calibrating the tip radius R and measuring the maximum contact

load Py and displacement hy at the critical yield point from the loading curve, one
can determine the shearing yield stress τy by substituting (36.24) into (36.22), and
the reduced modulus Er in the elastic deformation range can obtained by rearranging
(36.6):

τy = 0.31py = 0.31
Py

πRhy
, (36.25)

Er =
3Py

4h3/2 R1/2
. (36.26)

As for the calibration of the tip radius R, by making some indents in a reference
material with a known reduced modulus such as fused silica (Er = 69.7 Ga) in
the elastic deformation range, one can determine R from the Hertzian solution
using (36.6). Otherwise, the tip radius R can also be directly measured by atomic
force microscopy. With regard to detecting the critical yield point from the loading
curve, the values of Py and hy can be obtained by extrapolating the indentation
pressure from the load–displacement hysteretic loop energy, which is defined as the
energy Ur enclosed within the indentation loading and unloading curves. As shown
in Fig. 36.8a, in the elastic deformation range, the unloading curve overlaps the
loading curve and the hysteretic loop energy Ur = 0. When the load is increased to the
elastoplastic deformation range, the unloading curve deviates from the loading curve
and the hysteretic loop energy Ur > 0. Ur is the irreversible energy consumption
associated with plastic deformation. Figure 36.8b shows a plot of Ur versus pm for
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Fig. 36.8. a Change in nanoindentation load–displacement curve from elastic deformation to
elastoplastic deformation showing the hysteretic loop energy as irreversible energy consumption
associated with plastic deformation. b Hysteretic loop energy versus maximum contact load of
fused silica for determining critical yield contact load by extrapolation of hysteretic loop energy

fused silica. The critical yield point is found by extrapolating Ur in the range Ur > 0
and the yield contact load py is the intercept of the plot. In this case, the yield
contact load of fused silica is py = 3.3 GPa, resulting in shearing yield stress of
τy = 1.1 GPa.

36.5.2
Recent Applications

The spherical nanoindentation method based on Ye’s approach is used for eval-
uating the reduced modulus in the elastic deformation range and the yield stress
from the initial plastic deformation. Since this approach induces elastic deforma-
tion by making some small indents within a depth of less than several nanometers,
it is possible to apply this method to ultrathin films with a thickness of about
20 nm [11, 12]. According to (36.23), the depth of the maximum shear stress can
be changed by varying the tip radius of a spherical indenter. It is feasible to eval-
uate the yield stress relative to the specimen depth by using various indenters with
different tip radii. This advantage has gradually attracted attention not only from
the standpoint of industrial utility, but also with regard to scientific understand-
ing.

In the automobile field, for example, improvement of engine oil performance
is particularly important because of its critical role in reducing friction, which
translates directly into better fuel economy. One effective method of modifying
engine oil containing the widely used zinc dialkylsithiophosphate (ZDDP) additive
is to add the molybdenum dithiocarbamate (MoDTC) friction modifier [11]. These
engine oil additives form tribofilms with a thickness of less than several tens of
nanometers on steel surfaces. A MoDTC/ZDDP tribofilm originating from both
the MoDTC and the ZDDP additives possesses a much lower friction coefficient
than a ZDDP tribofilm formed only from the ZDDP additive. This difference in
friction behavior was not well known before, and two main explanations for it
were suggested in previous studies. One explanation attributed it to a difference in
mechanical properties near the tribofilm surface, and the other to a difference in
surface roughness.
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Ye et al. [11] applied a spherical diamond indenter with a tip radius of 150 nm to
these ultrathin films. They examined the difference in yield stress between these tri-
bofilms and found that the low friction behavior does not originate from a difference
in surface roughness but from a difference in shear stresses near the surface. Fig-
ure 36.9 shows the indentation load–displacement curves of the MoDTC/ZDDP and
ZDDP tribofilms, where the dark and gray circles denote the loading and unloading
data. It was found that the initial plastic deformation began to appear at Py = 6 µN
for the MoDTC/ZDDP tribofilm and at Py = 11 µN for the ZDDP tribofilm. The
loading and unloading data were traced as P ∼ h3/2 and P ∼ (h − hp)

3/2 by the
least-squares method, where P, h and hp are the indentation load, displacement and
plastic depth, respectively. Reliability factors for all the approximated curves were
in the range 0.95–0.99. As a result, the MoDTC/ZDDP tribofilm was calculated to
possess shearing yield stress of τy = 2.3 GPa at a depth of zy = 9.3 nm; while the
ZDDP tribofilm had τy = 3.3 GPa at zy = 10.4 nm. Thus, the MoDTC/ZDDP tri-
bofilm was demonstrated to possess lower yield stress than the ZDDP tribofilm. By
combining this finding with other chemical analysis results allowed the conclusion to
be drawn the friction reduction due to the MoDTC/ZDDP additives originates from
an inner skin layer formed by MoS2 nanostrips just below the surface at a depth of
about 10 nm.

The yield stress and reduced modulus on a nanometer scale are also well known
to be sensitive to changes in microstructures in the miniaturization processes for ob-

Fig. 36.9. Indentation load–
displacement curves for
molybdenum dithiocarbamate
(MoDTC)/zinc dialkylsithiophos-
phate (ZDDP) and ZDDP tri-
bofilms at different loads under
various conditions from elastic
deformation to elastoplastic defor-
mation, where the circles denote
the loading and unloading data
and the dotted lines are plotted for
P ∼ h3/2 and P ∼ (h − hp)

3/2.
(From Ye et al. [11], with permis-
sion)
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taining high-performance materials. However, macroscale mechanical data obtained
from bulk materials have still been applied in developing various new nanoscale ma-
terials in industry. In the semiconductor field, for example, although copper is one of
the most important materials for reducing interconnect resistance in ultra-large-scale
integrated devices, mechanical and thermomechanical reference data of bulk copper
materials are still used in computer simulations for device design and life prediction.
Shimizu et al. [12] made spherical indents in single-crystal Cu(100) and Cu(111) by
using a spherical diamond indenter with a tip radius of 1 µm. They found that the
Cu single crystals possessed an anisotropic reduced modulus and yield stress owing
to the different crystallographic orientations.

Figure 36.10 shows P2/3 versus h plots and Ur versus pm plots for these two dif-
ferent kinds of single crystals. The P2/3 versus h plots were confirmed to have a linear
relationship in accord with the Hertzian contact theory. The Ur versus pm plots show
that the Cu(111) plane exhibited initial plastic deformation at pm = 0.94 GPa and
that the Cu(100) plane exhibited initial plastic deformation at pm = 1.78 GPa. As
a result, the Cu(111) plane was estimated to have a reduced modulus of Er = 99 GPa
and shearing yield stress of τy = 554 MPa, both of which were smaller than the val-
ues of Er = 68 GPa and τy = 291 MPa estimated for the Cu(100) plane. These
anisotropic mechanical properties agreed with the metallurgical considerations of an
active face-centered-cubic slip system. As shown in Fig. 36.10d, when the conven-
tional compression test of bulk materials is assumed at a very low penetration depth

Fig. 36.10. Spherical nanoindentation measurement results for single-crystal Cu(100) and
Cu(111). a, b P2/3 versus h, c Ur versus pm and d anisotropic nature of mechanical prop-
erties showing the relationships among applied load, maximum shear stress and active slip
system
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Fig. 36.11.Spherical nanoindentation measurement results for Cu film with a thickness of 200 nm.
a P2/3 versus h, b Ur vs. pm and c pole figures of X-ray diffractions along the [111] and [100]
directions. (From Shimizu et al. [12], with permission)

compared with the radius of a spherical indenter, the direction of maximum shear
stress is oriented at 45◦ with respect to the direction of the applied load. The active
slip direction for the Cu(100) and Cu(111) single crystals was oriented at an angle
of 45◦ and 35◦, respectively. This anisotropic nature of yield stress is generated from
the gap between the active slip direction and the maximum shear stress direction.
Such anisotropic mechanical properties have never been seen on a macrometer scale.

On the basis of these results, Shimizu et al. [12] also applied the spherical nanoin-
dentation method to a copper thin film with a thickness of 200 nm. Figure 36.11 shows
the P2/3 versus h curves and the plots of Ur and Pm. Elastic behavior was exhibited
under a maximum indentation load of 5.3 µN. The copper thin film exhibited initial
plastic deformation in the hysteretic loop energy versus contact pressure curve at
1.21 GPa. This copper film displayed a reduced modulus of Er = 66.5 GPa and
shearing yield stress of τy = 375 MPa. The reduced modulus value was nearly the
same as that obtained for the Cu(100) plane, and shearing yield stress was found
to be between that of the Cu(100) plane and that of the Cu(111) plane. The X-ray
diffraction pattern was used to investigate these mechanical properties relative to the
crystallographic orientation in the copper film. They found that this copper film was
grown with [100] and [111] orientations as shown in Fig. 36.11c. The elastic defor-
mation of the copper film was dominated by the grains with the [100] orientation such
that it occurred in the most compliant direction. In contrast, the plastic deformation
of the film was restrained by the grains with the [111] orientation, thus resulting in the
highest yield stress. These results indicate that it is necessary to replace the mechani-
cal properties of bulk materials with the reduced modulus and yield stress of thin films
or small volumes of materials for developing new materials on a nanometer scale.

36.6
Work-Hardening Rate and Exponent Measurements

36.6.1
Analysis Method

Tabor [2] demonstrated that hardness can be related to plastic stress for a given repre-
sentative strain. As shown in Fig.36.11, however, hardness represents the mean value
of the contact pressure between the indenter and the material. It is not an intrinsic
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property of materials. For determining the plastic properties of small-volume materi-
als, it is necessary to find a way to determine the true stress–strain relationship from
the indentation load-displacement curve. Recently, Bucaille et al. [13], Chollacoop
et al. [14] and Ogasawara et al. [15] developed a dual-indenter method for determin-
ing the stress–strain curve based on a finite-element analysis of the influence of the
included angle of conical indenters. Cheng and Cheng [16] presented a basic idea
for using dimensional analysis and finite-element calculations to extract closed-form
universal functions. Dao et al. [17] proposed a representative plastic strain that can
be applied as a strain level to make a dimensionless form for indentation loading
response independent of the strain hardness exponent. Bucaille et al. [13] and Chol-
lacoop et al. [14] found that this representative strain changes linearly with the apex
angle of the indenter. Thus, the stress–strain curve can be obtained by determining
the work-hardening rate and exponent using dual sharp indenters with different apex
angles. Lately, Ogasawara et al. [15] further advanced the approach suggested by
Bucaille et al. [13] and Chollacoop et al. [14], and proposed a new formulation of
representative strain that exhibits a stronger physical basis than the others. Because
of its wide application range to engineering materials, the approach proposed by
Ogasawara et al. is described here.

Figure 36.12 schematically shows the typical stress–strain curve of power-law
materials [53]. If the elasticity observes Hooke’s law and the plasticity follows the
von Mises yield criterion and power-law hardening, the equivalent stress and strain
under equibiaxial loading of axisymmetric conical indentation are given by

σa = E(2εa) for 2εa ≤
σy

E
, (36.27)

σa = R(2εa)
n for 2εa ≥

σy

E
, (36.28)

where σa is the equibiaxial stress and εa is the equibiaxial strain, when E is Young’s
modulus, σy is the initial yield stress, n is the work-hardening exponent and R is
the work-hardening rate. n is zero for an elastic–perfectly plastic material. For most

Fig. 36.12. The equibiaxial elasto-
plastic stress–strain curve of
power-law materials and the
representative strain defined as
plastic strain. (From Ogasawara
et al. [53], with permission)
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metals and alloys n is between 0.1 and 0.5. For continuity at yielding, the following
condition must hold true:

σy = Eεy = Rεn
y . (36.29)

The equibiaxial strain can be expressed as the summation of axisymmetric elastic
stress εe

a and plastic stress ε
p
a :

εa = εe
a + εp

a . (36.30)

Most importantly, (36.27) and (36.28) reveal that the plastic relationship for a given
work-hardening material is identical to the uniaxial stress–strain curve when the
equibiaxial σa is plotted as a function of 2εa. Ogasawara et al. defined the equibiaxial
plastic strain as a representative strain εR expressed as

εR ≡ εp
a = εa − εe

a , (36.31)

and thus the corresponding representative stress σR at εR can be expressed as

σR 〈εR〉 = R(2εe
a + 2εR)n , (36.32)

where elastic stress εe
a, as shown in Fig. 36.12, can be obtained from [15]

εe
a =

σR 〈εR〉
2E

. (36.33)

On the other hand, indentation by a sharp indenter with an included angle α at a load
P into a power-law elastoplastic specimen (Er, ν, σy and n) can be expressed as

P = P(h, Er, σy, n, α) , (36.34)

where h is the indentation displacement and Er is the reduced Young’s modulus. By
using the stress σR〈εR〉 at the representative strain εR, one can rewrite the general
indentation loading response on constitutive properties as

P = P(h, Er, σR 〈εR〉 , n, α) . (36.35)

Based on dimensional analysis, the relationship in (36.35) can be expressed as

P = σR 〈εR〉 h2Πα

(

Er

σR 〈εR〉
, n, α

)

, (36.36)

where Πα is a dimensionless function. According to Mayer’s law in (36.5), the
indentation displacement responds to loading in the case of conical indentation as

P = Ch2 , (36.37)

where C is the loading curvature. Thus, the relationship between the loading curva-
ture C and the dimensionless function can be written as

C =
P

h2
= σR 〈εR〉Πα

(

Er

σR 〈εR〉
, n, α

)

. (36.38)

For determining a representative strain εR that can construct a function Πα in-
dependent of the strain-hardening exponent n, the finite element method (FEM)
is generally applied to several kinds of conical shape indents with a different in-
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cluded angles α. Ogasawara et al. used material parameters over a large range with
Er/σR〈εR〉 = 3−3300 and n = 0−0.5, which can cover essentially all engineering
materials. A rigid contact surface is assumed to simulate a rigid indenter. Coulomb
friction between contact surfaces as a minor factor of indentation is assumed to be
0.15 [54]. Poisson’s ratio is fixed at 0.33 [55]. As a result, for a conical Berkovich
indenter with an included angle α of 70.3◦, the representative stain εR is 0.0115,
making the relationship between C70.3◦/σR〈0.0115〉 and Er/σR〈0.0115〉 indepen-
dent of the work-hardening exponent n as shown in Fig. 36.13. Thus, (36.38) for
α = 70.3◦ becomes

C70.3◦

σR〈0.0115〉
= Π70.3◦

(

Er

σR〈0.0115〉

)

, (36.39)

Π70.3◦ (Ω70.3◦) = −0.6596 (ln Ω70.3◦)3 + 8.4058 (ln Ω70.3◦)2

− 12.3088 (ln Ω70.3◦) + 9.2102 , (36.40)

where Ω70.3◦ = Er/σR〈0.0115〉. In the same way, the representative stain εR

for α = 63.14◦ is 0.0162 and the relationship between C63.14◦/σR〈0.0162〉 and
Er/σR〈0.0162〉 is

C63.14◦

σR 〈0.0162〉
= Π63.14◦

(

Er

σR 〈0.0162〉

)

, (36.41)

Π63.14◦ (Ω63.14◦) = −0.3093 (ln Ω63.14◦)3 + 3.6164 (ln Ω63.14◦)2

− 2.5183 (ln Ω63.14◦) + 2.3622 , (36.42)

where Ω63.14◦ = Er/σR〈0.0162〉. For α = 75.79◦, the representative stain εR is
0.0079 and the relationship is

C75.79◦

σR 〈0.0079〉
= Π63.14◦

(

Er

σR 〈0.0079〉

)

, (36.43)

Π75.79◦ (Ω75.79◦) = −1.3157 (ln Ω75.79◦)3 + 17.945 (ln Ω75.79◦)2

− 34.8958 (ln Ω75.79◦) + 25.458 , (36.44)

Fig. 36.13. Relationship be-
tween C70.3◦/σR〈0.0115〉 and
Er/σR〈0.0115〉 independent of
the work-hardening exponent.
(From Ogasawara et al. [53], with
permission)
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where Ω75.79 = Er/σR〈0.0079〉. These FEM analytic results show that the represen-
tative stain εR can vary linearly with cot α as follows:

εR = 0.0319 cot α . (36.45)

In the plastic region, as shown in (36.27) and (36.28), the work-hardening exponent n
and the work-hardening rate R are independent parameters. Two relative equations
between Cα/σR〈εR〉 and Er/σR〈εR〉 made by dual conical indentations with different
included angles are enough to obtain the stress–strain curve from the indentation
load–displacement curves for power-law materials.

On the basis of the dual-indentation approach explained here, in order to deter-
mine the true stress–strain curve, several indents are first made to obtain the loading
curvatures Cα from the load–displacement curves using two conical indenters with
a different included angle α. The reduced Young’s modulus Er can be determined
by Ye’s approach using spherical indentation as explained in Sect. 36.5 or by the
approach of Pharr et al. using Berkovich indentation as described in Sect. 36.4. By
substituting two sets of Cα–Er pairs into their relative equations between Cα/σR〈εR〉
and Er/σR〈εR〉 such as (36.40), (36.42) and/or (36.44), one can calculate the rep-
resentative strains σR〈εR〉 at the corresponding representative strain εR for each
conical indentation by reverse analysis. Finally, the two sets of σR〈εR〉–εR pairs
thus obtained can be transformed into stress–strain (σR–εR) curves by determining
the work-hardening exponent n, work-hardening rate R, and yield stress σy from
(36.29), (36.32) and (36.33).

36.6.2
Practical Application Aspects

The dual-indenter method has been developed on the basis of materials whose
properties follow an exact power-law relationship as expressed in (36.27) and (36.28).
Ogasawara et al. [15] applied this method to four materials: gold, aluminum, work-
hardened copper and annealed copper. Figure 36.14 shows their σ–ε curves obtained
by reverse analysis in comparison with the original input data. They found that the
errors of the σ–ε curves between the results of the indentation measurements and the
original data were less than 3% for the power-law materials gold and aluminum. In
contrast, for real engineering materials such as work-hardened copper and annealed
copper, their σ–ε curves measured in uniaxial tensile tests deviated slightly from
the ideal power-law hardness. Thus, some inconsistency was observed between the
reverse analysis data and the original data. Recently, some studies have been made of
non-power-law materials with the aim of further improving the consistency between
the original input data and reverse algorithm [56, 57]

As for the influence of the friction coefficient on the indentation load–
displacement curve, friction between the indenter and the surface of the material
is usually discussed in terms of the Coulomb friction coefficient µ. The classical
value of the friction coefficient between metal and diamond is 0.15. The effect of
friction on the normal load is

P (μ) = P (0) (1 + μ cot α) , (36.46)

where P(0) is the normal load without the effect of friction and α is the included
angle of the conical indenter [2]. Bucalille et al. [13] simulated the indentation of an
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Fig. 36.14. σ–ε curves for gold,
aluminum, work-hardened copper
and annealed copper obtained
by the dual-indenter method in
comparison with original input
data. (From Ogasawara et al. [15],
with permission)

aluminum alloy made with four conical indenters having different included angles
from 42.3◦ to 70.3◦ for varying values of the Coulomb friction coefficient from 0 to
0.3. As shown in Fig. 36.15, they found that a higher friction coefficient decreased
the load slightly at α = 70.3◦ and increased it at α = 60◦. The normal load varied
less than 3% as the friction coefficient was increased from 0 to 0.3 for included angles
of more than 60◦. They also suggested that the accuracy of determining the work-
hardening exponent n is dependent on the included angle of the indenter and the
magnitude of the work-hardening exponent. Better accuracy is obtained for a smaller
included angle and for higher values of the work-hardening exponent. Therefore,
the influence of friction is a minor factor when the included angle of the indenter is
larger than 60◦, but it has to be considered when an indenter with a small angle is
used for obtaining high accuracy in evaluating the work-hardening exponent.

Another advantage of the dual-indenter method is that the stress–strain curves
derived from the indentation data can be evaluated without having to measure the
projected contact area. For work-hardened metals, piling-up or sink-in may form
around the indenter, resulting in changes in the contact depth and area. Thus, the
influence of piling-up and sink-in can affect hardness and modulus estimations
made by using the approach of Pharr et al. With the dual-indenter method, however,
only the loading curvature C of the indentation load–displacement is taken into
account.



36 Novel Nanoindentation Techniques and Their Applications 335

Fig. 36.15. Influence of the
Coulomb friction coefficient
µ on applied indentation load
P as a function of the included
angle α for an aluminum alloy.
(From Bucaille et al. [13], with
permission)

The dual-indenter method is still a little difficult to use, although this approach
can determine plastic properties with high accuracy. Certain disadvantages of this
method are expected to be overcome through further improvement. One is that this
method requires two kinds of indents with different included angles on the same
specimen. It is inconvenient for practical use in industry, and sometimes this method
cannot be applied when only one small local area or point is of interest. Another
disadvantage is that ideally shaped conical indenters must be used in the massive
FEM calculations for obtaining the relationship between the loading curvature C and
the dimensionless function. Indenters invariably have some roundness on the top.
The dimensionless function in the case of a spherical indenter has to be calculated
when small indents are made for evaluating the plastic properties of ultrathin films.
Recently, some new methods have been proposed that involve the use of single
indentation measurements instead of dual indentations, though further improvements
are still needed [53].

36.6.3
Recent Applications

The dual-indenter method makes it possible to measure elastoplastic properties and
tensile strength in ultrasmall regions and has the potential for broad application in
various fields. However, only a few applications have been reported to date. Yonezu
et al. [58] used two Berkovich indenters with different tip geometries of 100◦ and
115◦ to test various kinds of materials, including pure aluminum, aluminum alloys,
titanium alloys, brass, stainless steel and high-strength steel, having a wide range
of mechanical properties. They estimated not only the work-hardening rate R and
the work-hardening exponent n, but also the yield stress σy and the tensile strength
σB, and compared the values with the results of tensile loading tests. As shown in
Fig. 36.16, the values of R, n, σy, and σB were almost equal to the actual values
measured in the tensile loading tests for most of the materials. These results demon-
strated that the dual-indenter method is a reliable tool for determining the stress–stain
curve and ultimate tensile strength on a microscale. In their experiments, they made
large indents to reduce or remove size effects from the specimen microstructure. For
practical use, however, making small indents is important in obtaining elastoplastic
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Fig. 36.16. Work-hardening rate, work-hardening exponent, yield stress and tensile strength of
pure aluminum, aluminum alloy, titanium alloy, brass, stainless steel and high-strength steel ob-
tained by the dual-indenter method in comparison with tensile test data. (From Yonezu et al. [58],
with permission)

properties on a nanometer scale. Instead of macroscale mechanical data obtained
from bulk materials, the nanoscale values of R, n, σy, and σB can be used to predict
the strength and life of various new nanoscale materials in industry.

36.7
Viscoelastic Compliance and Modulus

36.7.1
Analysis Method

The methods and approaches mentioned earlier have been thoroughly validated for
time-independent materials. However, experimental problems will arise when ap-
plying these methods and approaches directly to viscoelastic materials. Tang and
Ngan [59] observed that the load–displacement curve shows a nose-shaped pattern
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during unloading owing to creep effects at the onset of unloading and that such
a nose-shaped pattern can affect the measurement accuracy of the contact stiffness
and contact area. Hardness, modulus and other mechanical properties can change
with the loading rate and loading frequency, being independent of experimental
time. In previous studies, efforts were made to evaluate viscoelastic properties us-
ing nanoindentation measurement. Oliver and Pharr [10] used load-sensing and
displacement-sensing indentation techniques to determine Young’s relaxation mod-
ulus. Cheng et al. [60] used a flat-punch indentation method to measure viscoelastic
properties in the range of linear viscoelastic deformation. Shimizu et al. [61] and Lu
et al. [18] proposed methods for measuring creep compliance as a function of elapsed
time using spherical and Berkovich indenters. For soft and rheologic materials, it
is preferable to express viscoelasticity in terms of complex properties as a function
of frequency. Loubet et al. [62] applied an excited dynamic load or displacement to
a specimen with a continuous stiffness modulus (CSM) and tried to obtain the com-
plex modulus of viscoelastic materials. They proposed the uniaxial storage modulus
in the same formula as in Sneddon’s solution as shown in (36.8), which is related
to the contact stiffness and contact area. The uniaxial loss modulus is represented in
proportion to the damping coefficient and frequency, but in inverse proportion to the
root of the contact area. However, this approach produced a result far from the value
measured by conventional dynamic mechanical analysis (DMA) under the same
specimen conditions. Recently, Huang et al. [19] developed a method for measur-
ing the complex compliance in a frequency-dependent function using the Hertzian
solution in combination with a hereditary integral operator proposed by Lee and
Radok [20]. Because this approach exhibits better agreement with the conventional
DMA method, the method of Huang et al. is described in this section.

The formulas for the computation of complex compliance and modulus are
proposed for linear viscoelastic materials using spherical indentation measurement.
When a rigid spherical indenter indents into a half-space composed of a homogenous,
isotropic and linearly elastic material, the relationship between the applied inden-
tation load P and the displacement h for the spherical indenter in elastic contact
follows the Hertzian solution in (36.6) and (36.7), resulting in

P =
8
√

R

3(1 − ν)
Gh3/2 , (36.47)

where G is the shear modulus, R is the tip radius and ν is Poisson’s ratio. Since
Poisson’s ratio does not change significantly for most polymers in the glassy state,
a constant Poisson’s ratio is assumed. If the contact area between the indenter and
the specimen is nondecreasing, the hereditary integral operator proposed by Lee and
Radok can be applied to (36.47) and the relationship between the indentation load
P and the displacement h can be expressed as

h3/2(t) =
3(1 − ν)

8
√

R

∫ t

−∞
J(t − θ)

dP(θ)

d(θ)
dθ , (36.48)

where J(t) is the creep compliance function of elapsed time in shear [20]. If a sinu-
soidal nanoindentation load is superimposed in a step loading process as

P(t) = [Pm + ΔP0 sin(ωt)]H(t) , (36.49)
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where H(t) is the Heaviside unit step function [H(t < 0) = 0, H(t = 0) = 1/2,
H(t > 0) = 1], Pm is the carrier load and ΔP0 is the amplitude of the harmonic
load, the total displacement as output from a nanoindenter can be expressed as

h(t) = hm(t) + Δh0 sin(ωt − δ) , (36.50)

where hm(t) is the carrier displacement, Δh0 is the amplitude of harmonic dis-
placement and δ is the out-of-phase angle between the applied harmonic force and
displacement. Usually, because Δh0 ≪ hm(t), (36.50) can be rewritten as

h3/2(t) = h3/2
m (t) +

3

2
h1/2

m (t)Δh0 cos δ sin(ωt) −
3

2
h1/2

m (t)Δh0 sin δ cos(ωt) ,

(36.51)

where the high-order terms of Δh0 are negligible. By substituting (36.49) into
(36.48), one can express h3/2(t) as

h3/2(t) =
3(1 − ν)

8
√

R

(

Pm J(t) + ωΔP0

∫ t

0
J(t − θ) cos(ωθ)dθ

)

, (36.52)

Considering that the complex compliance is defined after the harmonic response has
reached a steady state when t tends to infinity, (36.48) can be transformed into

h3/2(t) =
3(1 − ν)

8
√

R

{

Pm J(t) + ΔP0[J ′(ω) sin(ωt) − J ′′(ω) cos(ωt)]
}

,

(36.53)

J ′(ω) = ω

∫ ∞

0
J(t) sin(ωt)dt, and J ′′(ω) = ω

∫ ∞

0
J(t) cos(ωt)dt , (36.54)

J∗(ω) = J ′(ω) − iJ ′′(ω) , (36.55)

where J ′(ω) and J ′′(ω) are the storage compliance and loss compliance in shear and
J∗(ω) is the complex compliance in shear.

By comparing (36.51) with (36.53), hm, J ′(ω) and J ′′(ω) are

h3/2
m (t) =

3(1 − ν)

8
√

R
Pm J(t) , (36.56)

J ′(ω) =
4
√

Rh1/2
m (t)Δh0

(1 − ν)ΔP0
cos δ, and J ′′(ω) =

4
√

Rh1/2
m (t)Δh0

(1 − ν)ΔP0
sin δ . (36.57)

The uniaxial complex compliance D∗(ω) can be expressed as

D∗(ω) = D′(ω) − iD′′(ω) =
J ′(ω) − iJ ′′(ω)

2(1 + ν)
, (36.58)

where D′(ω) and D′′(ω) are the uniaxial storage compliance and loss compliance,
which can be expressed as follows from (36.57):

D′(ω) =
2
√

Rh1/2
m (t)Δh0

(1 − ν2)ΔP0
cos δ, and D′′(ω) =

2
√

Rh1/2
m (t)Δh0

(1 − ν2)ΔP0
sin δ .

(36.59)
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The uniaxial complex modulus E∗(ω), uniaxial storage modulus E ′(ω) and loss
modulus E ′′(ω) can be represented as

E∗(ω) = E ′(ω) − iE ′′(ω) , (36.60)

E ′(ω) =
(1 − ν2)ΔP

2
√

Rh1/2
m (t)Δh0

cos δ, and E ′′(ω) =
(1 − ν2)ΔP

2
√

Rh1/2
m (t)Δh0

sin δ .

(36.61)

On the other hand, if a small sinusoidal load is superimposed upon ramp loading,

P(t) = v0t + ΔP0 sin(ωt) , (36.62)

where v0 is the loading rate. Huang et al. also demonstrated that the formulas for
determining complex compliance can also be derived under the loading condition of
hm(t) ≫ Δh0.

Therefore, for linear viscoelastic materials with less difference in Poisson’s ratio,
spherical indentation measurement under oscillatory loading in a nondecreasing
contact area can be used to determine the complex compliance and the complex
modulus in shear or the uniaxial complex compliance and uniaxial complex modulus
by detecting the carrier displacement, the amplitude of harmonic displacement and
the out-of-phase angle.

36.7.2
Practical Application Aspects

The approach of Huang et al. [19] was based on the assumption of a nondecreasing
indentation contact area. In actual measurements, however, the contact area may
decrease under an oscillatory loading condition, causing the Lee–Radok integral
operator to lose its boundary condition, with the result that residual surface traction
occurs outside the the current contact region. It is necessary to examine the approach
of Huang et al. in the range of an increasing or a decreasing contact area. Huang
et al. [19] suggested that for a small harmonic load superimposed with ramp loading,
when the loading rate is v ≥ ΔP0ω in (36.62), a nondecreasing load leads to a non-
decreasing contact area during the nanoindentation process. For harmonic loading
superimposed with step loading, if the loading frequency ω ≤ d(hm/Δh0)/dt in
(36.49), the contact area is nondecreasing during the whole loading process. When
the loading frequency ω > d(hm/Δh0)/dt in (36.49), the contact area increases and
decreases with loading time. In previous studies, Ting [63, 64] proposed a solution
of axisymmetric viscoelastic indentation by a rigid indenter when the contact area
varies during the loading condition. However, Ting’s approach leads to similar re-
sults to those obtained with the hereditary integral operator proposed by Lee and
Radok. Huang et al. [19] demonstrated that the solutions derived with their method
are very close to Ting’s solution, even though their approach is not justified in the
range of ω > d(hm/Δh0)/dt. Because the approach of Huang et al. is a closed-form
solution compared with Ting’s approach, the formulas of the former approach are
convenient for estimating the complex viscoelastic compliance and modulus in the
regime of linear viscoelasticity even when ω > d(hm/Δh0)/dt.
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Fig. 36.17. Complex compliance in shear of polycarbonate (PC) and poly(methyl methacrylate)
(PMMA) polymer materials under a harmonic load superimposed on a ramp loading and b step
loading in comparison with dynamic mechanical analysis (DMA) results. (From Huang et al. [19],
with permission)

Huang et al. [19] also examined their approach by testing the same materials with
nanoindentation and conventional DMA apparatuses. In the nanoindentation mea-
surement, they used CSM loading to apply dynamic excitation in the frequency range
3–260 Hz on a flat specimen surface with a spherical indenter having a tip radius of
3.4 µm. The indentation depth was a few hundred nanometers, but the amplitude of
harmonic loading was controlled to obtain harmonic displacement with an amplitude
between a fraction of a nanometer and a few nanometers. The thermal drift level was
typically below 0.05 nm/s. In the DMA measurement, temperature–frequency trade-
off was applied to extend the frequency range to 0–260 Hz for comparing the results
with the nanoindentation measurement. Figure 36.17 shows the complex compli-
ance in shear of polycarbonate and poly(methyl methacrylate) materials obtained by
nanoindentation under a harmonic load superimposed on ramp loading and on step
loading, respectively, in comparison with the DMA results. Huang et al. [19] found
that the nanoindentation measurements in both types of loading process were in
good agreement with the DMA results. The average error for the storage compliance
of polycarbonate and poly(methyl methacrylate) at these discrete experimental data
was less than 6.2%. The maximum error for the storage compliance of polycarbonate
and poly(methyl methacrylate) was 9.1 and 5.1%, respectively.

For other time-independent materials such as metals and ceramic materials,
measurement of creep compliance as a function of elapsed time by changing the
indentation conditions with respect to temperature, load and loading rate instead of
dynamic loading may be an easy way to evaluate viscoelastic properties of these
kinds of materials. Shimizu et al. [61] proposed the following creep formula for
obtaining uniaxial creep compliance D(t) from the indentation contact depth hc(t)
as a function of time using a constant load P0:

D(t) =
C0 tan β

2(1 − ν2)P0
h2

c(t) , (36.63)
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where C0 is a constant that varies depending on indenter geometries; C0 = 24.5 for
a Berkovich indenter. β is the inclined face angle. They made some indents in an
amorphous selenium specimen with the same constant load but different temperatures
ranging from 10 to 42 ◦C, including the glass transition, and then at the same
temperature but with different constant loads, respectively, using a Vickers indenter.
The creep curves in Figure 36.18 show that the indentation depth was dependent on
time in both cases. Usually, creep under a constant applied stress exhibits a steady-
state linear characteristic with respect to time in a viscous regime. In the constant-load
indentation measurement, however, as shown in Fig. 36.18a, stress decreased with
increasing indentation depth, resulting in a progressive decrease in the creep rate
dhc/dt with time even when the temperature was set high enough for steady-state
viscous flow. On the basis of their approach shown in (36.63) and the well-known
time–temperature superposition rule for the creep compliance function [65], they
calculated the uniaxial creep compliance of α-selenium from the time dependence
of the indentation depth and composed a master curve log D(t) versus log t/aT at
a standard temperature of 36 ◦C, as shown in Fig. 36.18b, where aT is the shift
factor for the time–temperature superposition. These results confirmed the self-
consistency between the creep formula in (36.63) and the experimental framework,
and suggested that other indentation methods should be applied to determine creep
compliance for characterizing the viscoelasticity of ceramic, metal and polymer
films.

Fig. 36.18. Constant-load indenta-
tion creep curves of amorphous
selenium at a the same constant
load but different temperatures
and at b the same temperature but
different constant loads. (From
Shimizu et al. [61], with permis-
sion)
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36.8
Other Mechanical Characteristics

This chapter has described the analysis methods, practical application aspects and
the latest application examples of the nanoindentation techniques used most fre-
quently for determining mechanical properties, including hardness and modulus,
yield stress, stress–strain curve and viscoelasticity. Besides these properties, nanoin-
dentation techniques can also be used to evaluate many other mechanical proper-
ties or characteristics, such as fracture toughness, fatigue, surface residual stress,
adhesion/cohesion and friction, among others [29, 66–75]. Morris and Cook [66]
proposed an indentation wedging model to estimate radial fracture during inden-
tation by an acute indenter instead of the often-used Vickers indenter, making it
possible to extend the fracture toughness estimation method to a very small length
scale. Li and Bhushan [29] used the CSM technique to measure contact stiffness as
a function of the number of cycles under an oscillated indentation load and found
that the number of critical cycles at an abrupt decrease in contact stiffness can
be used for estimating the fatigue properties of ultrathin films. Suresh and Glan-
nakopoulos [69] proposed a step-by-step method to determine preexisting residual
stresses and residual plastic strains in elastoplastic solids on the basis of continuous,
quantitative shape indentation. They demonstrated that this method can be applied
to thin films, structural coatings and engineered surfaces containing an equibiaxial
residual stress field. Ye et al. [72, 73] applied a nanoscratch technique to measure
nanofriction coefficients as a function of ramp loading and found that the critical
load at an abrupt decrease in the nanofriction coefficient can be used for estimating
the adhesion or cohesion strength of ultrathin multilayered structures. They also
applied the nanoscratch technique under constant loads to measure nanofriction co-
efficients within an area less than 100 nm and found that tribological performance
can be characterized on the basis of nanofrictional properties, which are indepen-
dent of the surface roughness but originate from the friction nature of the material’s
surface [74, 75].

In recent years, simultaneous nanoindentation measurement techniques using an
acoustic emission sensor or magnetic/electric sensors have been developed. By em-
bedding the acoustic emission sensor in an indenter, one can detect acoustic signals
originating from yield point phenomena or fractures during the indentation pro-
cess [76–78]. This technique makes it possible to understand fracture mechanisms
by evaluating fracture strength and toughness. On the other hand, by using a conduc-
tive boron-doped diamond indenter, one can observe the change in electrical contact
resistance at different loads during the indentation process [79]. Thus, simultane-
ous nanoindentation measurement techniques not only yield mechanical properties
but also other material properties under elastic, elastoplastic or viscoelastic contact
conditions. Moreover, an in situ nanoindentation technique using a transmission
electron microscope is the subject of all researchers’ attention. Minor et al. [80–82]
used a transmission electron microscope to observe dislocation plasticity, including
dislocation nucleation and metal-like flow in single-crystal silicon. Schuh et al. [83]
also used a high-temperature nanoindentation technique to examine dislocation nu-
cleation quantitatively in single-crystal platinum. These studies imply that ultralow
nanoindentation techniques are powerful tools not only for determining mechan-
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ical properties for material engineering purposes, but also for understanding the
atomic-level origins of mechanical deformations from a physical viewpoint.

36.9
Outlook

This chapter has demonstrated that elastic, elastoplastic and viscoelastic contact
solutions permit nanoindentation load–displacement curves to be used to evaluate
many kinds of mechanical properties on a nanometer scale. Although some methods
still need to be improved further for practical use, we believe that in the near future all
kinds of bulk-scale mechanical properties or characteristics will be easily determined
on a nanometer scale by using suitable nanoindentation methods. We also believe
that novel nanoindentation techniques not only have broad material applications for
estimation of nanomechanical properties, but that they can also be used to char-
acterize nanoscale physical phenomena for material analysis of many descriptions,
including phase transformation, thermal stability and time dependence in nanometer
volumes, nanoscale electrical, magnetic and optical phenomena, nanoscale complex
structures and surface phenomena. We can prognosticate that dramatic progress in
nanoindentation techniques will be achieved soon for both nanomechanical estima-
tion and physical phenomenal analysis.
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37 Applications to Nano-Dispersion Macromolecule
Material Evaluation in an Electrophotographic Printer

Yasushi Kadota

Abstract. In this chapter, applications of analytical methods using SPM to improve the elec-
trophotographic processes used in laser printers, copy machines and so on are described from
an industrial viewpoint. Many components for the processes work in a well-controlled manner
with macromolecules in high electric field under pressure at high temperature. The achievable
print quality and reliability crucially depend on their properties on a microscale or nanoscale.
It is noted that the cross-sectional phase imaging by AFM is very powerful to evaluate the
compositions and interfacial structures of toner particles on the components as well as charging
states and adhesive force.

Key words: Electrophotographic print, Macromolecule, Toner particle, Charge,
Cross-sectional observation, Nano-dispersion

37.1
Introduction

At the present time, as personal computers and the Internet have spread all over
the world, the technology of printing information on paper has become more
indispensable. Information on paper is practically convenient to carry and read,
though electronic paper media and other forms are being developed with the aim
of taking over from paper. For example, plain paper copiers, electronic printers
and normal paper facsimiles are typical machines widely used in an office and
at home to print documents as well as images on paper. These machines consist
of electronically controlled hardware and software that possess advanced process-
ing functions based on digital high technologies. On the other hand, there are still
classical and analog elements such as paper and ink in the machines. In printing
machines used widely, an electrophotographic system and an ink-jet system work
well with many analog controls in printing processes. The electrophotographic sys-
tem in the printing machines uses a photoconductive drum capable of holding an
electrically charged image depicted on its surface, decorating the image with oppo-
sitely charged particles (the so-called toner) and transferring the image onto a sheet
of paper.

A laser printer is one of the most popular printing machines which includes the
electrophotographic system; the laser beam makes an image to be printed on the
drum by scanning its surface. The representative features of the electrophotographic
process are an achievable high quality of printing and a low running cost. Monochro-
matic laser beam printers started to be used in offices from the 1980s. Traditional
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models of laser printers were very expensive, and they were large, occupying a size-
able area in an office. Inexpensive models of full-color laser printers for personal
use came on the market in the early 2000s, and the machines became very compact.
A new application of office printers for display labels (e.g., bar-code printing) has
been developed on the basis of the high quality and high productivity of printing
devices. Major manufacturers are making a push to develop new products such as
ink-jet printers. Since they are continuing to develop new printers, in the near future
it is expected that novel functionalized compact printers will appear at much lower
prices.

Most components of the printing processes in the electrophotographic system
use macromolecule materials (e. g., elastomers, resins). Furthermore, the functions
in the printing processes were realized by successfully utilizing the characteristics
of nanocomposite domains and surfaces. This indicates that the achievable print
quality and its reliability crucially depend on microscale or nanoscale characteristics
of the macromolecule materials. In this chapter, applications of analytical methods
mainly using scanning probe microscopy (SPM) to industrial development of printing
processes in electrophotographic systems are described.

37.2
Electrophotographic Processes

37.2.1
Principle and Characteristics of an Electrophotographic System

To characterize the printing processes in electrophotographic systems, the following
items are crucial from an engineering point of view:

1. High electric field and electrostatic force. An electric potential as high as several
volts to 1000 V is applied between the components used for printing. In addition,
electrostatic charging and discharging phenomena are utilized.

2. Pigmented particles used as ink, called toner. The toner particles are triboelec-
trically charged with mechanical processes. Note that the electrostatic force due
to the charge is the dominant driving force exerted on toner particles.

3. Organic photoconductors (OPC). Printing images are drawn on the surface of
an OPC by a scanning laser beam.

4. Surface energy of the toner particles. The particles are fixed on paper with heat
under pressure. Thus, it is important for the toner particles to have lower surface
energies on the paper.

The printing process consists of the following five steps:

1. Charging. The surface of a photoconductor is charged negatively (or positively)
by a corotoron using corona discharge with a fine wire or by contact charge with
an electrically biased roller.

2. Exposure. The surface of the photoconductor is exposed to a scanning laser
beam, which produces a contrast image of the document. This exposure causes
photodecay, which is charging state release owing to the increase in photocon-
duction on areas irradiated with a laser beam, resulting in a charging potential
change as shown in Fig. 37.1.
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Fig. 37.1. Charging, expo-
sure and development in
eletrophotographic pro-
cesses

3. Development. Negatively (or positively) charged toner particles are supplied
over the exposed surface of the photoconductor. They electrostatically adhere to
the positive (or negative) potential areas, leading to a visible toner image.

4. Transfer. A sheet of plain paper is placed over the surface of the photocon-
ductor and charged positively (or negatively). The negatively (or positively)
charged toner particle image on the surface is electrostatically transferred onto
the positively (or negatively) charged paper.

5. Fusing. The toner particle image is fused to the paper by heating under pressure.
A fusing roller surface is coated with materials with very small surface energies
such as tetrafluoroethylene perfluoroalkoxy vinyl ether copolymer (PFA) or
polytetrafluoroethylene (PTFE) which prevent toner particles from fusing with
the roller surface.

After the photoconductor surface has been cleaned with a urethane blade, the above-
mentioned printing process can be repeated. Figure 37.2 shows a typical cross section
of an electrophotographic system.

37.2.2
Microcharacteristics and Analysis Technology for Functional Components

In the printing processes many components, such as rollers and belts, are used.
Here, the required characteristics and their evaluation techniques are discussed for
functional components and materials in the processes, including many kinds of
macromolecule elastomers and resins. For example, degradation of component sur-
faces is one of the most important issues to be solved from the viewpoint of the
reliability of the printing process. The degradation is mostly attributed to the change
in the properties at the surfaces of the components.

37.2.2.1
Charging Roller

A charging roller is composed of an electroconductive elastomer (the roller is called
an elastomer type) or nanocomposite macromolecule resin (a hard type). Silicone
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Fig. 37.2. Cross section of an electrophotographic system

or polyurethane is used for the elastomer type, in which conductive particles such
as carbon black are dispersed. In this type, the elastomer is required to have good
electrical contact to the OPC. Thus, the particle dispersion has to be uniform in a mi-
crocosm for both lateral and horizontal directions. A critical problem is “bloom”:
antioxidants in the elastomer migrate by thermal stress, so electrical conductivity de-
teriorates therein. On one hand, the hard-type roller is composed of microcomposite
macromolecule resins having good electrical conductivity. In respect to mechanical
strength and precision acrylonitrile–butadiene–styrene resin or polycarbonate (PC)
resin is generally selected as the main component of the resin. In addition, it is
noted that the toner or paper particles firmly adhere to the roller surface owing to the
electrostatic field and thermal stress.

37.2.2.2
Photoconductor Drum

A photoconductor drum is mainly composed of macromolecules having semiconduc-
tive properties (e. g., an azo compound such as phthalocyanine) and high mechanical
strength resins (e. g., PC resin). An active layer is needed with a suitable charge
carrier concentration with a uniform carrier profile in lateral and horizontal direc-
tions on the drum. The mechanical strength of the resin is a central issue as well
as the dispersion of semiconducting macromolecules. Surface abrasion with toners
and foreign additives in cleaning processes is also critical, and surface adhesion may
occur with a charging roller.

37.2.2.3
Fusing Roller

The surface layer of a fusing roller is mainly composed of macromolecules having
low surface potential energy such as fluorine-containing macromolecules such as
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PFA and PTFE. Furthermore, in order to improve the electrical conductivity and
mechanical strength some chemicals are usually added in the surface layer. Since
the layer should release toner melted at high temperature, the surface potential energy
of the melted toner is designed to be different from that of the surface layer. Adhesion
of toner to the surface by discharge, thermal and mechanical stress may be critical. If
this is not the case, the surface energy would be increased close to that of the toner.
It is also noted that the surface abrasion with foreign additives and paper should be
avoided.

37.2.2.4
Toner

Toners are mainly made of three kinds of materials: for example, polyester or styrene–
acrylate with internal additive wax (e.g., made from calnauba palm), pigment and
dyestuff as a charge control agent (e.g., organic metal) and external additives (e.g.,
nanoparticles of TiO2 and SiO2). In addition, internal additives are important; internal
additives should have a suitable concentration in the main resin, and disperse slightly
inside the surface for tolerance in the fusing processes.

37.2.2.5
Analysis Methods

Dispersion

Visualization of macromolecules and their distribution is a key to characterize their
dispersion. In respect to analysis of functional groups in macromolecules, we applied
microscopic Fourier transform infrared (FTIR) spectroscopy and imaging FTIR
spectroscopy with a few micrometer resolution. This resolution is enough to apply
the methods to charging rollers and photoconductors. When higher resolution is
needed, or when the dispersion inside toner particles is analyzed, focused beam
analytical methods such as transmission electron microscopy, scanning electron
microscopy (SEM) and scanning transmission X-ray microscopy are employed. In
the focused beam methods, however, it is difficult to obtain information on the
characteristics of organic molecules. Thus, the characterization is carried out by
combining the results obtained by other methods for organic analysis (e.g., FTIR
spectroscopy).

In recent years, atomic force microscopy (AFM) has been applied to analysis of
the distributed states of macromolecules. For example, the following procedure is
frequently used. Firstly, AFM imaging is performed with attention to the difference
between the dynamics characteristics of macromolecules. For samples with microp-
olished surfaces, phase images corresponding to viscosity and elasticity are taken
by the atomic force microscope as well as topographic images. The images obtained
are of help in characterizing and controlling the quality of products. However, it
is difficult to apply this method to samples containing not less than three kinds of
macromolecules. In addition, the most suitable polishing condition for individual
samples should be determined in advance. Secondly, visualization of the difference
between electrical characteristics of macromolecules is conducted; it is critical to
prepare a thin-film sample.
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Surface Adhesion

To analyze materials that adhere to the surfaces, the microscopies and surface anal-
ysis methods (e. g., X-ray photoelectron spectroscopy, FTIR spectroscopy) are em-
ployed. However, organic macromolecules are frequently damaged by electron beam
irradiation in the focused beam methods. From that aspect, SPM including phase
imaging is very powerful for achieving nanoscale resolution of organic materials.
Phase images can show the difference in local mechanical properties even on rough
surfaces. They are very effective for observing cross sections of samples in addition
to surface planes of samples, leading us to fruitful analysis of their interfaces with
adhesive materials, as mentioned later.

Surface Charge Density

The quantity of triboelectrical charge on a toner particle is one of the most important
parameters for designing the material of a toner, though nanoscale visualization of
charged sites on a toner is a challenging subject. Although voltage contrast imaging
by SEM was applied, we have not succeeded in the quantitative analysis because of
the surface roughness of toner. This technique, however, is applicable to measure-
ment of the electrical potential distribution over the OPC. The potential distribution
obtained can be compared with those measured by SPM based on AFM (e. g., electric
force microscopy, surface potential microscopy, SpoM). SPM is promising for sam-
ples with complicated three-dimensional structures, since the potential information
can be separated from the topographic information if we take great care.

37.3
SPM Applications to Electrophotographic Systems

37.3.1
Measurement of Electrostatic Charge of Toner

The toner particles with triboelectric charge are supplied onto a developing roller; the
quantity of toner charge is crucial for high-quality print using electrophotographic

Fig. 37.3. Topography (amplitude image taken by atomic force microscopy, left) and surface
potential image (right) of a cross section of a pulverized toner particle
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Fig. 37.4. Topography (amplitude image taken by atomic force microscopy, left) and surface
potential image (right) of a cross section of a pulverized toner particle after being positively
charged

systems. Although it is hard to measure where charges are accumulated in a drop of
toner particles, SPM has the possibility to provide a clue to characterize them [1].
In general, since the toner particles have complicated structures, some mechanical
preprocessing is necessary. An example of the procedure is as follows:

1. Toner particles are embedded in resin (epoxy, polyester, etc.). A piece is cut
with abrasives and the cut plane is polished. This sample is subjected to cross-
sectional observations.

2. The surface is electrically charged and kept in air.
3. Surface potential images are observed by AFM implemented with SpoM.

Charging Toner Image

Toner particles have three-dimentional structures. Thus, a sample is cut to have a flat
plane suitable for measurement. Recently, three-dimentional manipulators developed
for protein analysis that are easy to use are available, and began to be applied to the
sample preparation of toner particles. It is required to examine whether all domains
have similar charging properties or not by further refined measurements just after
cut sample has been prepared.

37.3.2
Measurement of the Adhesive Force Between a Particle and a Substrate

In an electrophotographic process, toner particles that are electrically charged on
a developing roller are transferred to a substrate of the OPC, and afterwards onto
a sheet of paper. The toner movement is controlled by electrostatic force induced
by applied bias voltage. In general, adhesive force F acting between a particle and
a substrate is represented as follows [2–6]:

F ∝ [Fvan + FPo + FES] × S . (37.1)

Here, Fvan is the van der Waals force, FPo the force from contact potential difference,
FES the electrostatic force and S the contact area. In general, it is supposed that FPo
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is very weak between a toner particle and a macromolecule substrate of the OPC.
Thus, Fvan and FES are the main factors to be taken into account. According to
a report from a group at Clarkson University, FES between a spherical particle and
a substrate can be represented as follows:

FES = πR2σ2/ε0 . (37.2)

In addition, Fvan can be represented as follows:

Fvan = AR/6z2
0 . (37.3)

Here A is the Hamaker constant, R the radius of a spherical toner particle, σ the
surface charge density (in coulombs per square meter), ε0 the dielectric constant of
a vacuum and z0 the separation distance. For a particle attached to a substrate, z0 is
typically about 0.4 nm, ranging up to 1 nm.

When defining Rcrit as R under the condition of Fvan = FES, we obtain the
following relation:

Rcrit =
Aε0

6πz2
0σ

2
. (37.4)

This formula tells us that when R > Rcrit, electrostatic force is dominant, and when
R < Rcrit, the van der Waals force is dominant. For instance, if A = 10−19 J,
σ = 3 × 10−5 C/m2 and z0 = 0.4 nm, then Rcrit = 0.5 mm. Currently the particle
size of toner is not more than 0.01 mm. This indicates that it is almost impossible
to drive a toner particle by electrostatic force. Thus, to decrease the van der Waals
force, nanometer-sized particles are commonly added to toner as additives, resulting
in the control of toner movement by electrostatic force. The decrease in adhesive
force with the additives is shown in Fig. 37.5 [7].

Fig. 37.5. a,b Contact model and average adhesion change [7]. a Contact model of additives
covering toner on a photoconductor, and b dependence of average adhesion on the coverage over
a surface of a nontriboelectrically charged toner particle
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Fig. 37.6.Cantilever for measuring adhesive
force

Fig. 37.7. Example of a typical force–distance curve with the deflection of a cantilever due
to the tip–substrate interaction. The adhesive force is evaluated from the cantilever deflection
multiplied by a cantilever spring constant

It is necessary to measure the adhesive force between a toner particle and a sub-
strate of the OPC. AFM was used to measure the force [8]. With a toner particle
agglutinated to the tip of a cantilever (Fig. 37.6), the adhesive force is evaluated from
a force–distance curve as shown in Fig. 37.7.

This measurement has contributed to the development of our electrophotographic
processes; we have found the influence of not only the surface roughness and mate-
rials but also of temperature and humidity.

37.3.3
Observation of a Nanodispersion Macromolecule Interface
—Toner Adhesion to a Fusing Roller

The reliability of an electrophotographic system often depends on adhesive states
of toner or paper to the surfaces of the main components such as the OPC and the
fusing roller. To improve the reliability, it is important to analyze those adhesion
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mechanisms, although it is not straightforward even to observe the adhesion interface.
Both materials of the toner and the component surfaces are organic; the technique to
observe the interface with nanoscale resolution had been not affordable. Nowadays
phase imaging by AFM is becoming one of the most effective methods for this.

Figures 37.8 and 37.9 show phase images of cross sections of adhered and
fresh toner particles. In general, toner has a different solubility from that of PFA as
a substrate. Thus, it is not likely that the toner adheres to the PFA surface physically
and chemically. On the basis of this presumption and through the analysis, the
following conclusions are drawn [9]:

1. Adhered toner and fresh toner have different compositions; this statement comes
from the contrast difference in the phase images. By carefully observing phase
images, we can estimate which adhesion toner is of inherent value or which
one is changed by thermal stress. As a reference, the difference in phase be-
tween the adhered toner and the PFA was measured to be about 20◦ using our
conventional atomic force microscope under the condition that the oscillation
amplitude of an AFM cantilever damped to 60%. This means that a 10◦ dif-

Fig. 37.8. Example of cross-
sectional atomic force microscopy
observation of a toner particle
adhered to a fusing roller on an
inherent failure in the electropho-
tographic process

Fig. 37.9. Phase image of the cross section of a toner particle adhered to a fusing roller (right),
and a phase image of a fresh toner particle (left)
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ference in phase is of great value for the analysis; the improvement of phases
sensitivity would give us more valuable information on nanomaterial analysis.
Recently we have found that AFM in a frequency modulation mode or with Q
control improves the reproducibility and quantification of the phase measure-
ments.

2. The adhesion area at the interface is less than 50 nm. This implies that mixing
of macromolecules at the interface does not take place.

3. Cutting and polishing of a sample containing the toner particles is a highly valu-
able sample preparation method for AFM observation aiming at the interface
between macromolecule materials.

37.4
Current Technology Subjects

Since evaluation technologies using SPM were put to practical use, physical phe-
nomena in an electrophotographic process have been becoming clear with nanoscale
resolution. Consequently, the quality of print images and the reliability of the process
have been improved; the contribution of SPM to the field of the electrophotographic
systems has been of great significance from the viewpoint of industrial applications.
However, the following approaches are required for further improvements in elec-
trophotographic systems on the basis of nanotechnology, for example, to measure
physical phenomena concerning the electrostatic behavior in the systems quantita-
tively with better precision on the nanoscale:

1. Sensitivity improvement of measuring force to a piconewton level
2. Precise measurement of viscosity and elasticity without any influence of surface

roughness
3. Dynamic range improvement of measuring force, e.g., on electric discharge

between nanoscale materials.
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38 Automated AFM as an Industrial Process Metrology
Tool for Nanoelectronic Manufacturing

Tianming Bao · David Fong · Sean Hand

Abstract. Scanning probe microscope (SPM) techniques, invented 20 years ago, act as eyes
for nanotechnology and nanoscience research and development, for imaging and characterizing
surface topography and properties at atomic resolution. Particularly for the past decade, atomic
force microscopy (AFM, one member of the SPM family) has evolved from laboratory research
instrumentation to an industry metrology tool for geometric dimension control in nanoelectronic
device manufacturing on production floors. This chapter gives an overview in great technical
detail of state-of-the-art AFM applications in process characterization and inline monitoring
for semiconductor manufacturing. Use of AFM equally applies for topography, dimension, and
sidewall shape metrology in photomask and hard disk recording head processing.

Key words: Dimension metrology, Process control, Sidewall profile,
Semiconductor manufacturing, Data storage, Photomask

38.1
Introduction

Integrated microelectronic devices are the backbones for today’s technology revo-
lution, to name a few, computers, the Internet, telecommunication, and consumer
electronics, in our everyday life. Cell phones and digital cameras use semiconduc-
tor microchips, while data storage relies on hard disks and memory devices. Each
of these devices contains millions of integrated circuits made of basic functioning
elements such as transistors, capacitors, and many other units on the microscale or
nanoscale. The basic elements are made by a series of complex fabrication pro-
cess steps, sequentially layer by layer on a substrate. The fabrication normally
starts by transferring circuit design patterns from a mask template to a device layer
(microlithography), followed by addition of desired materials (deposition, plating,
implant, diffusion), removal of unwanted materials (etch, milling, clean, polish), and
heating (anneal, reflow). The final devices are shipped after final packaging and test-
ing. To achieve the goal of high quality, low scrap, and low cost, the manufacturing
process engineers insert various process metrology and inspection steps within the
manufacturing line to monitor defect density, feature pattern geometry, dimension
and topography, film thickness, and material composition to ensure proper process
control and prevent catastrophic product yield loss. Nanoelectronics deals with de-
vices with sub-100-nm feature dimension. The feature geometry is often on the
micron and the nanometer scale (the transistor gate width is approximately 35 nm
at the 45-nm technology node). The current semiconductor devices at 90-, 65-, 45-,
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and 32-nm technology nodes have marched into the nanotechnology regime. The
manufacturing process for such small features requires special metrology instru-
mentation capable of characterizing the nanoscale geometry dimension to detect
any deviation from the nominal process specification and ensure conformity to the
design specification [1, 2].

Since such tiny patterned features and small topography are involved in the man-
ufacturing process of integrated circuits for nanoelectronic devices, the metrology
tool must be precise and accurate to nanometers, or even angstroms [3, 4]. Devia-
tions from the target geometry cause failures to meet the final product performance
specification.

The constant push for higher performance and lower power consumption intro-
duces an even smaller feature geometry with a higher pattern density, new materials,
and novel device structures. The tolerance for process variation is shrinking with
the advanced transistor dimension. The threshold roughness of 10 Å will not pose
an integration issue for a 130-nm node device, but may kill a 45-nm node device.
Again, an integrated circuit geometry that small needs special instrumentation [2].

The scanning probe microscope is used in nanotechnology and nanoscience
for structural, mechanical, magnetic, topographical, electrical, chemical, biological,
engineering basic research, and industrial applications [5]. Atomic force microscopy
(AFM) is one branch of the scanning probe microscopy families. AFM is used for
cutting-edge research in the emerging field of nanotechnology, which is poised
to dramatically affect virtually every aspect of our economy [6]. The analytical
research atomic force microscope is the instrumentation for general purposes in
biology, nanoscience, nanotechnology, medical science, and material science, while
the industrial atomic force microscope is the automated recipe-driven equipment for
inline production metrology capable measurements. Measurements are programmed
in a recipe for automated wafer handling, alignment, probe handling, site registration,
image capture, and image data analysis to output the final measurement data, without
operator intervention. In particular, AFM has been widely used in semiconductor
fabrication as a dimension metrology tool for the advanced geometry control at the
130-nm technology node and below for etching and chemical mechanical polishing
(CMP) characterization [7]. With similar process technologies to those used in
the semiconductor industry, the photomask and thin film head industries have also
adopted AFM for process metrology control.

There are several equipment suppliers worldwide who make a mix of industrial
AFM platforms, each tailored for specific applications. AFM measures the surface
topography, 3D dimension and geometrical shape, horizontal surface profiling, and
perpendicular sidewall shape profiling [8]. The measurement area can be a small
(less than 50 µm) or a long (less than 10 cm) range. On the small scale, the measured
variables are height or depth, linewidth, linewidth variation, line edge roughness
(LER), pitch, sidewall angle, sidewall roughness (SWR), cross-sectional profile, and
surface roughness [9]. On the long range, AFM is used for surface topographical
profiling for CMP processes.

This chapter is intended to give an overview of industrial AFM metrology appli-
cations across several nanoelectronic industries. Less published literature is found on
AFM than on traditional electron-beam and optical metrology techniques [10, 11].
The chapter cites more relevant literature on applications of AFM [12]. The objective
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is to explain the role of AFM metrology with actual process data in process control
and yield enhancement efforts, and to stimulate the use of AFM for advanced process
control across fabrication plants. All data discussed are intentionally scaled and are
generic in nature across the industry and are only used for the purpose of illustrating
the AFM metrology technology.

38.2
Dimensional Metrology with AFM

38.2.1
Dimensional Metrology

Besides AFM, critical dimension (CD) scanning electron microscopy (SEM), cross-
sectional SEM (X-SEM), transmission electron microscopy (TEM), dual beam, opti-
cal scatterometry, the optical profiler, and the stylus profiler are all examples of other
dimensional metrology technologies available for integrated microelectronic process
characterization and monitoring. Metrologists need to understand their benefits and
limitations to make educated decisions for metrology selection.

There are apparent advantages of AFM over other metrology technologies owing
to its unique characteristics. The most trustworthy 3D analysis seems to be using
TEM or X-SEM. But the drawback of X-SEM or TEM is sample preparation,
instrument operation, time, and cost. X-SEM and TEM require destroying the wafer,
but only provides a single cleavage into the feature. TEM cannot be used for resist.
CD SEM charges, shrinks, or even damages resist [13,14]. Like optical microscopy,
CD SEM gives little 3D shape information. CD SEM also suffers from the pattern
density and proximity effect. Scatterometry is fast and precise, but only works on
designated grating structures. Scatterometry cannot work on any arbitrary feature and
provides no LER and linewidth roughness (LWR) data. It is often difficult and time-
consuming to develop a reliable scatterometry library for the specific film stacks.
X-ray, optical thickness, or profiler tools are often limited by spatial resolution and
spot size. They only work in the scribe region, not anywhere in the die.

The atomic force microscope simply works in an ambient environment. No sam-
ple preparation or vacuum is needed. AFM is a surface force sensitive microscopy,
and provides a nondestructive, direct, absolute, and 3D measurement rather than sim-
ulation, modeling, or inferring. AFM allows a quick survey of the cross-sectional
profile or surface topography to examine if the dimension is in specification, without
destroying a product by TEM. The atomic force microscope performs many lines of
a scan along a feature at many sites across many wafers, collecting enough statistics
to evaluate feature-to-feature, die-to-die, wafer-to-wafer, and lot-to-lot variations.
The atomic force microscope has no spot size limitation, and its probe has much
higher resolution than optical or stylus profilers for CMP planarity applications.

AFM measures inline samples of any materials used in today’s nanoelectronics
industry, regardless of film stack, optical properties, or composition. AFM is insen-
sitive to new materials emerging from the newest advanced processing and material
integration (strained SiGe, high-k, metal gate, or low-k). With device miniaturiza-
tion, the circuit geometry and density are scaled down, and the pattern fidelity and
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dimension depend on the immediate surroundings. However, AFM is free from the
bias free of feature proximity or pattern density effects. These are all important
requirements outlined in the metrology section of ITRS 2005 [15].

A versatile nanoscale metrology tool, the atomic force microscope scans any-
where within the die, regardless of the specific device structure or function design.
The only limitation for use of AFM is the size of the feature space. AFM only
works when there is a space wide enough for the tip to step in to perform scanning.
The atomic force microscope would not scan a trench space narrower than the tip
diameter. Obviously, AFM would not profile a via hole already filled with copper,
whereas X-SEM or TEM can. As AFM probe technology advances, smaller tips are
already available for very tight space and very high aspect ratio structures [16].

Therefore, AFM is the most accurate, nondestructive, and 3D inline dimension
metrology tool among all, independent of material, density, or proximity, and with
superior precision and linearity. AFM is fast and inexpensive compared with X-
SEM or TEM. Although it is slower than scatterometry or CD SEM, AFM still
offers many advantages over them. Consequently, AFM has gained prevalence in the
worldwide semiconductor industry and its presence is increasing for the 90-nm node
and beyond. Table 38.1 lists typical applications using automated AFM metrology
in terms of applicable product types and process steps. In terms of application
objectives, AFM can be used for inline monitoring for depth, CD, and profile [9];
replacement of TEM for engineering analysis for cross-sectional profile [8,17], CD
bias determination, and focus exposure matrix (FEM) studies; complementary (not
replacement) reference metrology for inline scatterometry and CD SEM [10, 18,
19]; CD targeting, traceability, and correlations among all dimensions tools across
fabrication plants or technology generations [20, 21].

38.2.2
AFM Scanning Technology

The atomic force microscope raster-scans a rectangular region anywhere from a few
nanometers up to approximately 50 µm. The scan is highly localized and can be
anywhere for in-die metrology, as long as the space permits the tip size. The mea-
surement is free of bias arising from the target shape, pattern proximity, density, and
material.

Within a feedback control loop, the atomic force microscope scanner controls
a tiny probe to perform scanning motion in x (or y) and z directions to maintain
a close proximity between the probe and sample surface, acquiring high-resolution
positional data in all x, y, and z axes. The 3D topographic raw image is constructed
from the x/y/z spatial data, shown in Fig. 38.1. Then, offline software analysis
deconvolutes the tip shape from the AFM images and extracts important geomet-
ric parameters about the measured target: depth, linewidth at top/middle/bottom
locations, sidewall angle and profile shape, or surface topography.

In addition to the traditional contact and tapping scan modes, recent atomic force
microscopes incorporate two improved scanning algorithms: deep trench (DT) and
critical dimension (CD) modes [22]. In tapping mode, the scan speed is constant
regardless of the feature topography. The probe moves at a constant speed over
a feature and skips over sidewalls. The resultant profile wrongfully measures the
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Table 38.1. Common atomic force microscope (AFM) applications for surface topography, dimension, and geometry shape control in nanoelectronic
manufacturing process control

Process Vertical Lateral Surface
metrology Depth/height Linewidth/pitch sidewall shape Long-range profiling

small-scale topography
Semiconductor—transistors for logic or NAND/NOR flash memory

STI resist pattern Resist height CD (at any height), profile angle
STI etch Trench depth CD, profile angle
STI CMP Recess step height, divot Post-CMP topography, divot
Gate resist Resist height CD, sidewall profile, etch bias
Gate etch Line height CD, sidewall profile,

LER, LWR, SWR
Multigate etch Gate height 3D shape, CD, sidewall profile
Gate spacer etch Line height CD, sidewall thickness,

profile, LWR
Contact/via resist Resist hole depth Resist pattern CD,

profile, LER, LWR
Contact/via etch Hole depth hole CD, profile
Contact/via CMP W plug recess/protrusion Dishing and erosion,

total run-out
Metal resist pattern Resist depth CD, profile
Metal trench etch Low-k etch depth Trench CD, profile
Metal CMP Local topography Dishing and erosion,

total run-out
Dual damascene etch Multiple trench depths Multiple trench CD, profile Low-k topography
PMD/IMD CMP Local topography Surface topography,

global planarity

Films Microroughness, grain, surface texture or damage for any material, post CMP, implant, or anneal
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Table 38.1. (continued)

Process Vertical Lateral Surface
metrology Depth/height Linewidth/pitch sidewall shape Long-range profiling

small-scale topography

Semiconductor—memory
DRAM poly recess Plug recess etch depth
DRAM contact etch Plug depth
FeRAM capacitor etch PZT etch depth Film stack CD, profile

MRAM magnetic junction Photopattern, etch, and CMP for magnetic tunnel junction film stacks

Semiconductor—photomask
Resist pattern Resist depth Resist pattern CD, profile
Cr/MoSi/quartz etch Etch depth CD, profile, LER, undercut, footing
Phase-shifter Phase shift depth Sidewall profile
OPC development CD verification, profile
Defect review/repair Defect full 3D volume Defect cross section, bottom shape Defect topology
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Table 38.1. (continued)

Process Vertical Lateral Surface
metrology Depth/height Linewidth/pitch sidewall shape Long-range profiling

small-scale topography
Data storage—thin-film recording head for hard disk (LMR, PMR, TMR)
Reader resist pattern Resist depth Resist 3D profile, CD
Reader pole etch Etch/milling depth Pole 3D profile, CD
Writer resist pattern Resist depth Resist 3D profile, CD
Writer pole etch Etch/milling depth Pole 3D profile, CD, LWR, LER, SWR
Slider—after dicing, slicing,
and lapping

ABS), PTR, PWP Slider surface roughness

MEMS/NEMS
Contact image sensor—CIS or CCD
Microlenses Depth Radius, pitch, width, angle 3D geometry shape and curvature
DLP DMD Metal thickness Mirror spacing Mirror planarity

STI shallow trench isolation, CMP chemical mechanical polishing, CD critical dimension, LER line edge roughness, LWR linewidth roughness, SWR sidewall
roughness, PMD premetal dielectric, IMD intermetal dielectric, FeRAM ferroelectric RAM PZT lead zirconate titanate, OPC optical proximity correction,
LMR longitudinal magnetic recording, PMR perpendicular magnetic recording, TMR transverse magnetic recording, ABS air-bearing surface, PTR pole
tip recess, PWP perpendicular writer protrusion, MEMS microelectromechanical system, NEMS nanoelectromechanical system, CIS complementary metal
oxide semiconductor image sensor, DLP digital light processor, DMD digital micromirror device
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Fig.38.1.Typical atomic force microscopy (AFM) images and data analysis for a typical nanoscale
semiconductor line/space feature

sidewall angle. Unlike the tapping mode, CD and DT modes use adaptive scanning.
The scanner slows down in the horizontal direction when sensing a sidewall, allowing
the probe to move down along the slope. In DT mode, the scanner only moves in
the vertical axis until it reaches the feature bottom and then resumes the horizontal
scan. Only a small amount of data is collected along the sidewall, but plenty of
data points are collected along the line top and bottom flat levels, making the DT
mode ideal for depth measurement. In CD mode, the scanner moves 45◦ toward
the sidewall surface, collecting 2D data about the sidewall profile. The CD mode
traces and reproduces the full shape of the flat and sidewall surfaces. Therefore, the
CD mode allows a full 3D shape and linewidth measurement, while the DT mode is
tailored for depth measurement for high aspect ratio DT features. In addition, there is
an AFM profiler mode that performs a single line trace scan up to 10 cm on a sample
for surface topography profiling. Advanced atomic force microscopes combine all
these scanning modes into the tool platform, giving users versatility and flexibility
for different measurement requirements.

The probe scanning algorithm and probe design are core components of AFM. An
optimal AFM measurement is achieved by proper selections of hardware platform,
scanning mode, probe, scan setting, and image analysis based on feature dimension,
topography, and desired measurement outputs.
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38.2.3
AFM Probe Technology

One of the core components of AFM is the probe design and geometry. Typically,
an AFM probe comprises a small tip affixed to a long cantilever arm attached
to a lager substrate. The substrate is generally mounted to a tip mount holder on
the scanner head by vacuum suction. Figure 38.1 shows a side view of the probe
assembly.

Atomic force microscope tips are application-specific. Tip selection depends on
the specific feature geometry and the dimension parameters intended to be measured.
The common tip shape and specification are summarized in Table 38.2. Conical,
cylindrical, or pyramidal tips accommodate vertical depth or height measurements.
A conical tip is slender like a needle with a very small tip radius and small diam-
eter, and is best suited for depth measurements in the DT mode for high aspect
ratio narrow DTs or deep holes. A cylindrical post tip diameter remains constant
as the tip becomes short, providing a better precision for void-type DTs or deep
holes [23]. A pyramidal tip is sharp at the apex with a strong base, and is ideal
for surface microroughness characterization or a long-range profiler in the tapping
mode.

The tip that looks like an inverted mushroom is the most advanced design. The tip
with flared overhangs on the bottom edge is used in the CD mode for feature sidewall
scanning and linewidth measurements, where the sidewall profile/angle/slope, cross-
sectional profile shape, LER, LWR, and SWR can all be characterized from the
same CD AFM image (Fig. 38.2). The protruded overhang allows the tip to work
on sidewalls even with reentrant profiles. All tips used in AFM applications are
some sort of variation on the abovementioned basic tip designs and shapes. Most of
the AFM probes are made of silicon or carbon materials compatible with modern
nanoelectronic silicon-based materials.

Fig. 38.2. Typical AFM
probe construction

38.2.4
AFM Metrology Capability

The following performance metrics are evaluated to assess the fundamental metrol-
ogy capabilities of AFM. The short-term precision and accuracy are listed in Ta-
ble 38.3. In Fig. 38.3, the atomic force microscopy results are shown to be well
correlated with those from TEM and CD SEM for gate resist and gate poly CD,
with R2 > 98% [13]. The long-term stability for height, linewidth, sidewall is
shown in Fig. 38.4. The measurement linearity is shown in Fig. 38.5. Like other
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Table 38.2. Nominal specifications for tips commonly used in an industrial AFM in (nanometers)

Measurement Tip Shape Tip Material
Overall

Width

Effective

Length

Vertical Edge

Height

Lateral

Overhang

Edge

Radius

Apex

Radius

Lateral Stiffness

(N/m)

Si Needle by Ion Beam 30.0 1000–8000 – – – 15.0 0.1

Sharp Cone by e-Beam 20.0 300–500 – – – 10.0 0.5

Si Post 55–200 400–800 – – – – 100

Carbon Coated 50–200 400–1000 – – – 15.0 1–5

Carbon Nanotube 20.0 200–700 – – – 20.0 0.5

Si Pyramid – 2000–8000 – – – 15.0 1000

Si Spike for HAR – 2000–8000 – – – 15.0 1000

Carbon or Diamond Coated – 2000–8000 – – – 15.0 1000

Co/Cr Coated (MFM) – 2000–8000 – – – 15.0 1000

Circular Section 30–850 200–1000 10–40 10–35 8–15 – 1–500

Triangular Section 50, 70, 850 200–1000 10–40 16.4 5–10 – 3.5

Square Section 75.0 400.0 17.0 15.0 20.0 –

SiN Capped 70, 100, 140 400–550 10–20 15–40 8–15 – 20–30

Carbon Coated 32, 50, 70 400–550 10–20 15–40 8–15 – 5–10

Si Trident 100–130 300–500 5.0 40.0 5.0 – 5.0

Pyramidal

Flared Bottom

Vertical

Lateral

Cylindrical

Conical

3.0
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Table38.3.AFM precision and accuracy data (nanometers) for height and linewidth measurements
on NIST traceable standards

Standards Height Linewidth Sidewall angle

Target value 8.70 15.40 188.20 973.90 70.30 90.00

Measurement repeat 10 10 10 10 10 10
Average 8.79 15.50 187.69 969.88 70.28 90.03
Bias (%) 1.05 0.62 −0.27 −0.41 −0.02 0.04
Precision (3σ) 0.18 0.37 0.37 1.16 0.77 0.05

Fig. 38.3. Correlation of critical dimension (CD) AFM with transmission electron microscopy
(TEM) results for gate resist and gate poly CD (nanometers). SEM scanning electron microscopy
(Courtesy of [13])

Fig. 38.4. Long-term measurement stability for CD AFM
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Fig. 38.5. Measurement linearity of AFM for linewidth and height

microscope-based metrology tools, the atomic force microscope first takes a scan-
ning image of the feature of interest (shown in Fig. 38.1). Then the offline image
analysis splits out measurement data that process engineers use for process con-
trol.

The performance of the atomic force microscope tip is one of the most important
factors in AFM metrology [24]. Robust tip design and tip management are the
cornerstones for precise and accurate AFM metrology. More systematic studies on
the tip shape characterization, tip qualification, tip wear, and tip lifetime have been
reported elsewhere [25, 26]. Here we only show the tip wear trend for some typical
atomic force microscope tips. The top graph in Fig. 38.6 shows a comparison between
SiN-coated and bare Si CD atomic force microscope tips. One of the key tip shape
variables (vertical edge height) behaves much more stably with SiN-coated tips than
with bare Si tips. The middle graph in Fig. 38.6 shows that carbon nanotube (CNT)
tips barely wear even after being used 2000 times on etch silicon or oxide structures.
The bottom graph in Fig. 38.6 shows that a SiN-coated CD atomic force microscope
tip slowly wears down over 2000 measurement sites on gate poly samples. Owing
to the weak interactions between the tip and soft polymers, the tip lifetime on resist
materials is much longer than on nonresist materials.

38.3
Applications in Semiconductors—Logic and Memory Integrated Circuits

38.3.1
Shallow Trench Isolation Resist Pattern

The CD for a shallow trench isolation (STI) resist pattern after development controls
the actual width of active silicon where the transistor gate is built. The CD data from
the grating lines obtained by optical scatterometry are usually used for monitoring
the CD. However, CD AFM is the only inline reference metrology tool that can
calibrate and validate scatterometry models. An AFM scanning STI resist with
a flared tip in the CD mode quickly maps out the whole wafer for resist CD, resist
height, and sidewall angle. Figure 38.7 shows results for a flared tip scanning over
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Fig. 38.6. Tip wear trends for some typical atomic force microscope tips used in depth and CD
measurements. CNT carbon nanotube
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Fig. 38.7. Left: A flared CD tip scans over resist lines. Right: 3D rendering of a shallow trench
isolation (STI) resist pattern

the resist lines and a resultant 3D AFM view of the STI resist lines. Figure 38.8
shows a study on a FEM wafer for lithographic process optimization using AFM,
where resist height, bottom CD, and sidewall angle are measured in less than 1 h
across the whole wafer.

38.3.2
STI Etch

AFM finds its unique place in STI etch depth, linewidth CD, and sidewall profile
measurements. Figure 38.9 shows the AFM profile compared with the TEM cross
section of the same wafer. The comparison indicates that AFM replaces lengthy and
costly TEM to characterize the full 3D geometrical shape of narrow and deep STI
trenches.

The STI trench film consists of a nitride hard mask layer on top of active silicon.
It is difficult for CD SEM to measure exactly at the nitride/silicon transition for
silicon CD. A high-resolution AFM scan delineates the transition (Fig. 38.10, left).
The image analysis can be programmed at the right transition location to calculate
the nitride bottom CD or silicon top CD. The silicon top CD across a FEM wafer
after STI etch is shown on the right in Fig. 38.10. With a move–acquire–measure
time of 1.5 min per site, AFM allows a fast and nondestructive mapping across the
whole wafer for 45 fields. The task would be otherwise prohibitive with X-SEM or
TEM. AFM allows a simple and fast inline examination of the whole wafer during
process development before a working scatterometry library is built. AFM is the
chosen reference metrology tool for scatterometry or CD SEM. In developing the
models for the CD library, AFM is used to validate and maintain calibration/accuracy
for optical scatterometry. Figure 38.11 shows correlation plots between AFM and
scatterometry for depth and CD, respectively. Studies also showed that the STI trench
depth at the scribe box is poorly correlated to the trench depth within circuits such
as SRAM cells. Traditional scribe-based measurements are no longer sufficient to
monitor the real circuits within a die where AFM is the only nondestructive inline
metrology solution.

Etch engineers often desire to monitor a minimum geometry space feature within
a die (not in the scribe line) near actual transistors, because its width is a good
indicator of potential resist scumming and STI seam voids. The space could be
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Fig. 38.8. Resist height,
bottom CD, and sidewall
angle data generated from
fast and nondestructive
CD AFM scans

as small as 40 nm at the bottom, which is too small for a regular atomic force
microscope tip to scan. Recently, atomic force microscope tips made of multiwalled
CNTs have adopted for narrow and deep trenches. A comparative study with CNT
and conventional focused ion beam (FIB) tips is shown in Fig. 38.12. The 40-nm
STI trench is 450 nm deep (10:1 aspect ratio). Figure 38.12 shows that the CNT tip
measures the depth correctly, while the FIB tip cannot reach the trench bottom. CNT
tips are gaining more presence in industry in semiconductor metrology since its first
adoption in AFM [3, 27, 28].
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Fig. 38.9. STI trench profile from an AFM scan and TEM

Fig. 38.10. Lef t: AFM profile shows the nitride-to-silicon transition in the STI trench. Right: STI
etch silicon CD across all fields on a focus exposure matrix wafer

Fig. 38.11. Correlation plots of AFM and scatterometry for linewidth and depth at STI etch
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Fig. 38.12. Comparison of CNT and focused ion
beam (FIB) tips on narrow and deep STI trench
depth measurements

Fig. 38.13. Void-shaped STI trench bottom and the repeatability of AFM depth measurement

In certain DRAM STI etch processes, the trench bottom has a tapered profile
with a void shape (Fig. 38.13). The transition from the straight to the sloped sidewall
is called a “shoulder”. TEM or X-SEM is often used to measure the transition and
the shoulder height. AFM is an ideal choice to replace TEM or X-SEM to profile
the trench to measure the total trench depth and shoulder height, all with a superior
precision. In addition, the nondestructive AFM scans can be performed over many
sites across the whole wafer in less than 1 h.

38.3.3
STI CMP

After CMP and nitride strip processes on the STI module, a varying surface topog-
raphy and height difference between silicon in the active area and the adjacent field
oxide is generated (Fig. 38.14). The local topography variation within the actual
circuit regions across a wafer is a critical parameter. Transistor electrical failures



376 T. Bao · D. Fong · S. Hand

Fig. 38.14. STI step height between
active silicon and field oxide

are linked to large or inverted step height difference between the active silicon and
the field oxide within dense SRAM or logic circuits. For devices at the 90-nm node
and below, the circuit patterns become more complex with the aggressive geometry
and density scaling. The topography for STI CMP strongly depends on the feature
dimension and pattern density (Fig. 38.15). However, the step height correlation
among different features within the die is poor (Fig. 38.16). This implies the tra-
ditional ellipsometry and profilometry measurement on a large metrology structure
(more than 100 µm) located in the scribe line is no longer sufficient to reflect the
real topography of the circuits within the die.

AFM is the only inline metrology technology that enables fast and nondestructive
in-die topography monitoring over dense SRAM cells or logic regions (region less
than 1 µm) across field and across wafer STI step height monitoring. AFM can detect
and measure the reverse silicon/oxide step heights due to the nonuniform polishing

Fig. 38.15. STI chemical mechani-
cal polishing (CMP) step heights
vary significantly with features of
different pattern density within the
same die

Fig. 38.16. Correlation plot for
step height between two distinct
features across a wafer
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rate in the wafer edges (Figs. 38.17, 38.18). Phase imaging is one way to work
around the inverted patterns to center the AFM scans [30]. The oxide divot at the
interface between the active area and the isolation area after nitride removal impacts
the transistor threshold voltage. AFM is sensitive for profiling the divot (Fig. 38.17)
and the divot depth can be monitored.

Some of the primary transistor metrics (such as drive current) are directly im-
pacted by the geometry of the active-to-field interface region. AFM data for the STI
recess step height are used to detect process excursions in the production line and to
improve STI CMP process uniformity across varied pattern densities, die to die, and
wafer to wafer [31]. Figure 38.19 shows a comparison of STI topography for three
different CMP splits. Engineers can make a quick decision that process C with a new
type of slurry is the worst case and must be reevaluated. AFM offers a fast way to

Fig. 38.17. STI CMP and nitride strip processes generate positive, nearly flat, or negative step
heights on dense SRAM cells [32]

Fig. 38.18. STI CMP step height variation
across a 200-mm wafer [32]
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Fig. 38.19. STI step heights re-
sulting from three different CMP
processes

Fig. 38.20. Erosion effect of STI
CMP at varied line pitches

map out the step height uniformly across the whole wafer for dense SRAM cells or
any part of the active circuit regions. An AFM scan can also be used to evaluate the
erosion effect after STI CMP. Figure 38.20 shows the surface profile of a test struc-
ture with varied line pitch after STI CMP. The microloading effect from different
line density is clearly shown by the different recess depth across the test structure.

38.3.4
Gate Resist Pattern

The gate photoresist patterning process defines the poly gate dimension and is the
most critical step in modern microlithography. Using AFM for dimension character-
ization introduces no electron-beam damage, curing, or electrostatic charge on resist
materials. AFM provides unbiased and absolute CD/sidewall profile data on resist
processes for advanced extreme UV, immersion, and double patterning lithography.
In addition, resist LER, LWR, and SWR are readily quantified together with the
linewidth and sidewall angle. The AFM resist LER data help select types of resist
and optimize resist development conditions. CD SEM, the AFM counterpart, cannot
separate the line CD from profile variations. An electron beam causes resist charging
and shrinking. CD SEM lacks the 3D capability to measure SWR. The soft resist
polymer materials cause minimal wear of the atomic force microscope tips. The long
tip lifetime reduces the cost of consumables and makes AFM more beneficial and
especially favorable for resist applications.

The atomic force microscope tip performs high-resolution scans along the resist
length with multiple passes. Figure 38.21 shows the resist bottom linewidth plotted
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Fig. 38.21. Resist bottom linewidth
roughness (LWR)

Fig. 38.22. Resist CD, shape, and profile data from a FEM wafer for lithography process opti-
mization. (Courtesy of [34])

along the length of a resist line to show the LWR data. Figure 38.22 shows the data
from a FEM resist wafer. AFM provides a fast and nondestructive resist height, CD,
and profile metrology across the whole wafer. The 3D resist shape and profile at
edge and center fields is readily attainable for engineers to review. A recent AFM
application is to calibrate and verify the overlay metrology tool with CD AFM [33].

38.3.5
Gate Etch

Metal gate or gate poly CD and profile control most critical for defect-free and
high-performance transistors. X-SEM and TEM are time-consuming, require wafers
to be scrapped, and only provide limited statistics. Thanks to high precision and fast
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throughput, optical scatterometry is gaining popularity as the preferred CD metrol-
ogy tool for gate etch. However, scatterometry works on simulation and models
from CD data libraries. The accuracy and precision are affected by many process
variables, such as poly/moat roughness, oxide thickness, resist, clean, and implant.
For complex gate structures, it takes weeks or even months to perfect the scatterom-
etry library. It needs verification and calibration to develop models for specific film
stacks. Scatterometry only works on the designated gratings, and cannot be used
to characterize any arbitrary features such as memory cells or logic circuits within
the die. In addition, scatterometry fails on nonreflecting materials such as antire-
flection or hard mask coatings. Scatterometry measurement is averaged over a large
50 µm × 50 µm area with no LER, LWR, or SWR data.

AFM offers a bias-free and direct measurement anywhere within the die on
any materials, and can serve either as an inline monitoring tool or a reference
metrology tool for scatterometry calibration and library optimization. AFM can
scan all the fields in a gate photo or etch FEM wafer in hours to obtain linewidth
and profile data with sufficient statistics. The LWR and LER data on gate poly help
optimize patterning and etch conditions. As a dimension metrology tool with an
absolute accuracy, AFM is used to ensure the gate CDs meet design specifications
and set design size adjust tables for every technology node and critical devices across
multiple fabrication plants. CD AFM is used to measure gate CD offsets between
p-type MOS (PMOS) and n-type MOS (NMOS), between isolated and dense grating
lines, and between core input and output features. CD AFM is used for the final
CD verification for the most critical circuits and parametric test structures, including
reticle errors, snapping to grid, optical proximity correction (OPC) models, and OPC
tools. Typical gate-etched poly AFM images are displayed in Fig. 38.23.

Shown in Fig. 38.24, the gate poly line sidewall profile variation across two
different features (isolated and dense lines) can be easily and quickly determined by
AFM scans. Characterized by AFM, Fig. 38.25 shows the bias for CD, LWR, and
sidewall angle between n-doped and p-doped ploy scatterometry lines on the same
FEM wafer. Figure 38.26 provides a detailed shape profile for NMOS and PMOS
features. The difference is apparent from AFM scans without resorting to TEM.

Figure 38.27 shows that the microloading effect on poly etch depth causes
a deeper etch over the isolated lines compared with dense lines. The etch offset can
be determined in a few minutes by AFM without cleaving the sample. The benefits
with AFM metrology are that multiple key geometric measurements of CD and
profile are extracted from a single AFM scan image. Table 38.4 lists the linewidth,
height, sidewall angle, SWR, LER, and LWR data for two wafers with six sites

Fig. 38.23. AFM images for poly etch lines



38 Automated AFM 381

Fig. 38.24. Compaison of the
CD and the profile between two
features

Fig. 38.25. Bias between n-type
MOS (NMOS) and p-type MOS
(PMOS) poly lines
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Fig. 38.26. Sidewall profile shape comparison

Fig. 38.27. Microloading effect for poly etch

Table 38.4. AFM metrology data for two wafers across multiple sites on each wafer (nanometers)

Wafer Site Poly height Middle SWA LWR LER SWR
linewidth

A 1 128.73 32.10 89.44 1.16 1.07 1.12
2 125.65 31.67 90.43 1.32 1.52 1.75
3 123.61 30.83 90.69 1.68 0.96 1.50
4 124.48 31.14 90.34 1.41 1.42 1.52
5 126.85 49.77 90.54 1.41 1.79 1.13
6 120.73 49.35 90.24 1.38 1.30 1.71

B 1 131.96 51.44 90.72 1.04 1.26 1.15
2 127.41 48.74 90.90 1.44 1.12 1.49
3 127.36 52.50 91.58 1.44 1.36 2.13
4 127.92 49.06 90.68 1.56 1.28 1.41
5 123.15 48.81 90.14 1.55 1.36 1.83
6 126.37 48.46 90.85 1.85 1.00 1.22

SWA sidewall angle

measured on each wafer. The task requires less than 1 h with AFM, but is prohibitive
with X-SEM or TEM.

At the gate technology level, AFM is often used as an inline monitoring or
a reference metrology tool for optical scatterometry. The measurement targets are
lines and spaces on scatterometry gratings. AFM can also directly scan the real circuit
feature for nondestructive 3D geometry topography failure analysis over memory
cells with bit failures. Figure 38.28 shows a high-resolution AFM image for SRAM
cells after poly etch. The detailed information on poly line profile, active silicon
and field oxide topography, and the STI oxide divots is directly visualized, allowing
circuit designers or process engineers to quickly examine for the different features.

During the early stage of gate etch process development, engineers need to
understand the effects of etch and photo conditions on the final gate sidewall profile.
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Fig. 38.28. 3D AFM scan over SRAM cells

Fig. 38.29. Poly etch profile with reentrant
sidewall. SWA sidewall angle

Relying on the X-SEM or TEM feedback adds extra time to the development cycle
time. Engineers often desire to continue the experiment on the same set of wafers
for subsequent process stages without scrapping the wafers. AFM generates cross-
sectional profile scans in the CD scan mode nondestructively, allowing the engineer
to quickly assess the poly profile and optimize etch or photo process conditions.
Figure 38.29 shows an etch process generates an unwanted undercutting sidewall
profile.

38.3.6
FinFET Gate Formation

In the modern complementary MOS (CMOS) semiconductor technology, one of
the most superior novel transistor architectures is FinFET, also known as multigate
field-effect transistor (FET) or trigate FET, where the transistor gate material (poly
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or metal) warps around the thin fins of the silicon source/drain. In this 3D FET gate
structure, the source/drain vertical fin regions are elevated on the silicon-on-insulator
(SOI) substrate. The gate electrodes surround the fin channel region on three sides
(left, right, and top). The electric field from the gate is nearly uniform throughout
the channel region. The transistor behaves like a fully depleted device, without the
extreme short-channel effects of a planar bulk transistor. The switching time of
a FinEFT device is significantly faster and the current density is higher than that of
the traditional planar CMOS technology. The top chipmakers are already adopting
FinFET in both CMOS logic transistors and floating-body flash memory cells at
45 and 32-nm nodes. Most process developers have viewed FinFET as a potential
alternative for the 32-nm node and beyond, after all the planar alternatives have been
exhausted.

The dimension metrology for the FinFET device is the key enabler for pro-
cess development and monitoring. The gate length is typically below 50 nm. Fig-
ure 38.30 shows the key geometries that are to be characterized. Figure 38.31 shows
that high-resolution AFM provides a nondestructive 3D geometrical quantification
and characterization for FinFET gate structure. The automated AFM recipe can be
set up to take 3D FinFET images. The offline image analysis can output height,
linewidth, sidewall profile, and SWR data for gate electrodes or fins as shown in
Fig. 38.31.

Fig. 38.30. Metrology re-
quirement for FinFET gate
structure. (FinFET schematics
courtesy of [35])

Fig. 38.31. Left: 3D characterization of the FinFET gate and fin structures. Right: Detailed profile
and CD analysis for FinFET
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38.3.7
Gate Sidewall Spacer

The gate spacer is nitride or oxide film deposited on the sidewall of etched gates
to provide an offset for the source/drain implantation. The CD, sidewall profile,
and sidewall spacer thickness are all important parameters to monitor. The spacer
thickness and profile measurement is technologically challenging and continues to
be a problematic issue for most available thin-film metrology tools such as X-ray,
optical, acoustic sonar, or electron-beam based techniques [36].

Owing to the unique capability of pattern recognition, the atomic force mi-
croscopy tip can be precisely placed at the same spot on the same wafer through
sequential process steps. Metrologists use AFM to scan the same gate line after gate
etch and later after gate spacer etch, to obtain CD and profile data for each process
(Fig. 38.32). The difference conveniently gives the dielectric spacer sidewall thick-
ness and profile. The nature of direct measurement with absolute accuracy simply
takes the guesswork out of optical metrology. This approach can be extended to the
back-end copper seed or atomic layer deposition barrier thickness measurement for
trench or via sidewalls.

Fig. 38.32. Use of AFM for gate spacer profile and sidewall spacer thickness measurements

38.3.8
Strained SiGe Source/Drain Recess

Over the past 2 years, one of the most successful advancements in pushing the
envelope of planar CMOS architectures is strained engineering. The charge carrier
mobility is enhanced by introducing strain to silicon crystals within source/drain
channels. For PMOS transistors, compressive strain is induced typically in one of
the two ways: SiGe embedded in the source/drain region, or compressively strained
nitride layer over the gate (dual stress layer). The drive current (CMOS speed) can
be boosted by 40% [37]. The strain silicon technology has been implemented in
45-nm-node products by some of the top chipmakers [34].

An embedded SiGe source/drain is typically formed on the SOI substrate as
follows. A lateral and vertical etch is performed on source/drain regions after gate
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Fig. 38.33. Left: TEM micrograph for embedded SiGe source/drain recess structure under a gate
spacer. Right: A sharp atomic force microscope tip scans the SiGe recess undercut profile.
(Courtesy of [34])

spacer formation. The isotropic lateral etch creates a recess in the source/drain
channel on either side of the gate. Then in situ doped SiGe is epitaxially grown
in the recess. The complete SiGe structure is shown in Fig. 38.33. The re-
cessed SiGe acts as a compressive stressor to enhance the transistor drive cur-
rent.

The dimension metrology for the recessed SiGe source/drain is critical. Espe-
cially, etch engineers desire to monitor and control the recess undercut height and
length underneath the spacer. As shown in Fig. 38.33, a sharp flared CD atomic
force microscope tip with less than 7-nm edge height can profile the undercut in
less than 1 min. The undercut is the difference between the maximum and minimum
linewidth along the bottom profile, which is readily available from the offline AFM
image analysis. Figure 38.33 shows AFM replaces TEM for the profile and undercut
characterization.

38.3.9
Pre-metal Dielectric CMP

Pre-metal dielectric (PMD) or intermetal dielectric CMP is an important process
to flatten the dielectric films over the poly gate to ensure defect-free tungsten plug
formation. Process engineers adopt AFM to evaluate the local topography or global
planarity for both pre- and post-PMD CMP. Figure 38.34 shows the data for 45-nm-
node PMD CMP process development. As-deposited PMD film topography over
ploy lines is evaluated by AFM scans. The same location is scanned again after the
PMD CMP step. The PMD planarity change over ploy lines is clearly displayed.
The PMD step height before and after CMP determines the polishing margin. The
surface topography after PMD CMP is important to tune the subsequent contact
photolithography process. High-resolution AFM also reveals the PMD divots caused
by the higher polishing rate at the poly edge. The divots, if not reduced, trap tungsten
metal underneath the PMD layer near the poly gate and cause catastrophic transistor
shorting.
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Fig. 38.34. Pre-mela dielectric
(PMD) topography compar-
ison between as-deposited
PMD and after CMP

38.3.10
Contact and Via Photo Pattern

The circular contact or via resist pattern can be characterized by AFM for the hole
diameter and sidewall profile. The unusual CD or profiles are quickly detected
without destructive cross sectioning. An example is given in Fig. 38.35.

38.3.11
Contact Etch

The contact etch depth and CD measurement is critical to evaluate the etching
process. CNT tips provide a solution for depth metrology in the DT scan mode for
difficult high aspect ratio contact holes where conventional atomic force microscope
tips fail to reach the bottom. Figure 38.36 is for a contact hole with approximately

Fig. 38.35. Contact resist profile from
an AFM scan
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60 nm bottom CD and approximately 520 nm depth, commonly used at 65- and
45-nm-node processing. CNT atomic force microscope tips provide precise depth
metrology as shown in Fig. 38.36.

The complex film stack after contact etch often consists of bottom antireflection
coating (BARC), tetraethylorthosilicate (TEOS), phosphorus-doped silicate glass
(PSG), and silicon nitride over poly silicon. It is often difficult for a CD atomic force
microscope tip to reach all the way to the bottom for some high aspect ratio contact

Fig. 38.36. Depth measurement for contact etch and the depth repeatability data

Fig. 38.37. Clamped AFM scans to measure
the top CD and profile for contact etch.
BARC bottom antireflection coating, TEOS
tetraethylorthosilicate, PSG phosphorus-
doped silicate glass

Fig. 38.38. AFM replaces TEM to examine
the borderless contact etch profile
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holes with 60-nm bottom diameter. Similarly to the STI etch trench case, a clamped
AFM scan is performed to scan only the top 300-nm section of the hole, as shown in
Fig. 38.37. The transition from the top TEOS layer to the underneath PSG layer is
clearly visible and the CD for TEOS or PSG can be properly measured. The contact
etch diameter for PSG across all the fields on a wafer for isolated and dense contacts
can be measured. Even compared with the clamped scans with AFM, the task would
be prohibitive for scatterometry, CD SEM, destructive X-SEM, or TEM.

In the “borderless contact” etch process in some of the DRAM processes, the
oxide etch is sensitive to nitride films. As shown in Fig. 38.38, AFM is an effective
tool to verify the etch profile.

38.3.12
Contact CMP

While microphotolithography and etch processes create the circuit patterns within
a semiconductor device, CMP enables layer stacking. Both local topography and
long-range planarity are important for the back-end interconnect integration. AFM

Fig. 38.39. AFM examines the
local topography and global
planarity after tungsten CMP
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has both small-scale (less than 50 µm) and long-range (less than 10 cm) topographic
profiling capability anywhere within the die [3, 38, 39]. AFM is the most accurate
and direct measurement on any material without modeling. The resolution is less
than 1 nm. These are obvious advantages over stylus or optical profilometry.

Figure 38.39 shows the local tungsten plug topography in a 2 × 2 µm area over
SRAM cells for a 65-nm-node product. CMP engineers can easily identify if the
plugs are protruded or recessed relative to the oxide after polishing. The global
planarity over the SRAM region is profiled with a 900-µm AFM profiler mode
scan where the SRAM erosion and the fang depth between the dummy area and
the SRAM region are apparent. In addition, the data from multiple sites across the
field or wafer can be taken in less than 1 h to speed up the process development
cycle.

38.3.13
Metal Trench Photo Pattern

Figure 38.40 shows the top 300-nm section of a metal-1 (M1) resist line profile
measured by CD AFM. The CD, profile, and SWR can be used for resist type
selection and lithographic process condition optimization. Figure 38.41 shows an
AFM study on a M1 FEM wafer. It is a nondestructive and accurate metrology tool
to allow process engineers to quickly evaluate effects of photo conditions on the
resist pattern. Similarly, AFM can be equally applied for resist dimensional analysis
for all metal layers (M1 through M9), regardless of materials (resist, dielectric, or
metal), feature shape, or feature location in the field.

Fig. 38.40. An isolated resist
line profile after a metal-1
(M1) photo exposure

38.3.14
Metal Trench Etch

Traditionally, optical or X-ray thickness metrology is used for trench etch depth
process monitoring by direct thickness or subtractive thickness methods, using
a large (50 × 50 µm) metrology box located within the scribe line. As the tech-
nology goes beyond the 65-nm node, a typical dielectric trench film stack may
consist of BARC, SiC, TEOS, organosilicate glass, SiC, TEOS, and PSG multi-
ple layers. The film stack in the back-end trench becomes too complex for optical
tools to interpret. AFM becomes a natural choice to replace optical or destructive
cross-sectional tools for inline monitoring. Additional advantages include in-die
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Fig.38.41.Profile view and 3D view
for a M1 resist trench pattern. Also
shown are the sidewall angle and
CD data across a FEM wafer

measurements anywhere in the circuits by AFM, with no spot size limitation, with
no modeling or calibration needed. Figure 38.42 shows AFM inline monitoring data
from M2 and M6 trench depth data from the metrology film box for a 45-nm-node
wafer.

Like for any trench-type features, AFM can characterize CD and profiles for the
back-end dielectric trench anywhere within the die. Figure 38.43 shows a 420-nm-
tall trench with a 60-nm bottom CD for the first M1 trench (M1 trench with the
minimum pitch). For the back-end trenches, AFM is typically used as a calibration
and validation tool for scatterometry simulation or its use is limited for inline mon-
itoring. Porous low-k dielectrics used in the transistor interconnect are susceptible
for electron-beam damage from CD SEM. The material properties are too complex
to develop a reliable scatterometry model in a timely fashion. AFM can be used
to directly measure the low-k trench profile. Figure 38.44 shows a clear transition
from the top antireflection coating layer to the underneath low-k dielectric layer. The
CD and profile data at the transition for the low-k layer are readily available from
CD AFM profiles. By the same token, AFM equally applies to all metal layers (M1
through M9) for trench etch depth, CD, and profile analysis with CD, CNT, or FIB
tips (Table 38.2).
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Fig. 38.42. M2 and M6 trench etch depth
data across the same wafer

Fig. 38.43. M1 trench cross-sectional profile by
AFM

Fig. 38.44. Low-k trench etch profile by
AFM. ARC antireflection coating

38.3.15
Via Etch

Similarly to the contact photo and contact etch, AFM is an applicable metrology
tool for via photo pattern or etch characterization. A via hole normally has the
highest aspect ratio within a device, which creates a great difficulty for CD SEM or
optical tools [41]. Destructive TEM, X-SEM, or dual beam is often the only way to
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analyze the via etch profile. Figure 38.45 displays an AFM scan across an isolated
via hole with a 10:1 aspect ratio, with a superior metrology repeatability. The via
hole depth and profile measured by AFM is a fast and effective process diagnostic
tool [42]. Figure 38.46 shows a case of three different etching conditions. A flat
bottom indicates an open via (desired). A triangular or bullet-shaped via bottom
often indicates an underetched or closed via (defect).

For some of the high-aspect-ratio holes or trenches with unusually small bottom
dimension, even AFM shows a limitation to reach the hole bottom with conventional
probes. Figure 38.47 shows the advantage of CNT tips over conventional conical FIB
tips. The CNT tip diameter is constant at all depths, whereas the FIB tip diameter
rises rapidly as it goes deeper into the hole, preventing the FIB tip from reaching the
feature bottom.

Dual inlaid damascene etch CD and profile is also a unique application for AFM.
Figure 38.48 shows a dual via/trench etch profile. Automated AFM image analysis
software within the recipe readily outputs the multiple step heights and CD within
a speed of approximately 1 min per site.

Fig. 38.45. High-aspect-ratio (10:1) via etch profile by AFM and the etch depth precision data
(Courtesy of [34])

Fig. 38.46. Use of via etch profile and depth by
AFM to diagnose an open or a closed via
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Fig. 38.47. Comparison of the CNT and conical
FIB tip shapes

Fig. 38.48. Dual inlaid damascene
etch profile by AFM

While AFM is a robust depth metrology tool for high-aspect-ratio via holes,
the AFM CD mode may run into some limitations regarding the tip size to perform
repeatable linewidth measurements on the very narrow bottom of via or contact etch.
A way to work around this is to scan the top 250-nm section of the hole to measure
the top linewidth at the transition.

By the same concept, process engineers use AFM for fast and absolute depth or
CD measurements for all via layers (V1 through V9), regardless of materials (resist,
dielectric, or metal), feature shape, or feature location in the field.

38.3.16
Via Etch

The CMP process on a wafer generates surface topography variation and height
difference between dissimilar materials. Illustrated in Fig. 38.49, erosion refers
to the height difference between a material in a large contiguous area and the
same material in an area of dense features of alternating materials such as di-
electrics and copper. Dishing refers to the height difference between neighboring
areas of dissimilar materials (copper and dielectrics). The overshoot near the edge
of the intersection of two dissimilar materials is called total indicated run-out, or
fang.

In back-end copper CMP, the local topography variation is not as important
as the global planarity. Film thickness tools (optical, X-ray, or acoustic sonar) and
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Fig. 38.49. Typical dishing, erosion, and total indicated run-out (fang) measurements by AFM

Fig. 38.50. Typical dishing and erosion measurement by AFM

Fig. 38.51. Copper CMP marginality study before and after CMP using the AFM profiler mode
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surface profilers (optical or stylus) are available for measurements on a large metal
test pad for copper process control. However, AFM also holds its place in copper
CMP metrology owing to its many advantages. AFM is an absolute and accurate
topography measurement method without spectra fitting or interpretation. AFM, with
a lateral resolution of less than 1 nm, resolves densely spaced alternating copper and
oxide lines for dishing measurement. AFM can be used for in-die measurements to
examine the local topography in the actual circuits after CMP to avoid the correlation
error between the test pad and in-die topography.

Figure 38.50 shows dishing and erosion data for M1 copper CMP across 11
fields on a wafer. The average and range of dishing and erosion within a wafer
are for inline process monitoring. Figure 38.51 shows the polish marginality is
evaluated by the topography change from copper plating (befor CMP) to copper
polish (after CMP). The dishing value reduces, while the erosion increases after the
copper polish.

38.3.17
Roughness

The traditional use of an atomic force microscope as an imaging and roughness
analysis tool still provides many insights for modern nanoelectronic thin-film mate-
rials. It is a popular and powerful characterization tool for today’s 45-nm node and
below for technology development for emerging materials and new processes [43].
Microroughness for incoming SOI substrates, strained Si or SiGe films used in
strain engineering, poly roughness and surface texture, contact tungsten deposition,
and post-CMP microscopic surface inspection are all powerful process diagnostic
tools. There is a great uncertainty with optical-based (laser or X-ray) roughness
characterization owing to simulation and modeling.

All atomic force microscope tips have a finite size and generate biased roughness
measurements (lower). It is recommended to compare roughness data only with the
same tip. The tip sharpness characterization and maintaining the sharpness are crit-
ical for production-worthy microroughness applications. Figure 38.52 shows AFM
surface scans for a tungsten film with a repeatability of 3σ = 0.7 Å. Figure 38.52
(left) shows that AFM provides a direct comparison of surface grain morphology
and microroughness for SiGe films on SOI substrates from two vendors.

Fig. 38.52. Left: Microroughness measurement and the repeatability on tungsten films by AFM.
Right: Microroughness comparison between two batches of SiGe substrates. SOI silicon on
insulator
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38.3.18
LWR, LER, and SWR

As the device geometry shrinks, the feature LWR, LER or asperity, and SWR start
to have significant impacts on device performances, on the wafer level and mask
plate level. In the past 2 years, many research papers have discussed these issues.
LER impacts the interconnect resistance and LWR affects the transistor leakage
current [4]. Good discussions on LER and LWR measurements and their impact
on device functions are given in [44–48]. A good review on LWR measurement
is given in [49]. For SWR, one can refer to [3, 16, 50]. The capability of high
spatial resolution AFM can provide LWR, LER, and SWR data for resist or etch
features. The details were discussed in previous respective sections. The limita-
tion of AFM is the tip resolution owing to the tip sharpness and edge radius. For
45 nm and beyond, CNT tips may provide better resolution for LER and SWR.
In addition to vertically aligned CNT, Liu et al. [16] evaluated tilted CNT tips
for SWR and LER characterization. The small radius of curvature (approximately
20 nm) offers significantly higher imaging resolution than the traditional flared CD
probes.

38.3.19
DRAM DT Capacitor

DRAM is the dominant form of computer memory that runs today’s PC desktop
applications. Nonvolatile flash memories are ubiquitous in modern consumer elec-
tronics: portable data drive, digital camera, and music players, to name a few. The
AFM applications in DRAM and flash NOR/NAND memory manufacturing are
similar to those in the logic device processing, because all device features are of
a similar dimension, and they share common manufacturing process technology.
Some unique applications with DRAM are the capacitor polysilicon recess and DT
etch depth measurements. Figure 38.53 shows a high-aspect-ratio (20:1) deep contact
hole for the DRAM capacitor.

Fig. 38.53. AFM deep trench mode scan for a 20:1 contact
hole
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38.3.20
Ferroelectric RAM Capacitor

Ferroelectric RAM (FeRAM) is a nonvolatile computer memory. FeRAM consumes
less power but reads/writes faster than DRAM. FeRAM consists of one capacitor
stacked on a transistor (1C-1T). The FeRAM capacitor cell includes a hysteresis
ferroelectric dielectric film material, typically, lead zirconate titanate (PZT). The
PZT film is deposited over the CMOS contact plug layer and is sandwiched between
iridium electrodes. AFM plays an important role in dimensional monitoring for
pattering and etching processes during fabrication of ferroelectric capacitors. Fig-
ure 38.54 displays a 3D rendering of FeRAM capacitor cells after stack etch. AFM
reveals the true profile and linewidth data for hard mask etch before final patterning
for the electrode stack. AFM can replace nondestructive dual-beam cross-sectional
analysis. In addition, Fig. 38.55 shows that AFM offers multiple inline measurements
for partial depth, bottom, or middle linewidth at the layer transition across multiple
wafers. All can be automated by the versatile AFM image analysis software.

Fig. 38.54. 3D view of ferroelectric RAM (FeRAM)
capacitors

Fig. 38.55. CD AFM profile for
hard mask etch and stack etch

38.3.21
Optical Proximity Correction

OPC on a photomask is used to minimize the optical proximity effect originating from
the exposure equipment. Without using OPC, the actual pattern on the wafers would
appear different from the design pattern. In order to minimize the optical proximity
effect, pattern design is purposely altered during the mask-making process in order
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to achieve the desired pattern. There are different kinds of OPC patterns for different
target design patterns, such as scatter bars, assistant slots, hammerheads, jogs, serifs,
lines, spaces, line ends, and space ends. The effect of the OPC feature on the final
printed CD on a wafer must be verified. Unlike for CD SEM, neither geometry
density nor the pattern proximity affects AFM scans. Scatterometry cannot be used
on OPC features since OPC patterns are often not in the form of a grating. AFM is
a better choice for OPC design validation on the printed wafer [52].

38.4
Applications in Photomask

38.4.1
Photomask Pattern and Etch

A photomask is an essential semiconductor component that contains the detailed
blueprint of circuit designs. With use of the photomask in the photolithography pro-
cess, specific images of detailed device design are transferred onto silicon wafers. The
photomask requires precise and accurate depth, profile, and CD targeting to achieve
the desired phase shift and imaging conditions. There are three critical processes that
make a mask template [53]. The first is feature patterning with lithography, where the

Fig. 38.56. a AFM profile
of an etched MoSi layer.
b CD uniformity data by
AFM across a whole plate
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feature CD control and layer-to-layer overlay is vital [54]. The second is quartz etch
after patterning, where the etch depth targeting and sidewall angle control is critical.
The final process is defect inspection and repair. AFM finds its use in all these critical
steps for all today’s masks: binary, chromless, embedded attenuated phase shift mask
(PSM), alternating-aperture PSM, high-transmission PSM, or nanoimprint template.
The Cr or MoSi etch depth or step height obtained by AFM improves the phase
shift control [55, 56]. The CD and sidewall profile data after electron-beam writing
or dry etch help maintain the CD targets. Figure 38.56a shows that CD AFM can
profile the sidewall for etched mask features. The across-plate depth, step height,
CD, and profile uniformity are critical. Figure 38.56b shows that AFM can quickly
scan many sites and examine the CD uniformity across the whole plate. CD and
profile data obtained by AFM can also be correlated to CD SEM for calibration and
validation to ensure the mean to target unaffected by electrostatic charges or feature
proximity effects. More discussions on AFM photomask applications can be found
in [26, 57–59].

38.4.2
Photomask Defect Review and Repair

Photomask defect repair is to eliminate defects on the mask generated during previous
patterning and etch processes. Otherwise, the reticle defect reproduces itself on the
final wafer products as a repeater defect in each field. As illustrated in Fig. 38.57,
besides depth and CD control, AFM provides high-resolution scan images of the
defects found by an inspection tool [60]. The 3D AFM image contains x/y/z volume
information about the defect, based on which repair tools adjust the beam (electron
beam, FIB, or laser) dose and repair time to properly repair the defects. Depending
on the nature of the defect, the repair either adds or removes materials from the
defect site. In addition, the lithographic simulation software can use the volume
information from AFM for defect printability study.

Figure 38.58 shows a 3D view of extra Cr deposit on a Cr line. AFM provides
x/y/z 3D information for the defect, while CD SEM only gives a top-down view
with no sidewall, depth, or topographical information. Figure 38.59 shows more
examples of defect review images by AFM for typical mask defects.

AFM can be used to optimize the repair process conditions by reimaging the
postrepair site. Figure 38.60 shows two defect sites after electron-beam and FIB
removal repairs, respectively. The electron beam generates overetch for the bridging
defect site and causes a trench deeper than the target. The repair dose or time needs
to be reduced. The FIB repair causes the space broadening and deepening.

Fig. 38.57. The role of AFM in photomask process metrology
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Fig. 38.58. 3D view of a defect by AFM. SEM scanning electron microscopy

Fig. 38.59. More review images by AFM for various defects

Fig. 38.60. Using AFM to examine the defect site after two different repair processes

38.5
Applications in Hard Disk Manufacturing

38.5.1
Magnetic Thin-Film Recording Head

A hard disk (or a hard drive) is the primary mass data storage solution for today’s
information technology. The core component of a hard disk is the magnetic thin-
film transducer head that reads and writes digital bits in the magnetic recording
media platter (disk). The demand for a higher areal recording density results in
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the perpendicular magnetic recording (PMR) technique and constantly shrinking
head dimensions (less than 200-nm writer pole tip). This, in turn, creates daunting
challenges for optical-based dimension metrology used in process control for head
manufacturing. A thin-film head is normally made of a reader pole and a write pole in
sequential process steps on a round AlTiC metal substrate, similarly to silicon-based
logic or memory semiconductor wafer processing.

A recent advance in AFM applications is to apply AFM as a dimensional metrol-
ogy tool for wafer processing in magnetic thin-film head manufacturing, especially
for the resist and etch processes for making reader and writer poles. Dual beam or
TEM is destructive in nature, with slow turnaround, and is costly. The benefit of
AFM is a unique combination of nondestructive and high-resolution measurement
capabilities for 3D pole geometry and LWR. Pinching and other geometry excursions
resulting in poor device performances are readily identified during routine process
monitoring.

Figure 38.61 shows the AFM profile for a reader resist line with 230-nm height
and 70-nm bottom CD. AFM can be used a routine monitor of the reader resist or
postetch CD and profile.

The PMR write pole is normally fabricated by either metal plating or metal
etching. In plating, a resist trench is created by the photolithography process. Nickel
iron metal is then electrochemically plated into the trench to form a pole. In the
etching alternative, a thick metal layer is deposited first, then the PMR resist pattern
is created, and this is followed by plasma etch to create a PMR pole. During the resist
pattern process for the PMR write pole, engineers are often interested in measuring
the trench profile and understanding the effect of antireflective coating on the resist
profile. Figure 38.62 shows an AFM trench profile scanned by a flared CD tip. The
repeatability for the resist trench middle CD is 3σ = 2 nm (Fig. 38.62).

After plating, the pole is trimmed by an ion milling process to the final dimension.
The overlay of the as-plated and trimmed PMR profiles is shown in Fig. 38.63.

Fig. 38.61. Reader resist profile by CD
AFM

Fig. 38.62. AFM used to profile writer pole resist trench (left) and the CD data (right)
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Fig. 38.63. a AFM scan location. b Profile overlay for as-plated writer pole with trimmed pole.
c Pole LWR data. PMR perpendicular magnetic recording

Fig. 38.64. Writer pole resist profile by AFM
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The bottom LWR data are also available from the AFM scans (Fig. 38.63). The
geometrical shape, CD, and profile data are readily available for engineers to evaluate
the plating and trimming processes.

In the etch-based pole formation process, the resist pattern profile is impor-
tant for the final pole etching. Figure 38.64 shows a writer pole resist profile ob-
tained by AFM. The CD and profile data are readily attainable for inline monitor-
ing.

The PMR writer pole profile after final etching can be examined by AFM.
Figure 38.65 shows the 3D scan view for the pole yoke portion of the writer. AFM
provides a capable metrology tool for the pole dimension analysis. In Fig. 38.66, the
linewidth variation along the yoke part and the pole length is available to evaluate
the yoke corner profile.

Fig. 38.65. Writer pole yoke profiles by AFM after final etching

Fig. 38.66. Writer pole LWR data along the
pole edge
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38.5.2
Slider for Hard Drive

Similar to the integrated circuit manufacturing process, data storage recording heads
are currently manufactured in mass on wafers typically 5–6 in. in diameter. Although
the magnetic materials used are quite different, they also use a variety of etch, lithog-
raphy, and deposition processes to create recording heads whose CDs are currently
below 100 nm. After wafer processing, the manufacturing steps deviate from those of
typical semiconductors. Sliders are mechanically assembled with the thin-film heads
sliced from a completed AlTiC wafer. The heads are diced into individual sliders
which are ultimately attached to gimbal assemblies. The head–gimbal assembly hov-
ers at a fly height less than 5 nm above the storage media disk, which typically spins
at upwards of more than 7000 rpm. In order for the read/write head to magnetically
interact successfully with the media, the fly height must be held to a narrow tolerance
(Fig. 38.67). The key to this height is the pole-to-tip recess (PTR), defined as the
distance the writer pole is recessed above the slider air-bearing surface. AFM is
a proven metrology tool in thin-film head slider processing. The PTR, perpendicular
writer protrusion , cavity sidewall measurement, and ABS microroughness are all
critical geometrical parameters that must be monitored and controlled.

With diameters typically in the sub-20-nm range, AFM probes can quantify PTR
with a precision on the order of 1 Å(1 σ). In addition, a magnetic imaging mode,
magnetic force microscopy (MFM), can be utilized to discertain pole and shield
regions from the ABS. This is critical as there are often no fiducial references on the
sliders from which to locate the various magnetic regions of interest. Other metrology
techniques, such as SEM or interferometry, either require an atomic force microscope
to validate models, or cannot quantify this small height from a top-view image.

An example of a typical slider PTR AFM scan is shown in Fig. 38.68. On
A complementary MFM image is shown on the right. Using the MFM image to
locate the pole tip (arrow), one can use customized algorithms to precisely locate the
pole and shield regions, and one can then measure these regions using the topography
image in Fig. 38.68 (left).

Fig. 38.67. The hard drive
technology roadmap.
(Courtesy of Hitachi
Global Storage Technolo-
gies Web site; San Jose
Development Center)
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Fig. 38.68. Left: AFM image for a pole-to-tip recess (PTR). Right: Magnetic force microscopy
image fo PTR for pattern recognition

38.6
Applications in Microelectromechanical System Devices

38.6.1
Contact Image Sensor

CMOS image sensors (CIS) are a relatively recent technological innovation in the
video and camera technology that are rapidly replacing charge coupled device (CCD)
sensors in low-power and portable imaging applications. A CIS typically consists
of a small linear array of light detectors, covered by a layer of red, blue, and green
color filters and microlenses. To generate an image, light must be accurately focused
by the lenses, through the color filters and down onto the light detectors.

Microlenses are fabricated by creating blocks of lens material by familiar pho-
tolithography methods. These rectangular blocks are then heated and melted. As they
melt, they form the convex surface required to focus light. As devices such as cell
phones, Webcams, and digital cameras try to pack electronics into tighter and tighter
boxes, the optimal distance between the camera lens and the image sensor may be
compromised. The image sensor is then called upon to maximize its light-collecting
ability. In order to do this, the lens shape is precisely tuned to permit on-axis and of-
axis focusing and limit crosstalk as light is stretched to the peripheral collectors [66].

To further complicate the issue, typically the color filters that lie between the
microlenses and the light detectors are at slightly different heights with respect to
each other. To properly focus incoming light onto the light detector, the pixel-to-
pixel height variation at the color filter level must be accurately known. The surface
roughness and local dishing are also of great importance. Figure 38.69 describes the
general metrology needs for CIS processing. High-resolution AFM scans offer an
automated metrology method to characterize the geometrical shape and curvature for
the microlenses during the fabrication process. Illustrated in Fig. 38.70, the measure-
ments include depth, width, radius, and pitch for the lenses arrays. AFM provides
a fast and nondestructive across-wafer measurement to monitor the process variation.

Figure 38.71 shows a typical array of microlenses as imaged by a dimension
AFM in TappingMode®. Nanoscope CIS analysis may then be used to measure
lens height, width, top, middle, and bottom angles for the left and right sides as
well as for a fit to either a sphere or an ellipse. A root mean square deviation from
the fitting is provided to the user as a goodness-of-fit metric. Figure 38.72 shows
a TappingMode® image of red, blue, and green color filters. The surface roughness
of the filters is clearly visible along with the peak-to-valley dishing for each filter
and the relative height differences between the filters.
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Fig. 38.69. Complementary MOS image sensor (CIS) metrology needs

Fig. 38.70. AFM used to
characterize the shape and
curvature for CIS microlenses

Fig. 38.71. Another 3D view of a CIS array
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Fig. 38.72. 3D view of color filter roughness

38.6.2
Digital Light Processor Mirror Device

Digital light processors (DLP) are inside much of today’s display technology, such
as video/movie projectors and TVs. The key compoent of DLP technology resides
in digital micromirror devices (DMD) integrated on a CMOS chip. Millions of
micromirrors are controlled to be repositioned rapidly to reflect light through the
lens. The light intensity can be varied to create shades of gray in addition to white
and black. A prism or color wheel is used to create colors. 3D nondestructive
AFM has long been used for geometry and topography characterization of DMD
pixel superstructures in the DMD wafer manufacturing process [67]. AFM measures
hinge or yoke planarity (Fig. 38.73a), mirror planarity (Fig. 38.73b), mirror spacing,
and metal thickness, to name a few.

Fig. 38.73. a Digital micromirror device hinge and yoke planarity. b Micromirror planarity or
roughness by AFM. (Courtesy of [67])

38.7
Challenge and Potential Improvement

The probe size limits the minimal space feature that AFM can scan (Table 38.2).
CNT tips have shown promise for deep hole/DT depth metrology. CNT tips with
various dimension designs and aspect ratios have to become available in mass pro-
duction with reasonable costs. Novel types of small and rigid AFM probes for CD



38 Automated AFM 409

and profile metrology must be developed to meet the need for technology at the
32-nm node and below [15]. The CD atomic force microscope tip lifetime needs
to be further improved to increase the metrology precision and accuracy, and to
reduce the cost of consumables. CD atomic force microscope tips coated with sil-
icon nitride are a recent type of a long-lasting probe (Fig. 38.6), but another type
of design or coating needs to be developed for further improvements. Novel tech-
niques to sharpen and recondition tips on the fly are also necessary to reduce tip
wear and to preserve the lifetime [61, 62]. Basic research to understand the tip
and surface interaction kinetics would be helpful to reduce tip wear. The sidewall
profile accuracy by CD AFM is limited by the radius of curvature of the tip (ap-
proximately 5 nm). The last 5–10 nm of the feature bottom has to be verified with
TEM. Therefore, CD atomic force micropscope tips with sharp edge radius and
low edge height are necessary to improve the sidewall profile and bottom corner
profile.

An improved scanning algorithm for AFM is being developed to reduce the
tip sticking, sidewall image noise, and profile fidelity. A recent implementation
of a high-bandwidth actuator is able to pull away CD atomic force microscope
tips much faster from sticking and significantly improves the scan profile with an
additional transitional rescan. New and innovative AFM scanning modes continue
to be explored for improving tip wear, scan speed, and measurement capability.

AFM is a much faster and more economical replacement for X-SEM or TEM.
Despite the many advantages discussed previously, the current AFM throughput is
much slower than that of CD SEM or scatterometry, especially in the CD scanning
mode. The speed of AFM needs to be improved to a level to compete with CD
SEM and optical tools. Progress has been reported on fast AFM scanning 2–3
orders of magnitude faster than conventional AFM [63, 64]. This yet needs to be
transferred to industrial AFM. In addition to fast scanning, increasing the speed for
automated tip exchange and the tip engaging on the surface is part of improvement
programs. A recent improvement had reduced the tip engagement time from 25
to 5 s.

The AFM image is always a convolution of the real feature geometry with the
tip shape. The image is actually an artifact and the real feature shape is unknown.
Accurate and precise tip shape characterization and image reconstruction algorithms
are necessary to recover the real feature shape. The current tip characterization
scheme can ensure a precise and accurate measurement of depth, linewidth, side-
wall angle, and all other critical geometrical parameters [25]. For the purpose of
image and true shape visualization, it is highly desirable to remove the tip arti-
facts in the full three dimensions and extract the high-fidelity image close to TEM
resolution.

38.8
Conclusion

There are significant challenges for dimension metrology for the 45-nm node and
beyond for semiconductor process control [3, 11]. Metrologists have to resort to
a combination of scanning probe, electron beam, and optical based technologies.
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Owing to its unique characteristics, AFM offers beneficial solutions for either inline
or complementary metrology for linewidth, sidewall profile, geometry shape, and sur-
face topography measurements for process monitoring in semiconductor (logic and
memory), photomask, data storage, and microelectromechanical system (MEMS)
industries. This chapter has discussed advantages and limitations, and state-of-the-
art AFM applications in nanoelectronics manufacturing processes. AFM is being
used for manufacturing inline monitoring, product and process characterization dur-
ing technology development, or complementary reference metrology. In some cases,
AFM is the only available metrology tool for nondestructive 3D dimension and
geometry measurements.

AFM is used for inline monitoring in the routine production for the depth, height,
step, linewidth, profile, or topographical variations within any location of the circuits
and on any type of material. No modeling or guesswork is involved in interpreting
the data. AFM demonstrates the unique capability to profile very high aspect ratio
trench or hole features. In some cases, AFM replaces X-SEM, TEM, or dual beam
for cross-sectional profile and shape analysis [17]. It serves a fast and nondestructive
shape metrology tool for engineering analysis to speed up technology development
and troubleshooting.

AFM is immune to the new materials emerging for advanced semiconductor
devices such as SOI, SiGe incorporation, novel resist materials, metal gate, fully
silicided (FUSI) polysilicon (nickel silicide), high-k gate dielectrics, and back-end
low-k dielectric. Unlike optical scatterometry, AFM needs no film stack modeling,
no guesswork, no modification for recipe settings, and simply provides a direct
dimension measurement. AFM is calibrated to national standards with regard to
height, linewidth, and pitch. Independent of material properties and pattern proxim-
ity, AFM equally works on STI etch, gate poly, metal gate, or gate spacer without
any modifications or rebuilding models. Owing to the absolute accuracy, AFM can
be used as the golden reference standard to calibrate other dimension metrology
tools to establish the traceability chain and develop uncertainty budgets [65]. AFM
can be used to establish CD targets for CD SEM, scatterometry and electric CD,
and to establish correlation between X-SEM, TEM, CD SEM, scatterometry, and
electric CD. AFM helps perform the CD metrology tool matching and the design
rule matching across different factories around the world, to ensure the 30-nm CD
in one fabrication plant is really the same as the 30-nm CD in another fabrication
plant. CD AFM is often used as a complementary CD metrology tool to maintain
calibration for inline optical scatterometry and CD SEM, and to help speed up the
CD library development for scatterometry.

In summary (refer to Table 38.1), automated AFM is a versatile industrial metrol-
ogy tool for process control and characterization in nanoelectronic manufactuing
industries ranging from semiconductor, photomask, and data storage to MEMS
technologies.
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