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Preface

We set out to write a book for business students that answers the simple question:
“How can I make better decisions?” As entrepreneurs and consultants, we know that
knowledge of Statistics is essential to survive and thrive in today’s competitive
environment. As educators, we’ve seen a disconnect between the way Statistics is
taught to business students and the way it is used in making business decisions. In
Business Statistics, we try to narrow the gap between theory and practice by presenting
statistical methods so they are both relevant and interesting.

The data that inform a business decision have a story to tell, and the role of
Statistics is to help us hear that story clearly and communicate it to others. Like
other textbooks, Business Statistics teaches methods and concepts. But, unlike other
textbooks, Business Statistics also teaches the “why” and insists that results be
reported in the context of business decisions. Students will come away knowing
how to think statistically to make better business decisions and how to effectively
communicate the analysis that led to the decision to others. Our approach requires
up-to-date, real-world examples and current data. So, we constantly strive to place
our teaching in the context of current business issues and to illustrate concepts with
current examples.

What’s New in This Edition?

Our overarching goal in the second edition of Business Statistics has been to organize
the presentation of topics clearly and provide a wealth of examples and exercises so
that the story we tell is always tied to the ways Statistics informs sound business
practice.

Improved Organization. The Second Edition has been re-designed from the
ground up. We have retained our “data first” presentation of topics because we find
that it provides students with both motivation and a foundation in real business
decisions on which to build an understanding. But we have reorganized the order of
topics within chapters, and the order of chapters themselves to tell the story of
Statistics in Business more clearly.

* Chapters 1-6 are now devoted entirely to collecting, displaying, summarizing,
and understanding data. We find that this gives students a solid foundation to
launch their understanding of statistical inference.

* Material on randomness and probability is now grouped together in Chap-
ters 7-10. Material on continuous probability models has been gathered into
a single chapter—Chapter 9, which also introduces the Normal model.

* Core material on inference follows in Chapters 11-15. We introduce infer-

ence by discussing proportions because most students are better acquainted
with proportions reported in surveys and news stories. However, this edition
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ties in the discussion of means immediately so students can appreciate that the
reasoning of inference is the same in a variety of contexts.

* Chapters 16-20 cover regression-based models for decision making.

® Chapters 21-25 discuss special topics that can be selected according to the
needs of the course and the preferences of the instructor.

* Chapters 22 (Quality Control) and 23 (Nonparametric Methods) are new in
this edition.

Section Examples. Almost every section of every chapter now has a focused
example to illustrate and apply the concepts and methods of that section.

Section Exercises. Each chapter’s exercises now begin with single-concept
exercises that target section topics. This makes it easier to check your understanding
of each topic as you learn it.

Recent Data and New Examples. We teach with real data whenever possible.
"To keep examples and exercises fresh, we’ve updated data throughout the book. New
examples reflect stories in the news and recent economic and business events.

Redesigned Chapter Summaries. Our What Have We Learned chapter
summaries have been redesigned to specify learning objectives and place key concepts
and skills within those objectives. This makes them even more effective as help for
students preparing for exams.

Statistical Case Studies. Each chapter still ends with one or two Brief Cases.
Now, in addition, each of the major parts of the book includes a longer case study
using larger datasets (found on the CD) and open questions to answer using the data
and a computer.

Streamlined Technology Help with additional Excel coverage. Technology
Help sections are now in easy-to-follow bulleted lists. Excel screenshots and coverage
of Excel 2010 appear throughout the book where appropriate.

What’s O/d in This Edition: Statistical Thinking

For all of our improvements, examples, and updates in this edition of Business Statistics
we haven’t lost sight of our original mission—writing a modern business statistics text
that addresses the importance of statistical thinking in making business decisions and
that acknowledges how Statistics is actually used in business.

"Today Statistics is practiced with technology. This insight informs everything
from our choice of forms for equations (favoring intuitive forms over calculation
forms) to our extensive use of real data. But most important, understanding the value
of technology allows us to focus on teaching statistical thinking rather than calculation.
The questions that motivate each of our hundreds of examples are not “how do you
find the answer?” but “how do you think about the answer, and how does it help you
make a better decision?”

Our focus on statistical thinking ties the chapters of the book together. An
introductory Business Statistics course covers an overwhelming number of new
terms, concepts, and methods. We have organized these to enhance learning. But it
is vital that students see their central core: how we can understand more about the
world and make better decisions by understanding what the data tell us. From this
perspective, it is easy to see that the patterns we look for in graphs are the same as
those we think about when we prepare to make inferences. And it is easy to see that
the many ways to draw inferences from data are several applications of the same core
concepts. And it follows naturally that when we extend these basic ideas into more
complex (and even more realistic) situations, the same basic reasoning is still at
the core of our analyses.
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Our Goal: Read This Book!

The best textbook in the world is of little value if it isn’t read. Here are some of the
ways we made Business Statistics more approachable:

® Readability. We strive for a conversational, approachable style, and we intro-
duce anecdotes to maintain interest. While using the First Edition, instructors
reported (to their amazement) that their students read ahead of their assign-
ments voluntarily. Students write to tell us (to their amazement) that they
actually enjoy the book.

o Focus on assumptions and conditions. More than any other textbook, Business
Statistics emphasizes the need to verify assumptions when using statistical
procedures. We reiterate this focus throughout the examples and exercises.
We make every effort to provide templates that reinforce the practice of
checking these assumptions and conditions, rather than rushing through the
computations of a real-life problem.

* Empbhasis on graphing and exploring data. Our consistent emphasis on the
importance of displaying data is evident from the first chapters on under-
standing data to the sophisticated model-building chapters at the end. Exam-
ples often illustrate the value of examining data graphically, and the Exercises
reinforce this. Good graphics reveal structures, patterns, and occasional
anomalies that could otherwise go unnoticed. These patterns often raise new
questions and inform both the path of a resulting statistical analysis and the
business decisions. The graphics found throughout the book also demonstrate
that the simple structures that underlie even the most sophisticated statistical
inferences are the same ones we look for in the simplest examples. That helps
to tie the concepts of the book together to tell a coherent story.

* Consistency. We work hard to avoid the “do what we say, not what we do”
trap. Having taught the importance of plotting data and checking assumptions
and conditions, we are careful to model that behavior throughout the book.
(Check the Exercises in the chapters on multiple regression or time series and
you’ll find us still requiring and demonstrating the plots and checks that were
introduced in the early chapters.) This consistency helps reinforce these fun-
damental principles and provides a familiar foundation for the more sophisti-
cated topics.

® The need to read. In this book, important concepts, definitions, and sample
solutions are not always set aside in boxes. The book needs to be read, so
we've tried to make the reading experience enjoyable. The common approach
of skimming for definitions or starting with the exercises and looking up exam-
ples just won’t work here. (It never did work as a way to learn Statistics; we’ve
just made it impractical in our text.)

Coverage

The topics covered in a Business Statistics course are generally mandated by our
students’ needs in their studies and in their future professions. But the order of these
topics and the relative emphasis given to each is not well established. Business Statistics
presents some topics sooner or later than other texts. Although many chapters can be
taught in a different order, we urge you to consider the order we have chosen.
We’ve been guided in the order of topics by the fundamental goal of designing a
coherent course in which concepts and methods fit together to provide a new
understanding of how reasoning with data can uncover new and important truths.
Each new topic should fit into the growing structure of understanding that students
develop throughout the course. For example, we teach inference concepts with



xiv

Preface

proportions first and then with means. Most people have a wider experience with
proportions, seeing them in polls and advertising. And by starting with proportions,
we can teach inference with the Normal model and then introduce inference for means
with the Student’s ¢ distribution.

We introduce the concepts of association, correlation, and regression early in Business
Statistics. Our experience in the classroom shows that introducing these fundamental ideas
early makes Statistics useful and relevant even at the beginning of the course. Later in the
semester, when we discuss inference, it is natural and relatively easy to build on the
fundamental concepts learned earlier by exploring data with these methods.

We’ve been guided in our choice of what to emphasize by the GAISE (Guidelines
for Assessment and Instruction in Statistics Education) Report, which emerged from
extensive studies of how students best learn Statistics (http://www.amstat.org/
education/gaise/ ). Those recommendations, now officially adopted and recommended
by the American Statistical Association, urge (among other detailed suggestions) that
Statistics education should:

1. Emphasize statistical literacy and develop statistical thinking;

2. Use real data;

3. Stress conceptual understanding rather than mere knowledge of procedures;

4. Foster active learning;

5. Use technology for developing conceptual understanding and analyzing
data; and

6. Make assessment a part of the learning process

In this sense, this book is thoroughly modern.

Syllabus Flexibility

But to be effective, a course must fit comfortably with the instructor’s preferences.
The early chapters—Chapters 1-15—present core material that will be part of any
introductory course. Chapters 16-2 1—multiple regression, time series, model building,
and Analysis of Variance—may be included in an introductory course, but our orga-
nization provides flexibility in the order and choice of specific topics. Chapters 22-25
may be viewed as “special topics” and selected and sequenced to suit the instructor or
the course requirements.
Here are some specific notes:

* Chapter 6, Correlation and Linear Regression, may be postponed until just
before covering regression inference in Chapters 16 and 17.

® Chapter 19, Building Multiple Regression Models, must follow the introduc-
tory material on multiple regression in Chapter 18.

* Chapter 20, Time Series Analysis, requires material on multiple regression
from Chapter 18.

* Chapter 21, Design and Analysis of Experiments and Observational Stud-
ies, may be taught before the material on regression—at any point after
Chapter 14.

"The following topics can be introduced in any order (or omitted):

® Chapter 15, Inference for Counts: Chi-Square Tests
® Chapter 22, Quality Control

e Chapter 23, Nonparametric Methods

® Chapter 24, Decision Making and Risk

* Chapter 25, Introduction to Data Mining
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Features

A textbook isn’t just words on a page. A textbook is many features that come together
to form a big picture. The features in Business Statistics provide a real-world context for
concepts, help students apply these concepts, promote problem-solving, and integrate
technology—all of which help students understand and see the big picture of Business
Statistics.

Motivating Vignettes. Each chapter opens with a motivating vignette, often taken from
the authors’ consulting experiences. These descriptions of companies—such as
Amazon.com, Zillow.com, Keen Inc., and Whole Foods Market—enhance and
illustrate the story of each chapter and show how and why statistical thinking is so
vital to modern business decision-making. We analyze data from or about the
companies in the motivating vignettes throughout the chapter.

For Examples. Almost every section of every chapter includes a focused example that
illustrates and applies the concepts or methods of that section. The best way to
understand and remember a new theoretical concept or method is to see it applied
in a real-world business context. That’s what these examples do throughout the book.

Step-by-Step Guided Examples. The answer to a statistical question is almost never
just a number. Statistics is about understanding the world and making better
decisions with data. To that end, some examples in each chapter are presented as
Guided Examples. A thorough solution is modeled in the right column while
commentary appears in the left column. The overall analysis follows our innovative
Plan, Do, Report template. That template begins each analysis with a clear question
about a business decision and an examination of the data available (Plan). It then
moves to calculating the selected statistics (Do). Finally, it concludes with a Report
that specifically addresses the question. To emphasize that our goal is to address
the motivating question, we present the Report step as a business memo that
summarizes the results in the context of the example and states a recommendation
if the data are able to support one. To preserve the realism of the example, whenever
it is appropriate, we include limitations of the analysis or models in the concluding
memo, as one should in making such a report.

Brief Cases. Each chapter includes one or two Brief Cases that use real data and ask
students to investigate a question or make a decision. Students define the objective,
plan the process, complete the analysis, and report a conclusion. Data for the Brief
Cases are available on the CD and website, formatted for various technologies.

Case Studies. Each part of the book ends with a Case Study. Students are given
realistically large data sets (on the CD) and challenged to respond to open-ended
business questions using the data. Students have the opportunity to bring together
methods they have learned in the chapters of that part (and indeed, throughout the
book) to address the issues raised. Students will have to use a computer to work with
the large data sets that accompany these Case Studies.

What Can Go Wrong? Each chapter contains an innovative section called “What Can
Go Wrong?” which highlights the most common statistical errors and the
misconceptions about Statistics. The most common mistakes for the new user of
Statistics involve misusing a method—not miscalculating a statistic. Most of the
mistakes we discuss have been experienced by the authors in a business context or a
classroom situation. One of our goals is to arm students with the tools to detect
statistical errors and to offer practice in debunking misuses of Statistics, whether
intentional or not. In this spirit, some of our exercises probe the understanding of
such errors.
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By Hand

REALITY CHECK

Notation Alert!

Math Box

What Have We Learned?

Ethics in Action

By Hand. Even though we encourage the use of technology to calculate statistical
quantities, we recognize the pedagogical benefits of occasionally doing a calculation
by hand. The By Hand boxes break apart the calculation of some of the simpler
formulas and help the student through the calculation of a worked example.

Reality Check. We regularly offer reminders that Statistics is about understanding
the world and making decisions with data. Results that make no sense are probably
wrong, no matter how carefully we think we did the calculations. Mistakes are often
easy to spot with a little thought, so we ask students to stop for a reality check before
interpreting results.

Notation Alert. Throughout this book, we emphasize the importance of clear
communication. Proper notation is part of the vocabulary of Statistics, but it can be
daunting. We all know that in Algebra # can stand for any variable, so it may be
surprising to learn that in Statistics 7 is always and only the sample size. Statisticians
dedicate many letters and symbols for specific meanings (4, ¢, n, p, ¢, 7, 5, t, and z,
along with many Greek letters, all carry special connotations). To learn Statistics, it
is vital to be clear about the letters and symbols statisticians use.

Just Checking. It is easy to start nodding in agreement without really understanding,
so we ask questions at points throughout the chapter. These questions are a quick
check; most involve very little calculation. The answers are at the end of the exercise
sets in each chapter to make them easy to check. The questions can also be used to
motivate class discussion.

Math Boxes. In many chapters, we present the mathematical underpinnings of the
statistical methods and concepts. Different students learn in different ways, and any
reader may understand the material best by more than one path. We set proofs,
derivations, and justifications apart from the narrative, so the underlying mathematics
is there for those who want greater depth, but the text itself presents the logical
development of the topic at hand without distractions.

What Have We Learned? These chapter-ending summaries highlight the major
learning objectives of the chapter. In that context, we review the concepts, define the
terms introduced in the chapter, and list the skills that form the core message of
the chapter. These make excellent study guides: the student who understands the
concepts in the summary, knows the terms, and has the skills is probably ready for
the exam.

Ethics in Action. Statistics is not just plugging numbers into formulas; most statistical
analyses require a fair amount of judgment. The best guidance for these judgments
is that we make an honest and ethical attempt to learn the truth. Anything less than
that can lead to poor and even harmful decisions. Our Ethics in Action vignettes in
each chapter illustrate some of the judgments needed in statistical analyses, identify
possible errors, link the issues to the American Statistical Association’s Ethical
Guidelines, and then propose ethically and statistically sound alternative approaches.

Section Exercises. The Exercises for each chapter begin with straightforward
exercises targeted at the topics in each chapter section. This is the place to check
understanding of specific topics. Because they are labeled by section, turning back
to the right part of the chapter to clarify a concept or review a method is easy.

Chapter Exercises. These exercises are designed to be more realistic than Section
Exercises and to lead to conclusions about the real world. They may combine
concepts and methods from different sections. We’ve worked hard to make sure they
contain relevant, modern, and real-world questions. Many come from news stories;
some come from recent research articles. Whenever possible, the data are on the
CD and website (always in a variety of formats) so they can be explored further. The
exercises marked with a @ indicate that the data are provided on the CD (and on
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the book’s companion website, www.pearsonhighered.com/sharpe). Throughout,
we pair the exercises so that each odd-numbered exercise (with answer in the back
of the book) is followed by an even-numbered exercise on the same Statistics topic.
Exercises are roughly ordered within each chapter by both topic and by level of
difficulty.

Data and Sources. Most of the data used in examples and exercises are from real-
world sources. Whenever possible, we present the original data as we collected it.
Sometimes, due to concerns of confidentiality or privacy, we had to change the values
of the data or the names of the variables slightly, always being careful to keep the
context as realistic and true to life as possible. Whenever we can, we include
references to Internet data sources. As Internet users know well, URLs can break as
websites evolve. To minimize the impact of such changes, we point as high in the
address tree as is practical, so it may be necessary to search down into a site for the
data. Moreover, the data online may change as more recent values become available.
The data we use are usually on the CD and on the companion website, www.
pearsonhighered.com/sharpe.

Videos with Optional Captioning. Videos, featuring the Business Statistics authors,
review the high points of each chapter. The presentations feature the same student-
friendly style and emphasis on critical thinking as the textbook. In addition, 10
Business Insight Videos (concept videos) feature Deckers, Southwest Airlines,
Starwood, and other companies and focus on statistical concepts as they pertain to
the real world. Videos are available with captioning. They can be viewed from within
the online MyStatLab course.

Technology Help. In business, Statistics is practiced with computers using a variety
of statistics packages. In Business-school Statistics classes, however, Excel is the
software most often used. Throughout the book, we show examples of Excel output
and offer occasional tips. At the end of each chapter, we summarize what students
can find in the most common software, often with annotated output. We then offer
specific guidance for Excel 2007 and 2010, Minitab, SPSS, and JMP, formatted in
easy-to-read bulleted lists. (Technology Help for Excel 2003 and Data Desk are on
the accompanying CD.) This advice is not intended to replace the documentation
for any of the software, but rather to point the way and provide startup assistance.
An XLStat Appendix in the back of the book features chapter-by-chapter guidance
for using this new Excel add-in. The XLStat icon in Technology Help sections
directs readers to this XL Stat-specific guidance in Appendix B.
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Supplements
Student Supplements

Business Statistics, for-sale student edition (ISBN-13:
978-0-321-71609-5; ISBN-10: 0-321-71609-4)

Student’s Solutions Manual, by Rose Sebastianelli,
University of Scranton, and Linda Dawson, University of
Washington, provides detailed, worked-out solutions to
odd-numbered exercises. (ISBN-13: 978-0-321-68940-5;
ISBN-10: 0-321-68940-2)

Excel Manual, by Elaine Newman, Sonoma State University
(ISBN-13: 978-0-321-71615-6; ISBN-10: 0-321-71615-9)

Minitab Manual, by Linda Dawson, University of
Washington, and Robert H. Carver, Stonehill College
(ISBN-13: 978-0-321-71610-1; ISBN-10: 0-321-71610-8)

SPSS Manual (download only), by Rita Akin, Santa
Clara University; ISBN-13: 978-0-321-71618-7; ISBN-10:
0-321-71618-3)

Ten Business Insight Videos (concept videos) feature
Deckers, Southwest Airlines, Starwood, and other companies
and focus on statistical concepts as they pertain to the
real world. Available with captioning, these 4- to 7-minute
videos can be viewed from within the online MyStatLab
course or at www.pearsonhighered.com/irc. (ISBN-13:

978-0-321-73874-5; ISBN-10: 0-321-73874-8)

Video Lectures were scripted and presented by the authors
themselves, reviewing the important points in each chapter.
They can be downloaded from MyStatLab.

Study Cards for Business Statistics Software. Technology
Study Cards for Business Statistics are a convenient resource
for students, with instructions and screenshots for using the
most popular technologies. The following Study Cards
are available in print (8-page fold-out cards) and within
MyStatLab: Excel 2010 with XLStat (0-321-74775-5),
Minitab (0-321-64421-2), JMP (0-321-64423-9), SPSS
(0-321-64422-0), R (0-321-64469-7), and StatCrunch
(0-321-74472-1). A Study Card for the native version of
Excel is also available within MyStatLab.

Instructor Supplements

Instructor’s Edition contains answers to all exercises.
(ISBN-13:978-0-321-71612-5; ISBN-10: 0-321-71612-4)

Online Test Bank (download only), by Rose Sebastianelli,
University of Scranton, includes chapter quizzes and
part level tests. The Test Bank is available at www.
pearsonhighered.com/irc. (ISBN-13: 978-0-321-68936-8;
ISBN-10: 0-321-68936-4)

Instructor’s Solutions Manual, by Rose Sebastianelli,
University of Scranton, and Linda Dawson, University of

Washington, contains detailed solutions to all of the exercises.
(ISBN-13: 978-0-321-68935-1; ISBN-10: 0-321-68935-6)

Instructor’s Resource Guide contains chapter-by-chapter
comments on the major concepts, tips on presenting topics
(and what to avoid), teaching examples, suggested assignments,
basic exercises, and web links and lists of other resources.
Available within MyStatLab or at www.pearsonhighered.
com/irc.

Lesson Podcasts for Business Statistics. These audio
podcasts from the authors focus on the key points of each
chapter, helping both new and experienced instructors
prepare for class; available in MyStatLab or at www.
pearsonhighered.com/irc. (ISBN-13: 978-0-321-74688-7;
ISBN-10: 0-321-74688-0)

Business Insight Video Guide to accompany Business
Statistics. Written to accompany the Business Insight Videos,
this guide includes a summary of the video, video-specific
questions and answers that can be used for assessment or
classroom discussion, a correlation to relevant chapters in
Business Statistics, concept-centered teaching points, and
useful web links. The Video Guide is available for download
from MyStatLab or at www.pearsonhighered.com/irc.

PowerPoint® Lecture Slides

PowerPoint Lecture Slides provide an outline to use in a
lecture setting, presenting definitions, key concepts, and
figures from the text. These slides are available within
MyStatLab or at www.pearsonhighered.com/irc.

Active Learning Questions

Prepared in PowerPoint®, these questions are intended for
use with classroom response systems. Several multiple-choice
questions are available for each chapter of the book, allowing
instructors to quickly assess mastery of material in class. The
Active Learning Questions are available to download from
within MyStatLab and from the Pearson Education online
catalog.

Technology Resources

A companion CD is bound in new copies of Business Statistics.
"The CD holds the following supporting materials, including:

* Data for exercises marked @ in the text are available
on the CD and website formatted for Excel, JMP,
Minitab 14 and 15, SPSS, and as text files suitable for
these and virtually any other statistics software.
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* XL Stat for Pearson. The CD includes a launch page
and instructions for downloading and installing this
Excel add-in. Developed in 1993, XLStat is used by
leading businesses and universities around the world.
It is compatible with all Excel versions from version 97
to version 2010 (except 2008 for Mac), and is compatible
with the Windows 9x through Windows 7 systems, as
well as with the PowerPC and Intel based Mac systems.
For more information, visit www.pearsonhighered.
com/xlIstat.

ActivStats® for Business Statistics (Mac and PC). The
award-winning ActivStats multimedia program supports
learning chapter by chapter with the book. It complements
the book with videos of real-world stories, worked examples,
animated expositions of each of the major Statistics topics,
and tools for performing simulations, visualizing inference,
and learning to use statistics software. ActivStats includes 15
short video clips; 183 animated activities and teaching
applets; 260 data sets; interactive graphs, simulations,
visualization tools, and much more. ActivStats for Business
Statistics (Mac and PC) is available in an all-in-one version
for Excel, JMP, Minitab, and SPSS. (ISBN-13: 978-0-321-
57719-1; ISBN-10: 0-321-57719-1)

MyStatLab™ Online Course (access

code required)

MyStatLab “—part of the MyMathLab® product family—
is a text-specific, easily customizable online course that
integrates interactive multimedia instruction with textbook
content. MyStatLab gives you the tools you need to deliver
all or a portion of your course online, whether your students
are in a lab setting or working from home.

¢ Interactive homework exercises, correlated to your
textbook at the objective level, are algorithmically
generated for unlimited practice and mastery. Most
exercises are free-response and provide guided solu-
tions, sample problems, and learning aids for extra
help. StatCrunch, an online data analysis tool, is avail-
able with online homework and practice exercises.

* Personalized homework assignments that you can
design to meet the needs of your class. MyStatLab
tailors the assignment for each student based on their
test or quiz scores. Each student receives a homework
assignment that contains only the problems they still
need to master.

* A Personalized Study Plan, generated when students
complete a test or quiz or homework, indicates which
topics have been mastered and links to tutorial exer-
cises for topics students have not mastered. You can
customize the Study Plan so that the topics available
match your course content.
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* Multimedia learning aids, such as video lectures and
podcasts, animations, and a complete multimedia text-
book, help students independently improve their un-
derstanding and performance. You can assign these
multimedia learning aids as homework to help your
students grasp the concepts. In addition, applets are
also available to display statistical concepts in a graph-
ical manner for classroom demonstration or inde-
pendent use.

¢ StatCrunch.com access is now included with MyStat-
Lab. StatCrunch.com is the first web-based data
analysis tool designed for teaching statistics. Users can
perform complex analyses, share data sets, and gener-
ate compelling reports. The vibrant online commu-
nity offers more than ten thousand data sets for stu-
dents to analyze.

* Homework and Test Manager lets you assign home-
work, quizzes, and tests that are automatically graded.
Select just the right mix of questions from the
MyStatLab exercise bank, instructor-created custom
exercises, and/or TestGen test items.

* Gradebook, designed specifically for mathematics and
statistics, automatically tracks students’ results, lets
you stay on top of student performance, and gives you
control over how to calculate final grades. You
can also add offline (paper-and-pencil) grades to the
gradebook.

¢ MathXL Exercise Builder allows you to create static
and algorithmic exercises for your online assignments.
You can use the library of sample exercises as an easy
starting point or use the Exercise Builder to edit any
of the course-related exercises.

¢ Pearson Tutor Center (www.pearsontutorservices.
com) access is automatically included with MyStat-
Lab. The Tutor Center is staffed by qualified statistics
instructors who provide textbook-specific tutoring for
students via toll-free phone, fax, email, and interactive
Web sessions.

Students do their assignments in the Flash®-based
MathXL Player which is compatible with almost any browser
(Firefox®, Safari™, or Internet Explorer®) on almost any
platform (Macintosh® or Windows®). MyStatLab is powered
by CourseCompass™, Pearson Education’s online teaching
and learning environment, and by MathXL®, our online
homework, tutorial, and assessment system. MyStatLab is
available to qualified adopters. For more information, visit
www.mystatlab.com or contact your Pearson representative.
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MyStatLab™Plus

MyLabsPlus combines effective teaching and learning
materials from MyStatLab™ with convenient management
tools and a dedicated services team. It is designed to support
growing math and statistics programs and includes additional
features such as:

* Batch Enrollment: Your school can create the login
name and password for every student and instructor,
so everyone can be ready to start class on the first day.
Automation of this process is also possible through
integration with your school’s Student Information
System.

* Login from your campus portal: You and your stu-
dents can link directly from your campus portal into
your MyLabsPlus courses. A Pearson service team
works with your institution to create a single sign-on
experience for instructors and students.

* Diagnostic Placement: Students can take a placement
exam covering reading, writing, and mathematics to
assess their skills. You get the results immediately, and
you may customize the exam to meet your depart-
ment’s specific needs.

¢ Advanced Reporting: MyLabsPlus’s advanced report-
ing allows instructors to review and analyze students’
strengths and weaknesses by tracking their perfor-
mance on tests, assignments, and tutorials. Adminis-
trators can review grades and assignments across all
courses on your MyLabsPlus campus for a broad
overview of program performance.

® 24/7 Support: Students and instructors receive 24/7
support, 365 days a year, by phone, email, or online
chat.

MyLabsPlus is available to qualified adopters. For more
information, visit our website at www.mylabsplus.com or
contact your Pearson representative.

MathXL® for Statistics Online Course
(access code required)

MathXL® for Statistics is an online homework, tutorial, and
assessment system that accompanies Pearson’s textbooks in
statistics. MathXL for Statistics is available to qualified
adopters. For more information, visit our website at www.
mathxl.com, or contact your Pearson representative.

StatCrunch™

StatCrunch™ is web-based statistical software that allows
users to perform complex analyses, share data sets, and

generate compelling reports of their data. Users can upload
their own data to StatCrunch, or search the library of over
twelve thousand publicly shared data sets, covering almost
any topic of interest. Interactive graphical outputs help
users understand statistical concepts, and are available for
export to enrich reports with visual representations of data.
Additional features include:

* A full range of numerical and graphical methods that
allow users to analyze and gain insights from any data
set.

* Reporting options that help users create a wide variety
of visually appealing representations of their data.

* An online survey tool that allows users to quickly
build and administer surveys via a web form.

StatCrunch is available to qualified adopters. For more
information, visit our website at www.statcrunch.com, or
contact your Pearson representative.

TestGen®

TestGen® (www.pearsoned.com/testgen) enables instructors
to build, edit, print, and administer tests using a computerized
bank of questions developed to cover all the objectives of the
text. TestGen is algorithmically based, allowing instructors
to create multiple but equivalent versions of the same
question or test with the click of a button. Instructors can
also modify test bank questions or add new questions. The
software and testbank are available for download from
Pearson Education’s online catalog.

Pearson Math & Statistics Adjunct Support
Center

The Pearson Math & Statistics Adjunct Support Center
(http://www.pearsontutorservices.com/math-adjunct.html)
is staffed by qualified instructors with more than 100 years of
combined experience at both the community college and
university levels. Assistance is provided for faculty in the
following areas:

* Suggested syllabus consultation
* Tips on using materials packed with your book
* Book-specific content assistance

® ‘Teaching suggestions, including advice on classroom
strategies

Companion Website for Business Statistics, 2nd edition,
includes all of the datasets needed for the book in several
formats, tables and selected formulas, and a quick guide to
inference. Access this website at www.pearsonhighered.
com/sharpe.
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Currency (BE), 673-674, 677, 680; (E), 49, 272, 273,
301, 324; (IE), 12-13

Dow Jones Industrial Average (BE), 248; (E), 181; (GE),
454; (IE), 357-359, 365, 451-452

Financial Planning (E), 22—-23

Gold Prices (IE), 194

Growth and Value Stocks (E), 436-437; (P), 237-238

Hedge Funds (IE), 449-450

Investment Analysts and Strategies (BE), 226; (E), 326,
483; (GE), 283-284; (P), 322

401(k) Plans (E), 213

London Stock Exchange (IE), 332

Managing Personal Finances (EIA), 319

Market Sector (IE), 549

Moving Averages (BE), 673-674; (E), 704; (IE), 671-673

Mutual Funds (E), 23, 125, 130, 132, 134, 176, 183,
272-273, 274, 275, 392, 397-398, 436437, 443,
522,526, 528, 612—613, 714, 861; (EIA), 697; (IE),
2,12; (P), 174, 237-238

NASDAQ (BE), 671; (IE), 106, 450

NYSE (IE), 106, 109-110, 245-246, 450

Portfolio Managers (E), 396, 436-437

Public vs. Private Company (BE), 624; (IE), 331-332

Stock Market and Prices (E), 23, 77, 209, 273, 274,
295, 392, 396, 704-706; (GE), 103-104; (IE), 12,
86-88, 90-91, 93-94, 102-103, 109-111, 115,
146, 192, 195, 306, 358-359, 671-672, 675,
677-680; (JC), 193, 420; (P), 173-174, 322, 701

Stock Returns (E), 275, 396, 443, 486, 526, 612—613,
761; (IE), 450; (P), 121

Stock Volatility (IE), 86—88, 105, 248

Student Investors (E), 297, 298, 393

Sustainable Stocks (E), 439

Trading Patterns (E), 478; (GE), 454—-456; (IE), 94, 110,
450-452, 458

Venture Capital (BE), 234

Wall Street (IE), 450

Wells Fargo/Gallup Small Business Index (E), 75

Wilshire Index (E), 526, 612-613

Food/Drink

Alcoholic Beverages (E), 322

Apples (E), 299

Baby Food (IE), 770

Bananas (E), 705

Candy (BE), 774,778, 783-784, 789-790, 793

Carbonated Drinks (E), 74-75, 390

Cereal (BE), 401; (E), 436, 658—659, 758, 764—765,
829-830; (GE), 252—-254; (IE), 260, 532-534

Coffee (E), 178, 707; (EIA), 116-117; (JC), 281

Company Cafeterias and Food Stations (E), 351; (JC),
408, 415

Farmed Salmon (BE), 336, 344

Fast Food (E), 22, 48, 482, 616; (IE), 624—625; (P), 44

Food Consumption and Storage (E), 133; (GE), 65; (JC),
408, 415

Food Prices (E), 705, 707



Hot Dogs (E), 434-435

Ice Cream Cones (E), 177

Irradiated Food (E), 325

Milk (E), 393-394, 799; (IE), 770; (JC), 408

Nuts (E), 479

Opinions About Food (E), 482; (GE), 65-66; (IE), 58—63;
(JC), 471; (P), 44

Oranges (E), 574

Organic Food (E), 22, 435, 439, 829; (EIA), 41, 383, 825

Pet Food (E), 81-82; (IE), 770

Pizza (E), 126, 179, 442, 655-657; (IE), 543-545; (P),
516

Popcorn (E), 394

Potatoes (E), 323

Salsa (E), 49

Seafood (E), 50, 184185, 186, 482; (EIA), 557

Steak (E), 299

Wine (E), 22, 123, 125, 129, 610-611, 758-759; (EIA),
649

Yogurt (E), 437, 764

Games

Cards (E), 211-212; (IE), 193

Casinos (E), 211-212, 240, 326, 354, 388

Computer Games (E), 295, 482, 568

Dice (E), 241, 478; (IE), 285—286

Gambling (E), 326, 354, 800; (P), 516

Jigsaw Puzzles (GE), 34-35

Keno (IE), 193

Lottery (BE), 193, 220, 223; (E), 22, 207, 239, 479, 800;
(IE), 194

0dds of Winning (E), 211, 354, 479

Roulette (E), 208

Spinning (E), 208

Government, Labor, and Law

AFL-CIO (E), 612

City Council (E), 325-326

European Union (IE), 16

Fair and Accurate Credit Transaction Act (IE), 190

Food and Agriculture Organization of the United Nations
(E),133

Government Agencies (E), 567, 834; (EIA), 268;
(IE), 16, 85

Immigration Reform (E), 482-483

Impact of Policy Decisions (IE), 4

International Trade Agreements (E), 328

IRS (E), 211, 327, 355

Jury Trials (BE), 362; (E), 395; (IE), 361-363, 372, 378

Labor Force Participation Rate (E), 444

Labor Productivity and Costs (E), 525

Labor Unions (E), 662; (EIA), 751

Minimum Wage (E), 81

National Center for Productivity (E), 132-133

Protecting Workers from Hazardous Conditions (E), 759

Right-to-Work Laws (E), 614

Sarbanes Oxley (SOX) Act of 2002 (E), 483

Settlements (P), 855-856

Social Security (E), 207, 392—-393; (EIA), 268

Unemployment (E), 22, 128, 134, 522, 528-529, 613,
714; (IE), 2, 306; (JC), 504

United Nations (BE), 821; (E), 522, 528-530, 565, 759,
832-833

U.S. Bureau of Labor Statistics (E), 444, 525, 608, 706,
759, 762

U.S. Department of Commerce (IE), 464

U.S. Department of Labor (E), 81

U.S. Fish and Wildlife Service (E), 47
U.S. Food and Drug Administration (E), 799; (EIA), 557
U.S. Geological Survey (BE), 545
U.S. Securities and Exchange Commission (IE),
449; (P), 174
Zoning Laws (IE), 309

Human Resource
Management/Personnel

Assembly Line Workers (E), 438

Employee Athletes (E), 446

Flexible Work Week (BE), 818

Full-Time vs. Part-Time Workers (E), 75

Hiring and Recruiting (E), 50, 75, 324, 328; (IE),
466, 532

Human Resource Accounting (IE), 807

Human Resource Data (E), 45-46, 49-50, 210, 485;
(IE), 807

Job Interviews (E), 239

Job Performance (E), 176; (IE), 40, 69

Job Satisfaction (E), 49, 242, 275, 324, 439-440, 486,
831

Mentoring (E), 483

Promotions (E), 241

Ranking by Seniority (IE), 14

Rating Employees (JC), 420

Relocation (E), 214-215

Shifts (E), 763

Staff Cutbacks (E), 75; (IE), 38

Testing Job Applicants (E), 390, 438

Training (E), 270, 761

Worker Productivity (E), 132—133, 446, 763

Workforce Size (IE), 107-108

Working Parents (E), 81

Insurance

Alistate Insurance Company (E), 301

Auto Insurance and Warranties (E), 209-210, 301, 325,
478

Fire Insurance (E), 209

Health Insurance (E), 46, 50, 82-83, 213, 327, 329; (IE),
865; (JC), 582; (P), 475

Hurricane Insurance (E), 242

Insurance Company Databases (BE), 149, 372; (E),
82-83; (IE), 114; (JC), 17,24

Insurance Costs (BE), 372; (E), 75; (IE), 220—-225

Insurance Profits (E), 128, 240; (GE), 340-341,
369-370; (IE), 85, 223, 342, 368

Life Insurance (E), 574, 657-658; (IE), 217-221,
223-225

Medicare (E), 394

National Insurance Crime Bureau (E), 180

Online Insurance Companies (E), 444—-445, 831

Property Insurance (GE), 340-341, 369-370; (JC), 17

Sales Reps for Insurance Companies (BE), 342; (E),
183; (GE), 340-341, 369-370; (IE), 342, 368

Tracking Insurance Claims (E), 180; (P), 856—857

Travel Insurance (GE), 846-848; (P), 856-857

Management

Data Management (IE), 8, 15-16

Employee Management (IE), 69

Hotel Management (BE), 624

Management Consulting (E), 210

Management Styles (E), 486

Marketing Managers (E), 213, 526, 759, 762; (P),
206, 388
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Middle Managers (E), 761-762; (EIA), 425; (JC), 471
Production Managers (E), 396397

Product Managers (EIA), 472; (P), 516

Project Management (E), 49

Restaurant Manager (JC), 471

Retail Management (EIA), 472

Sales Managers (E), 526, 762

Warehouse Managers (EIA), 292

Manufacturing

Adhesive Compounds, 799

Appliance Manufacturers (E), 395, 610

Assembly Line Production (BE), 624

Camera Makers (E), 862

Car Manufacturers (E), 214, 325, 391, 478, 481, 759;
(IE), 772

Ceramics (E), 178

Clothing (E), 299-300

Computer and Computer Chip Manufacturers (E), 242,
396, 803; (IE), 774-775, 848

Cooking and Tableware Manufacturers (IE), 491-492

Dental Hygiene Products (EIA), 168

Drug Manufacturers (E), 212-213, 276, 393

Exercise Equipment (E), 446

Injection Molding (E), 761

Manufacturing Companies and Firms (E), 486, 763

Metal Manufacturers (GE), 501; (IE), 491-492; (P), 388

Product Registration (E), 324; (IE), 31, 37

Prosthetic Devices (GE), 786—789

Silicon Wafer (IE), 334, 774-775, 779, 790-792

Stereo Manufacturers (GE), 257-259

Tire Manufacturers (E), 209, 276, 398, 446-447

Toy Manufacturers (E), 75, 82, 209; (IE), 770

Vacuum Tubes (IE), 770

Marketing

Chamber of Commerce (IE), 309

Direct Mail (BE), 316; (E), 325; (EIA), 877; (GE),
725-726, 745-748; (IE), 316, 720, 740-742,
863-864; (P), 388

International Marketing (E), 45, 74—77, 82, 212-213;
(GE), 65-66, 198-200; (IE), 58-63, 67

Market Demand (E), 48, 78, 212-213; (GE), 34-35;
(IE), 306, 315-316; (P), 322

Marketing Costs (E), 78

Marketing New Products (E), 391, 396, 437; (GE),
198-200; (IE), 316

Marketing Slogans (E), 443

Marketing Strategies (E), 212-213, 238; (GE), 725-726;
(IE), 466-470, 534, 720

Market Research (E), 45-46, 75-76, 83, 210-211, 324,
351, 392, 440; (EIA), 472; (GE), 65-66, 405-407;
(IE), 26-27, 29, 32, 58-59, 62, 305, 720; (P), 44

Market Share (E), 74-75

Online Marketing (E), 241; (IE), 720

Public Relations (E), 396

Rating Products (EIA), 69

Researching Buying Trends (E), 213, 438-439; (GE),
413-415; (IE), 2, 14, 31, 52, 200, 315-316, 411,
417,719; (JC), 204, 234; (P), 206

Researching New Store Locations (E), 22, 32; (JC), 234

Web-Based Loyalty Program (P), 476

Media and Entertainment
The American Statistician (E), 444
Applied Statistics (E), 444

British Medical Journal (E), 481, 832
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Broadway and Theater (E), 24, 79, 608-610, 662

Business Week (E), 22, 74, 124; (IE), 7, 450

Cartoons (IE), 36, 40, 68, 227, 310

Chance (E), 22, 444, 485, 832-833

Chicago Tribune (IE), 25

CNN (E), 324; (EIA), 168; (IE), 305

CNN Money, 226

Concertgoers (E), 322

Consumer Reports (E), 22, 389, 434-435, 480, 522,
524, 527

Cosmopolitan (BE), 461

DVD Rentals (E), 241

The Economist (BE), 461

Errors in Media Reporting (IE), 25

Financial Times (E), 22, 704; (IE), 1

Forbes (E), 134; (IE), 107, 548

Fortune (BE), 114; (E), 22, 74, 486, 526; (IE), 25, 108;
(P), 856

Globe & Mail (GE), 818

The Guardian (E), 322

Journal of Applied Psychology (E), 440

Lancet (E), 482

Le Parisien (GE), 313

Magazines (BE), 461; (E), 22, 45, 74, 83, 325,
395; (IE), 7

Medical Science in Sports and Exercise (E), 446

Moneyball, 9

Movies (E), 78-80, 81-82, 241, 520-521, 566,
710-711; (GE), 313

Newspapers (E), 22, 74, 78, 322; (EIA), 557; (GE), 313;
(IE), 1

Paris Match (GE), 313

Science (E), 83; (P), 517

Sports lllustrated (BE), 461

Television (E), 48, 272, 326, 393; (IE), 37, 38, 148—149

Theme Parks (E), 24, 48

Time (E), 393

USA Today (IE), 305

Variety (E), 608

The Wall Street Journal (E), 22, 74,78, 124, 297

WebZine (E), 395

Pharmaceuticals, Medicine, and

Health

Accidental Death (E), 75

AIDS (IE), 2

Alternative Medicine (E), 47

Aspirin (JC), 363

Binge Drinking (E), 299

Blood Pressure (E), 75, 212-213, 568; (IE), 146

Blood Type (E), 211, 241; (GE), 231-232; (IF), 260261

Body Fat Percentages (E), 568; (JC), 582

Cancer (E), 75, 482; (EIA), 168; (IE), 167

Centers for Disease Control and Prevention (E), 75, 565;
(IE), 67

Cholesterol (E), 212-213, 276, 295-296

Colorblindness (E), 570

Cranberry Juice and Urinary Tract Infections (E), 481

Dental Care (EIA), 168

Diabetes (EIA), 168

Drinking and Driving (E), 47

Drug Tests and Treatments (E), 393, 438, 832; (IE), 2,
400; (JC), 363

Freshman 15 Weight Gain (E), 830-831

Genetic Defects (E), 299

Gum Disease (EIA), 168

Health and Education Levels (E), 758-759

Health Benefits of Fish (E), 482

Hearing Aids (E), 760

Heart Disease (E), 75; (EIA), 168; (IE), 92

Hepatitis C (E), 80

Herbal Compounds (E), 22, 438

Hormones (GE), 818-820

Hospital Charges and Discharges (E), 82-83

Lifestyle and Weight (IE), 255

Medical Tests and Equipment (EIA), 602; (IE), 377; (JC),
582

Mercury Levels in Fish (EIA), 557

Number of Doctors (IE), 148

Nutrition Labels (E), 616, 658-659; (EIA), 557; (IE),
532-534, 624-625

Orthodontist Costs (E), 238

Patient Complaints (E), 804

Pharmaceutical Companies (E), 326-327, 392, 568

Placebo Effect (E), 388, 391; (IE), 727

Public Health Research (IE), 719

Respiratory Diseases (E), 75

Side Effects of a Drug (E), 242

Skin Care (IE), 458-460

Smoking and Smoke-Free Areas (E), 298, 299, 565

Snoring (E), 214

Strokes (EIA), 168

Teenagers and Dangerous Behaviors (E), 393, 832; (IE), 67

Vaccinations (E), 323

Vision (E), 298

Vitamins (E), 275, 326-327; (IE), 2

World Health Organization (IE), 16

Politics

2008 Elections (E), 396

Candidates (BE), 362

Election Polls (E), 22, 47, 326, 525; (IE), 25, 29, 37,
307-308

Governor Approval Ratings (E), 329

Political Parties (E), 208, 242; (EIA), 877

Readiness for a Woman President (E), 328, 525, 708

Truman vs. Dewey (IE), 25, 37

Popular Culture
Attitudes on Appearance (GE), 462—463, 467-469;
(IE), 458-460, 466-470
Cosmetics (E), 212-213; (IE), 466-470
Fashion (E), 481-483; (IE), 51, 55; (P), 206
Pets (E), 81-82; (IE), 718-719; (JC), 719, 722, 728, 737
Playgrounds (E), 48
Religion (E), 46
Roller Coasters in Theme Parks (IE), 617-622, 627-631
Tattoos (E), 80
Titanic, sinking of (E), 479-480, 485, 862

Quality Control

Cuckoo Birds (E), 832

Food Inspection and Safety (E), 48, 49, 50, 212-213,
323; (EIA), 825; (GE), 65-66; (IE), 30

Product Defects (E), 178, 209, 239, 240, 241, 325, 328,
391, 478, 801-803; (IE), 770; (JC), 197; (P), 388

Product Inspections and Testing (E), 130, 207, 212,
242-243, 272, 275, 297-298, 325, 393, 394, 437,
446-447, 478, 527, 757-758, 764-766, 829; (IE),
165, 166, 262, 332-333, 617, 772, 848-852; (P), 756

Product Ratings and Evaluations (E), 22, 391, 392, 438,
655-657, 862; (IE), 618

Product Recalls (E), 241

Product Reliability (E), 480481, 801, 862; (IE),
165-166, 618

Repair Calls (E), 240

Six Sigma (E), 800; (IE), 794

Taste Tests (E), 655-657, 758; (IE), 727

Warranty on a Product (E), 862

Real Estate

Commercial Properties (BE), 812, 814, 823; (GE),
553-556

Comparative Market Analyses (E), 128, 327, 446

Condominium Sales (E), 78

Fair Housing Act of 1968 (E), 485

Farm Land Sales (E), 78

Foreclosures (E), 298, 352, 436, 482, 830; (GE),
283-284

Home Buyers (IE), 39, 577

Home Improvement and Replacement (IE), 138,
142-143,149-150

Home Ownership (E), 396

Home Sales and Prices (BE), 106-107, 108, 641; (E),
77-78,130-131, 133,177, 207, 210, 212-214,
241-242, 355, 446, 521, 570, 610, 611-612; (GE),
587-591, 598-600, 636-640; (IE), 203, 577-585,
591-595, 601, 635, 641-642; (P), 294, 349, 431,
826

Home Size and Price (E), 181; (GE), 160-162

Home Values (E), 295, 301, 352, 443, 446, 523; (GE),
587-591; (IE), 577-578

Housing Development Projects (EIA), 853

Housing Industry (E), 355, 443; (EIA), 853; (JC), 339

Housing Inventory and Time on Market (E), 132, 391;
(GE), 598-600

MLS (E), 132

Mortgage Lenders Association (E), 298

Multi-Family Homes (E), 78

Real Estate Websites (IE), 577-578

Renting (E), 485

Standard and Poor’s Case-Shiller Home Price Index (E),
133

Zillow.com real estate research site (GE), 587; (IE),
577-578

Salary and Benefits

Assigned Parking Spaces (JC), 471

Companionship and Non-medical Home Services (EIA),
512

Day Care (E), 323, 324

Employee Benefits (E), 213, 327, 395

Executive Compensation (E), 177, 300-301, 351-352;
(IE), 112-113, 267, 337-338

Hourly Wages (E), 526, 762

Pensions (IE), 218

Raises and Bonuses (E), 23-24, 762; (IE), 12-13

Salaries (BE), 114; (E), 75, 175, 177,179, 180,
608-610, 612, 759; (EIA), 602, 751; (IE), 457, 601

Training and Mentorship Programs (EIA), 512

Worker Compensation (E), 323

Sales and Retail

Air Conditioner Sales (E), 177

American Girl Sales (E), 75

Book Sales and Stores (E), 175, 176, 177, 478, 482

Campus Calendar Sales (E), 78

Car Sales (E), 125,132,177,179, 323

Catalog Sales (BE), 598; (E), 22, 324; (EIA), 472; (IE),
729,731-732; (JC), 680



Closing (E), 242

Clothing Stores (BE), 361, 363, 365, 373, 581; (E), 201

Coffee Shop (E), 45, 178, 478; (EIA), 116-117; (JC),
234, 281

Comparing Sales Across Different Stores (E), 436

Computer Outlet Chain (E), 296; (JC), 152

Department Store (E), 81-82, 481-483; (P), 206

Expansions (E), 123; (IE), 137-138

Food Store Sales (BE), 288; (E), 22, 123—124, 128, 240,
325, 435; (EIA), 41, 383

Frequent Shoppers (E), 481-483

Friendship and Sales (GE), 413-415, 812-813; (IE),
411,417

Gemstones (BE), 535, 538, 541, 545, 551, 552,
622-624, 626, 631-632, 635-636, 646647, 822

Home Store (EIA), 472

International Sales (JC), 556

Monthly Sales (E), 704

Music Stores (E), 122; (IE), 729, 731-732, 735-736

National Indicators and Sales (E), 22

New Product Sales (IE), 400

Number of Employees (JC), 152, 159

Optometry Shop (JC), 64

Paper Sales (IE), 69

Predicted vs. Realized Sales (E), 24; (EIA), 602

Promotional Sales (E), 22, 209, 392; (GE), 405407,
409-411; (IE), 200, 400-401, 409

Quarterly Sales and Forecasts (BE), 686; (E), 22, 704,
707,709-710, 714; (GE), 681-684, 692-695; (IE),
2,666, 671, 685-692; (P), 701-702

Regional Sales (BE), 452; (E), 180

Retail and Wholesale Sales (E), 49

Retail Price (E), 573, 575; (GE), 501-503; (IE), 492—-493,
505-507, 509-510; (JC), 556; (P), 516

Sales Costs and Growth (E), 78; (IE), 14

Sales Representatives (E), 479; (EIA), 602

Seasonal Spending (E), 530, 707, 709-710; (GE),
421-423; (IE), 668, 686-687

Secret Sales (E), 209

Shelf Location and Sales (E), 437, 764-765; (IE), 2, 534

Shopping Malls (IE), 32, 35, 39; (JC), 234

Store Policies (EIA), 292

Toy Sales (E), 75, 82, 107-108

U.S. Retail Sales and Food Index (E), 612, 614

Video Store (IE), 35

Weekly Sales (E), 22, 435, 442; (IE), 543-545

Yearly Sales (E), 571, 704; (IE), 14

Science

Aerodynamics (IE), 30

Biotechnology Firms (E), 325

Chemical Industry (E), 325

Chemicals and Congenital Abnormalities (E), 394
Cloning (E), 325

Cloud Seeding (E), 444

Contaminants and Fish (BE), 336; (E), 50
Gemini Observatories (E), 800

Genetically Engineered Foods (IE), 2

1Q Tests (E), 271, 273, 274, 758; (IE), 166

Metal Alloys (IE), 491

Psychology Experiments (BE), 727; (E), 758
Research Grant Money (EIA), 18

Soil Samples (E), 48

Space Exploration (E), 49

Temperatures (E), 185; (IE), 14, 750

Testing Food and Water (E), 48, 437, 522

Units of Measurement (E), 49; (IE), 12, 14n, 547

Service Industries and Social Issues

Advocacy Groups (EIA), 425

American Association of Retired People (E), 329

American Heart Association (IE), 532

American Red Cross (E), 211, 242; (GE), 231-232; (IE),
260-261

Charities (E), 329; (IE), 378; (P), 349-350

Firefighters (IE), 167

Fundraising (E), 296, 297

Nonprofit and Philanthropic Organizations (E), 131, 275,
296, 297, 329, 396, 398; (GE), 231-232; (IE), 16,
28, 51-52, 807, 863-864; (P), 349-350, 652

Paralyzed Veterans of America (IE), 28, 863-864; (P),
652

Police (E), 324, 354-355, 480, 608—-610

Service Firms (E), 486

Volunteering (EIA), 117

Sports

Baseball (E), 24, 47,126, 179, 182, 209, 438, 443-444,
527,656, 799, 804-805, 830, 833; (GE), 366-368;
(IE), 9,192; (JC), 226

Basketball (E), 800

Cycling (E), 212, 240, 704, 861; (EIA), 795; (IE), 548

Exercise (general) (E), 275, 439440, 446

Fishing (E), 240, 296

Football (E), 179, 525; (IE), 54, 317

Golf (E), 127-128, 392, 442-443; (P), 606

Hockey (E), 125-126

Indianapolis 500 (E), 23

Kentucky Derby (E), 23, 129

NASCAR (E), 272

Olympics (E), 76, 442, 758; (IE), 646648

Pole Vaulting (E), 799

Running (E), 442; (IE), 548

Sailing (E), 830

Skiing (E), 394, 704; (IE), 646-648

Super Bowl (IE), 54

Swimming (E), 272, 442, 758

Tennis (E), 242, 275

World Series (E), 179

Surveys and Opinion Polls

Company Surveys (E), 45, 324, 327, 481-482, 486

Consumer Polls (E), 45-50, 208, 212-213, 241, 325,
328, 395, 481-483, 483-484, 760; (EIA), 41, 472;
(GE), 467; (IE), 26, 31, 35-39, 305, 808; (JC), 30,
34,204,234, 281; (P), 44, 206

Cornell National Social Survey (CNSS) (BE), 493-494, 504

Gallup Polls (BE), 463-464, 466, 470; (E), 22, 47-49,
81,210, 295, 326, 393, 525, 708; (IE), 16, 25-26,
307-308; (P), 322

International Polls (E), 326, 482; (GE), 462—-463; (IE),
305, 458-460, 466470

Internet and Email Polls (E), 22-23, 47, 122, 123, 212,
323, 324-325, 328, 760; (EIA), 319, 472; (GE), 198;
(JC), 30; (P), 44

Mailed Surveys (BE), 316; (E), 45, 325; (GE), 198; (IE),
37,316

Market Research Surveys (E), 45-50, 78, 82-83,
210-211, 324, 392, 861; (GE), 34, 65-66, 198; (IE),
26-27,29, 32, 39, 58, 64; (P), 44

Newspaper Polls (E), 48, 329

Public Opinion Polls (BE), 317; (E), 48, 50, 75-76, 81,
210-213, 299, 324-325, 486; (GE), 65-66,
313-314; (IE), 25-26, 30, 32, 36, 58—63, 307-308;
(JC), 314, 420
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Just look at a page from the Financial Times
website, like the one shown here. It’s full of
“statistics.” Obviously, the writers of the
Financial Times think all this
information is important, but is
this what Statistics is all about?
B Well, yes and no. This page
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1.1  So, What Is Statistics?

It seems every time we turn around, someone is collecting data on us, from every
purchase we make in the grocery store to every click of our mouse as we surf the
Web. The United Parcel Service (UPS) tracks every package it ships from one
place to another around the world and stores these records in a giant database. You

“It is the mark of a truly
intelligent person to be moved by
statistics.”

—(GEORGE BERNARD SHAW

What is Statistics?

Statistics is a way of reasoning, along
with a collection of tools and methods,
designed to help us understand the
world.

What are statistics?

Statistics (plural) are quantities
calculated from data.

So what is data?

You mean, “what are data?” Data is
the plural form. The singular is datum.

So, what are data?

Data are values along with
their context.

can access part of it if you send or receive a UPS package. The database is about
17 terabytes—about the same size as a database that contained every book in the
Library of Congress would be. (But, we suspect, not quite as interesting.) What can
anyone hope to do with all these data?

Statistics plays a role in making sense of our complex world. Statisticians assess
the risk of genetically engineered foods or of a new drug being considered by the
Food and Drug Administration (FDA). Statisticians predict the number of new
cases of AIDS by regions of the country or the number of customers likely to re-
spond to a sale at the supermarket. And statisticians help scientists, social scientists,
and business leaders understand how unemployment is related to environmental
controls, whether enriched early education affects the later performance of school
children, and whether vitamin C really prevents illness. Whenever you have data
and a need to understand the world, you need Statistics.

If we want to analyze student perceptions of business ethics (a question we’ll
come back to in a later chapter), should we administer a survey to every single uni-
versity student in the United States—or, for that matter, in the world? Well, that
wouldn’t be very practical or cost effective. What should we do instead? Give up
and abandon the survey? Maybe we should try to obtain survey responses from a
smaller, representative group of students. Statistics can help us make the leap from
the data we have at hand to an understanding of the world at large. We talk about
the specifics of sampling in Chapter 3, and the theme of generalizing from the spe-
cific to the general is one that we revisit throughout this book. We hope this text
will empower you to draw conclusions from data and make valid business decisions
in response to such questions as:

* Do university students from different parts of the world perceive business ethics
differently?

* What is the effect of advertising on sales?

* Do aggressive, “high-growth” mutual funds really have higher returns than more
conservative funds?

¢ s there a seasonal cycle in your firm’s revenues and profits?
* What s the relationship between shelf location and cereal sales?
* How reliable are the quarterly forecasts for your firm?

® Are there common characteristics about your customers and why they choose
your products?’—and, more importantly, are those characteristics the same among
those who aren’t your customers?

Our ability to answer questions such as these and draw conclusions from
data depends largely on our ability to understand variation. That may not be the
term you expected to find at the end of that sentence, but it is the essence of
Statistics. The key to learning from data is understanding the variation that is all
around us.

Data vary. People are different. So are economic conditions from month to
month. We can’t see everything, let alone measure it all. And even what we do
measure, we measure imperfectly. So the data we wind up looking at and basing our
decisions on provide, at best, an imperfect picture of the world. Variation lies at the
heart of what Statistics is all about. How to make sense of it is the central challenge
of Statistics.
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PLAN

DO

REPORT

“Get your facts first, and then
you can distort them as much as
you please. (Facts are stubborn,
but statistics are more pliable.)”

—MARK TWAIN

How Will This Book Help? 3

How Will This Book Help?

A fair question. Most likely, this book will not turn out to be what you expect. It
emphasizes graphics and understanding rather than computation and formulas.
Instead of learning how to plug numbers in formulas you’ll learn the process of
model development and come to understand the limitations both of the data you
analyze and the methods you use. Every chapter uses real data and real business
scenarios so you can see how to use data to make decisions.

Graphs

Close your eyes and open the book at random. Is there a graph or table on the
page? Do it again, say, ten times. You probably saw data displayed in many ways,
even near the back of the book and in the exercises. Graphs and tables help you
understand what the data are saying. So, each story and data set and every new
statistical technique will come with graphics to help you understand both the methods
and the data.

Process

To help you use Statistics to make business decisions, we’ll lead you through the
entire process of thinking about a problem, finding and showing results, and telling
others what you have discovered. The three simple steps to doing Statistics for
business right are: Plan, Do, and Report.

Plan first. Know where you’re headed and why. Clearly defining and understand-
ing your objective will save you a lot of work.

Do is what most students think Statistics is about. The mechanics of calculating
statistics and making graphical displays are important, but the computations
are usually the least important part of the process. In fact, we usually turn the
computations over to technology and get on with understanding what the results
tell us.

Report what you’ve learned. Until you've explained your results in a context that
someone else can understand, the job is not done.

For Example

At the end of most sections, we present a short example to help you put what you’ve
learned to immediate use. After reading the example, try the corresponding end-of-
section exercises at the end of the chapter. These will help prepare you for the
other exercises that tend to use all the skills of the chapter.

Guided Example

Each chapter applies the new concepts taught in worked examples called Guided
Examples. These examples model how you should approach and solve problems
using the Plan, Do, Report framework. They illustrate how to plan an analysis, the
appropriate techniques to use, and how to report what it all means. These step-by-
step examples show you how to produce the kind of solutions and case study
reports that instructors and managers or, better yet, clients expect to see. You will
find a model solution in the right-hand column and background notes and discus-
sion in the left-hand column.
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“Far too many scientists have
only a shaky grasp of the
statistical techniques they are
using. They employ them as

an amateur chef employs a
cookbook, believing the recipes
will work without understanding
why. A more cordon bleu
attitude . . . might lead to fewer
statistical soufflés failing to rise.”

—THE ECONOMIST,
JUNE 3, 2004, “SLOPPY STATS
SHAME SCIENCE.”

Sometimes, in the middle of the chapter, you’ll find sections called Just Checking,
which pose a few short questions you can answer without much calculation. Use
them to check that you’ve understood the basic ideas in the chapter. You’ll find the
answers at the end-of-chapter exercises.

Ethics in Action

Statistics often requires judgment, and the decisions based on statistical analyses
may influence people’s health and even their lives. Decisions in government can
affect policy decisions about how people are treated. In science and industry, inter-
pretations of data can influence consumer safety and the environment. And in
business, misunderstanding what the data say can lead to disastrous decisions. The
central guiding principle of statistical judgment is the ethical search for a true
understanding of the real world. In all spheres of society it is vitally important that
a statistical analysis of data be done in an ethical and unbiased way. Allowing
preconceived notions, unfair data gathering, or deliberate slanting to affect statistical
conclusions is harmful to business and to society.

At various points throughout the book, you will encounter a scenario under the
title Ethics in Action in which you’ll read about an ethical issue. Think about the
issue and how you might deal with it. Then read the summary of the issue and
one solution to the problem, which follow the scenario. We've related the ethical
issues to guidelines that the American Statistical Association has developed.! These
scenarios can be good topics for discussion. We’ve presented one solution, but we
invite you to think of others.

What Can Go Wrong?

One of the interesting challenges of Statistics is that, unlike some math and science
courses, there can be more than one right answer. This is why two statisticians can
testify honestly on opposite sides of a court case. And it’s why some people think that
you can prove anything with statistics. But that’s not true. People make mistakes using
statistics, and sometimes people misuse statistics to mislead others. Most of the
mistakes are avoidable. We’re not talking about arithmetic. Mistakes usually involve
using a method in the wrong situation or misinterpreting results. So each chapter has
a section called What Can Go Wrong? to help you avoid some of the most common
mistakes that we’ve seen in our years of consulting and teaching experience.

Briefcase

At the end of nearly every chapter you’ll find a problem or two that use real data
sets and ask you to investigate a question or make a decision. These “brief cases”
are a good way to test your ability to attack an open-ended (and thus more realistic)
problem. You'll be asked to define the objective, plan your process, complete the
analysis, and report your conclusion. These are good opportunities to apply the
template provided by the Guided Examples. And they provide an opportunity to
practice reporting your conclusions in written form to refine your communication
skills where statistical results are involved. Data sets for these case studies can be
found on the disk included with this text.

http://www.amstat.org/about/ethicalguidelines.cfm
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You'll find all sorts of stuff in
margin notes, such as stories and
quotations. For example:

“Computers are useless. They
can only give you answers.”

—PABLO P1casso

While Picasso underestimated the
value of good statistics software, he
did know that creating a solution
requires more than just Doing—it
means you have to Plan and

Report, too!

How Will This Book Help? 5

Study

At the end of each section, you’ll find a larger project that will help you integrate
your knowledge from the entire section you’ve been studying. These more open-
ended projects will help you acquire the skills you’ll need to put your knowledge to
work in the world of business.

Technology Help: Using the Computer

Although we show you all the formulas you need to understand the calculations,
you will most often use a calculator or computer to perform the mechanics of a
statistics problem. And the easiest way to calculate statistics with a computer is with
a statistics package. Several different statistics packages are used widely. Although
they differ in the details of how to use them, they all work from the same basic
information and find the same results. Rather than adopt one package for this
book, we present generic output and point out common features that you should
look for. We also give a table of instructions to get you started on four packages:
Excel, Minitab, SPSS, and JMP. Instructions for Excel 2003 and DataDesk can be
found on the CD accompanying this textbook.

From time to time we’ll take time out to discuss an interesting or important side issue.
We indicate these by setting them apart like this.?

What Have We Learned?

At the end of each chapter, you’ll see a brief summary of the chapter’s learning ob-
jectives in a section called What Have We Learned? That section also includes a
list of the Terms you’ve encountered in the chapter. You won’t be able to learn the
material from these summaries, but you can use them to check your knowledge of
the important ideas in the chapter. If you have the skills, know the terms, and un-
derstand the concepts, you should be well prepared—and ready to use Statistics!

Exercises

Beware: No one can learn Statistics just by reading or listening. The only way to
learn it is to do it. So, at the end of each chapter (except this one) you’ll find
Exercises designed to help you learn to use the Statistics you’ve just read about.
Some exercises are marked with a red @ . You’ll find the data for these exercises on
the book’s website, www.aw-bc.com/sharpe or on the book’s disk, so you can use
technology as you work the exercises.

We've structured the exercises so that the end-of-section exercises are found
first. These can be answered after reading each section. After that you’ll find end-
of-chapter exercises, designed to help you integrate the topics you've learned in the
chapter. We’ve also paired up and grouped the exercises, so if you’re having trouble
doing an exercise, you’ll find a similar exercise either just before or just after it.
You'll find answers to the odd-numbered exercises at the back of the book. But
these are only “answers” and not complete solutions. What’s the difference? The
answers are sketches of the complete solutions. For most problems, your solution

2Qr in a footnote.
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should follow the model of the Guided Examples. If your calculations match the
numerical parts of the answer and your argument contains the elements shown in
the answer, you’re on the right track. Your complete solution should explain the
context, show your reasoning and calculations, and state your conclusions. Don’t
worry too much if your numbers don’t match the printed answers to every decimal
place. Statistics is more than computation—it’s about getting the reasoning
correct—so pay more attention to how you interpret a result than to what the digit
in the third decimal place is.

*Optional Sections and Chapters

Some sections and chapters of this book are marked with an asterisk (*). These are
optional in the sense that subsequent material does not depend on them directly.
We hope you’ll read them anyway, as you did this section.

Getting Started

It’s only fair to warn you: You can’t get there by just picking out the highlighted
sentences and the summaries. This book is different. It’s not about memorizing
definitions and learning equations. It’s deeper than that. And much more interest-
ing. But. . .

You bave to read the book!
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Amazon.com

Amazon.com opened for business in July 1995, billing
itself even then as “Earth’s Biggest Bookstore,” with an
unusual business plan: They didn’t plan to turn a profit
for four to five years. Although some shareholders
complained when the dotcom bubble burst, Amazon
continued its slow, steady growth, becoming profitable
for the first time in 2002. Since then, Amazon has
remained profitable and has continued to grow. By
2004, they had more than 41 million active customers in

over 200 countries and were ranked the
74th most valuable brand by Business Wecek.
Their selection of merchandise has
expanded to include almost anything you
can imagine, from $400,000 necklaces, to
yak cheese from Tibet, to the largest book
in the world. In 2008, Amazon.com sold
nearly $20 billion worth of products online
throughout the world.

Amazon R&D is constantly monitoring
and evolving their website to best serve
their customers and maximize their sales
performance. To make changes to the
site, they experiment by collecting
data and analyzing what works best.
As Ronny Kohavi, former director of
Data Mining and Personalization,
said, “Data trumps intuition. Instead
of using our intuition, we experiment
on the live site and let our customers
tell us what works for them.”
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“Data is king at Amazon.
Clickstream and purchase data
are the crown jewels at Amazon.
They help us build features to
personalize the website
experience.”

—RONNY KOHAVT,

FORMER DIRECTOR OF DATA
MINING AND
PERSONALIZATION,
AMAZON.COM

2.1

Amazon.com has recently stated “many of the important
decisions we make at Amazon.com can be made with data.
There is a right answer or a wrong answer, a better answer or

a worse answer, and math tells us which is which. These are
our favorite kinds of decisions.” While we might prefer that
Amazon refer to these methods as Statistics instead of math, it’s
clear that data analysis, forecasting, and statistical inference are
the core of the decision-making tools of Amazon.com.

any years ago, stores in small towns knew their customers personally.

If you walked into the hobby shop, the owner might tell you about a

new bridge that had come in for your Lionel train set. The tailor

knew your dad’s size, and the hairdresser knew how your mom liked
her hair. There are still some stores like that around today, but we’re increasingly
likely to shop at large stores, by phone, or on the Internet. Even so, when you
phone an 800 number to buy new running shoes, customer service representatives
may call you by your first name or ask about the socks you bought six weeks ago.
Or the company may send an e-mail in October offering new head warmers for
winter running. This company has millions of customers, and you called without
identifying yourself. How did the sales rep know who you are, where you live, and
what you had bought?

The answer to all these questions is data. Collecting data on their customers,
transactions, and sales lets companies track inventory and know what their
customers prefer. These data can help them predict what their customers may buy
in the future so they know how much of each item to stock. The store can use the
data and what they learn from the data to improve customer service, mimicking the
kind of personal attention a shopper had 50 years ago.

What Are Data?

Businesses have always relied on data for planning and to improve efficiency and
quality. Now, more than ever before, businesses rely on the information in data to
compete in the global marketplace. Most modern businesses collect information on
virtually every transaction performed by the organization, including every item
bought or sold. These data are recorded and stored electronically, in vast digital
repositories called data warehouses.

In the past few decades these data warehouses have grown enormously in size,
but with the use of powerful computers, the information contained in them is ac-
cessible and used to help make decisions, sometimes almost instantaneously. When
you pay with your credit card, for example, the information about the transaction is
transmitted to a central computer where it is processed and analyzed. A decision
whether to approve or deny your purchase is made and transmitted back to the
point of sale, all within a few seconds.

'Amazon.com 2008 Annual Report
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Companies use data to make decisions about other aspects of their business as
well. By studying the past behavior of customers and predicting their responses,
they hope to better serve their customers and to compete more effectively. This
process of using data, especially of transactional data (data collected for recording
the companies’ transactions) to make other decisions and predictions, is sometimes
called data mining or predictive analytics. The more general term business
analytics (or sometimes simply analytics) describes a7y use of statistical analysis to
drive business decisions from data whether the purpose is predictive or simply
descriptive.

Leading companies are embracing business analytics. Richard Fairbank, the
CEO and founder of Capital One, revolutionized the credit card industry by
realizing that credit card transactions hold the key to understanding customer
behavior. Reed Hastings, a former computer science major, is the founder and
CEO of Netflix. Netflix uses analytics on customer information both to recom-
mend new movies and to adapt the website that customers see to individual tastes.
Netflix offered a $1 million prize to anyone who could improve on the accuracy of
their recommendations by more than 10%. That prize was won in 2009 by a team
of statisticians and computer scientists using predictive analytics and data-mining
techniques. The Oakland Athletics use analytics to judge players instead of the
traditional methods used by scouts and baseball experts for over a hundred years.
The book Moneyball documents how business analytics enabled them to put
together a team that could compete against the richer teams in spite of the severely
limited resources available to the front office.

"To understand better what data are, let’s look at some hypothetical company
records that Amazon might collect:

105-2686834-
3759466 B0O000010AA | 10.99 Chris G. 902 | Boston 15.98 | Kansas lllinois
Samuel P. Orange 105-9318443- | 105-1872500- | N B000068ZV | Bad | Nashville Katherine H.
County 4200264 0198646 Q Blood
Canada Garbage 16.99 Ohio N Chicago N 11.99 Massachusetts
B000002BK9 | 312 Monique D. Y 413 | B00000I5Y6 | 440 | 103-2628345- | Let Go
9238664

Table 2.1 An example of data with no context. It's impossible to say anything about what these values might mean without

knowing their context.

Try to guess what these data represent. Why is that hard? Because these data
have no context. Whether the data are numerical (consisting only of numbers),
alphabetic (consisting only of letters), or alphanumerical (mixed numbers and letters),
they are useless unless we know what they represent. Newspaper journalists know
that the lead paragraph of a good story should establish the “Five W’s”: who, what,
when, where, and (if possible) why. Often, we add how to the list as well. Answering
these questions can provide a context for data values and make them meaningful.
The answers to the first two questions are essential. If you can’t answer who and
what, you don’t have data, and you don’t have any useful information.

We can make the meaning clear if we add the context of who the data are
about and what was measured and organize the values into a data table such as
this one.
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Area | Previous Album
Order Number Name State/Country | Price | Code Download Gift? ASIN Artist
105-2686834-3759466 | Katherine H. | Ohio 10.99 | 440 | Nashville N B00000I5Y6 Kansas
105-9318443-4200264 | Samuel P. lllinois 16.99 | 312 | Orange County Y B000002BK9 | Boston
105-1872500-0198646 | Chris G. Massachusetts | 15.98 | 413 | Bad Blood N B000068ZVQ | Chicago
103-2628345-9238664 | Monique D. | Canada 11.99 | 902 | LetGo N B0O000010AA | Garbage
002-1663369-6638649 | Katherine H. | Ohio 10.99 | 440 | Best of Kansas N B002MXA7Q0 | Kansas

Table 2.2  Example of a data table. The variable names are in the top row. Typically, the Who of the table are found in the

leftmost column.

Look at the rows of Table 2.2. Now we can see that these are five purchase
records, relating to album downloads from Amazon. In general, the rows of a data
table correspond to individual cases about which we’ve recorded some characteristics
called variables.

Cases go by different names, depending on the situation. Individuals who
answer a survey are referred to as respondents. People on whom we experiment
are subjects or (in an attempt to acknowledge the importance of their role in the
experiment) participants, but animals, plants, websites, and other inanimate subjects
are often called experimental units. Often we call cases just what they are: for
example, customers, economic quarters, or companies. In a database, rows are called
records—in this example, purchase records. Perhaps the most generic term is
cases. In Table 2.2, the cases are the individual orders.

The column titles (variable names) tell what has been recorded. What does a
row of Table 2.2 represent? Be careful. Even if people are involved, the cases may
not correspond to people. For example, in Table 2.2, each row is a different order
and not the customer who made the purchases (notice that the same person made
two different orders). A common place to find the who of the table is the leftmost
column. It’s often an identifying variable for the cases, in this example, the order
number.

If you collect the data yourself, you’ll know what the cases are and how the
variables are defined. But, often, you’ll be looking at data that someone else
collected. The information about the data, called the metadata, might have to come
from the company’s database administrator or from the information technology
department of a company. Metadata typically contains information about how,
when, and where (and possibly why) the data were collected; who each case represents;
and the definitions of all the variables.

A general term for a data table like the one shown in Table 2.2 is a
spreadsheet, a name that comes from bookkeeping ledgers of financial informa-
tion. The data were typically spread across facing pages of a bound ledger, the book
used by an accountant for keeping records of expenditures and sources of income.
For the accountant, the columns were the types of expenses and income, and the
cases were transactions, typically invoices or receipts. These days, it is common to
keep modest-size datasets in a spreadsheet even if no accounting is involved. It is
usually easy to move a data table from a spreadsheet program to a program
designed for statistical graphics and analysis, either directly or by copying the data
table and pasting it into the statistics program.

Although data tables and spreadsheets are great for relatively small data sets,
they are cumbersome for the complex data sets that companies must maintain on a
day-to-day basis. Try to imagine a spreadsheet from Amazon with customers in the
rows and products in the columns. Amazon has tens of millions of customers and
hundreds of thousands of products. But very few customers have purchased more
than a few dozen items, so almost all the entries would be blank—not a very
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efficient way to store information. For that reason, various other database architec-
tures are used to store data. The most common is a relational database.

In a relational database, two or more separate data tables are linked together so
that information can be merged across them. Each data table is a relation because it is
about a specific set of cases with information about each of these cases for all (or at
least most) of the variables (“fields” in database terminology). For example, a table of
customers, along with demographic information on each, is such a relation. A data
table with information about a different collection of cases is a different relation. For
example, a data table of all the items sold by the company, including information on
price, inventory, and past history, is a relation as well (for example, as in Table 2.3).
Finally, the day-to-day transactions may be held in a third database where each
purchase of an item by a customer is listed as a case. In a relational database, these
three relations can be linked together. For example, you can look up a customer to
see what he or she purchased or look up an item to see which customers purchased it.

In statistics, all analyses are performed on a single data table. But often the data
must be retrieved from a relational database. Retrieving data from these databases
often requires specific expertise with that software. In the rest of the book, we’ll
assume that all data have been downloaded to a data table or spreadsheet with
variables listed as columns and cases as the rows.

Customers
Gustomer
Number Name City State | Zip Code | Customer since | Gold Member?
473859 R. De Veaux | Williamstown MA 01267 2007 No
127389 N. Sharpe Washington DC 20052 2000 Yes
335682 P.Velleman | Ithaca NY 14580 2003 No
Items
Product ID Name Price | Currently in Stock?
SC5662 Silver Cane 43.50 Yes
TH2839 Top Hat 29.99 No
RS3883 Red Sequined Shoes | 35.00 Yes
Transactions
Transaction Customer
Number Date Number | ProductID | Quantity | Shipping Method | Free Ship?
123478923 | 9/15/08 473859 SC5662 1 UPS 2nd Day N
123478924 | 9/15/08 473859 TH2839 1 UPS 2nd Day N
163928934 | 10/20/08 335682 TH2839 3 UPS Ground N
172348299 | 12/22/08 127389 RS3883 1 Fed Ex Ovnt Y

Table 2.3  Arelational database shows all the relevant information for three separate relations linked together
by customer and product numbers.
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For Example Identifying variables and the W’s

Carly, a marketing manager at a credit card bank, wants to know if an offer mailed 3 months ago has affected customers’ use
of their cards. To answer that, she asks the information technology department to assemble the following information for each
customer: total spending on the card during the 3 months before the offer (Pre Spending); spending for 3 months after the offer
(Post Spending); the customer’s Age (by category); what kind of expenditure they made (Segmzent); if customers are enrolled in the
website (Enroll?); what offer they were sent (Offer); and the amount each customer has spent on the card in their segment
(Segment Spend). She gets a spreadsheet whose first six rows look like this:

Account ID | Pre Spending | Post Spending | Age Segment | Enroll? | Offer Segment Spend
393371 $2,698.12 $6,261.40 25-34 | Travel/Ent NO None $887.36
462715 $2,707.92 $3,397.22 45-54 | Retail NO Gift Card $5,062.55
433469 $800.51 $4,196.77 65+ Retalil NO None $673.80
462716 $3,459.52 $3,335.00 25-34 | Services YES Double Miles $800.75
420605 $2,106.48 $5,576.83 35-44 | Leisure YES Double Miles $3,064.81
473703 $2,603.92 $7,397.50 <25 Travel/Ent YES Double Miles $491.29

Question: Identify the cases and the variables. Describe as many of the W’ as you can for this data set.

Answer: The cases are individual customers of the credit card bank. The data are from the internal records of the credit card
bank from the past 6 months (3 months before and 3 months after an offer was sent to the customers). The variables include the
account ID of the customer (Account ID) and the amount charged on the card before (Pre Spending) and after (Post Spending) the
offer was sent out. Also included are the customer’s Age, marketing Segrment, whether they enrolled on the website (Enroll?), what
offer they were sent (Offer), and how much they charged on the card in their marketing segment (Segmzent Spend).

2.2 Variable Types

Variables play different roles, and knowing the variable’s #ype is crucial to knowing
what to do with it and what it can tell us. When a variable names categories and
answers questions about how cases fall into those categories, we call it a categorical,
or qualitative, variable. When a variable has measured numerical values with units
and the variable tells us about the quantity of what is measured, we call it a
quantitative variable. Classifying a variable into categorical or quantitative can help
us decide what to do with a variable, but doing so is often more about what we hope to
learn from a variable than about the variable itself. It’s the questions we ask of a vari-
able (the why of our analysis) that shape how we think about it and how we treat it.
Descriptive responses to questions are often categories. For example, the
responses to the questions “What type of mutual fund do you invest in?” or “What

/Categorical, or Quantitative?
It is wise to be careful. The what
and why of area codes are not as
simple as they may first seem.

When area codes were first intro-

duced all phones had dials. To

reduce wear and tear on the dials
and to speed the most number of
calls, the lowest-digit codes (the
easiest to dial) were assigned to the
largest cities. So, New York City
was given 212, Chicago 312, LA
213 and Philadelphia 215, but
rural upstate New York was 607,
Joliet was 815, and San Diego 619.
Back then, the numerical value of
an area code could be used to guess
something about the population of
its region. But after dials gave way
to push buttons, new area codes
were assigned without regard to
population and area codes are now
just categories.

kind of advertising does your firm use?” yield categorical values. An important spe-
cial case of categorical variables is one that has only two possible responses (usually
“yes” or “no”), which arise naturally from questions like “Do you invest in the stock
market?” or “Do you make online purchases from this website?”

If the variable has values that are not numbers, it’s clearly categorical (or needs
to be recoded). However, if the values are numbers, you need to be careful. It may
be considered quantitative if the values actually measure a quantity of something.
Otherwise, it’s categorical. For example, area codes are numbers, but the numerical
values of area codes don’t have numerical meaning (see the side bar). The numbers
assigned by the area codes are codes that caregorize the phone number into a geo-
graphical area. So, we treat area code as a categorical variable.

For quantitative variables, the units tell how each value has been measured.
Even more important, units such as yen, cubits, carats, angstroms, nanoseconds,
miles per hour, or degrees Celsius tell us the scale of measurement, so we know how
far apart two values are. Without units, the values of a measured variable have no
meaning. It does little good to be promised a raise of 5000 a year if you don’t know



Variable Names that Make Sense

One tradition that still hangs on
in some places is to name variables
with cryptic abbreviations in
uppercase letters. This can be
traced back to the 1960s, when
computer programs were
controlled with instructions
punched on cards. The earliest
punch card equipment used only
uppercase letters, and statistics
programs limited variable names to
six or eight characters, so variables
had names like PRSRF3. Modern
programs don’t have such restric-
tive limits, so there is no reason
not to use names that make sense.
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whether it will be paid in euros, dollars, yen, or Estonian krooni. An essential part
of a quantitative variable is its units.

Sometimes the type of the variable is clear. But some variables can answer both
kinds of questions and how they are classified depends on their use. For example,
the variable 4ge would be considered quantitative if the responses were numerical
and they had units. A doctor would certainly need Age to be quantitative. The units
could be years, but for infants, the doctor would want even more precise units, like
months, or even days. On the other hand, if Amazon asked your Age, it might lump
together the values into categories like “Child (12 years or less),” “Teen (13 to 19),”
“Adult (20 to 64),” or “Senior (65 or over).” For many purposes, like knowing
which CD ad to send you, that might be all the information Amazon might need.
In this case, Amazon has made Age a categorical variable.

Question Categories or Responses

Do you invest in the stock market? __Yes__No

What kind of advertising do you use? __ Newspapers __ Internet __ Direct mailings
What is your class at school? __ Freshman __ Sophomore __ Junior __ Senior
| would recommend this course to __Strongly Disagree __ Slightly Disagree
another student. __Slightly Agree __ Strongly Agree

How satisfied are you with this product? | __ Very Unsatisfied __ Unsatisfied __ Satisfied
__Very Satisfied

| Table 2.4 Some examples of categorical variables.

When Amazon considers a special offer of free shipping to customers, they
might first analyze how purchases have been shipped in the recent past. They
might start by counting the number of purchases shipped in each category: ground
transportation, second-day air, and overnight air. Counting is a natural way to sum-
marize a categorical variable like Shipping Method. Chapter 4 discusses summaries
and displays of categorical variables more fully. Chapter 5 discusses quantitative
variables, which require different summaries and displays.

Shipping Method Number of Purchases

Ground 20,345
Second-day 7890
Overnight 5432

Table 2.5 A summary of the categorical variable
Shipping Method that shows the counts, or number
of cases for each category.

Identifiers

What’s your student ID number? It may be numerical, but is it a quantitative
variable? No, it doesn’t have units. Is it categorical? Yes, but a special kind. Look at
how many categories there are and at how many individuals there are in each
category. There are exactly as many categories as individuals and only one individual
in each category. While it’s easy to count the totals for each category, it’s not very
interesting. This is an identifier variable. Amazon wants to know who you are
when you sign in again and doesn’t want to confuse you with some other customer.
So they assign you a unique identifier.
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Identifier variables themselves don’t tell us anything useful about the cate-
gories because we know there is exactly one individual in each. However, they are
crucial in this era of large data sets because by uniquely identifying the cases, they
make it possible to combine data from different sources, protect confidentiality,
and provide unique labels. Most company databases are, in fact, relational data-
bases. The identifier is crucial to linking one data table to another in a relational
database. The identifiers in Table 2.3 are the Customer Number, Product ID, and
Transaction Number. Variables like UPS Tracking Number, Social Security Number,
and Amazon’s ASIN are other examples of identifiers.

You’ll want to recognize when a variable is playing the role of an identifier so
you won't be tempted to analyze it. Knowing that Amazon’s average ASIN number
increased 10% from 2007 to 2008 doesn’t really tell you anything—any more than
analyzing any categorical variable as if it were quantitative would.

Be careful not to be inflexible in your typing of variables. Variables can play differ-
ent roles, depending on the question we ask of them, and classifying variables rigidly
into types can be misleading. For example, in their annual reports, Amazon refers to
its database and looks at the variables Sales and Year. When analysts ask how many
books Amazon sold in 2005, what role does Year play? There’s only one row for 2005,
and Year identifies it, so it plays the role of an identifier variable. In its role as an iden-
tifier, you might match other data from Amazon, or the economy in general, for the
same year. But analysts also track sales growth over time. In this role, Yesr measures
time. Now it’s being treated as a quantitative variable with units of years.

Other Data Types

A survey might ask:

“How satistied were you with the service you received?”

1) Not satisfied; 2) Somewhat satisfied; 3) Moderately satisfied; or
4) Extremely satisfied.
Is this variable categorical or quantitative? There is certainly an order of perceived
worth; higher numbers indicate higher perceived worth. An employee whose cus-
tomer responses average around 4 seems to be doing a better job than one whose av-
erages are around 2, but are they twice as good? Because the values are not strictly
numbers, we can’t really say and so we should be careful about treating Customer
Satisfaction as purely quantitative. When, as in this example, the values of a categorical
value have an intrinsic order, we can say that the categorical variable is ordinal.
By contrast, a categorical variable that names categories that don’t have order is some-
times called nominal. Values can be individually ordered (e.g., the ranks of employees
based on the number of days they’ve worked for the company) or ordered in classes
(e.g., Freshman, Sophomore, Junior, Senior). Ordering is not absolute; how the values
are ordered depends on the purpose of the ordering. For example, are the categories
Infant, Youth, Teen, Adult, and Senior ordinal? Well, if we are ordering on age, they
surely are and how to order the categories is clear. But if we are ordering (as Amazon
might) on purchase volume, it is likely that either Teen or Adult will be the top group.”

Cross-Sectional and Time Series Data

The quantitative variable 7oza/ Revenue in Table 2.6 is an example of a time series.
A time series is a single variable measured at regular intervals over time. Time
series are common in business. Typical measuring points are months, quarters, or

Some people differentiate quantitative variables according to whether their measured values have a
defined value for zero. This is a technical distinction and usually not one we’ll need to make. (For ex-
ample, it isn’t correct to say that a temperature of 80°F is twice as hot as 40°F because 0° is an arbi-
trary value. On the Celsius scale those temperatures are 26.67°C and 4.44°C—a ratio of 6.) The term
interval scale is sometimes applied to data such as these, and the term ratio scale is applied to measure-
ments for which such ratios are appropriate.



Year Total Revenue (in $M)
2002 3288.9
2003 4075.5
2004 5294.2
2005 6369.3
2006 7786.9
2007 9441.5
2008 10,383.0
2009 9774.6

Table 2.6  Starbucks’s total revenue
(in $M) for the years 2002 to 2009.
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years, but virtually any consistently-spaced time interval is possible. Variables col-
lected over time hold special challenges for statistical analysis, and Chapter 20 dis-
cusses these in more detail.

By contrast, most of the methods in this book are better suited for cross-
sectional data, where several variables are measured at the same time point. On the
other hand, if we collect data on sales revenue, number of customers, and expenses
for last month at each Starbucks (more than 16,000 locations as of 2010) at one
point in time, this would be cross-sectional data. Cross-sectional data may contain
some time information (such as dates), but it isn’t a time series because it isn’t meas-
ured at regular intervals. Because different methods are used to analyze these dif-
ferent types of data, it is important to be able to identify both time series and
cross-sectional data sets.

Identifying the types of variables

Question: Before she can continue with her analysis, Carly (from the example on page 12) must classify each variable as being
quantitative or categorical (or possibly both), and whether the data are a time series or cross-sectional. For quantitative variables,
what are the units? For categorical variables, are they nominal or ordinal?

Answer:

Account ID - categorical (nominal, identifier)

Pre Spending — quantitative (units $)

Post Spending — quantitative (units $)

Age — categorical (ordinal). Could be quantitative if we had more precise information

Segment — categorical (nominal)

Enroll? — categorical (nominal)

Offer — categorical (nominal)

Segment Spend — quantitative (units $)

The data are cross-sectional. We do not have successive values of a single variable over time.

2.3

Data Sources: Where, How, and When

We must know who, what, and why to analyze data. Without knowing these three,
we don’t have enough to start. Of course, we’d always like to know more because
the more we know, the more we’ll understand. If possible, we’d like to know the
where, bow, and when of data as well. Values recorded in 1947 may mean something
different than similar values recorded last year. Values measured in Abu Dhabi may
differ in meaning from similar measurements made in Mexico.

How the data are collected can make the difference between insight and non-
sense. As we'll see later, data that come from a voluntary survey on the Internet are
almost always worthless. In a recent Internet poll, 84% of respondents said “no” to
the question of whether subprime borrowers should be bailed out. While it may be
true that 84% of those 23,418 respondents did say that, it’s dangerous to assume
that that group is representative of any larger group. To make inferences from the
data you have at hand to the world at large, you need to ensure that the data you
have are representative of the larger group. Chapter 3 discusses sound methods for
designing a survey or poll to help ensure that the inferences you make are valid.
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Another way to collect valid data is by performing an experiment in which you
actively manipulate variables (called factors) to see what happens. Most of the “junk
mail” credit card offers that you receive are actually experiments done by market-
ing groups in those companies. They may make different versions of an offer to
selected groups of customers to see which one works best before rolling out the
winning idea to the entire customer base. Chapter 22 discusses both the design and
the analysis of experiments like these.

Sometimes, the answer to the question you have may be found in data that
someone, or more typically, some organization has already collected. Internally,
companies may analyze data from their own data bases or data warehouse. They
may also supplement or rely entirely on data collected by others. Many compa-
nies, nonprofit organizations, and government agencies collect vast amounts of
data via the Internet. Some organizations may charge a fee for accessing or
downloading their data. The U.S. government collects information on nearly
every aspect of life in the United States, both social and economic (see for exam-
ple www.census.gov, or more generally, www.usa.gov), as the European Union
does for Europe (see ec.europa.eu/eurostat). International organizations such as
the World Health Organization (www.who.org) and polling agencies such as
Gallup (www.gallup.com) offer information on a variety of topics as well. Data
like these typically do not come from a designed survey or experiment. They are
most often collected for different purposes than the analysis you may want to
perform. Although they are plentiful, you should be careful when generalizing
from data like these. Information about how, when, where, and why the data
were collected may not be available. Unless the data were collected in a way that
ensures that they are representative of the population in which you are inter-
ested, you may be misled if you try to draw conclusions from them. Chapter 24
discusses data mining, which attempts to use large amounts of “found” data to
make hypotheses and draw insights. While it can be tempting, interesting, and
even useful to analyze such happenstance data, remember that the only way to
be sure that a generalization is valid is if the data come from a properly designed
survey or experiment.

[There’s a world of data on the Internet )

These days, one of the richest sources of data is the Internet. With a bit of practice,
you can learn to find data on almost any subject. We found many of the data sets used
in this book by searching on the Internet. The Internet has both advantages and dis-
advantages as a source of data. Among the advantages are the fact that often you’ll be
able to find even more current data than we present. One disadvantage is that refer-
ences to Internet addresses can “break” as sites evolve, move, and die. Another disad-
vantage is that important metadata—information about the collection, quality, and
intent of the data—may be missing.

Our solution to these challenges is to offer the best advice we can to help you
search for the data, wherever they may be residing. We usually point you to a
website. We’ll sometimes suggest search terms and offer other guidance.

Some words of caution, though: Data found on Internet sites may not be
formatted in the best way for use in statistics software. Although you may see a
data table in standard form, an attempt to copy the data may leave you with a single
column of values. You may have to work in your favorite statistics or spreadsheet
program to reformat the data into variables. You will also probably want to remove
commas from large numbers and such extra symbols as money indicators ($, ¥, £, €);
few statistics packages can handle these.

- J
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Throughout this book, whenever we introduce data, we will provide a margin
note listing some of the W’ of the data and, where possible, offer a reference for
the source of the data. It’s a habit we recommend. The first step of any data analysis
is to know why you are examining the data (what you want to know), whom each
row of your data table refers to, and what the variables (the columns of the table)
record. These are the Why, the Who, and the What. Identifying them is a key part
of the Plan step of any analysis. Make sure you know all three before you spend
time analyzing the data.

Identifying data sources

On the basis of her initial analysis, Carly asks her colleague Ying Mei to e-mail a sample of customers from the Travel and
Entertainment segment and ask about their card use and household demographics. Carly asks another colleague, Gregg, to
design a study about their double miles offer. In this study, a random sample of customers receives one of three offers: the standard
double miles offer; a double miles offer good on any airline; or no offer.

Question: For each of the three data sets—Carly’s original data set and Ying Mei’s and Gregg’s sets—state whether they come
from a designed survey or a designed experiment or are collected in another way.

Answer: Carly’s data set was derived from transactional data, not part of a survey or experiment. Ying Mei’s data come from
a designed survey, and Gregg’s data come from a designed experiment.

An insurance company that specializes in commercial property insurance has a separate database for their policies that involve
churches and schools. Here is a small portion of that database.

Years Net Net Total Property Median
Policy Claim Property Liability Value Age in Zip

Number Free Premium ($) | Premium ($) ($1,000) Code School? | Territory | Coverage
4000174699 1 3107 503 1036 40 FALSE AL580 BLANKET
8000571997 2 1036 261 748 42 FALSE PA192 SPECIFIC
8000623296 1 438 353 344 30 FALSE D60 BLANKET
3000495296 1 582 339 270 8] TRUE NC340 BLANKET
5000291199 4 993 357 218 43 FALSE 0K590 BLANKET
8000470297 2 433 622 108 31 FALSE NV140 BLANKET
1000042399 4 2461 1016 1544 41 TRUE NJ20 BLANKET
4000554596 0 7340 1782 5121 44 FALSE FL530 BLANKET
3000260397 0 1458 261 1037 42 FALSE NC560 BLANKET
8000333297 2 392 351 177 40 FALSE OR190 BLANKET
4000174699 1 3107 503 1036 40 FALSE AL580 BLANKET

1 List as many of the W’ as you can for this data set.

2 Classify each variable as to whether you think it should be treated as categorical or quantitative (or both); if quantitative,

identify the units.
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What Can Go Wrong?

* Don’t label a variable as categorical or quantitative without thinking
about the data and what they represent. The same variable can sometimes
take on different roles.

* Don’t assume that a variable is quantitative just because its values are
numbers. Categories are often given numerical labels. Don’t let that fool you
into thinking they have quantitative meaning. Look at the context.

* Always be skeptical. One reason to analyze data is to discover the truth.
Even when you are told a context for the data, it may turn out that the truth is
a bit (or even a lot) different. The context colors our interpretation of the
data, so those who want to influence what you think may slant the context.
A survey that seems to be about all students may in fact report just the
opinions of those who visited a fan website. The question that respondents

answered may be posed in a way that influences responses.

Ethics in Action

arah Potterman, a doctoral student in educa-
tional psychology, is researching the effective-
ness of various interventions recommended to
help children with learning disabilities improve
their reading skills. Among the approaches examined is
an interactive software system that uses analogy-based
phonics. Sarah contacted the company that developed
this software, RSPT Inc., in order to obtain the system
free of charge for use in her research. RSPT Inc. ex-
pressed interest in having her compare their product with
other intervention strategies and was quite confident that
their approach would be the most effective. Not only did
the company provide Sarah with free software, but RSPT
Inc. also generously offered to fund her research with a
grant to cover her data collection and analysis costs.

ETHICAL ISSUE Both the researcher and company should
be careful about the funding source having a vested interest in
the research result (related to Item H, ASA Ethical Guidelines).

ETHICAL SOLUTION RSPT Inc. should not pressure Sarab
Potterman to obtain a particular vesult. Both parties should agree
on paper before the research is begun that the research vesults can be
published even if they show that RSPT interactive software system
is mot the most effective.

Jim Hopler is operations manager for a local office of a
top-ranked full-service brokerage firm. With increasing
competition from both discount and online brokers, Jim's
firm has redirected attention to attaining exceptional cus-
tomer service through its client-facing staff, namely bro-
kers. In particular, they wish to emphasize the excellent
advisory services provided by their brokers. Results from
surveying clients about the advice received from brokers
at the local office revealed that 20% rated it poor, 5%
rated it below average, 15% rated it average, 10% rated

it above average, and 50% rated it outstanding. With
corporate approval, Jim and his management team insti-
tuted several changes in an effort to provide the best
possible advisory services at the local office. Their goal
was to increase the percentage of clients who viewed
their advisory services as outstanding. Surveys con-
ducted after the changes were implemented showed the
following results: 5% poor, 5% below average, 20%
average, 40% above average, and 30% outstanding. In
discussing these results, the management team
expressed concern that the percentage of clients who
considered their advisory services outstanding fell from
50% to 30%. One member of the team suggested an
alternative way of summarizing the data. By coding the
categories on a scale from 1 = poor to 5 = outstanding
and computing the average, they found that the average
rating increased from 3.65 to 3.85 as a result of the
changes implemented. Jim was delighted to see that
their changes were successful in improving the level of
advisory services offered at the local office. In his report
to corporate, he only included average ratings for the
client surveys.

ETHICAL ISSUE By taking an average, fim is able to show
improved customer satisfaction. However, their goal was to
increase the percentage of outstanding ratings. Jim redefined bis
study after the fact to support a position (related to Item A, ASA
Ethical Guidelines).

ETHICAL SOLUTION Fim should report the percentages for
each rating category. He can also report the average. He may
wish to include in bis report a discussion of what those different
ways of looking at the data say and why they appear to differ.
He may also want to explore with the survey participants
the perceived differences between “above average” and
“outstanding.”
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Learning Objectives

Terms

Business analytics

Case

Categorical (or qualitative)

variable
Context

Cross-sectional data

Data
Data mining

Data table

Data warehouse
Experimental unit
Identifier variable

Metadata

Nominal variable
Ordinal variable
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m Understand that data are values, whether numerical or labels, together
with their context.

* who, what, why, where, when (and how)—the W’s—help nail down the context of
the data.

* We must know who, what, and why to be able to say anything useful based on the
data. The who are the cases. The what are the variables. A variable gives information
about each of the cases. The why helps us decide which way to treat the variables.

e Stop and identify the W’s whenever you have data, and be sure you can identify
the cases and the variables.
m Identify whether a variable is being used as categorical or quantitative.

* Categorical variables identify a category for each case. Usually we think about
the counts of cases that fall in each category. (An exception is an identifier vari-
able that just names each case.)

* Quantitative variables record measurements or amounts of something; they
must have units.

* Sometimes we may treat the same variable as categorical or quantitative depend-
ing on what we want to learn from it, which means some variables can’t be
pigeonholed as one type or the other.

m Consider the source of your data and the reasons the data were collected.
That can help you understand what you might be able to learn from the data.

The process of using statistical analysis and modeling to drive business decisions.
A case is an individual about whom or which we have data.

A variable that names categories (whether with words or numerals) is called categorical or
qualitative.

The context ideally tells who was measured, what was measured, how the data were
collected, where the data were collected, and when and why the study was performed.

Data taken from situations that vary over time but measured at a single time instant is said
to be a cross-section of the time series.

Recorded values whether numbers or labels, together with their context.

The process of using a variety of statistical tools to analyze large data bases or data
warehouses.

An arrangement of data in which each row represents a case and each column represents a
variable.

A large data base of information collected by a company or other organization usually to
record transactions that the organization makes, but also used for analysis via data mining.

An individual in a study for which or for whom data values are recorded. Human
experimental units are usually called subjects or participants.

A categorical variable that records a unique value for each case, used to name or identify it.

Auxiliary information about variables in a database, typically including how, when, and where
(and possibly why) the data were collected; who each case represents; and the definitions of
all the variables.

The term “nominal” can be applied to a variable whose values are used only to name categories.

The term “ordinal” can be applied to a variable whose categorical values possess some kind
of order.
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Participant
Quantitative variable
Record

Relational database

Respondent
Spreadsheet

Subject
Time series

Transactional Data
Units

Variable

Technology Help:

Most often we find statistics on a computer using a program,
or package, designed for that purpose. There are many different

statistics packages, but they all do esse

If you understand what the computer needs to know to do what you
want and what it needs to show you in return, you can figure out the

specific details of most packages pretty

For example, to get your data into a computer statistics package,

you need to tell the computer:
e Where to find the data. This usually

computer to a file stored on your computer’s disk or to data on

a database. Or it might just mean th

¥ 5

CASE

A human experimental unit. Also called a subject.
A variable in which the numbers are values of measured quantities with units.
Information about an individual in a database.

A relational database stores and retrieves information. Within the database, information is
kept in data tables that can be “related” to each other.

Someone who AnNsSwers, or responds to, a survey.

A spreadsheet is layout designed for accounting that is often used to store and manage data
tables. Excel is a common example of a spreadsheet program.

A human experimental unit. Also called a participant.

Data measured over time. Usually the time intervals are equally spaced or regularly spaced
(e.g., every week, every quarter, or every year).

Data collected to record the individual transactions of a company or organization.

A quantity or amount adopted as a standard of measurement, such as dollars, hours,
or grams.

A variable holds information about the same characteristic for many cases.

Data on the Computer

from a spreadsheet program or Internet site and it is currently
on your computer’s clipboard. Usually, the data should be in the
form of a data table. Most computer statistics packages prefer
the delimiter that marks the division between elements of a
data table to be a fab character and the delimiter that marks
the end of a case to be a return character.

ntially the same things.

easily.
Where to put the data. (Usually this is handled automatically.)
What to call the variables. Some data tables have variable
names as the first row of the data, and often statistics

packages can take the variable names from the first row
automatically.

means directing the

at you have copied the data

Credit Card Bank

Like all credit and charge card companies, this company makes money on each of
its cardholders’ transactions. Thus, its profitability is directly linked to card us-
age. To increase customer spending on its cards, the company sends many
different offers to its cardholders, and market researchers analyze the re-
sults to see which offers yield the largest increases in the average amount
charged.

On your disk (in the file Credit_Card_Bank) is part of a database
like the one used by the researchers. For each customer, it contains sev-
eral variables in a spreadsheet.

Examine the data in the data file. List as many of the W’ as you can
for these data and classify each variable as categorical or quantitative.

If quantitative, identify the units.
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SECTION 2.1

1. A real estate major collected information on some recent
local home sales. The first 6 lines of the database appear
below. The columns correspond to the house identification
number, the community name, the zip code, the number of
acres of the property, the year the house was built, the
market value, and the size of the living area (in square feet).

a) What does a row correspond to in this data table? How
would you best describe its role: as a participant, subject,
case, respondent, or experimental unit?

b) How many variables are measured on each row?

HOUSE ID | NEIGHBORHOOD | MAIL_ZIP | ACRES | YR BUILT | FULL_MARKET VALUE | SFLA
413400536 | Greenfield Manor | 12859 | 1.00 1967 100400 960
4128001474 | Fort Amherst 12801 | 0.09 1961 132500 906
412800344 | Dublin 12309 | 165 1993 140000 1620
4128001552 | Granite Springs | 10598 | 0.33 1969 67100 900
412800352 | Arcady 10562 | 2.29 1955 190000 1224
413400322 | Ormsbee 12859 | 9.13 1997 126900 1056

2. Alocal bookstore is keeping a database of its customers to
find out more about their spending habits and so that the
store can start to make personal recommendations based on
past purchases. Here are the first five rows of their database:

a) What does a row correspond to in this data table? How
would you best describe its role: as a participant, subject,
case, respondent, or experimental unit?

b) How many variables are measured on each row?

Transaction ID | Customer ID Date ISBN Number of Purchase | Price | Coupon? | Gift? | Quantity
29784320912 4J438 11/12/2009 345-23-2355 $29.95 N N 1
26483589001 3K729 9/30/2009 983-83-2739 $16.99 N N 1
26483589002 3K729 9/30/2009 102-65-2332 $9.95 Y N 1
36429489305 3U034 12/5/2009 295-39-5884 $35.00 N Y 1
36429489306 30034 12/5/2009 183-38-2957 $79.95 N Y 1
SECTION 2.2 concerns might you have about drawing conclusions from

3. Referring to the real estate data table of Exercise 1,

a) For each variable, would you describe it as primarily cat-
egorical, or quantitative? If quantitative, what are the
units? If categorical, is it ordinal or simply nominal?

b) Are these data a time series, or are these cross-sectional?
Explain briefly.

4. Referring to the bookstore data table of Exercise 2,

a) For each variable, would you describe it as primarily cat-
egorical, or quantitative? If quantitative, what are the
units? If categorical, is it ordinal or simply nominal?

b) Are these data a time series, or are these cross-sectional?
Explain briefly.

SECTION 2.3

5. For the real estate data of Exercise 1, do the data appear
to have come from a designed survey or experiment? What

this data set?

6. A student finds data on an Internet site that contains fi-
nancial information about selected companies. He plans to
analyze the data and use the results to develop a stock in-
vestment strategy. What kind of data source is he using?
What concerns might you have about drawing conclusions
from this data set?

CHAPTER EXERCISES

For each description of data in Exercises 7 to 26, identify the
Ws, name the variables, specify for each variable whether its use
indicates it should be treated as categorical or quantitative, and
for any quantitative variable identify the units in which it was
measured (or note that they were not provided). Specify whether
the data come from a designed survey or experiment. Are the
variables time series or cross-sectional? Report any concerns you
have as well.
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7. The news. Find a newspaper or magazine article in
which some data are reported (e.g., see The Wall Street
Fouwrnal, Financial Times, Business Week, or Fortune). For the
data discussed in the article, answer the questions above.
Include a copy of the article with your report.

8. The Internet. Find an Internet site on which some data
are reported. For the data found on the site, answer as
many of the questions above as you can. Include a copy of
the URL with your report.

9. Sales. A major U.S. company is interested in seeing
how various promotional activities are related to domestic
sales. Analysts decide to measure the money spent on dif-
ferent forms of advertising ($ thousand) and sales ($ mil-
lion) on a monthly basis for three years (2004-2006).

10. Food store. A food retailer that specializes in selling or-
ganic food has decided to open a new store. To help deter-
mine the best location in the United States for the new
store, researchers decide to examine data from existing
stores, including weekly sales (§), town population (thou-
sands), median age of town, median income of town (§),
and whether or not the store sells wine and beer.

11. Sales Il. The company in Exercise 2 is also interested in
the impact of national indicators on their sales. It decides to
obtain measurements for unemployment rate (%) and infla-
tion rate (%) on a quarterly basis to compare to their quar-
terly sales ($ million) over the same time period (2004-20006).

12. Arby’s menu. A listing posted by the Arby’s restaurant
chain gives, for each of the sandwiches it sells, the type of
meat in the sandwich, number of calories, and serving size
in ounces. The data might be used to assess the nutritional
value of the different sandwiches.

13. MBA admissions. A school in the northeastern United
States is concerned with the recent drop in female stu-
dents in its MBA program. It decides to collect data from
the admissions office on each applicant, including: sex of
each applicant, age of each applicant, whether or not
they were accepted, whether or not they attended, and
the reason for not attending (if they did not attend). The
school hopes to find commonalities among the female
accepted students who have decided not to attend the
business program.

14. MBA admissions Il. An internationally recognized MBA
program in London intends to also track the GPA of the
MBA students and compares MBA performance to stan-
dardized test scores over a 5-year period (2000-2005).

15. Pharmaceutical firm. Scientists at a major pharmaceutical
firm conducted an experiment to study the effectiveness of an
herbal compound to treat the common cold. They exposed
volunteers to a cold virus, then gave them either the herbal

compound or a sugar solution known to have no effect on
colds. Several days later they assessed each patient’s condition
using a cold severity scale ranging from 0-5. They found no
evidence of the benefits of the compound.

16. Start-up company. A start-up company is building a
database of customers and sales information. For each cus-
tomer, it records name, ID number, region of the country
(1 = East, 2 = South, 3 = Midwest, 4 = West), date of
last purchase, amount of purchase, and item purchased.

17. Vineyards. Business analysts hoping to provide infor-
mation helpful to grape growers sent out a questionnaire
to a sample of growers requesting these data about vine-
yards: size (acres), number of years in existence, state, vari-
eties of grapes grown, average case price, gross sales, and
percent profit.

18. Gallup Poll. The Gallup Poll conducted a representa-
tive telephone survey of 1180 American voters. Among
the reported results were the voter’s region (Northeast,
South, etc.), age, political party affiliation, whether the
respondent owned any shares of stock, and their attitude
(on a scale of 1 to 5) toward unions.

19. EPA. The Environmental Protection Agency (EPA)
tracks fuel economy of automobiles. Among the data EPA
analysts collect from the manufacturer are the manufac-
turer (Ford, Toyota, etc.), vehicle type (car, SUV, etc.),
weight, horsepower, and gas mileage (mpg) for city and
highway driving.

20. Consumer Reports. In 2002, Consumer Reports
published an article evaluating refrigerators. It listed
41 models, giving the brand, cost, size (cu ft), type (such as
top-freezer), estimated annual energy cost, overall rating
(good, excellent, etc.), and repair history for that brand
(percentage requiring repairs over the past 5 years).

21. Lotto. A study of state-sponsored Lotto games in the
United States (Chance, Winter 1998) listed the names of
the states and whether or not the state had Lotto. For
states that did, the study indicated the number of numbers
in the lottery, the number of matches required to win, and
the probability of holding a winning ticket.

22. L.L. Bean. L.L. Bean is a large U.S. retailer that de-
pends heavily on its catalog sales. It collects data internally
and tracks the number of catalogs mailed out, the number
of square inches in each catalog, and the sales ($ thou-
sands) in the 4 weeks following each mailing. The com-
pany is interested in learning more about the relationship
(if any) among the timing and space of their catalogs and
their sales.

23. Stock market. An online survey of students in a large
MBA Statistics class at a business school in the northeastern



United States asked them to report their total personal invest-
ment in the stock market ($), total number of different stocks
currently held, total invested in mutual funds ($), and the
name of each mutual fund in which they have invested. The
data were used in the aggregate for classroom illustrations.

24, Theme park sites. A study on the potential for develop-
ing theme parks in various locations throughout Europe in
2008 collects the following information: the country where
the proposed site is located, estimated cost to acquire
site (in euros), size of population within a one-hour drive of
the site, size of the site (in hectares), mass transportation
within 5 minutes of the site. The data will be used to pres-
ent to prospective developers.

25. Indy 2009. The 2.5-mile Indianapolis Motor
Speedway has been the home to a race on Memorial Day
nearly every year since 1911. Even during the first race
there were controversies. Ralph Mulford was given the
checkered flag first but took three extra laps just to make
sure he’d completed 500 miles. When he finished, an-
other driver, Ray Harroun, was being presented with the
winner’s trophy, and Mulford’s protests were ignored.

26. Kentucky Derby. The Kentucky Derby is a horse race
that has been run every year since 1875 at Churchill
Downs, Louisville, Kentucky. The race started as a 1.5-
mile race, but in 1896 it was shortened to 1.25 miles be-
cause experts felt that 3-year-old horses shouldn’t run such

Exercises 23

Harroun averaged 74.6 mph for the 500 miles. Here are
the data for the first few and three recent Indianapolis
500 races.

Time Speed
Year Winner Car (hrs) (mph) | Car#
1911 | Ray Harroun Marmon 6.7022 | 74.602 32
Model 32

1912 | Joe Dawson National 6.3517 | 78.719 8

1913 | Jules Goux Peugeot 6.5848 | 75.933 16

2005 | Dan Wheldon Dallara/ 3.1725 | 157.603 | 26
Honda

2006 | Sam Hornish, Jr. Dallara/ 3.1830 | 157.085 6
Honda

2007 | Dario Franchitti Dallara/ 2.7343 | 151.774 | 27
Honda

2008 | Scott Dixon Dallara 3.4826 | 143.567

2009 | Hélio Castroneves | Dallara 3.3262 | 150.318 3

a long race that early in the season. (It has been run in May
every year but one—1901—when it took place on April 29.)
The table at the bottom of the page shows the data for the
first few and a few recent races.

Date Winner Margin (lengths) Jockey Winner’s Payoff ($) | Duration (min:sec) | Track Condition

May 17,1875 | Aristides 2 0. Lewis 2850 2:37.75 Fast

May 15, 1876 | Vagrant 2 B. Swim 2950 2:38.25 Fast

May 22, 1877 | Baden-Baden 2 W. Walker 3300 2:38.00 Fast

May 21, 1878 | Day Star 1 J. Carter 4050 2:37.25 Dusty

May 20, 1879 | Lord Murphy 1 C. Shauer 3550 2:37.00 Fast

May 5, 2001 | Monarchos 43/4 J. Chavez 812,000 1:59.97 Fast

May 4,2002 | War Emblem 4 V. Espinoza 1,875,000 2:01.13 Fast

May 3,2003 | Funny Cide 13/4 J. Santos 800,200 2:01.19 Fast

May 1,2004 | Smarty Jones 2 3/4 S. Elliott 854,800 2:04.06 Sloppy

When you organize data in a spreadsheet, it is important to
lay it out as a data table. For each of these examples in
Exercises 27 to 30, show how you would lay out these data.
Indicate the beadings of columns and what would be found in
each row.

27. Mortgages. For a study of mortgage loan performance:
amount of the loan, the name of the borrower.

28. Employee performance. Data collected to determine
performance-based bonuses: employee ID, average contract
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closed (in $), supervisor’s rating (1-10), years with the
company.

29. Company performance. Data collected for financial
planning: weekly sales, week (week number of the year),
sales predicted by last year’s plan, difference between pre-
dicted sales and realized sales.

30. Command performance. Data collected on investments
in Broadway shows: number of investors, total invested,
name of the show, profit/loss after one year.

For the following examples in Exercises 31 to 34, indicate
whether the data are a time series or a cross section.

31. Car sales. Number of cars sold by each salesperson in
a dealership in September.

32. Motorcycle sales. Number of motorcycles sold by a
dealership in each month of 2008.

33. Cross sections. Average diameter of trees brought to a
sawmill in each week of a year.

34. Series. Attendance at the third World Series game
recording the age of each fan.

i

1 Who—vpolicies on churches and schools

What—policy number, years claim free, net
property premium (§), net liability premium ($),
total property value ($000), median age in zip code,
school?, territory, coverage

How—company records

When—not given

Policy number: identifier (categorical)
Years claim free: quantitative

Net property premium: quantitative ($)
Net liability premium: quantitative ($)
Total property value: quantitative (§)
Median age in zip code: quantitative
School?: categorical (true/false)
Territory: categorical

Coverage: categorical



Surveys and Sampling . /I

Roper Polls

Public opinion polls are a relatively new phenomenon.
In 1948, as a result of telephone surveys of likely
voters, all of the major organizations—Gallup, Roper,
and Crossley—consistently predicted, throughout the
summer and into the fall, that Thomas Dewey would
defeat Harry Truman in the November presidential
election. By October the results seemed so clear that
Fortune magazine declared, “Due to the overwhelming
evidence, Fortune and Mr. Roper plan no further
detailed reports on change of opinion in the

”»

forthcoming presidential campaign. . . .

Of course, Harry Truman

. @hicago Taily Tvibuue 8 went on to win the 1948

D[W[Y DEFEATS THUMAH election, and the picture
e LR 0 B of Truman in the early
morning after the election
g holding up the Chicago
Tribune (printed the night
before), with its headline
declaring Dewey the winner,

has become legend.

The public’ faith in opinion polls
plummeted after the election, but Elmo
Roper vigorously defended the pollsters. Roper was

a principal and founder of one of the first market
research firms, Cherington, Wood, and Roper, and
director of the Fortune Survey, which was
the first national poll to use
scientific sampling

25
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3.1

techniques. He argued that rather than abandoning polling,
business leaders should learn what had gone wrong in the 1948
polls so that market research could be improved. His frank
admission of the mistakes made in those polls helped to restore
confidence in polling as a business tool.

For the rest of his career, Roper split his efforts between two
projects, commercial polling and public opinion. He established
the Roper Center for Public Opinion Research at Williams
College as a place to house public opinion archives, convincing
tellow polling leaders Gallup and Crossley to participate as well.
Now located at the University of Connecticut, the Roper Center
is one of the world’s leading archives of social science data. Roper’s
market research efforts started as Roper Research Associates and
later became the Roper Organization, which was acquired in
2005 by GfK. Founded in Germany in 1934 as the Gesellschaft
tir Konsumforschung (literally, “Society for Consumption
Research”), GfK now stands for “growth from knowledge.” It is
the fourth largest international market research organization,
with over 130 companies in 70 countries and more than 7700
employees worldwide.

fK Roper Consulting conducts a yearly, global study to examine cul-

tural, economic, and social information that may be crucial to compa-

nies doing business worldwide. These companies use the information

provided by GfK Roper to help make marketing and advertising deci-
sions in different markets around the world.

How do the researchers at GIK Roper know that the responses they get reflect
the real attitudes of consumers? After all, they don’t ask everyone, but they don’t want
to limit their conclusions to just the people they surveyed. Generalizing from the
data at hand to the world at large is something that market researchers, investors, and
pollsters do every day. To do it wisely, they need three fundamental ideas.

Three Ideas of Sampling
Idea 1: Sample—Examine a Part of the Whole

We’d like to know about an entire collection of individuals, called a population,
but examining all of them is usually impractical, if not impossible. So we settle for
examining a smaller group of individuals—a sample—selected from the popula-
tion. For the Roper researchers the population of interest is the entire world, but
it’s not practical, cost-effective, or feasible to survey everyone. So they examine a
sample selected from the population.
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The population we are interested
in is usually determined by the why
of our study. The participants or
cases in the sample we draw will be
the who. when and how we draw the
sample may depend on what is
practical.
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You take samples every day. For example, if you want to know how the veg-
etable soup you’re cooking for dinner tonight is going to taste, you blow on a
spoonful and try it. You certainly don’t consume the whole pot. You trust that the
taste will represent the flavor of the population—the entire pot. The idea of tasting
is that a small sample, if selected properly, can represent the larger population.

The GfK Roper Reports® Worldwide poll is an example of a sample survey,
designed to ask questions of a small group of people in the hope of learning some-
thing about the entire population. Most likely, you’ve never been selected to be
part of a national opinion poll. That’s true of most people. So how can the pollsters
claim that a sample represents the entire population? Selecting a sample to repre-
sent the population fairly is easy in theory, but in practice, it’s more difficult than it
sounds. Polls or surveys most often fail because the sample fails to represent part of
the population. For example, a telephone survey may get no responses from people
with caller ID and may favor other groups, such as the retired or the homebound,
who would be more likely to be near their phones when the interviewer calls.
Samples that over- or underemphasize some characteristics of the population are
said to be biased. When a sample is biased, the summary characteristics of a sam-
ple differ from the corresponding characteristics of the population it is trying to
represent, so they can produce misleading information. Conclusions based on bi-
ased samples are inherently flawed. There is usually no way to fix bias after the
sample is drawn and no way to salvage useful information from it.

"To make the sample as representative as possible, you might be tempted to
handpick the individuals included in the sample. But the best strategy is to do
something quite different: We should select individuals for the sample at random.

Idea 2: Randomize

Think back to our soup example. Suppose you add some salt to the pot (the popu-
lation). If you sample it from the top before stirring, you’ll get the misleading idea
that the whole pot is salty. If you sample from the bottom, you’ll get the equally
misleading idea that the whole pot is bland. But by stirring the soup, you
randomize the amount of salt throughout the pot, making each taste more typical
of the saltiness of the whole pot. Deliberate randomization is one of the great tools
of Statistics.

Randomization can protect against factors that you aren’t aware of, as well as
those you know are in the data. Suppose, while you aren’t looking, a friend adds a
handful of peas to the soup. The peas sink to the bottom of the pot, mixing with the
other vegetables. If you don’t randomize the soup by stirring, your test spoonful
from the top won’t have any peas. By stirring in the salt, you a/so randomize the
peas throughout the pot, making your sample taste more typical of the overall pot
even though you didn’t know the peas were there. So randomizing protects us by giving
us a representative sample even for effects we were unaware of.

For a survey, we “stir” the population by selecting the participants at random.
Randomizing protects us from the influences of #// the features of our population
by making sure that on average the sample looks like the rest of the population.

The essential feature of randomness that we need is that the selection is “fair.”
We will discuss many facets of randomness in Chapter 7, but what makes the sam-
ple fair is that each participant has an equal chance to be selected.

* Why not match the sample to the population? Rather than randomizing, we
could try to design our sample to include every possible, relevant characteristic:
income level, age, political affiliation, marital status, number of children, place of
residence, etc. Clearly we can’t possibly think of all the things that might be im-
portant. Even if we could, we wouldn’t be able to match our sample to the popula-
tion for all these characteristics.
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How well can a sample represent the population from which it was selected?
Here’s an example using the database of the Paralyzed Veterans of America, a phil-
anthropic organization with a donor list of about 3.5 million people. We’ve taken
two samples, each of 8000 individuals at random from the population. Table 3.1
shows how the means and proportions match up on seven variables.

A B C | D E F G H
Income Wealth Homeowner?
Age (yr White (% Female (%) # of children
‘ ge (vr) %) (%) Bracket (1-7) Bracket {1-9) (% Yes)
Sample 1 61.4 85.12 56.2 1.54 3.91 5.29 71.36
Sample 2 61.2 84.44 56.4 1.51 3.88 5.33 2.3

Means and proportions for seven variables from two samples of size 8000 from the Paralyzed Veterans of America data (created in Excel).

The fact that the summaries of the variables from these two samples are so similar gives us confidence that either one would be representative of the
entire population.

The two samples match closely in every category. You can see how well ran-
domizing has stirred the population. We didn’t preselect the samples for these vari-
ables, but randomizing has matched the results closely. The two samples don’t vary
much from each other, so we can assume that they don’t differ much from the rest
of the population either.

Even if a survey is given to multiple random samples, the samples will differ
from each other and so, therefore, will the responses. These sample-to-sample dif-
ferences are referred to as sampling error even though no error has occurred.

Idea 3: The Sample Size Is What Matters

You probably weren’t surprised by the idea that a sample can represent the whole.
And the idea of sampling randomly to make the sample fair makes sense too. But
the third important idea of sampling often surprises people. The third idea is that
the size of the sample determines what we can conclude from the data regardless of the
size of the population. Many people think that to provide a good representation of the
population, the sample must be a large percentage, or fraction, of the population,
but in fact all that matters is the size of the sample. The size of the population
doesn’t matter at all.! A random sample of 100 students in a college represents the
student body just about as well as a random sample of 100 voters represents the
entire electorate of the United States. This is perhaps the most surprising idea in
designing surveys.

Think about the pot of soup again. If you’re cooking for a banquet rather than
just for a few people, your pot will be bigger, but you don’t need a bigger spoon to
decide how the soup tastes. You'll get the same information from an ordinary
spoonful that you got before, no matter how large the pot—as long as the pot is
sufficiently stirred. That’s what randomness does for us. What fraction of the popu-
lation you sample doesn’t matter. It’s the sample size itself that’s important. This
idea is of key importance to the design of any sample survey, because it determines
the balance between how well the survey can measure the population and how
much the survey costs.

How big a sample do you need? That depends on what you’re estimating, but
too small a sample won’t be representative of the population. To get an idea of
what’s really in the soup, you need a large enough taste to be a representative sample

"Well, that’s not exactly true. If sample is more than about 10% of the whole population, it can
matter. It doesn’t matter whenever, as usual, our sample is a very small fraction of the population.
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from the pot, including, say, a selection of the vegetables. For a survey that tries to
find the proportion of the population falling into a category, you’ll usually need at
least several hundred respondents.?

* What do the professionals do? How do professional polling and market re-
search companies do their work? The most common polling method today is to
contact respondents by telephone. Computers generate random telephone num-
bers for telephone exchanges known to include residential customers; so pollsters
can contact people with unlisted phone numbers. The person who answers the
phone will be invited to respond to the survey—if that person qualifies. (For ex-
ample, only adults are usually surveyed, and the respondent usually must live at
the residence phoned.) If the person answering doesn’t qualify, the caller will ask
for an appropriate alternative. When they conduct the interview, the pollsters of-
ten list possible responses (such as product names) in randomized orders to avoid
biases that might favor the first name on the list.

Do these methods work? The Pew Research Center for the People and the
Press, reporting on one survey, says that

Across five days of interviewing, surveys today are able to make some kind of con-
tact with the vast majority of bouseholds (76 %), and there is no decline in this
contact rate over the past seven years. But because of busy schedules, skepticism and
outright refusals, interviews were completed in just 38 % of housebolds that were
reached using standard polling procedures.

Nevertheless, studies indicate that those actually sampled can give a good
snapshot of larger populations from which the surveyed households were drawn.

A Census—Does It Make Sense?

Why bother determining the right sample size? If you plan to open a store in a new
community, why draw a sample of residents to understand their interests and
needs? Wouldn’t it be better to just include everyone and make the “sample” be the
entire population? Such a special sample is called a census. Although a census
would appear to provide the best possible information about the population, there
are a number of reasons why it might not.

First, it can be difficult to complete a census. There always seem to be some in-
dividuals who are hard to locate or hard to measure. Do you really need to contact
the folks away on vacation when you collect your data? How about those with no
telephone or mail address? The cost of locating the last few cases may far exceed
the budget. It can also be just plain impractical to take a census. The quality control
manager for Hostess® Twinkies® doesn’t want to taste #// the Twinkies on the pro-
duction line to determine their quality. Aside from the fact that nobody could eat
that many Twinkies, it would defeat their purpose: There would be none left to sell.

Second, the population you’re studying may change. For example, in any hu-
man population, babies are born, people travel, and folks die during the time it
takes to complete the census. News events and advertising campaigns can cause
sudden shifts in opinions and preferences. A sample, surveyed in a shorter time
frame, may actually generate more accurate information.

Finally, taking a census can be cumbersome. A census usually requires a team
of pollsters and the cooperation of the population. Even with both, it’s almost im-
possible to avoid errors. Because it tries to count everyone, the U.S. Census records
too many college students. Many are included both by their families and in a report
filed by their schools. Errors of this sort, of both under- and overcounting can be
found throughout the U.S. Census.

?Chapter 10 gives the details behind this statement and shows how to decide on a sample size for a survey.
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Identifying sampling terms

A nonprofit organization has taken over the historic State Theater and hopes to preserve it with a combination of attractive
shows and fundraising. The organization has asked a team of students to help them design a survey to better understand the cus-
tomer base likely to purchase tickets. Fortunately, the theater’s computerized ticket system records contact and some demo-
graphic information for ticket purchasers, and that database of 7345 customers is available.

Questions: What is the population of interest?

What would a census be in this case? Would it be practical?

What is the sampling frame?

Answers: The population is all potential ticket purchasers.

A census would have to reach all potential purchasers. We don’t know who they are or have any way to contact them.

The sampling frame is the list of previous ticket purchasers.

3.2

P
Statistic

Any quantity that we calculate
from data could be called a
“statistic.” But in practice, we
usually obtain a statistic from a
sample and use it to estimate a
population parameter.

Parameter

Population model parameters are
not just unknown—usually they
are unknowable. We take a sample
and use the sample statistics to
estimate them.

}

1 Various claims are often made for surveys. Why is each of
the following claims not correct?
a) Itis always better to take a census than to draw a sample.

b) Stopping customers as they are leaving a restaurant is a
good way to sample opinions about the quality of the

food.

¢) We drew a sample of 100 from the 3000 students in a

Populations and Parameters

GfK Roper Reports Worldwide reports that 60.5% of people over 50 worry about
food safety, but only 43.7% of teens do. What does this claim mean? We can be sure
the Roper researchers didn’t take a census. So they can’t possibly know exactly what
percentage of teenagers worry about food safety. So what does “43.7%” mean?

"To generalize from a sample to the world at large, we need a model of reality.
Such a model doesn’t need to be complete or perfect. Just as a model of an airplane
in a wind tunnel can tell engineers what they need to know about aerodynamics
even though it doesn’t include every rivet of the actual plane, models of data can
give us summaries that we can learn from and use even though they don’t fit each
data value exactly. It’s important to remember that they’re only models of reality
and not reality itself. But without models, what we can learn about the world at
large is limited to only what we can say about the data we have at hand.

Models use mathematics to represent reality. We call the key numbers in those
models parameters. Sometimes a parameter used in a model for a population is
called (redundantly) a population parameter.

But let’s not forget about the data. We use the data to try to estimate values
for the population parameters. Any summary found from the data is a statistic.
Those statistics that estimate population parameters are particularly interesting.
Sometimes—and especially when we match statistics with the parameters they
estimate—we use the term sample statistic.

We draw samples because we can’t work with the entire population. We hope
that the statistics we compute from the sample will estimate the corresponding
parameters accurately. A sample that does this is said to be representative.

d) A poll taken at a popular website (www.statsisfun.org)
garnered 12,357 responses. The majority of
respondents said they enjoy doing Statistics. With a
sample size that large, we can be sure that most
Americans feel this way.

e) The true percentage of all Americans who enjoy
Statistics is called a “population statistic.”

school. To get the same level of precision for a town of
30,000 residents, we’ll need a sample of 1000.


www.statsisfun.org

3.3

Ji | =RAND()
e D__|

| 0.7503061

A Different Answer Every Time?

The RAND() function in Excel
can take you by surprise. Every
time the spreadsheet reopens, you
get a new column of random
numbers. But don’t worry. Once
you've shuffled the rows, you can
ignore the new numbers. The
order you got by shuffling won’t
keep changing.

Common Sampling Designs 31

Common Sampling Designs

We’ve said that every individual in the population should have an equal chance of
being selected in a sample. That makes the sample fair, but it’s not quite enough to
ensure that the sample is representative. Consider, for example, a market analyst
who samples customers by drawing at random from product registration forms,
half of which arrived by mail and half by online registration. She flips a coin. If it
comes up heads, she’ll draw 100 mail returns; tails, she’ll draw 100 electronic re-
turns. Each customer has an equal chance of being selected, but if tech-savvy cus-
tomers are different, then the samples are hardly representative.

Simple Random Sample (SRS)

"To make the sample representative, we must ensure that our sampling method gives
each combination of individuals an equal chance as well. A sample drawn in this way
is called a simple random sample, usually abbreviated SRS. An SRS is the sam-
pling method on which the theory of working with sampled data is based and thus
the standard against which we measure other sampling methods.

We'd like to select from the population, but often we don’t have a list of all the
individuals in the population. The list we actually draw from is called a sampling
frame. A store may want to survey all its regular customers. But it can’t draw a sam-
ple from the population of all regular customers, because it doesn’t have such a list.
The store may have a list of customers who have registered as “frequent shoppers.”
That list can be the sampling frame from which the store can draw its sample.

Of course, whenever the sampling frame and the population differ (as they al-
most always will), we must deal with the differences. Are the opinions of those who
registered as frequent shoppers different from the rest of the regular shoppers?
What about customers who used to be regulars but haven’t shopped there recently?
The answers to questions like these about the sampling frame may depend on the
purpose of the survey and may impact the conclusions that one can draw.

Once we have a sampling frame, we need to randomize it so we can choose an
SRS. Fortunately, random numbers are readily available these days in spreadsheets,
statistics programs, and even on the Internet. Before this technology existed, peo-
ple used to literally draw numbers out of a hat to randomize. But now, the easiest
way to randomize your sampling frame is to match it with a parallel list of random
numbers and then sort the random numbers, carrying along the cases so that they
get “shuffled” into random order. Then you can just pick cases off the top of the
randomized list until you have enough for your sample.

Samples drawn at random generally differ one from another. If we were to repeat
the sampling process, a new draw of random numbers would select different people for
our sample. These differences would lead to different values for the variables we meas-
ure. We call these sample-to-sample differences sampling variability. Surprisingly,
sampling variability isn’t a problem; it’s an opportunity. If different samples from a pop-
ulation vary little from each other, then most likely the underlying population harbors
little variation. If the samples show much sampling variability, the underlying popula-
tion probably varies a lot. In the coming chapters, we’ll spend much time and attention
working with sampling variability to better understand what we are trying to measure.

For Example Choosing a random sample

Continuing the example on page 30, the student consultants select 200 ticket buyers at random from the database. First, the
State Theater database is placed in a spreadsheet. Next, to draw random numbers, the students use the Excel command RAND).
(They type =RAND() in the top cell of a column next to the data and then use Fi// Down to populate the column down to the bot-
tom.) They then sort the spreadsheet to put the random column in order and select ticket buyers from the top of the randomized

(continued)
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spreadsheet until they complete 200 interviews. This makes it easy to select more respondents when (as always happens) some of
the people they select can’t be reached by telephone or decline to participate.

Questions: What is the sampling frame?

If the customer database held 30,000 records instead of 7345, how much larger a sample would we need to get the same

information?

If we then draw a different sample of 200 customers and obtain different answers to the questions on the survey, how do we

refer to these differences?

Answers: The sampling frame is the customer database.

The size of the sample is all that matters, not the size of the population. We would need a sample of 200.

The differences in the responses are called sampling ervor, or sampling variability.

-
Sampling Errors vs. Bias

We referred to sample-to-sample
variability earlier in this chapter as
sampling error; making it sound like
it’s some kind of mistake. It’s not.
We understand that samples will
vary, so “sampling errors” are to be
expected. It’s bias we must strive to
avoid. Bias means our sampling
method distorts our view of the
population. Of course, bias leads to
mistakes. Even more insidious,
bias introduces errors that we
cannot correct with subsequent
analysis.

Simple random sampling is not the only fair way to sample. More complicated
designs may save time or money or avert sampling problems. All statistical
sampling designs have in common the idea that chance, rather than human choice,
is used to select the sample.

Stratified Sampling

Designs that are used to sample from large populations—especially populations re-
siding across large areas—are often more complicated than simple random sam-
ples. Sometimes we slice the population into homogeneous groups, called strata,
and then use simple random sampling within each stratum, combining the results
at the end. This is called stratified random sampling.

Why would we want to stratify? Suppose we want to survey how shoppers feel
about a potential new anchor store at a large suburban mall. The shopper popula-
tion is 60% women and 40% men, and we suspect that men and women have
different views on their choice of anchor stores. If we use simple random sampling
to select 100 people for the survey, we could end up with 70 men and 30 women or
35 men and 65 women. Our resulting estimates of the attractiveness of a new
anchor store could vary widely. To help reduce this sampling variability, we can
force a representative balance, selecting 40 men at random and 60 women at
random. This would guarantee that the proportions of men and women within our
sample match the proportions in the population, and that should make such samples
more accurate in representing population opinion.

You can imagine that stratifying by race, income, age, and other characteristics
can be helpful, depending on the purpose of the survey. When we use a sampling
method that restricts by strata, additional samples are more like one another, so sta-
tistics calculated for the sampled values will vary less from one sample to another.
"This reduced sampling variability is the most important benefit of stratifying, but the
analysis of data sampled with these designs is beyond the scope of our book.

Cluster and Multistage Sampling

Sometimes dividing the sample into homogeneous strata isn’t practical, and even
simple random sampling may be difficult. For example, suppose we wanted to as-
sess the reading level of a product instruction manual based on the length of the
sentences. Simple random sampling could be awkward; we’d have to number each
sentence and then find, for example, the 576th sentence or the 2482nd sentence,
and so on. Doesn’t sound like much fun, does it?

We could make our task much easier by picking a few pages at random and then
counting the lengths of the sentences on those pages. That’s easier than picking



P
Strata or Clusters?

We create strata by dividing the
population into groups of similar
individuals so that each stratum is
different from the others. (For
example, we often stratify by age,
race, or sex.) By contrast, we
create clusters that all look pretty
much alike, each representing the
wide variety of individuals seen in
the population.
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individual sentences and works if we believe that the pages are all reasonably simi-
lar to one another in terms of reading level. Splitting the population in this way
into parts or clusters that each represent the population can make sampling more
practical. We select one or a few clusters at random and perform a census within
each of them. This sampling design is called cluster sampling. If each cluster fairly
represents the population, cluster sampling will generate an unbiased sample.

What’s the difference between cluster sampling and stratified sampling? We
stratify to ensure that our sample represents different groups in the population, and
sample randomly within each stratum. This reduces the sample-to-sample variabil-
ity. Strata are homogeneous, but differ from one another. By contrast, clusters are
more or less alike, each heterogeneous and resembling the overall population. We
cluster to save money or even to make the study practical.

Sometimes we use a variety of sampling methods together. In trying to assess
the reading level of our instruction manual, we might worry that the “quick start”
instructions are easy to read, but the “troubleshooting” chapter is more difficult.
If so, we’d want to avoid samples that selected heavily from any one chapter. To
guarantee a fair mix of sections, we could randomly choose one section from each
chapter of the manual. Then we would randomly select a few pages from each of
those sections. If altogether that made too many sentences, we might select a few
sentences at random from each of the chosen pages. So, what is our sampling
strategy? First we stratify by the chapter of the manual and randomly choose a
section to represent each stratum. Within each selected section, we choose pages
as clusters. Finally, we consider an SRS of sentences within each cluster.
Sampling schemes that combine several methods are called multistage samples.
Most surveys conducted by professional polling organizations and market re-
search firms use some combination of stratified and cluster sampling as well as
simple random samples.

Identifying more complex designs

The theater board wants to encourage people to come from out of town to attend theater events. They know that, in general,
about 40% of ticket buyers are from out of town. These customers often purchase dinner at a local restaurant or stay overnight
in a local inn, generating business for the town. The board hopes this information will encourage local businesses to advertise in
the theater program, so they want to be sure out-of-town customers are represented in the samples. The database includes zip
codes. The student consultants decide to sample 80 ticket buyers from zip codes outside the town and 120 from the town’s zip

code.

Questions: What kind of sampling scheme are they using to replace the simple random sample?

What are the advantages of selecting 80 out of town and 120 local customers?

Answers: A stratified sample, consisting of a sample of 80 out-of-town customers and a sample of 120 local customers.

By stratifying, they can guarantee that 40% of the sample is from out of town, reflecting the overall proportions among ticket
buyers. If out-of-town customers differ in important ways from local ticket buyers, a stratified sample will reduce the variation in
the estimates for each group so that the combined estimates can be more precise.

Systematic Samples

Sometimes we draw a sample by selecting individuals systematically. For example, a
systematic sample might select every tenth person on an alphabetical list of
employees. To make sure our sample is random, we still must start the systematic
selection with a randomly selected individual—not necessarily the first person on
the list. When there is no reason to believe that the order of the list could be asso-
ciated in any way with the responses measured, systematic sampling can give a
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2 We need to survey a random sample of the 300
passengers on a flight from San Francisco to Tokyo.
Name each sampling method described below.

a) Pick every tenth passenger as people board the plane.

CHAPTER 3
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¢) Randomly generate 30 seat numbers and survey the
passengers who sit there.

d) Randomly select a seat position (right window, right
center, right aisle, etc.) And survey all the passengers

b) From the boarding list, randomly choose five people sitting in those seats.

flying first class and 25 of the other passengers.

representative sample. Systematic sampling can be much less expensive than true
random sampling. When you use a systematic sample, you should justify the assump-
tion that the systematic method is not associated with any of the measured variables.

Think about the reading level sampling example again. Suppose we have cho-
sen a section of the manual at random, then three pages at random from that sec-
tion, and now we want to select a sample of 10 sentences from the 73 sentences
found on those pages. Instead of numbering each sentence so we can pick a simple
random sample, it would be easier to sample systematically. A quick calculation
shows 73/10 = 7.3, so we can get our sample by picking every seventh sentence on
the page. But where should you start? At random, of course. We’ve accounted for
10 X 7 = 70 of the sentences, so we’ll throw the extra three into the starting group
and choose a sentence at random from the first 10. Then we pick every seventh
sentence after that and record its length.

In a course at a business

" Guided Example arket Demand Survey ‘

school in the United
States, the students form
business teams, propose
a new product, and use
seed money to launch a
business to sell the prod-
uct on campus.

Before committing funds for the business, each
team must complete the following assignment:
“Conduct a survey to determine the potential market
demand on campus for the product you are proposing
to sell.” Suppose your team’s product is a 500-piece
jigsaw puzzle of the map of your college campus.
Design a marketing survey and discuss the important
issues to consider.

PLAN Setup State the goals and objectives of

the survey.

Population and Parameters Identify the
population to be studied and the associ-
ated sampling frame. What are the parame-
ters of interest?

Our team designed a study to find out how likely students
at our school are to buy our proposed product—a
500-piece jigsaw puzzle of the map of our college campus.

The population studied will be students at our school.
We have obtained a list of all students currently enrolled
to use as the sampling frame. The parameter of interest
is the proportion of students likely to buy this product.
We'll also collect some demographic information about
the respondente.



Sampling Plan Specify the sampling
method and the sample size, z. Specify
how the sample was actually drawn. What
is the sampling frame?

The description should, if possible, be
complete enough to allow someone to
replicate the procedure, drawing another
sample from the same population in the
same manner. A good description of the
procedure is essential, even if it could
never practically be repeated. The ques-
tion you ask is important, so state the
wording of the question clearly. Be sure
that the question is useful in helping you
with the overall goal of the survey.
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We will eelect a simple random sample of students. We
decided against stratifying by sex or class because we
thought that students were all more or less alike in their
likely interest in our product.

We will ask the students we contact:

Do you solve jigeaw puzzles for fun?

Then we will show them a prototype puzzle and ask:
If this puzzle sold for $10, would you purchase one?

We will also record the respondent’s sex and clase.

DO Sampling Practice Specify when, where,
and how the sampling will be performed.
Specify any other details of your survey,
such as how respondents were contacted,
any incentives that were offered to en-
courage them to respond, how nonre-
spondents were treated, and so on.

The survey will be administered in the middle of the fall
semester during October. We have a master list of
registered students, which we will randomize by matching
it with random numbers from www.random.org and sort-
ing on the random numbers, carrying the names. We will
contact selected students by phone or e-mail and arrange
to meet with them. If a student is unwilling to participate,
the next name from the randomized list will be substituted
until a sample of 200 participants is found.

We will meet with students in an office set aside for this pur-
pose 50 that each will see the puzzle under similar conditions.

REPORT

Summary and Conclusion This report
should include a discussion of all the ele-
ments needed to design the study. Its
good practice to discuss any special cir-
cumstances or other issues that may need
attention.

U

MEMO
Re: Survey Plans

Our team’s plans for the puzzle market survey call for

a simple random sample of students. Because subjects
need to be shown the prototype puzzle, we must arrange
to meet with selected participante. We have arranged an
office for that purpose.

We will also collect demographic information so we can
determine whether there is in fact a difference in interest
level among classes or between men and women.

The Real Sample

We have been discussing sampling in a somewhat idealized setting. In the real
word, things can be a bit messier. Here are some things to consider.

The population may not be as well-defined as it seems. For example, if a com-
pany wants the opinions of a typical mall “shopper,” who should they sample?
Should they only ask shoppers carrying a purchase? Should they include people
eating at the food court? How about teenagers just hanging out by the mall’s video
store? Even when the population is clear, it may not be possible to establish an ap-
propriate sampling frame.


www.random.org
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What’s the Sample?

The population we want to study
is determined by asking why.
When we design a survey, we use
the term “sample” to refer to the
individuals selected, from whom
we hope to obtain responses.
Unfortunately, the real sample is
just those we can reach to obtain
responses—the who of the study.
These are slightly different uses of
the same term sample. The context
usually makes clear which we
mean, but it's important to realize
that the difference between the
two samples could undermine even
a well-designed study.

Surveys and Sampling

Usually, the practical sampling frame is not the group you reslly want to know
about. For example, election polls want to sample from those who will actually vote
in the next election—a group that is particularly tricky to identify before election
day. The sampling frame limits what your survey can find out.

Then there’s your target sample. These are the individuals selected according
to your sample design for whom you intend to measure responses. You're not likely
to get responses from all of them. (“I know it’s dinner time, but I'm sure you wouldn’t
mind answering a few questions. It’ll only take 20 minutes or so. Oh, you’re busy?”)
Nonresponse is a problem in many surveys.

Sample designs are usually about the target sample. But in the real world, you
won’t get responses from everyone your design selects. So in reality, your sample
consists of the actual respondents. These are the individuals about whom you do get
data and can draw conclusions. Unfortunately, they might not be representative of
either the sampling frame or the population.

At each step, the group we can study may be constrained further. The who of
our study keeps changing, and each constraint can introduce biases. A careful study
should address the question of how well each group matches the population of
interest. The who in an SRS is the population of interest from which we’ve drawn
a representative sample. That’s not always true for other kinds of samples.

When people (or committees!) decide on a survey, they often fail to think
through the important questions about who are the who of the study and whether
they are the individuals about whom the answers would be interesting or have
meaningful business consequences. This is a key step in performing a survey and
should not be overlooked.

YOUR NEW
POLLS ARE

A VAST MAJORITY OF WHAT WERE THEIR THAT YOUD | WHERE DO

HOUSEHOLD SIX-YEAR-OLDS | EXPECTATIONS P BE MORE | YOU POLLSTERS

SAY NOURE NOT LIVING LIKE AN | FIND THESE

UP To THEIR EXPECTATIONS ‘ AUTOMATIC | RESPONDENTS ?!
. OF FATHERHOOD. s TELLER

MACHINE .

CALVIN AND HOBBES © 1993 Watterson. Reprinted with permission of Universal Press Syndicate.
All rights reserved.

3.4

The Valid Survey

It isn’t sufficient to draw a sample and start asking questions. You want to feel con-
fident your survey can yield the information you need about the population you are
interested in. We want a valid survey.

"To help ensure a valid survey, you need to ask four questions:

What do I want to know?
Who are the right respondents?

What are the right questions?
What will be done with the results?

These questions may seem obvious, but there are a number of specific pitfalls to
avoid:

Know what you want to know. Far too often, decisionmakers decide to perform
a survey without any clear idea of what they hope to learn. Before considering a
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survey, you must be clear about what you hope to learn and what population you
want to learn about. If you don’t know that, you can’t even judge whether you have
a valid survey. The survey instrument—the questionnaire itself—can be a source of
errors. Perhaps the most common error is to ask unnecessary questions. The
longer the survey, the fewer people will complete it, leading to greater nonresponse
bias. For each question on your survey, you should ask yourself whether you really
want to know this and what you would do with the responses if you had them. If
you don’t have a good use for the answer to a question, don’t ask it.

Use the right sampling frame. A valid survey obtains responses from appropriate
respondents. Be sure you have a suitable sampling frame. Have you identified the
population of interest and sampled from it appropriately? A company looking to
expand its base might survey customers who returned warrantee registration
cards—after all, that’s a readily available sampling frame—but if the company wants
to know how to make its product more attractive, it needs to survey customers who
rejected its product in favor of a competitor’s product. This is the population that
can tell the company what about its product needs to change to capture a larger
market share. The errors in the presidential election polls of 1948 were likely due
to the use of telephone samples in an era when telephones were not affordable by
the less affluent—who were the folks most likely to vote for Truman.

It is equally important to be sure that your respondents actually know the in-
formation you hope to discover. Your customers may not know much about the
competing products, so asking them to compare your product with others may not
yield useful information.

Ask specific rather than general questions. It is better to be specific. “Do you
usually recall TV commercials?” won't be as useful as “How many TV commercials
can you recall from last night?” or better, yet, “Please describe for me all the TV
commercials you can recall from your viewing last night.”

Watch for biases. Even with the right sampling frame, you must beware of bias in
your sample. If customers who purchase more expensive items are less likely to re-
spond to your survey, this can lead to nonresponse bias. Although you can’t expect all
mailed surveys to be returned, if those individuals who don’t respond have common
characteristics, your sample will no longer represent the population you hope to learn
about. Surveys in which respondents volunteer to participate, such as online surveys,
suffer from voluntary response bias. Individuals with the strongest feelings on either
side of an issue are more likely to respond; those who don’t care may not bother.

Be careful with question phrasing. Questions must be carefully worded. A respon-
dent may not understand the question—or may not understand the question the way
the researcher intended it. For example, “Does anyone in your family own a Ford
truck?” leaves the term “family” unclear. Does it include only spouses and children or
parents and siblings, or do in-laws and second cousins count too? A question like “Was
your Twinkie fresh?” might be interpreted quite differently by different people.

Be careful with answer phrasing. Respondents and survey-takers may also pro-
vide inaccurate responses, especially when questions are politically or sociologically
sensitive. This also applies when the question does not take into account all possi-
ble answers, such as a true-false or multiple-choice question to which there may be
other answers. Or the respondent may not know the correct answer to the question
on the survey. In 1948, there were four major candidates for President,’ but some

SHarry Truman, Thomas Dewey, Strom Thurmond, and Henry Wallace.
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survey respondents might not have been able to name them all. A survey question
that just asked “Who do you plan to vote for?” might have underrepresented the
less prominent candidates. And one that just asked “What do you think of
Wallace?” might yield inaccurate results from voters who simply didn’t know
who he was. We refer to inaccurate responses (intentional or unintentional) as
measurement errors. One way to cut down on measurement errors is to provide a

range of possible responses. But be sure to phrase them in neutral terms.

The best way to protect a survey from measurement errors is to perform a pi-
lot test. In a pilot test, a small sample is drawn from the sampling frame, and a
draft form of the survey instrument is administered. A pilot test can point out flaws
in the instrument. For example, during a staff cutback at one of our schools, a re-
searcher surveyed faculty members to ask how they felt about the reduction in staff
support. The scale ran from “It’s a good idea” to “I'm very unhappy.” Fortunately,
a pilot study showed that everyone was very unhappy or worse. The scale was re-

tuned to run from “unhappy” to “ready to quit.”

For Example Survey design

A nonprofit organization has enlisted some student consultants to help design a fundraising survey. The student consultants suggest
to the board of directors that they may want to rethink their survey plans. They point out that there are differences between the
population, the sampling frame, the target sample contacted by telephone, and the actual sample.

Question: How do the population, sampling frame, target sample, and sample differ?
Answer: The population is all potential ticket buyers.

The sampling frame is only those who have previously purchased tickets. Anyone who wasn’t attracted to previous productions
wouldn’t be surveyed. That could keep the board from learning of ways to make the theater’s offering more attractive to those
who hadn’t purchased tickets before.

The target sample is those selected from the database who can be contacted by telephone. Those with unlisted numbers or who
had declined to give their phone number can’t be contacted. It may be more difficult to contact those with caller ID.

The actual sample will be those previous customers selected at random from the database who can be reached by telephone and
who agree to complete the survey.

3.5 How to Sample Badly

Bad sample designs yield worthless data. Many of the most convenient forms of
sampling can be seriously biased. And there is no way to correct for the bias from a
bad sample. So it’s wise to pay attention to sample design—and to beware of reports

based on poor samples.

Voluntary Response Sample

One of the most common dangerous sampling methods is the voluntary response
sample. In a voluntary response sample, a large group of individuals is invited to
respond, and all who do respond are counted. This method is used by call-in shows,
900 numbers, Internet polls, and letters written to members of Congress.
Voluntary response samples are almost always biased, and so conclusions drawn

from them are almost always wrong.

It’s often hard to define the sampling frame of a voluntary response study.
Practically, the frames are groups such as Internet users who frequent a particular
website or viewers of a particular TV show. But those sampling frames don’t corre-

spond to the population you are likely to be interested in.



Do you use the Internet?

Click here for yes

'_Ch'ck here for no

P
Internet Surveys

Internet convenience surveys are
often worthless. As voluntary
response surveys, they have no
well-defined sampling frame (all
those who use the Internet and
visit their site?) and thus report
no useful information. Do not
use them.
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Even if the sampling frame is of interest, voluntary response samples are often
biased toward those with strong opinions or those who are strongly motivated—
and especially from those with strong negative opinions. A request that travelers
who have used the local airport visit a survey site to report on their experiences is
much more likely to hear from those who had long waits, cancelled flights, and lost
luggage than from those whose flights were on time and carefree. The resulting
voluntary response bias invalidates the survey.

Convenience Sampling

Another sampling method that doesn’t work is convenience sampling. As the name
suggests, in convenience sampling we simply include the individuals who are
convenient. Unfortunately, this group may not be representative of the population.
A survey of 437 potential home buyers in Orange County, California, found,
among other things, that

all but 2 percent of the buyers have at least one computer at home, and 62 percent
bave two or more. Of those with a computer, 99 percent are connected to the
Internet (Fennifer Hieger, “Portrait of Homebuyer Household: 2 Kids and
a PC,” Orange County Register; July 27, 2001).

Later in the article, we learn that the survey was conducted via the Internet. That
was a convenient way to collect data and surely easier than drawing a simple ran-
dom sample, but perhaps home builders shouldn’t conclude from this study that
every family has a computer and an Internet connection.

Many surveys conducted at shopping malls suffer from the same problem.
People in shopping malls are not necessarily representative of the population of in-
terest. Mall shoppers tend to be more affluent and include a larger percentage of
teenagers and retirees than the population at large. To make matters worse, survey
interviewers tend to select individuals who look “safe,” or easy to interview.

Convenience sampling is not just a problem for beginners. In fact, convenience
sampling is a widespread problem in the business world. When a company wants to
find out what people think about its products or services, it may turn to the easiest
people to sample: its own customers. But the company will never learn how those
who don’t buy its product feel about it.

Bad Sampling Frame?

An SRS from an incomplete sampling frame introduces bias because the individu-
als included may differ from the ones not in the frame. It may be easier to sample
workers from a single site, but if a company has many sites and they differ in
worker satisfaction, training, or job descriptions, the resulting sample can be bi-
ased. There is serious concern among professional pollsters that the increasing
numbers of people who can be reached only by cell phone may bias telephone-
based market research and polling.

Undercoverage

Many survey designs suffer from undercoverage, in which some portion of the
population is not sampled at all or has a smaller representation in the sample than
it has in the population. Undercoverage can arise for a number of reasons, but it’s
always a potential source of bias. Are people who use answering machines to screen
callers (and are thus less available to blind calls from market researchers) different
from other customers in their purchasing preferences?
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For Example Common mistakes in survey design

A board member proposes that rather than telephoning past customers, they simply post someone at the door to ask theater go-
ers their opinions. Another suggests that it would be even easier to post a questionnaire on the theater website and invite re-
sponses there. A third suggests that rather than working with random numbers, they simply phone every 200th person on the list
of past customers.

Question: Identify the three methods proposed and explain what strengths and weaknesses they have.

Answer: Questioning customers at the door would be a convenience sample. It would be cheap and fast but is likely to be biased
by the nature and quality of the particular performance where the survey takes place.

Inviting responses on the website would be a voluntary response sample. Only customers who frequented the website and decided to
respond would be surveyed. This might, for example, underrepresent older customers or those without home Internet access.

Sampling every 200th name from the customer list would be a systematic sample. It is slightly easier than randomizing. If the or-
der of names on the list is unrelated to any questions asked, then this might be an acceptable method. But if, for example, the list
is kept in the order of first purchases (when a customer’s name and information were added to the database), then there might be
a relationship between opinions and location on the list.

What Can Go Wrong? |

* Nonrespondents. No survey succeeds in getting responses from everyone.
The problem is that those who don’t respond may differ from those who do.
And if they differ on just the variables we care about, the lack of response will
bias the results. Rather than sending out a large number of surveys for which
the response rate will be low, it is often better to design a smaller, randomized
survey for which you have the resources to ensure a high response rate.

* Long, dull surveys. Surveys that are too long are more likely to be refused,
reducing the response rate and biasing all the results. Keep it short.

* Response bias. Response bias includes the tendency of respondents to tailor
their responses to please the interviewer and the consequences of slanted
question wording.

* Push polls. Push polls, which masquerade as surveys, present one side of an
issue before asking a question. For example, a question like
Would the fact that the new store that just opened by the mall sells mostly goods made
overseas by workers in sweatshop conditions influence your decision to shop there rather
than in the downtown store that features American-made products?

is designed not to gather information, but to spread ill-will toward the new store.
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How to Think about Biases

* Look for biases in any survey. If you design a survey of your own, ask some-
one else to help look for biases that may not be obvious to you. Do this before
you collect your data. There’s no way to recover from a biased sample or a
survey that asks biased questions.

A bigger sample size for a biased study just gives you a bigger useless
study. A really big sample gives you a really big useless study.

e Spend your time and resources reducing biases. No other use of re-
sources is as worthwhile as reducing the biases.

* If you possibly can, pretest or pilot your survey. Administer the survey in
the exact form that you intend to use it to a small sample drawn from the pop-
ulation you intend to sample. Look for misunderstandings, misinterpretation,
confusion, or other possible biases. Then redesign your survey instrument.

* Always report your sampling methods in detail. Others may be able to de-

tect biases where you did not expect to find them.

Ethics in Action

he Lackawax River Group is interested in ap-

plying for state funds in order to continue

their restoration and conservation of the

Lackawax River, a river that has been pol-
luted from years of industry and agricultural discharge.
While they have managed to gain significant support for
their cause through education and community involve-
ment, the executive committee is now interested in
presenting the state with more compelling evidence.
They decided to survey local residents regarding their
attitudes toward the proposed expansion of the river
restoration and conservation project. With limited time
and money (the deadline for the grant application was
fast approaching), the executive committee was de-
lighted that one of its members, Harry Greentree, vol-
unteered to undertake the project. Harry owned a local
organic food store and agreed to have a sample of his
shoppers interviewed during the next one-week period.
The only concern that the committee had was that the

shoppers be selected in a systematic fashion, for in-
stance, by interviewing every fifth person who entered
the store. Harry had no problem with this request and
was eager to help the Lackawax River Group.

ETHICAL ISSUE Introducing bias into the results (even if not
intentional). One might expect consumers of organic food to be

more concerned about the environment than the general popula-
tion (related to Item C, ASA Ethical Guidelines).

ETHICAL SOLUTION Harry is using a convenience sanple
[from which results cannot be generalized. If the Lackawax River
Group cannot improve their sampling scheme and survey design
(for example, for lack of expertise or time), they should openly dis-
cuss the weaknesses of their sampling method when they disclose
details of their study. When reporting the results, they should note
that their findings are from a convenience sample and include an
appropriate disclaimer.
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What Have We Learned?

Learning Objectives

Terms

Bias
Census
Cluster

Cluster sampling

Convenience sampling
Measurement error
Multistage sample
Nonresponse bias
Parameter

Pilot test
Population

m Know the three ideas of sampling.

¢ Examine a part of the whole: A sample can give information about the
population.

* Randomize to make the sample representative.

* The sample size is what matters. It’s the size of the sample—and not its fraction
of the larger population—that determines the precision of the statistics it
yields.

m Be able to draw a Simple Random Sample (SRS) using a table of
random digits or a list of random numbers from technology or an
Internet site.

* In a simple random sample (SRS), every possible group of » individuals has an
equal chance of being our sample.
m Know the definitions of other sampling methods:

* Stratified samples can reduce sampling variability by identifying homogeneous
subgroups and then randomly sampling within each.

¢ Cluster samples randomly select among heterogeneous subgroups that each
resemble the population at large, making our sampling tasks more manageable.

* Systematic samples can work in some situations and are often the least expen-
sive method of sampling. But we still want to start them randomly.

* Multistage samples combine several random sampling methods.

= Identify and avoid causes of bias.

* Nonresponse bias can arise when sampled individuals will not or cannot
respond.

* Response bias arises when respondents’ answers might be affected by external
influences, such as question wording or interviewer behavior.

* Voluntary response samples are almost always biased and should be avoided
and distrusted.

* Convenience samples are likely to be flawed for similar reasons.

* Undercoverage occurs when individuals from a subgroup of the population are
selected less often than they should be.

Any systematic failure of a sampling method to represent its population.
An attempt to collect data on the entire population of interest.

A representative subset of a population chosen for reasons of convenience, cost, or
practicality.

A sampling design in which groups, or clusters, representative of the population are chosen
at random and a census is then taken of each.

A sample that consists of individuals who are conveniently available.

Any inaccuracy in a response, from any source, whether intentional or unintentional.
A sampling scheme that combines several sampling methods.

Bias introduced to a sample when a large fraction of those sampled fails to respond.

A numerically valued attribute of a model for a population. We rarely expect to know the
value of a parameter, but we do hope to estimate it from sampled data.

A small trial run of a study to check that the methods of the study are sound.

The entire group of individuals or instances about whom we hope to learn.



Population parameter
Randomization

Representative sample

Response bias
Sample
Sample size
Sample survey

Sampling frame
Sampling variability
(or sampling error)

Simple random sample (SRS)
Statistic, sample statistic

Strata
Stratified random sample

Systematic sample
Voluntary response bias

Voluntary response sample

Undercoverage
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A numerically valued attribute of a model for a population.

A defense against bias in the sample selection process, in which each individual is given a
fair, random chance of selection.

A sample from which the statistics computed accurately reflect the corresponding popula-
tion parameters.

Anything in a survey design that influences responses.
A subset of a population, examined in hope of learning about the population.
The number of individuals in a sample.

A study that asks questions of a sample drawn from some population in the hope of
learning something about the entire population.

A list of individuals from which the sample is drawn. Individuals in the population of
interest but who are not in the sampling frame cannot be included in any sample.

The natural tendency of randomly drawn samples to differ, one from another.

A sample in which each set of 7 elements in the population has an equal chance of selection.

A value calculated for sampled data, particularly one that corresponds to, and thus
estimates, a population parameter. The term “sample statistic” is sometimes used, usually to
parallel the corresponding term “population parameter.”

Subsets of a population that are internally homogeneous but may differ one from another.

A sampling design in which the population is divided into several homogeneous subpopula-
tions, or strata, and random samples are then drawn from each stratum.

A sample drawn by selecting individuals systematically from a sampling frame.

Bias introduced to a sample when individuals can choose on their own whether to partici-
pate in the sample.

A sample in which a large group of individuals are invited to respond and decide individu-
ally whether or not to participate. Voluntary response samples are generally worthless.

A sampling scheme that biases the sample in a way that gives a part of the population less
representation than it has in the population.

Technology Help: Random Sampling xsmar

Computer-generated pseudorandom numbers are usually quite good
enough for drawing random samples. But there is little reason not
to use the truly random values available on the Internet. Here’s a

the RAND function to fill a column with random numbers
between 0 and 1. With many digits they will almost surely be
unique.)

convenient way to draw an SRS of a specified size using a computer- | 5 Assign the random numbers arbitrarily to individuals in the

based sampling frame. The sampling frame can be a list of names or
of identification numbers arrayed, for example, as a column in a
spreadsheet, statistics program, or database:

1. Generate random numbers of enough digits so that each

sampling frame list. For example, put them in an adjacent
column.

3. Sort the list of random numbers, carrying along the sampling
frame list.

exceeds the size of the sampling frame list by several digits. 4. Now the first nvalues in the sorted sampling frame column are

This makes duplication unlikely. (For example, in Excel, use

an SRS of nvalues from the entire sampling frame.
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rlef CASE Market Survey Research

You are part of a marketing team that needs to research the potential of a new product.

Your team decides to e-mail an interactive survey to a random sample of con-

sumers. Write a short questionnaire that will generate the information you

need about the new product. Select a sample of 200 using an SRS from your

sampling frame. Discuss how you will collect the data and how the re-
sponses will help your market research.

The GfK Roper Reports Worldwide Survey

GfK Roper Consulting conducts market research for multinational
companies who want to understand attitudes in different countries so
they can market and advertise more effectively to different cultures.

Every year they conduct a poll worldwide, which asks hundreds of ques-

tions of people in approximately 30 different countries. Respondents are
asked a variety of questions about food. Some of the questions are simply
yes/no (agree/disagree) questions: Please tell me whether you agree or dis-
agree with each of these statements about your appearance: (Agree = 1;
Disagree = 2; Don’t know = 9).

The way you look affects the way you feel.

I am very interested in new skin care breakthroughs.

People who don’t care about their appearance don’t care about themselves.

Other questions are asked on a 5-point scale (Please tell me the extent to which
you disagree or agree with it using the following scale: Disagree completely = 1;
Disagree somewhat = 2; Neither disagree nor agree = 3; Agree somewhat = 4; Agree
completely = 5; Don’t know = 9).

Examples of such questions include:

I read labels carefully to find out about ingredients, fat content, and/or calories.

I try to avoid eating fast food.

When it comes to food I'm always on the lookout for something new.

Think about designing a survey on such a global scale:

* What is the population of interest?
* Why might it be difficult to select an SRS from this sampling frame?
* What are some potential sources of bias?

* Why might it be difficult to ensure a representative number of men and women and
all age groups in some countries?

* What might be a reasonable sampling frame?
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SECTION 3.1

1. Indicate whether each statement below is true or false.
If false, explain why.

a) We can eliminate sampling error by selecting an unbi-
ased sample.

b) Randomization helps to ensure that our sample is repre-
sentative.

¢) Sampling error refers to sample-to-sample differences
and is also known as sampling variability.

d) Itis better to try to match the characteristics of the sample
to the population rather than relying on randomization.

2. Indicate whether each statement below is true or false.
If false, explain why.

a) To get a representative sample, you must sample a large
fraction of the population.

b) Using modern methods, it is best to select a representa-
tive subset of a population systematically.

C) A census is the only true representative sample.

d) A random sample of 100 students from a school with
2000 students has the same precision as a random sample
of 100 from a school with 20,000 students.

SECTION 3.2

3. A consumer advocacy group is interested in gauging
perceptions about food safety among professionals in the
food industry. Specifically, they wish to determine the per-
centage of professional food preparers in the United States
that believe food safety has improved. They use an alphabet-
ized list of members of the organization Chef’ Collaborative
and use Excel to generate a randomly shuffled list of the
members. They then select members to contact from this
list until they have succeeded in contacting 150 members.
a) What is the population?

b) What is the sampling frame?

¢) What is the population parameter of interest?

d) What sampling method is used?

4. An airline company is interested in the opinions of their
frequent flyer customers about their proposed new routes.
Specifically they want to know what proportion of them
plan to use one of their new hubs in the next
6 months. They take a random sample of 10,000 from the
database of all frequent flyers and send them an e-mail
message with a request to fill out a survey in exchange for
1500 miles.

a) What is the population?

b) What is the sampling frame?

¢) What is the population parameter of interest?

d) What sampling method is used?

SECTION 3.3

5. As discussed in the chapter, GfK Roper Consulting con-
ducts a global consumer survey to help multinational com-
panies understand different consumer attitudes throughout
the world. In India, the researchers interviewed 1000 peo-
ple aged 13-65 (www.gfkamerica.com). Their sample is de-
signed so that they get 500 males and 500 females.

a) Are they using a simple random sample? How do you
know?
b) What kind of design do you think they are using?

6. For their class project, a group of Business students de-
cide to survey the student body to assess opinions about a
proposed new student coffee shop to judge how successful
it might be. Their sample of 200 contained 50 first-year
students, 50 sophomores, 50 juniors, and 50 seniors.

a) Do you think the group was using an SRS? Why?
b) What kind of sampling design do you think they used?

7. The consumer advocacy group from Exercise 3 that was
interested in gauging perceptions about food safety among
professionals in the food industry has decided to use a dif-
ferent method to sample. Instead of randomly selecting
members from a shuffled list, they listed the members in
alphabetical order and took every tenth member until they
succeeded in contacting 150 members. What kind of sam-
pling method have they used?

8. The airline company from Exercise 4, interested in the
opinions of their frequent flyer customers about their pro-
posed new routes, has decided that different types of cus-
tomers might have different opinions. Of their customers,
50% are silver-level, 30% are blue, and 20% are red. They
first compile separate lists of silver, blue, and red members
and then randomly select 5000 silver members, 3000 blue
members, and 2000 red members to e-mail. What kind of
sampling method have they used?

For Exercises 9 and 10, identify the following if possible. (If not,
say why.)

a) The population

b) The population parameter of interest

¢) The sampling frame

d) The sample

e) The sampling method, including whether or not ran-
domization was employed

f) Any potential sources of bias you can detect and any prob-
lems you see in generalizing to the population of interest

9. A business magazine mailed a questionnaire to the hu-
man resources directors of all Fortune 500 companies, and
received responses from 23% of them. Those responding


www.gfkamerica.com
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reported that they did not find that such surveys intruded
significantly on their workday.

10. A question posted on the Lycos website asked visitors
to the site to say whether they thought that businesses
should be required to pay for their employees’ health
insurance.

SECTION 3.4

11. An intern for the consumer advocacy group in Exercise 3
has decided to make the survey process simpler by calling
150 of the members who attended the recent symposium
on “Food Safety in the 21st century” that was recently held
in Las Vegas. He has all the phone numbers, so it will be
easy to contact them. He will start calling members from
the top of the list, which was generated as the members en-
rolled for the symposium. He has written a script to read to
them that follows,

“As we learned in Las Vegas, food safety is of utmost im-
portance in the restaurant business today. Given the enor-
mous effort of the Food Safety Institute in developing
proper guidelines and education for food professionals, do
you agree that food safety has improved in the U.S.?”

a) What is the population of interest?

b) What is the sampling frame?

¢) Point out any problems you see either with the sampling
procedure and/or the survey itself. What are the potential
impacts of these problems?

12. The airline company in Exercise 4 has realized that
some of its customers don’t have e-mail or don’t read it
regularly. They decide to restrict the mailing only to cus-
tomers who have recently registered for a “Win a trip to
Miami” contest, figuring that those with Internet access
are more likely to read and to respond to their e-mail.
They send an e-mail with the following message:

“Did you know that National Airlines has just spent over
$3 million refurbishing our brand new hub in Miami? By
answering the following question, you may be eligible to
win $1000 worth of coupons that can be spent in any of the
fabulous restaurants or shops in the Miami airport. Might
you possibly think of traveling to Miami in the next six
months on your way to one of your destinations?”

a) What is the population?

b) What is the sampling frame?

¢) Point out any problems you see either with the sampling
procedure and/or the survey itself. What are the potential
impacts of these problems?

13. An intern is working for Pacific TV (PTV), a small ca-
ble and Internet provider, and has proposed some ques-
tions that might be used in the survey to assess whether
customers are willing to pay $50 for a new service.

Question 1: If PTV offered state-of-the-art high-speed Internet
service for $50 per month, would you subscribe to that service?

Question 2: Would you find $50 per month—Iess than the cost of
a daily cappuccino—an appropriate price for high-speed Internet
service?

a) Do you think these are appropriately worded questions?
Why or why not?
b) Suggest a question with better wording.

14. Here are more proposed survey questions for the sur-
vey in Exercise 13:

Question 3: Do you find that the slow speed of dial-up Internet
access reduces your enjoyment of web services?

Question 4: Given the growing importance of high-speed
Internet access for your children’s education, would you subscribe
to such a service if it were offered?

a) Do you think these are appropriately worded questions?
Why or why not?
b) Which one has more neutral wording? Explain.

SECTION 3.5

15. Indicate whether each statement below is true or false.
If false, explain why.

a) A local television news program that asks viewers to call
in and give their opinion on an issue typically results in a
biased voluntary response sample.

b) Convenience samples are generally not representative of
the population.

€) Measurement error is the same as sampling error.

d) A pilot test can be useful for identifying poorly worded
questions on a survey.

16. Indicate whether each statement below is true or false.
If false, explain why.

a) Asking viewers to call into a 900 number (for which
there is a toll charge) is a good way to produce a represen-
tative sample.

b) When writing a survey, it’s a good idea to include as many
questions as possible to ensure efficiency and to lower costs.
¢) A recent poll on a website was valid because the sample
size was over 1,000,000 respondents.

d) Malls are not necessarily good places to conduct surveys
because people who frequent malls may not be representa-
tive of the population at large.

17. For your marketing class, you’d like to take a survey from
a sample of all the Catholic Church members in your city to
assess the market for a DVD about the pope’ visit to the
United States. A list of churches shows 17 Catholic churches
within the city limits. Rather than try to obtain a list of all
members of all these churches, you decide to pick 3 churches
at random. For those churches, you’ll ask to get a list of all
current members and contact 100 members at random.

a) What kind of design have you used?
b) What could go wrong with the design that you have
proposed?



18. The U.S. Fish and Wildlife Service plans to study the
fishing industry around Saginaw Bay. To do that, they de-
cide to randomly select 5 fishing boats at the end of a ran-
domly chosen fishing day and to count the numbers and
types of all the fish on those boats.

a) What kind of design have they used?
b) What could go wrong with the design that they have
proposed?

CHAPTER EXERCISES

19. Software licenses. The website www.gamefags.com asked,
as their question of the day to which visitors to the site were
invited to respond, “Do you ever read the end-user license agree-
ments when installing software or games?” Of the 98,574 respon-
dents, 63.47% said they never read those agreements—a fact
that software manufacturers might find important.

a) What kind of sample was this?

b) How much confidence would you place in using 63.47%
as an estimate of the fraction of people who don’t read soft-
ware licenses?

20. Drugs in baseball. Major League Baseball, responding
to concerns about their “brand,” tests players to see
whether they are using performance-enhancing drugs.
Officials select a team at random, and a drug-testing crew
shows up unannounced to test all 40 players on the team.
Each testing day can be considered a study of drug use in
Major League Baseball.

a) What kind of sample is this?
b) Is that choice appropriate?

21. Gallup. Atits website (www.galluppoll.com) the Gallup
Poll publishes results of a new survey each day. Scroll down
to the end, and you’ll find a statement that includes an ex-
planation such as this:

Results are based on telephone interviews with 1,008 national
adults, aged 18 and older, conducted April 2-5, 2007. . . .
In addition to sampling ervor; question wording and practical
difficulties in conducting surveys can introduce ervor or bias into
the findings of public opinion polls.

a) For this survey, identify the population of interest.

b) Gallup performs its surveys by phoning numbers gener-
ated at random by a computer program. What is the sam-
pling frame?

¢) What problems, if any, would you be concerned about
in matching the sampling frame with the population?

22. Defining the survey. At its website (www.gallupworldpoll
.com) the Gallup World Poll reports results of surveys
conducted in various places around the world. At the end
of one of these reports, they describe their methods,
including explanations such as the following:

Results are based on face-to-face interviews with randomly
selected national samples of approximately 1000 adults, aged 15
and older; who live permanently in each of the 21 sub-Sabaran
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African nations surveyed. Those countries include Angola (areas
where land mines might be expected were excluded), Benin,
Botswana, Burkina Faso, Cameroon, Ethiopia, Ghana, Kenya,
Madagascar (aveas where interviewers had to walk more than
20 kilometers from a road were excluded), Mali, Mozambique,
Niger; Nigeria, Senegal, Sierra Leone, South Africa, Tanzania,
Togo, Uganda (the area of activity of the Lord’s Resistance Army
was excluded from the survey), Zambia, and Zimbabwe. . . . In
all countries except Angola, Madagascar, and Uganda, the sam-
ple is representative of the entire population.

a) Gallup is interested in sub-Saharan Africa. What kind of
survey design are they using?

b) Some of the countries surveyed have large populations.
(Nigeria is estimated to have about 130 million people.)
Some are quite small. (Togo’s population is estimated at 5.4
million.) Nonetheless, Gallup sampled 1000 adults in each
country. How does this affect the precision of its estimates
for these countries?

23-30. Survey details. For the following reports about statisti-
cal studies, identify the following items (if possible). If you can’t
tell, then say so—this often happens when we read about a
survey.

a) The population

b) The population parameter of interest

¢) The sampling frame

d) The sample

e) The sampling method, including whether or not ran-
domization was employed

f) Any potential sources of bias you can detect and any
problems you see in generalizing to the population of
interest

23. Alternative medicine. Consumers Union asked all sub-
scribers whether they had used alternative medical treat-
ments and, if so, whether they had benefited from them.
For almost all of the treatments, approximately 20% of
those responding reported cures or substantial improve-
ment in their condition.

24. Global warming. The Gallup Poll interviewed 1012 ran-
domly selected U.S. adults aged 18 and older, March 6-9,
2008. Gallup reports that when asked when (if ever) the
effects of global warming will begin to happen, 61% of
respondents said the effects had already begun. Only 11%
thought that they would never happen.

25. At the bar. Researchers waited outside a bar they had
randomly selected from a list of such establishments. They
stopped every 10th person who came out of the bar and
asked whether he or she thought drinking and driving was
a serious problem.

26. Election poll. Hoping to learn what issues may resonate
with voters in the coming election, the campaign director
for a mayoral candidate selects one block from each of the
city’s election districts. Staff members go there and inter-
view all the residents they can find.


www.gamefaqs.com
www.galluppoll.com
www.gallupworldpoll.com
www.gallupworldpoll.com
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27. Toxic waste. The Environmental Protection Agency
took soil samples at 16 locations near a former industrial
waste dump and checked each for evidence of toxic chemi-
cals. They found no elevated levels of any harmful sub-
stances.

28. Housing discrimination. Inspectors send trained “renters”
of various races and ethnic backgrounds, and of both sexes
to inquire about renting randomly assigned advertised
apartments. They look for evidence that landlords deny
access illegally based on race, sex, or ethnic background.

29. Quality control. A company packaging snack foods
maintains quality control by randomly selecting 10 cases
from each day’s production and weighing the bags. Then
they open one bag from each case and inspect the contents.

30. Contaminated milk. Dairy inspectors visit farms unan-
nounced and take samples of the milk to test for contami-
nation. If the milk is found to contain dirt, antibiotics, or
other foreign matter, the milk will be destroyed and the
farm is considered to be contaminated pending further
testing.

31. Instant poll. A local TV station conducted an “Instant
Poll” to predict the winner in the upcoming mayoral elec-
tion. Evening news viewers were invited to phone in their
votes, with the results to be announced on the late-night
news. Based on the phone calls, the station predicted that
Amabo would win the election with 52% of the vote. They
were wrong: Amabo lost, getting only 46% of the vote. Do
you think the station’s faulty prediction is more likely to be
a result of bias or sampling error? Explain.

32. Paper poll. Prior to the mayoral election discussed in
Exercise 31, the newspaper also conducted a poll. The pa-
per surveyed a random sample of registered voters strati-
fied by political party, age, sex, and area of residence. This
poll predicted that Amabo would win the election with
52% of the vote. The newspaper was wrong: Amabo lost,
getting only 46% of the vote. Do you think the newspa-
per’s faulty prediction is more likely to be a result of bias or
sampling error? Explain.

33. Cable company market research. A local cable TV com-
pany, Pacific TV, with customers in 15 towns is considering
offering high-speed Internet service on its cable lines.
Before launching the new service they want to find out
whether customers would pay the $50 per month that they
plan to charge. An intern has prepared several alternative
plans for assessing customer demand. For each, indicate
what kind of sampling strategy is involved and what (if any)
biases might result.

a) Puta big ad in the newspaper asking people to log their
opinions on the PTV website.

b) Randomly select one of the towns and contact every ca-
ble subscriber by phone.

¢) Send a survey to each customer and ask them to fill it
out and return it.

d) Randomly select 20 customers from each town. Send
them a survey, and follow up with a phone call if they do
not return the survey within a week.

34. Cable company market research, part 2. Four new sam-
pling strategies have been proposed to help PTV deter-
mine whether enough cable subscribers are likely to
purchase high-speed Internet service. For each, indicate
what kind of sampling strategy is involved and what (if any)
biases might result.

a) Run a poll on the local TV news, asking people to dial
one of two phone numbers to indicate whether they would
be interested.

b) Hold a meeting in each of the 15 towns, and tally the
opinions expressed by those who attend the meetings.

¢) Randomly select one street in each town and contact
each of the households on that street.

d) Go through the company’s customer records, selecting
every 40th subscriber. Send employees to those homes to
interview the people chosen.

35. Amusement park riders. An amusement park has
opened a new roller coaster. It is so popular that people are
waiting for up to three hours for a two-minute ride.
Concerned about how patrons (who paid a large amount to
enter the park and ride on the rides) feel about this, they
survey every 10th person on the line for the roller coaster,
starting from a randomly selected individual.

a) What kind of sample is this?
b) Is it likely to be representative?
¢) What is the sampling frame?

36. Playground. Some people have been complaining that
the children’s playground at a municipal park is too small and
is in need of repair. Managers of the park decide to survey
city residents to see if they believe the playground should be
rebuilt. They hand out questionnaires to parents who bring
children to the park. Describe possible biases in this sample.

37. Another ride. The survey of patrons waiting in line for
the roller coaster in Exercise 35 asks whether they think it is
worthwhile to wait a long time for the ride and whether
they’d like the amusement park to install still more roller
coasters. What biases might cause a problem for this survey?

38. Playground bias. The survey described in Exercise 36
asked,

Many people believe this playground is too small and in need of
repair. Do you think the playground should be repaired and ex-
panded even if that means raising the entrance fee to the park?

Describe two ways this question may lead to response bias.

39. (Possibly) Biased questions. Examine each of the fol-
lowing questions for possible bias. If you think the ques-
tion is biased, indicate how and propose a better question.



a) Should companies that pollute the environment be compelled
to pay the costs of cleanup?
b) Should a company enforce a strict dress code?

40. More possibly biased questions. Examine each of the
tollowing questions for possible bias. If you think the ques-
tion is biased, indicate how and propose a better question.

a) Do you think that price or quality is more important in select-
ing an MP3 player?

b) Given humanity’s great tradition of exploration, do you favor
continued funding for space flights?

41, Phone surveys. Anytime we conduct a survey, we must
take care to avoid undercoverage. Suppose we plan to se-
lect 500 names from the city phone book, call their homes
between noon and 4 p.m., and interview whoever answers,
anticipating contacts with at least 200 people.

a) Why is it difficult to use a simple random sample here?
b) Describe a more convenient, but still random, sampling
strategy.

¢) What kinds of households are likely to be included in
the eventual sample of opinion? Who will be excluded?

d) Suppose, instead, that we continue calling each number,
perhaps in the morning or evening, until an adult is con-
tacted and interviewed. How does this improve the sam-
pling design?

e) Random-digit dialing machines can generate the phone
calls for us. How would this improve our design? Is anyone
still excluded?

42. Cell phone survey. What about drawing a random sam-
ple only from cell phone exchanges? Discuss the advan-
tages and disadvantages of such a sampling method
compared with surveying randomly generated telephone
numbers from non—cell phone exchanges. Do you think
these advantages and disadvantages have changed over
time? How do you expect they’ll change in the future?

43. Change. How much change do you have on you right
now? Go ahead, count it.

a) How much change do you have?

b) Suppose you check on your change every day for a week
as you head for lunch and average the results. What param-
eter would this average estimate?

¢) Suppose you ask 10 friends to average their change every
day for a week, and you average those 10 measurements.
What is the population now? What parameter would this
average estimate?

d) Do you think these 10 average change amounts are
likely to be representative of the population of change
amounts in your class? In your college? In the country?

Why or why not?

44, Fuel economy. Occasionally, when I fill my car with
gas, I figure out how many miles per gallon my car got. I
wrote down those results after six fill-ups in the past few
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months. Overall, it appears my car gets 28.8 miles per
gallon.

a) What statistic have I calculated?

b) What is the parameter I'm trying to estimate?

¢) How might my results be biased?

d) When the Environmental Protection Agency (EPA)
checks a car like mine to predict its fuel economy, what pa-
rameter is it trying to estimate?

45, Accounting. Between quarterly audits, a company likes
to check on its accounting procedures to address any prob-
lems before they become serious. The accounting staff
processes payments on about 120 orders each day. The
next day, the supervisor rechecks 10 of the transactions to
be sure they were processed properly.

a) Propose a sampling strategy for the supervisor.

b) How would you modify that strategy if the company
makes both wholesale and retail sales, requiring different
bookkeeping procedures?

46. Happy workers? A manufacturing company employs 14
project managers, 48 foremen, and 377 laborers. In an ef-
fort to keep informed about any possible sources of em-
ployee discontent, management wants to conduct job
satisfaction interviews with a simple random sample of em-
ployees every month.

a) Do you see any danger of bias in the company’s plan?
Explain.

b) How might you select a simple random sample?

¢) Why do you think a simple random sample might not
provide the best estimate of the parameters the company
wants to estimate?

d) Propose a better sampling strategy.

e) Listed below are the last names of the project managers.
Use random numbers to select two people to be inter-
viewed. Be sure to explain your method carefully.

Barrett Bowman Chen
DeLara DeRoos Grigorov
Maceli Mulvaney Pagliarulo
Rosica Smithson Tadros
Williams ~ Yamamoto

47. Quality control. Sammy’s Salsa, a small local company,
produces 20 cases of salsa a day. Each case contains 12 jars
and is imprinted with a code indicating the date and batch
number. To help maintain consistency, at the end of each
day, Sammy selects three bottles of salsa, weighs the con-
tents, and tastes the product. Help Sammy select the sam-
ple jars. Today’s cases are coded 07N61 through 07N80.

a) Carefully explain your sampling strategy.

b) Show how to use random numbers to pick the three jars
for testing.

¢) Did you use a simple random sample? Explain.
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48. Fish quality. Concerned about reports of discolored
scales on fish caught downstream from a newly sited chem-
ical plant, scientists set up a field station in a shoreline pub-
lic park. For one week they asked fishermen there to bring
any fish they caught to the field station for a brief inspec-
tion. At the end of the week, the scientists said that 18% of
the 234 fish that were submitted for inspection displayed
the discoloration. From this information, can the re-
searchers estimate what proportion of fish in the river have
discolored scales? Explain.

49. Sampling methods. Consider each of these situations.
Do you think the proposed sampling method is appropri-
ate? Explain.

a) We want to know what percentage of local doctors ac-
cept Medicaid patients. We call the offices of 50 doctors
randomly selected from local Yellow Page listings.

b) We want to know what percentage of local businesses
anticipate hiring additional employees in the upcoming
month. We randomly select a page in the Yellow Pages and
call every business listed there.

50. More sampling methods. Consider each of these situa-
tions. Do you think the proposed sampling method is ap-
propriate? Explain.

a) We want to know if business leaders in the commu-
nity support the development of an “incubator” site at a
vacant lot on the edge of town. We spend a day phoning

local businesses in the phone book to ask whether they’d
sign a petition.

b) We want to know if travelers at the local airport are sat-
isfied with the food available there. We go to the airport on
a busy day and interview every 10th person in line in the
food court.

I
1 a) Itcan be hard to reach all members of a population,
and it can take so long that circumstances change,
affecting the responses. A well-designed sample is
often a better choice.

b) This sample is probably biased—people who didn’t
like the food at the restaurant might not choose to
eat there.

¢) No, only the sample size matters, not the fraction of
the overall population.

d) Students who frequent this website might be more
enthusiastic about Statistics than the overall popula-
tion of Statistics students. A large sample cannot
compensate for bias.

e) It’s the population “parameter.” “Statistics” describe
samples.

2 a) systematic

b) stratified

c) simple

d) cluster
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Keen, Inc.

KEEN, Inc. was started to create a sandal designed for a
variety of water activities. The sandals quickly became
popular due to their unique patented toe protection—a black
bumper to protect the toes when adventuring out on rivers
and trails. Today the KEEN brand offers over 300 different
outdoor performance and outdoor inspired casual footwear
styles as well as bags and socks.

Few companies experience the kind of growth that KEEN
did in less than seven years. Amazingly, they’ve done this
with relatively little advertising and by selling primarily to
specialty footwear and outdoor stores, in addition to online
outlets.

After the 2004 Tsunami disaster, KEEN cut its advertising

budget almost completely and donated over $1 million to

help the victims and establish the KEEN Foundation to
support environmental and social causes. Philanthropy

and community projects continue to play an integral
part of the KEEN brand values. In fact, KEEN
has established a giving program with a
philanthropic effort devoted to helping the
environment, conservation, and social movements
involving the outdoors.
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CHAPTER 4

Visits to the KEEN, Inc.
website

Search Engine that led to KEEN’s
website

September 2006
Worldwide

Data compiled via Google®
Analytics from KEEN website
To understand customer use of
the website and how they got
there

4.1

Displaying and Describing Categorical Data

EEN, Inc., like most companies, collects data on visits to its website.

Each visit to the site and each subsequent action the visitor takes

(changing the page, entering data, etc.) is recorded in a file called

a usage, or access weblog. These logs contain a lot of potentially
worthwhile information, but they are not easy to use. Here’s one line from
a log:

245.240.221.71 -- [03/dan/2007:15:20:06-0800]" GET
http://www.keenfootwear.com/pdp_page.cfm?productID=148"
200 8788 “http://www.google.com/” “Mozilla/3.0WebTV/1.2
(compatible; MSIE 2.0)”

Unless the company has the analytic resources to deal with these files, it must rely
on a third party to summarize the data. KEEN, like many other small and midsized
companies, uses Google Analytics to collect and summarize its log data.

Imagine a whole table of data like the one above—with a line corresponding to
every visit. In September 2006 there were 93,173 visits to the KEEN site, which
would be a table with 93,173 rows. The problem with a file like this—and in fact
even with data tables—is that we can’t see what’s going on. And seeing is exactly
what we want to do. We need ways to show the data so that we can see patterns,
relationships, trends, and exceptions.

Summarizing a Categorical Variable
The Three Rules of Data Analysis

There are three things you should always do with data:

1. Make a picture. A display of your data will reveal things you are not likely to
see in a table of numbers and will help you to plan your approach to the analy-
sis and think clearly about the patterns and relationships that may be hiding in
your data.

2. Make a picture. A well-designed display will do much of the work of analyzing
your data. It can show the important features and patterns. A picture will also
reveal things you did not expect to see: extraordinary (possibly wrong) data val-
ues or unexpected patterns.

3. Make a picture. The best way to 7eport to others what you find in your data is
with a well-chosen picture.

These are the three rules of data analysis. These days, technology makes
drawing pictures of data easy, so there is no reason not to follow the three rules.
Here are some displays showing various aspects of traffic on one of the authors’
websites.

Some displays communicate information better than others. We’ll discuss
some general principles for displaying information honestly in this chapter.



Search Engine | Visits
Google 50,629
Direct 22,173
Yahoo 7272
MSN 3166
SnapLink 946
All Others 8987
Total 93,167

Table 4.1 Afrequency
table of the Search Engine
used by visitors to the
KEEN, Inc. website.
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Search Engine | Visits by %
Google 54.34%
Direct 23.80%
Yahoo 7.80%
MSN 3.40%
SnapLink 1.02%
All Others 9.65%
Total 100.00%

Table 4.2  Arelative frequency
table for the same data.

Figure 4.1 Part of the output from Google Analytics (www.google.com/analytics) for the period
Feb. 25 to March 24, 2007 displaying website traffic.

Frequency Tables

KEEN might be interested to know how people find their website. They might use
the information to allocate their advertising revenue to various search engines, put-
ting ads where they’ll be seen by the most potential customers. The variable Search
Engine records, for each visit to KEEN’s website, where the visit came from. The
categories are all the search engines used, plus the label “Direct,” which indicates
that the customer typed in KEEN’s web address (or URL) directly into the
browser. In order to make sense of the 93,167 visits for which they have data, they’d
like to summarize the variable and display the information in a way that can easily
communicate the results to others.

In order to make a picture of any variable, we first need to organize its values.
For a categorical variable, like Search Engine, this is easy—we just count the num-
ber of cases corresponding to each category. A frequency table (Table 4.1) records
the counts for each of the categories of the variable and lists the counts under the
category name. By ordering the categories by number of counts, we can easily see,
for example, that the most popular source was Google.

The names of the categories label each row in the frequency table. For Search
Engine these are “Google,” “Direct,” “Yahoo,” and so on. Even with thousands of
cases, a variable that doesn’t have too many categories produces a frequency table
that is easy to read. A frequency table with dozens or hundreds of categories would
be much harder to read. Notice the label of the last line of the table—*“All Others.”
When the number of categories gets too large, we often lump together values of
the variable into “Other.” When to do that is a judgment call, but it’s a good idea to
have fewer than about a dozen categories.

Counts are useful, but sometimes we want to know the fraction or proportion of
the data in each category, so we divide the counts by the total number of cases. Usually
we multiply by 100 to express these proportions as percentages. A relative
frequency table (Table 4.2) displays the percentages, rather than the counts, of the
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values in each category. Both types of table show how the cases are distributed across
the categories. In this way, they describe the distribution of a categorical variable

For Example

because they name the possible categories and tell how frequently each occurs.

Making frequency and relative frequency tables

The Super Bowl, the championship game of the National Football League of the United States, is an important annual social
event for Americans, with tens of millions of viewers. The ads that air during the game are expensive: a 30-second ad during the
2010 Super Bowl cost about $3M. The high price of these commercials makes them high-profile and much anticipated, and so
the advertisers feel pressure to be innovative, entertaining, and often humorous. Some people, in fact, watch the Super Bowl
mainly for the commercials. Before the 2007 Super Bowl, the Gallup Poll asked 1008 U.S. adults whether they were more inter-
ested in watching the game or the commercials. Here are 40 of those responses (NA/Don’t Know = No Answer or Don’t Know):

Won't Watch Game Commercials | Won’t Watch | Game
Game Won't Watch Commercials | Game Game
Commercials Commercials Game Won’t Watch | Commercials
Game NA/Don’t Know | Commercials | Game Game
Won’t Watch Game Game Won’t Watch | Game
Game Won't Watch Won't Watch | Game Won't Watch
Won’t Watch Commercials Commercials | Game Won’t Watch
NA/Don’t Know | Won’t Watch Game Game Game

Question: Make a frequency table for this variable. Include the percentages to display both a frequency and relative frequency

table at the same time.

Answer: There were four different responses to the question about watching the Super Bowl. Counting the number of partici-
pants who responded to each of these gives the following table:

4.2

-
100.01%?

If you are careful to add the
percentages in Table 4.2, you will
notice the total is 100.01%. Of
course the real total has to be
100.00%. The discrepancy is due
to individual percentages being
rounded. You'll often see this in
tables of percents, sometimes with
explanatory footnotes.

Response Counts Percentage
Commercials 8 20.0%
Game 18 45.0%
Won’t Watch 12 30.0%
No Answer/Don’t Know 2 5.0%
Total 40 100.0%

Displaying a Categorical Variable
The Area Principle

Now that we have a frequency table, we’re ready to follow the three rules of data
analysis. But we can’t make just any display; a bad picture can distort our under-
standing rather than help it. For example, Figure 4.2 is a graph of the frequencies
of Table 4.1. What impression do you get of the relative frequencies of visits from
each source?

While it’s true that the majority of people came to KEEN’s website from
Google, in Figure 4.2 it looks like nearly all did. That doesn’t seem right. What’s
wrong? The lengths of the sandals do match the totals in the table. But our eyes
tend to be more impressed by the area (or perhaps even the volume) than by other
aspects of each sandal image, and it’s that aspect of the image that we notice. Since
there were about twice as many people who came from Google as those who typed
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Figure 4.2  Although the length of each sandal corresponds to the correct
number, the impression we get is all wrong because we perceive the entire area
of the sandal. In fact, only a little more than 50% of all visitors used Google to

get to the website.

the URL in directly, the sandal depicting the number of Google visitors is about
two times longer than the sandal below it, but it occupies about four times the area.
As you can see from the frequency table, that just isn’t a correct impression.

The best data displays observe a fundamental principle of graphing data called
the area principle, which says that the area occupied by a part of the graph should
correspond to the magnitude of the value it represents.

Bar Charts

Figure 4.3 gives us a chart that obeys the area principle. It’s not as visually enter-
taining as the sandals, but it does give a more accurate visual impression of the dis-
tribution. The height of each bar shows the count for its category. The bars are the

50000 — 7
40000

30000

20000 —
10000
. -

Google Direct Yahoo MSN SnaplLink Other
Search Engine
Figure 4.3 Visits to the KEEN, Inc. website by Search
Engine choice. With the area principle satisfied, the true
distribution is clear.

Visits
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same width, so their heights determine their areas, and the areas are proportional
to the counts in each class. Now it’s easy to see that nearly half the site hits came
from places other than Google—not the impression that the sandals in Figure 4.2
conveyed. We can also see that there were a little more than twice as many visits
that originated with a Google search as there were visits that came directly. Bar
charts make these kinds of comparisons easy and natural.

A bar chart displays the distribution of a categorical variable, showing the
counts for each category next to each other for easy comparison. Bar charts should
have small spaces between the bars to indicate that these are freestanding bars that
could be rearranged into any order. The bars are lined up along a common base with
labels for each category. The variable name is often used as a subtitle for the x-axis.

800
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Bar charts are usually drawn vertically in columns, °“&rsrseresr, but sometimes
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they are drawn with horizontal bars, like this.! % @ @

If we want to draw attention to the relative proportion of visits from each Search
Engine, we could replace the counts with percentages and use a relative frequency
bar chart, like the one shown in Figure 4.4.

60%

Percent of Visits

Google Direct Yahoo  MSN  Snaplink  Other

Search Engine

Figure 4.4  The relative frequency bar chart, created in
Excel, looks the same as the bar chart (Figure 4.3) but
shows the proportion of visits in each category rather
than the counts.

Pie Charts

Another common display that shows how a whole group breaks into several cate-
gories is a pie chart. Pie charts show the whole group of cases as a circle. They slice
the circle into pieces whose size is proportional to the fraction of the whole in each

category.

"Excel refers to this display as a column chart when the bars are vertical and a bar chart when they are
horizontal.
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24%

Figure 4.5 A pie chart shows the
proportion of visits by Search Engine.
Pie chart created in Excel.
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Pie charts give a quick impression of how a whole group is partitioned into
smaller groups. Because we’re used to cutting up pies into 2, 4, or 8 pieces, pie
charts are good for seeing relative frequencies near 1/2, 1/4, or 1/8. For example, in
Figure 4.5, you can easily see that the slice representing Google is just slightly
more than half the total. Unfortunately, other comparisons are harder to make with
pie charts. Were there more visits from Yahoo, or from All Others? It’s hard to tell
since the two slices look about the same. Comparisons such as these are usually eas-
ier in a bar chart. (Compare to Figure 4.4.)

¢ Think before you draw. Our first rule of data analysis is Make a picture. But
what kind of picture? We don’t have a lot of options—yet. There’s more to
Statistics than pie charts and bar charts, and knowing when to use every type
of display we’ll discuss is a critical first step in data analysis. That decision
depends in part on what type of data you have and on what you hope to
communicate.

We always have to check that the data are appropriate for whatever method of
analysis we choose. Before you make a bar chart or a pie chart, always check the
Categorical Data Condition: that the data are counts or percentages of individ-
uals in categories.

If you want to make a pie chart or relative frequency bar chart, you’ll need to
also make sure that the categories don’t overlap, so that no individual is counted in
two categories. If the categories do overlap, it’s misleading to make a pie chart,
since the percentages won'’t add up to 100%. For the Search Engine data, either
kind of display is appropriate because the categories don’t overlap—each visit
comes from a unique source.

Throughout this course, you’ll see that doing Statistics right means
selecting the proper methods. That means you have to think about the situa-
tion at hand. An important first step is to check that the type of analysis you
plan is appropriate. The Categorical Data Condition is just the first of many
such checks.

For Example Making a bar chart

Question: Make a bar chart for the 40 Super Bowl responses of the example on page 54.

Answer: Use the frequencies in the table in the example on page 54 to produce the heights of the bars:

20—

15—

10 —

Commercials ~ Game  Won't NA/
Watch  Don’t Know



58

WHO
WHAT

WHEN
WHERE
HOW

WHY

CHAPTER 4 Displaying and Describing Categorical Data

4.3

Respondents in the GfK Roper
Reports Worldwide Survey
Responses to questions relating
to perceptions of food and health
Fall 2005; published in 2006
Worldwide

Data collected by GfK Roper
Consulting using a multistage
design

To understand cultural differences
in the perception of the food and
beauty products we buy and how
they affect our health

Exploring 'Two Categorical Variables:
Contingency Tables

In Chapter 3 we saw how GfK Roper Consulting gathered information on
consumers attitudes about health, food, and health care products. In order to
effectively market food products across different cultures, it’s essential to know
how strongly people in different cultures feel about their food. One question in
the Roper survey asked respondents whether they agreed with the following
statement: “I have a strong preference for regional or traditional products and
dishes from where I come from.” Here is a frequency table (Table 4.3) of the
responses.

Response to Regional Relative
Food Preference Question | Counts | Frequency
Agree Completely 2346 30.51%
Agree Somewhat 2217 28.83%
Neither Disagree Nor Agree 1738 22.60%
Disagree Somewhat 811 10.55%
Disagree Completely 498 6.48%
Don’t Know 80 1.04%
Total 7690 100.00%

Table 4.3 A combined frequency and relative
frequency table for the responses (from all 5 countries
represented: China, France, India, the U.K., and the
U.S.) to the statement “I have a strong preference for
regional or traditional products and dishes from where
| come from.”

The pie chart (Figure 4.6) shows clearly that more than half of all the respon-
dents agreed with the statement.

Regional Food Preference

Agree Completely

Agree
Somewhat

Don’t Know

Disagree Completely

Disagree Somewhat

Neither Disagree
Nor Agree

Figure 4.6 It’s clear from the pie chart that the majority of
respondents identify with their local foods.
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But if we want to target our marketing differently in different countries, wouldn’t it
be more interesting to know how opinions vary from country to country?

"To find out, we need to look at the two categorical variables Regional Preference
and Country together, which we do by arranging the data in a two-way table. Table 4.4
is a two-way table of Regional Preference by Country. Because the table shows
how the individuals are distributed along each variable, depending on, or contingent on,
the value of the other variable, such a table is called a contingency table.

Regional Preference

Neither
Agree Agree Disagree Disagree Disagree

Completely Somewhat Nor Agree Somewhat Completely Don’t Know Total

China 518 576 251 117 33 7 1502

> France 347 475 400 208 94 15 1539
§ India 960 282 129 65 95 4 1535
© UK 214 407 504 229 175 28 1557
u.S. 307 477 454 192 101 26 1557
Total 2346 2217 1738 811 498 80 7690

Table 4.4  Contingency table of Regional Preference and Country. The bottom line “Totals” are
the values that were in Table 4.3.

The margins of a contingency table give totals. In the case of Table 4.4, these
are shown in both the right-hand column (in bold) and the bottom row (also in
bold). The totals in the bottom row of the table show the frequency distribution of
the variable Regional Preference. The totals in the right-hand column of the table
show the frequency distribution of the variable Country. When presented like this,
at the margins of a contingency table, the frequency distribution of either one of
the variables is called its marginal distribution. The marginal distribution for a
variable in a contingency table is the same frequency distribution we found by con-
sidering each variable separately.

Each cell of a contingency table (any intersection of a row and column of the
table) gives the count for a combination of values of the two variables. For example,
in Table 4.4 you can see that 504 people in the United Kingdom neither agreed nor
disagreed. Looking down the Agree Completely column, you can see that the
largest number of responses in that column (960) are from India. Are Britons less
likely to agree with the statement than Indians or Chinese? Questions like this are
more naturally addressed using percentages.

We know that 960 people from India agreed completely with the statement.
We could display this number as a percentage, but as a percentage of what? The to-
tal number of people in the survey? (960 is 12.5% of the total.) The number of
Indians in the survey? (960 is 62.5% of the row total.) The number of people who
agree completely? (960 is 40.9% of the column total.) All of these are possibilities,
and all are potentially useful or interesting. You’ll probably wind up calculating (or
letting your technology calculate) lots of percentages. Most statistics programs of-
fer a choice of total percent, row percent, or column percent for contingency
tables. Unfortunately, they often put them all together with several numbers in
each cell of the table. The resulting table (Table 4.5) holds lots of information but
is hard to understand.
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Regional Preference

Neither
Agree Agree Disagree Disagree Disagree Don’t
Completely Somewhat Nor Agree Somewhat Completely Know Total
China 518 576 251 117 33 7 1502
% of Row 34.49 38.35 16.71 7.79 2.20 0.47 100.00%
% of Column 22.08 25.98 14.44 14.43 6.63 8.75 19.53%
% of Total 6.74 7.49 3.26 1.52 0.43 0.09 19.53%
France 347 475 400 208 94 15 1539
% of Row 22.55 30.86 25.99 13.52 6.11 0.97 100.00%
% of Column 14.79 21.43 23.01 25.65 18.88 18.75 20.01%
% of Total 4.51 6.18 5.20 2.70 1.22 0.20 20.01%
- India 960 282 129 65 95 4 1535
+< | % of Row 62.54 18.37 8.40 4.23 6.19 0.26 100.00%
§ % of Column 40.92 12.72 7.42 8.01 19.08 5.00 19.96%
% of Total 12.48 3.67 1.68 0.85 1.24 0.05 19.96%
UK. 214 407 504 229 175 28 1557
% of Row 13.74 26.14 32.37 14.71 11.24 1.80 100.00%
% of Column 9.12 18.36 29.00 28.24 35.14 35.00 20.24%
% of Total 2.78 529 6.55 2.98 2.28 0.36 20.24%
u.s. 307 477 454 192 101 26 1557
% of Row 19.72 30.64 29.16 12.33 6.49 1.67 100.00%
% of Column 13.09 21.52 26.12 23.67 20.28 32.50 20.24%
% of Total 3.99 6.20 5.90 2.50 1.31 0.34 20.24%
Total 2346 2217 1738 811 498 80 7690
% of Row 30.51% 28.83% 22.60% 10.55% 6.48% 1.04% 100.00%
% of Column 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
% of Total 30.51% 28.83% 22.60% 10.55% 6.48% 1.04% 100.00%

Table 4.5 Another contingency table of Regional Preference and Country. This time we see not only the counts for each
combination of the two variables, but also the percentages these counts represent. For each count, there are three
choices for the percentage: by row, by column, and by table total. There’s probably too much information here for this

table to be useful.

the total.

Agree Agree

Completely Somewhat

China 6.74 7.49
> France 4.51 6.18
§ India 12.48 3.67
© UK 2.78 5.29
u.s. 3.99 6.20
Total 30.51 28.83

"To simplify the table, let’s pull out the values corresponding to the percentages of

Regional Preference

Neither
Disagree
Nor Agree
3.26
5.20
1.68
6.55
5.90

22.60

Disagree
Somewhat
1.52
2.70
0.85
2.98
2.50

10.55

Disagree
Completely Don’t Know  Total
0.43 0.09 19.53
1.22 0.20 20.01
1.24 0.05 19.96
2.28 0.36 20.25
1.31 0.34 20.25
6.48 1.04 100.00

| Table 4.6 A contingency table of Regional Preference and Country showing only the total percentages.



Always be sure to ask “percent of
what?” That will help define the
who and will help you decide
whether you want row, column, or
table percentages.

Country
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These percentages tell us what percent of 4/l respondents belong to each
combination of column and row category. For example, we see that 3.99% of the
respondents were Americans who agreed completely with the question, which is
slightly more than the percentage of Indians who agreed somewhat. Is this fact
useful? Is that really what we want to know?

[Percent of what? N

The English language can be tricky when we talk about percentages. If asked, “What
percent of those answering ‘I Don’t Know’ were from India?” it’s pretty clear that
you should focus only on the Don’t Know column. The question itself seems to
restrict the who in the question to that column, so you should look at the number of
those in each country among the 80 people who replied “I don’t know.” You’d find
that in the column percentages, and the answer would be 4 out of 80 or 5.00%.

But if you're asked, “What percent were Indians who replied ‘I don’t know?’
you’d have a different question. Be careful. The question really means “what percent
of the entire sample were both from India and replied ‘I don’t know’?” So the who
is all respondents. The denominator should be 7690, and the answer is the table
percent 4/7690 = 0.05%.

Finally, if you’re asked, “What percent of the Indians replied ‘T don’t know’?”
you’d have a third question. Now the who is Indians. So the denominator is the 1535
Indians, and the answer is the row percent, 4/1535 = 0.26%.

- J

Conditional Distributions

The more interesting questions are contingent on something. We’d like to know,
for example, what percentage of Indians agreed completely with the statement and
how that compares to the percentage of Britons who also agreed. Equivalently, we
might ask whether the chance of agreeing with the statement depended on the
Country of the respondent. We can look at this question in two ways. First, we
could ask how the distribution of Regional Preference changes across Country. To do
that we look at the row percentages.

Regional Preference

Neither
Agree Agree Disagree Disagree Disagree Don’t
Completely Somewhat Nor Agree Somewhat Completely Know Total
India 960 282 129 65 95 4 1535
62.54 18.37 8.40 4.23 6.19 0.26 100%
U.K. 214 407 504 229 175 28 1557
13.74 26.14 32.37 14.71 11.24 1.80 100%

Table 4.7 The conditional distribution of Regional Preference conditioned on two values of Country:
India and the United Kingdom. This table shows the row percentages.

By focusing on each row separately, we see the distribution of Regional Preference
under the condition of being in the selected Counsry. The sum of the percentages
in each row is 100%, and we divide that up by the responses to the question. In
effect, we can temporarily restrict the who first to Indians and look at how their
responses are distributed. A distribution like this is called a conditional distribu-
tion because it shows the distribution of one variable for just those cases that satisfy
a condition on another. We can compare the two conditional distributions with pie
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Disagree  Don't Know

Completely Don’t Know
e Disagree

Completely

Disagre
Somewhat

Agree

Completely

Neither Disagree
Nor Agree Disagree

Somewhat

Agree
Somewhat
Agree Somewhat

Agree
Completely

Neither Disagree
Nor Agree
India UK.

Figure 4.7 Pie charts of the conditional distributions of Regional Food Preference importance for India and the United
Kingdom. The percentage of people who agree is much higher in India than in the United Kingdom.

charts (Figure 4.7). Of course, we could also turn the question around. We could
look at the distribution of Country for each category of Regional Preference. To do
this, we would look at the column percentages.

Looking at how the percentages change across each row, it sure looks like
the distribution of responses to the question is different in each Country. To
make the differences more vivid, we could also display the conditional distribu-
tions. Figure 4.8 shows an example of a side-by-side bar chart, displaying the re-
sponses to the questions for India and the United Kingdom.

100% —
90% |-
80% |-
70% |-
60% ]
50% (— O India
a0% L O UK.
30% |-
20% |-
o) P
0% N > & > N —C
%Q)Q %be ‘ @ Vg\;z; %%co %()0 P
g W Q.{;&‘ &

Figure 4.8  Side-by-side bar charts showing the
conditional distribution of Regional Food Preference
for both India and the United Kingdom. It’s easier to
compare percentages within each country with
side-by-side bar charts than pie charts.

From Figure 4.8, it is clear that Indians have a stronger preference for their own
cuisine than Britons have for theirs. For food companies, including GfK Roper’s
clients, that means Indians are less likely to accept a food product they perceive as
foreign, and people in Great Britain are more accepting of “foreign” foods. This
could be invaluable information for marketing products.
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Variables can be associated in many ways and to different degrees. The best way
to tell whether two variables are associated is to ask whether they are zot.” In a con-
tingency table, when the distribution of one variable is the same for all categories of
another variable, we say that the two variables are independent. That tells us there’s
no association between these variables. We'll see a way to check for independence
formally later in the book. For now, we’ll just compare the distributions.

For Example Contingency tables and side-by-side bar charts

Here is a contingency table of the responses to the question Gallup asked about the Super Bowl by sex:

Sex
Female Male Total

Game 198 277 475
Commercials 154 79 233
NA/Don’t Know 4 4 8
Won’t Watch 160 132 292
Total 516 492 1008

Question: Does it seem that there is an association between what viewers are interested in watching and their sex?

Answer: First, find the conditional distributions of the four responses for each sex:

For Men: For Women:

Game = 277/492 = 56.3% Game = 198/516 = 38.4%
Commercials = 79/492 = 16.1% Commercials = 154/516 = 29.8%
Won’t Watch = 132/492 = 26.8% Won’t Watch = 160/516 = 31.0%
NA/Don’t Know = 4/492 = 0.8% NA/Don’t Know = 4/516 = 0.8%

Now display the two distributions with side-by-side bar charts:

Super Bow! Poll

60 | Men

56.3% @ Women

50

40

Percent

30

20

0.8% 0.8%

Game  Commercials ~ Won't NA/
Watch Don’t Know

Response

(continued)

>This kind of “backwards” reasoning shows up surprisingly often in science—and in statistics.
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Based on this poll it appears that women were only slightly less interested than men in watching the Super Bowl telecast: 31% of
the women said they didn’t plan to watch, compared to just under 27% of men. Among those who planned to watch, however,
there appears to be an association between the viewer’s sex and what the viewer is most looking forward to. While more women
are interested in the game (38%) than the commercials (30%), the margin among men is much wider: 56% of men said they were
looking forward to seeing the game, compared to only 16% who cited the commercials.

Just Checking

So that they can balance their inventory, an optometry shop 1 What percent of females are farsighted?
collects the following data for customers in the shop. 2 What percent of nearsighted customers are female?
3 What percent of all customers are farsighted females?
AT 4 What's the distribution of Eye Condition?
Nearsighted  Farsighted  Need Bifocals  Total 5 What’s the conditional distribution of Eye Condition for
= Males 6 20 6 32 males?
Females 4 16 19 32 6 Compare the percent who are female among nearsighted
customers to the percent of all customers who are
Total 10 36 18 64 female.

7 Does it seem that Eye Condition and Sex might be
dependent? Explain.

Segmented Bar Charts

We could display the Roper survey information by dividing up bars rather than cir-
cles as we did when making pie charts. The resulting segmented bar chart treats
each bar as the “whole” and divides it proportionally into segments corresponding
to the percentage in each group. We can see that the distributions of responses to
the question are very different in the two countries, indicating again that Regional
Preference is not independent of Country.

100% @ Dont Know
B Disagree Completely

80% -
O Disagree Somewhat

O Meither Disagree MNor Agree
60%

W Agree Somewhat

40% - @ Agree Completely

20% -

0% -

India UK

Figure 4.9 Although the totals for India and the United
Kingdom are different, the bars are the same height because
we have converted the numbers to percentages. Compare
this display (created in Excel) with the side-by-side pie
charts of the same data in Figure 4.7.
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Food storage and food safety are major issues for multinational food
companies. A client wants to know if people of all age groups have the
same degree of concern so GfK Roper Consulting asked 1500 people
in five countries whether they agree with the following statement:
“I worry about how safe the food I buy is.” We might want to report to
a client who was interested in how concerns about food safety were re-

lated to age.

Setup

® State the objectives and goals of the

study.

® Identify and define the variables.

® Provide the time frame of the data

collection process.

Determine the appropriate analysis for

data type.

The client wants to examine the distribution of responses
to the food safety question and see whether they are
related to the age of the respondent. GfK Roper Consulting
collected data on this question in the fall of 2005 for their
2006 Worldwide report. We will use the data from that

study.

The variable is Food Safety. The responses are in nonoverlap-
ping categories of agreement, from Agree Completely to
Disagree Completely (and Don’t Know). There were originally

12 Age groups, which we can combine into five:
12-19

Teen

Young Adult

Adult

Middle Aged

Mature

20-29
50-39
40-49
50 and older

Both variables, Food Safety and Age, are ordered categori-
cal variables. To examine any differences in responses

across age groups, it is appropriate to create a
contingency table and a side-by-side bar chart.

Here is a contingency table of “Food Safety” by “Age.”

Mechanics For a large data set like this, we

rely on technology to make table and displays.

Agree

Completely
Teen 16.19
Young Adult 20.55
S Adult 22.23
Middle Aged 24.79
Mature 26.60

Agree
Somewhat

27.50
32.68
34.89
35.31
33.85

Food Safety
Neither

Disagree Disagree

Nor Agree  Somewhat
24.32 19.30
23.81 14.94
23.28 12.26
22.02 12.43
21.21 11.89

Disagree
Completely

10.58
6.98
6.75
5.06
5.82

Don’t
Know
2.12
1.04
0.59
0.39
0.63

Total

100%
100%
100%
100%
100%

(continued)
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A side-by-side bar chart is particularly
helpful when comparing multiple groups.

Displaying and Describing Categorical Data

A side-by-side bar chart shows the percent of each
response to the question by Age group.

O Agree Completely O Disagree Somewhat

O Disagree Completely

40 — | O Agree Somewhat
O Neither Disagree Nor Agree [ Don't Know
35 — M B
30 —
3 25| |
S 1 -
2 B B -
€ 20 M
=
8
& 15
10
5
0 + + + + i
Teen Young Adult Middle Mature
Adult Aged
Age Group

Summary and Conclusions Summarize
the charts and analysis in context. Make
recommendations if possible and discuss
further analysis that is needed.

MEMO

Re: Food safety concerns by age

Our analysis of the GfK Roper Reports™ Worldwide survey
data for 2006 shows a pattern of concern about food
safety that generally increases from youngest to oldest.

Our analysis thus far has not considered whether this
trend is consistent across countries. If it were of interest
to your group, we could perform a similar analysis for each
of the countries.

The enclosed tables and plots provide support for these
conclusions.

What Can Go Wrong?

* Don’t violate the area principle. This is probably the most common mis-
take in a graphical display. Violations of the area principle are often made for
the sake of artistic presentation. Here, for example, are two versions of the
same pie chart for the Regional Preference data.

Neither Disagree
Nor Agree

Don’t Know

Disagree
Somewhat

Disagree
Completely

Agree
Completely

Agree Completely

Neither Disagree
Nor Agree

Don’t Know

Disagree Somewhat

Disagree Completely

Agree
Somewhat

Agree Somewhat
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The one on the left looks interesting, doesn’t it? But showing the pie three
dimensionally on a slant violates the area principle and makes it much more
difficult to compare fractions of the whole made up of each category of the re-
sponse—the principal feature that a pie chart ought to show.

* Keep it honest. Here’s a pie chart that displays data on the percentage of
high school students who engage in specified dangerous behaviors as reported
by the Centers for Disease Control. What’s wrong with this plot?

Use
Marijuana

Use
Alcohol

Heavy
Drinking

"Try adding up the percentages. Or look at the 50% slice. Does it look right?
Then think: What are these percentages of? Is there a “whole” that has been
sliced up? In a pie chart, the proportions shown by each slice of the pie must add
up to 100%, and each individual must fall into only one category. Of course,
showing the pie on a slant makes it even harder to detect the error.

Here’s another example. This bar chart shows the number of airline passen-
gers searched by security screening.

/ zZ
LV
77-78 79-80 81-82 83-84 85-86 87-88 89-90 91-92 93-94 95-96 1997 1998 1999

Year

Looks like things didn’t change much in the final years of the 20th century—
until you read the bar labels and see that the last three bars represent single
years, while all the others are for pairs of years. The false depth makes it even
harder to see the problem.

* Don’t confuse percentages. Many percentages based on a conditional and
joint distributions sound similar, but are different (see Table 4.5):

* The percentage of French who answered “Agree Completely”: This is
347/1539 or 22.55%.

* The percentage of those who answered “Don’t Know” who were French:
This is 15/80 or 18.75%.

® The percentage of those who were French amd answered “Agree
Completely”: This is 347/7690 or 4.51%.
(continued)
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Founded 1983
Employees 8536
Stock price 12.625
Average 3510.54

0O00o0cC

0o

In each instance, pay attention to the wording that makes a restriction to a
smaller group (those who are French, those who answered “Don’t Know,” and
all respondents, respectively) before a percentage is found. This restricts the
who of the problem and the associated denominator for the percentage. Your
discussion of results must make these differences clear.

* Don’t forget to look at the variables separately, too. When you make a
contingency table or display a conditional distribution, be sure to also exam-
ine the marginal distributions. It’s important to know how many cases are in
each category.

* Be sure to use enough individuals. When you consider percentages, take
care that they are based on a large enough number of individuals (or cases).
"Take care not to make a report such as this one:

We found that 66.67% of the companies surveyed improved their performance by biring
outside consultants. The other company went bankrupt.

* Don’t overstate your case. Independence is an important concept, but it is
rare for two variables to be entirely independent. We can’t conclude that one
variable has no effect whatsoever on another. Usually, all we know is that little
effect was observed in our study. Other studies of other groups under other
circumstances could find different results.

° Don’t use unfair or inappropriate percentages. Sometimes percentages
can be misleading. Sometimes they don’t make sense at all. Be careful when
finding percentages across different categories not to combine percentages in-
appropriately. The next section gives an example.

Simpson’s Paradox

Here’s an example showing that combining percentages across very different
values or groups can give absurd results. Suppose there are two sales represen-
tatives, Peter and Katrina. Peter argues that he’s the better salesperson, since
he managed to close 83% of his last 120 prospects compared with Katrina’s
78%. But let’s look at the data a little more closely. Here (Table 4.8) are the re-
sults for each of their last 120 sales calls, broken down by the product they
were selling.

Product

Sales Rep | Printer Paper | USB Flash Drive Overall

Peter 90 out of 100 10 out of 20 | 100 out of 120

90% 50% 83%
Katrina 19 out of 20 75 outof 100 | 94 out of 120
95% 75% 78%

Table 4.8 Look at the percentages within each Product cat-
egory. Who has a better success rate closing sales of paper?
Who has the better success rate closing sales of Flash
Drives? Who has the better performance overall?

Look at the sales of the two products separately. For printer paper sales, Katrina
had a 95% success rate, and Peter only had a 90% rate. When selling flash drives,
Katrina closed her sales 75% of the time, but Peter only 50%. So Peter has better
“overall” performance, but Katrina is better selling each product. How can this be?
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This problem is known as Simpson’s Paradox, named for the statistician
who described it in the 1960s. Although it is rare, there have been a few well-
publicized cases of it. As we can see from the example, the problem results from
inappropriately combining percentages of different groups. Katrina concen-
trates on selling flash drives, which is more difficult, so her overall percentage is
heavily influenced by her flash drive average. Peter sells more printer paper,
which appears to be easier to sell. With their different patterns of selling, taking
an overall percentage is misleading. Their manager should be careful not to con-
clude rashly that Peter is the better salesperson.

The lesson of Simpson’s Paradox is to be sure to combine comparable
measurements for comparable individuals. Be especially careful when combin-
ing across different levels of a second variable. It’s usually better to compare per-
centages within each level, rather than across levels.

~

4 Discrimination?

One famous example of Simpson’s Paradox arose during an investigation of admission
rates for men and women at the University of California at Berkeley’s graduate schools.
As reported in an article in Science, about 45% of male applicants were admitted, but
only about 30% of female applicants got in. It looked like a clear case of discrimination.
However, when the data were broken down by school (Engineering, Law, Medicine,
etc.), it turned out that within each school, the women were admitted at nearly the
same or, in some cases, much higher rates than the men. How could this be? Women
applied in large numbers to schools with very low admission rates. (Law and Medicine,
for example, admitted fewer than 10%.) Men tended to apply to Engineering and
Science. Those schools have admission rates above 50%. When the total applicant
pool was combined and the percentages were computed, the women had a much lower
overal] rate, but the combined percentage didn’t really make sense.

J

Ethics in Action

yle Erhart has been working in sales for a

leading vendor of Customer Relationship

Management (CRM) software for the past three

years. He was recently made aware of a pub-
lished research study that examined factors related to
the successful implementation of CRM projects among
firms in the financial services industry. Lyle read the re-
search report with interest and was excited to see that
his company’s CRM software product was included.
Among the results were tables reporting the number of
projects that were successful based on type of CRM im-
plementation (Operational versus Analytical) for each
of the top leading CRM products of 2006. Lyle quickly
found the results for his company’s product and their
major competitor. He summarized the results into one
table as follows:

His Company | Major Competitor
Operational 16 successes 68 successes
out of 20 out of 80
Analytical 90 successes 19 successes
out of 100 out of 20

At first he was a bit disappointed, especially since most
of their potential clients were interested in Operational
CRM. He had hoped to be able to disseminate the find-
ings of this report among the sales force so they could
refer to it when visiting potential clients. After some
thought, he realized that he could combine the results.
His company’s overall success rate was 106 out of 120
(over 88%) and was higher than that of its major com-
petitor. Lyle was now happy that he found and read the
report.

ETHICAL ISSUE Lyle, intentionally or not, has benefited
from Simpson’s Paradox. By combining percentages, he can

present the findings in a manner favorable to his company (re-
lated to item A, ASA Ethical Guidelines).

ETHICAL SOLUTION Lyle should not combine the percent-
ages as the results are misleading. If he decides to disseminate
the information to his sales force, he must do so without
combining.
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What Have We Learned?

Learning Objectives

Terms
Area principle

Bar chart (relative frequency
bar chart)
Cell

Segmented bar chart

Column percent
Conditional distribution

Contingency table

Distribution

Frequency table (relative
frequency table)

Independent variables

Marginal distribution

Pie chart

= Make and interpret a frequency table for a categorical variable.

* We can summarize categorical data by counting the number of cases in each
category, sometimes expressing the resulting distribution as percentages.

® Make and interpret a bar chart or pie chart.

* We display categorical data using the area principle in either a bar chart or a
pie chart.

= Make and interpret a contingency table.

* When we want to see how two categorical variables are related, we put the
counts (and/or percentages) in a two-way table called a contingency table.

® Make and interpret bar charts and pie charts of marginal distributions.
* We look at the marginal distribution of each variable (found in the margins of

the table). We also look at the conditional distribution of a variable within
each category of the other variable.

* Comparing conditional distributions of one variable across categories of another
tells us about the association between variables. If the conditional distributions
of one variable are (roughly) the same for every category of the other, the vari-
ables are independent.

In a statistical display, each data value is represented by the same amount of area.

A chart that represents the count (or percentage) of each category in a categorical variable
as a bar, allowing easy visual comparisons across categories.

Each location in a contingency table, representing the values of two categorical variables, is
called a cell.

A segmented bar chart displays the conditional distribution of a categorical variable within
each category of another variable.

The proportion of each column contained in the cell of a frequency table.

The distribution of a variable restricting the who to consider only a smaller group of

individuals.

A table displaying the frequencies (sometimes percentages) for each combination of two or
more variables.

The distribution of a variable is a list of:
e all the possible values of the variable
* the relative frequency of each value

A table that lists the categories in a categorical variable and gives the number (the percentage)
of observations for each category. The row percent is the proportion of each row contained
in the cell of a frequency table, while the column percent is the proportion of each column
contained in the cell of a frequency table.

Variables for which the conditional distribution of one variable is the same for each
category of the other.

In a contingency table, the distribution of either variable alone. The counts or percentages
are the totals found in the margins (usually the right-most column or bottom row) of the
table.

Pie charts show how a “whole” divides into categories by showing a wedge of a circle whose
area corresponds to the proportion in each category.
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Row percent The proportion of each row contained in the cell of a frequency table.

Simpson’s paradox A phenomenon that arises when averages, or percentages, are taken across different groups,
and these group averages appear to contradict the overall averages.

Total percent The proportion of the total contained in the cell of a frequency table.

Technology Help: Displaying Categorical Data on the Computer

Although every package makes a slightly different bar chart, they all have similar features:

May have a box around

Lt or not
I
|
1000
L You may be
/800— d able to add
Counts or / color Later on
relative 600 n some
l programs
frequ’ewcufs e
own this axts
200
First Second
Bar order may be \/
urbl',trura, alphabetical, Bar charts should have
or by first occurrence spaces between the bars

of the category

Sometimes the count or a percentage is printed above or on top of each bar to give some additional
information. You may find that your statistics package sorts category names in annoying orders by default.
For example, many packages sort categories alphabetically or by the order the categories are seen in the
data set. Often, neither of these is the best choice.

EXCEL 2007 BN | AL - Q fe | Google
| - -
| B | B | C D E
To make a bar chart: e L - -
1 |Google 50629 L
e Select the variable in Excel you want to work with. 2 |pirect 22173
e (Choose the Column command from the Insert tab in the Ribbon. _3 g Yahoo 7272
e Select the appropriate chart from the drop down dialog. 4 |MSN 3116
To change the bar chart into a pie chart: _5 [SnapLink <
6 |Others 8987
e Right-click the chart and select Change Chart Type. . . from & :‘,
the menu. The Chart type dialog opens. 8 i
* Select a pie chart type. 4« » M| Sheetl  Sheet2 .~ Sheetd ~¥J .4
e (lick the OK button. Excel changes your bar chart into a
pie chart.

(continued)
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JMP ¢ To make a Simple bar chart, enter the name of the variable to
graph in the dialog box.
JMP makes a bar chart and frequency table together. » To make a relative frequency chart, click Chart Options, and

¢ From the Analyze menu, choose Distribution. choose Show Y as Percent.

¢ |n the Chart dialog, enter the name of the variable that you wish
to display in the box labeled “Categorical variables.”

e Click OK.

¢ |n the Distribution dialog, drag the name of the variable into the
empty variable window beside the label “Y, Columns”; click OK.

e To make a pie chart, choose Ghart from the Graph menu.
¢ |n the Chart dialog, select the variable name from the Columns m
list, click on the button labeled “Statistics,” and select “N” from
the drop-down menu. To make a bar chart,

e (Click the “Categories, X, Levels” button to assign the same

n the Chart Builder from the Graphs menu.
variable name to the X-axis. S it G A BRI AT

e (lick the Gallery tab.
e Under Options, click on the second button—Iabeled “Bar Y

Chart’—and select “Pie” from the drop-down menu. e Choose Bar Chart from the list of chart types.
e Drag the appropriate bar chart onto the canvas.

MINITAB e Drag a categorical variable onto the x-axis drop zone.

To make a bar chart, e Click OK.
e Choose Bar Chart from the Graph menu. pomments ' o

: . A similar path makes a pie chart by choosing Pie chart from the
e Then select a Simple, Cluster, or Stack chart from the options list of chart types

and click OK.

Briefcase KEEN

More of the data that KEEN, Inc. obtained from Google Analytics are in the file KEEN.
Open the data file using a statistics package and find data on Country of Origin, Top
Keywords, Online Retailers, User Statistics, and Page Visits. Create frequency tables,
bar charts, and pie charts using your software. What might KEEN want to
~ know about their Web traffic? Which of these tables and charts is most useful
| to address the question of where they should advertise and how they
should position their products? Write a brief case report summarizing your
analysis and results.
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SECTION 4.1

1. As part of the human resource group of your company
you are asked to summarize the educational levels of the
512 employees in your division. From company records,
you find that 164 have no college degree (None), 42 have
an associate’s degree (AA), 225 have a bachelor’s degree
(BA), 52 have a master’s degree (MA), and 29 have PhDs.
For the educational level of your division:

a) Make a frequency table.
b) Make a relative frequency table.

2. As part of the marketing group at Pixar, you are asked to
find out the age distribution of the audience of Pixar’s latest
film. With the help of 10 of your colleagues, you conduct
exit interviews by randomly selecting people to question at
20 different movie theatres. You ask them to tell you if they
are younger than 6 years old, 6 to 9 years old, 10 to 14
years old, 15 to 21 years old, or older than 21. From 470
responses, you find out that 45 are younger than 6, 83 are 6
to 9 years old, 154 are 10 to 14, 18 are 15 to 21, and 170 are
older than 21. For the age distribution:

a) Make a frequency table.
b) Make a relative frequency table.

SECTION 4.2
3. From the educational level data described in Exercise 1:

a) Make a bar chart using counts on the y-axis.

b) Make a relative frequency bar chart using percentages
on the y-axis.

€) Make a pie chart.

4, From the age distribution data described in Exercise 2:

a) Make a bar chart using counts on the y-axis.

b) Make a relative frequency bar chart using percentages
on the y-axis.

¢) Make a pie chart.

5. For the educational levels described in Exercise 1:

a) Write two to four sentences summarizing the distribution.
b) What conclusions, if any, could you make about the
educational level at other companies?

6. For the ages described in Exercise 2:

a) Write two to four sentences summarizing the distribution.
b) What possible problems do you see in concluding that
the age distribution from these surveys accurately repre-
sents the ages of the national audience for this film?

SECTION 4.3

7. From Exercise 1, we also have data on how long each
person has been with the company (tenure) categorized

into three levels: less than 1 year, between 1 and 5 years,
and more than 5 years. A table of the two variables together
looks like:

None | AA | BA | MA | PhD
<1 year 10 3 50 | 20 12
1-5 years 42 9 | 112 | 27 15
more than
5 years 112 30 63 5 2

a) Find the marginal distribution of the tenure. (Hinz: find
the row totals.)

b) Verify that the marginal distribution of the education
level is the same as that given in Exercise 1.

8. In addition to their age levels, the movie audiences in
Exercise 2 were also asked if they had seen the movie
before (Never, Once, More than Once). Here is a table
showing the responses by age group:

Under6 | 6t0o9 | 10to 14 | 15to 21 | Over 21
Never 39 60 84 16 151
Once 3 20 38 2 15
More than
Once 3 3 32 0 4

a) Find the marginal distribution of their previous viewing
of the movie. (Hint: find the row totals.)

b) Verify that the marginal distribution of the ages is the
same as that given in Exercise 2.

9. For the table in Exercise 7,

a) Find the column percentages.

b) Looking at the column percentages in part a, does the
tenure distribution (how long the employee has been with
the company) for each educational level look the same?
Comment briefly.

€) Make a stacked bar chart showing the tenure distribution
for each educational level.

d) Is it easier to see the differences in the distributions
using the column percentages or the stacked bar chart?

10. For the table in Exercise 8,

a) Find the column percentages.

b) Looking at the column percentages in part a, does the
distribution of how many times someone has seen the
movie look the same for each age group? Comment briefly.
¢) Make a stacked bar chart, showing the distribution of
viewings for each age level.
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d) Is it easier to see the differences in the distributions
using the column percentages or the stacked bar chart?

CHAPTER EXERCISES

11. Graphs in the news. Find a bar graph of categorical

data from a business publication (e.g., Business Week,
Fortune, The Wall Street fournal, etc.).

a) Is the graph clearly labeled?

b) Does it violate the area principle?

¢) Does the accompanying article tell the W’ of the
variable?

d) Do you think the article correctly interprets the data?
Explain.

12. Graphs in the news, part 2. Find a pie chart of categori-

cal data from a business publication (e.g., Business Week,
Fortune, The Wall Street fournal, etc.).

a) Is the graph clearly labeled?

b) Does it violate the area principle?

¢) Does the accompanying article tell the W’s of the variable?
d) Do you think the article correctly interprets the data?
Explain.

13. Tables in the news. Find a frequency table of categori-

cal data from a business publication (e.g., Business Week,
Fortune, The Wall Street fournal, etc.).

a) Is it clearly labeled?

b) Does it display percentages or counts?

¢) Does the accompanying article tell the W’ of the variable?
d) Do you think the article correctly interprets the data?
Explain.

14. Tables in the news, part 2. Find a contingency table of

categorical data from a business publication (e.g., Business
Week, Fortune, The Wall Street Fournal, etc.).

a) Is it clearly labeled?

b) Does it display percentages or counts?

¢) Does the accompanying article tell the W’s of the variable?
d) Do you think the article correctly interprets the data?
Explain.

15. U.S. market share. An article in the The Wall Street
Fournal (March 16, 2007) reported the 2006 U.S. market
share of leading sellers of carbonated drinks, summarized
in the following pie chart:

Sunkist  Other
Growers

National
Beverage

Cadbury

Schweppes Coca-Cola

Displaying and Describing Categorical Data

a) Is this an appropriate display for these data? Explain.
b) Which company had the largest share of the market?

16. World market share. The Wall Street Journal article de-
scribed in Exercise 15 also indicated the 2005 world market
share for leading distributors of total confectionery products.
The following bar chart displays the values:
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10% — — —

o L E [

I I I 1

¢ & ST IR SN

6‘6\ \§29Q & é%r" @ Q:é\
S
Q_)C)

RN

$

()'b

a) Is this an appropriate display for these data? Explain.
b) Which company had the largest share of the candy
market?

17. Market share again. Here’s a bar chart of the data in
Exercise 15.
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a) Compared to the pie chart in Exercise 15, which is bet-
ter for displaying the relative portions of market share?
Explain.

b) What is missing from this display that might make it
misleading?



18. World market share again. Here’s a pie chart of the data
in Exercise 16.

Cadbury
Schweppes

Mars

Other Nestle

Wrigley
Hershey

a) Which display of these data is best for comparing the
market shares of these companies? Explain.

b) Does Cadbury Schweppes or Mars have a bigger
market share?

19. Insurance company. An insurance company is updating
its payouts and cost structure for their insurance policies.
Of particular interest to them is the risk analysis for cus-
tomers currently on heart or blood pressure medication.
The Centers for Disease Control lists causes of death in
the United States during one year as follows.

Cause of Death Percent
Heart disease 30.3
Cancer 23.0
Circulatory diseases and stroke 8.4
Respiratory diseases 7.9
Accidents 4.1

a) Isitreasonable to conclude that heart or respiratory dis-
eases were the cause of approximately 38% of U.S. deaths
during this year?

b) What percent of deaths were from causes not listed here?
¢) Create an appropriate display for these data.

20. Revenue growth. A 2005 study by Babson College and
The Commonwealth Institute surveyed the top women-led
businesses in the state of Massachusetts in 2003 and 2004.
The study reported the following results for continuing
participants with a 9% response rate. (Does not add up to
100% due to rounding.)

2003-2004 Revenue Growth

Decline 7%
Modest Decline 9%
Steady State 10%
Modest Growth 18%
Growth 54%
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a) Describe the distribution of companies with respect to
revenue growth.
b) Is it reasonable to conclude that 72% of all women-led
businesses in the U.S. reported some level of revenue
growth? Explain.

21. Web conferencing. Cisco Systems Inc. announced plans
in March 2007 to buy WebEx Communications, Inc. for
$3.2 billion, demonstrating their faith in the future of Web
conferencing. The leaders in market share for the vendors
in the area of Web conferencing in 2006 are as follows:
WebEx 58.4% and Microsoft 26.3%. Create an appropri-
ate graphical display of this information and write a sen-
tence or two that might appear in a newspaper article about
the market share.

22. Mattel. In their 2006 annual report, Mattel Inc. re-
ported that their domestic market sales were broken down
as follows: 44.1% Mattel Girls and Boys brand, 43.0%
Fisher-Price brand and the rest of the nearly $3.5 billion
revenues were due to their American Girl brand. Create an
appropriate graphical display of this information and write
a sentence or two that might appear in a newspaper article
about their revenue breakdown.

23. Small business productivity. The Wells Fargo/Gallup
Small Business Index asked 592 small business owners in
March 2004 what steps they had taken in the past year to
increase productivity. They found that 60% of small busi-
ness owners had updated their computers, 52% had made
other (noncomputer) capital investments, 37% hired part-
time instead of full-time workers, 24% had not replaced
workers who left voluntarily, 15% had laid off workers, and
10% had lowered employee salaries.

a) What do you notice about the percentages listed? How
could this be?

b) Make a bar chart to display the results and label it
clearly.

¢) Would a pie chart be an effective way of communicating
this information? Why or why not?

d) Write a couple of sentences on the steps taken by small
businesses to increase productivity.

24. Small business hiring. In 2004, the Wells Fargo/Gallup
Small Business Index found that 86% of the 592 small
business owners they surveyed said their productivity for the
previous year had stayed the same or increased and most had
substituted productivity gains for labor. (See Exercise 23.) As
a follow-up question, the survey gave them a list of possible
economic outcomes and asked if that would make them hire
more employees. Here are the percentages of owners saying
that they would “definitely or probably hire more employees”
for each scenario: a substantial increase in sales—79%, a
major backlog of sales orders—71%, a general improvement
in the economy—>57%, a gain in productivity—50%, a reduc-
tion in overhead costs—43 %, and more qualified employees
available—39%.
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a) What do you notice about the percentages listed?

b) Make a bar chart to display the results and label it
clearly.

¢) Would a pie chart be an effective way of communicating
this information? Why or why not?

d) Write a couple of sentences on the responses to small
business owners about hiring given the scenarios listed.

25. Environmental hazard. Data from the International
Tanker Owners Pollution Federation Limited (www.itopf
.com) give the cause of spillage for 312 large oil tanker
accidents from 1974-2006. Here are the displays. Write a
brief report interpreting what the displays show. Is a pie chart
an appropriate display for these data? Why or why not?

Cause of Qil Spillage
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Cause of Spillage
Other/Unknown
Fires &
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Collisions
Hull
Failures
Groundings

26. Winter Olympics. Twenty-six countries won medals in
the 2010 Winter Olympics. The following table lists them,
along with the total number of medals each won.

a) Try to make a display of these data. What problems do
you encounter?

b) Can you find a way to organize the data so that the
graph is more successful?

Displaying and Describing Categorical Data

Country Medals | Country Medals
United States 37 Poland 6
Germany 30 [taly 5
Canada 26 Japan 5
Norway 23 Finland 5
Austria 16 Australia 3
Russia 15 Belarus 3
South Korea 14 Slovakia 3
China 11 Croatia 3
Sweden 11 Slovenia 8
France 11 Latvia 2
Switzerland 9 Great Britain 1
Netherlands 8 Estonia 1
Czech Republic 6 Kazakhstan 1

27. Importance of wealth. GfK Roper Reports Worldwide
surveyed people in 2004, asking them “How important is
acquiring wealth to you?” The percent who responded that
it was of more than average importance were: 71.9%
China, 59.6% France, 76.1% India, 45.5% UK, and 45.3%
USA. There were about 1500 respondents per country. A
report showed the following bar chart of these percentages.
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a) How much larger is the proportion of those who said
acquiring wealth was important in India than in the United
States?
b) Is that the impression given by the display? Explain.
¢) How would you improve this display?
d) Make an appropriate display for the percentages.
e) Write a few sentences describing what you have learned
about attitudes toward acquiring wealth.

28. Importance of power. In the same survey as that dis-
cussed in Exercise 27, GIK Roper Consulting also asked


www.itopf.com
www.itopf.com

“How important is having control over people and re-
sources to you?” The percent who responded that it was of
more than average importance are given in the following
table:

China | 49.1%
France | 44.1%
India 74.2%
UK 27.8%
USA 36.0%
Here’s a pie chart of the data:
USA China

France

India

a) List the errors you see in this display.

b) Make an appropriate display for the percentages.

¢) Write a few sentences describing what you have learned
about attitudes toward acquiring power.

29. Google financials. Google Inc. derives revenue from
three major sources: advertising revenue from their web-
sites, advertising revenue from the thousands of third-
party websites that comprise the Google Network, and
licensing and miscellaneous revenue. The following table
shows the percentage of all revenue derived from these
sources for the period 2002 to 2006.

Year
2002 2003 2004 2005 2006

Google websites 70% 54% 50% 55% 60%

Google network

websites 24% 43% 49% 44% 39%
Licensing &

other revenue 6% 3% 1% 1% 1%

Revenue
Source

a) Are these row or column percentages?
b) Make an appropriate display of these data.
¢) Write a brief summary of this information.
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30. Real estate pricing. A study of a sample of 1057 houses
in upstate New York reports the following percentages of
houses falling into different Price and Size categories.

Price
Low MedLow MedHigh High
Small 61.5%  35.2% 5.2% 2.4%
@ MedSmall 30.4%  45.3% 26.4% 4.7%
» Medlarge 5.4% 17.6% 47.6% 21.7%
Large 2.7% 1.9% 20.8% 71.2%

a) Are these column, row, or total percentages? How do
you know?

b) What percent of the highest priced houses were small?
¢) From this table, can you determine what percent of all
houses were in the low price category?

d) Among the lowest prices houses, what percent were
small or medium small?

e) Write a few sentences describing the association
between Price and Size.

31. Stock performance. The following table displays infor-
mation for 40 widely held U.S. stocks, on how their one-
day change on March 15, 2007 compared with their
previous 52-week change.

Over prior 52 weeks

. Positive  Negative
L) Change  Change
x5
25 Positive Change 14 9
‘st Negative Change 11 6

a) What percent of the companies reported a positive
change in their stock price over the prior 52 weeks?

b) What percent of the companies reported a positive
change in their stock price over both time periods?

¢) What percent of the companies reported a negative
change in their stock price over both time periods?

d) What percent of the companies reported a positive
change in their stock price over one period and then a neg-
ative change in the other period?

e) Among those companies reporting a positive change in
their stock price over the prior day what percentage also
reported a positive change over the prior year?

f) Among those companies reporting a negative change in
their stock price over the prior day what percentage also
reported a positive change over the prior year?

0) What relationship, if any, do you see between the perfor-
mance of a stock on a single day and its 52-week performance?
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32. New product. A company started and managed by
business students is selling campus calendars. The students
have conducted a market survey with the various campus
constituents to determine sales potential and identify which
market segments should be targeted. (Should they advertise
in the Alumni Magazine and/or the local newspaper?) The
following table shows the results of the market survey.

Buying Likelihood
Moderately  Very

Unlikely Likely Likely  Total
2 Students 197 388 320 905
g Faculty/Staff 103 137 98 338
% Alumni 20 18 18 56
(=N
£ Town
S Residents 13 58 45 116
Total 333 601 481 1415

a) What percent of all these respondents are alumni?

b) What percent of these respondents are very likely to buy
the calendar?

¢) What percent of the respondents who are very likely to
buy the calendar are alumni?

d) Of the alumni, what percent are very likely to buy the
calendar?

e) What is the marginal distribution of the campus con-
stituents?

f) What is the conditional distribution of the campus con-
stituents among those very likely to buy the calendar?

0) Does this study present any evidence that this company
should focus on selling to certain campus constituents?

33. Real estate. The Wall Street fournal reported in March
2007 that the real estate market in Nashville, Tennessee,
slowed slightly from 2006 to 2007. The supporting data
are summarized in the following table.

Displaying and Describing Categorical Data

Type of Sale
Farms/ Multi-
Condos Land Residential family Total
5 2006 266 177 2119 48 2610
= 2007 341 190 2006 38 2575
Total 607 367 4125 86 5185

a) What percent of all sales in February 2006 were condo-
miniums (condos)? In February 2007?

b) What percent of the sales in February 2006 were
multifamily? In February 2007?

¢) What was the change in the percent of residential real
estate sales in Nashville, Tennessee, from February 2006 to
February 20077

34. Google financials, part 2. Google Inc. divides their total
costs and expenses into five categories: cost of revenues, re-
search and development, sales and marketing, general ad-
ministrative, and miscellaneous. See the table at the
bottom of the page.

a) What percent of all costs and expenses were cost of rev-
enues in 2005? In 2006?

b) What percent of all costs and expenses were due to re-
search and development in 2005? In 2006?

¢) Have general administrative costs grown as a percentage
of all costs and expenses over this time period?

35. Movie ratings. The movie ratings system is a voluntary
system operated jointly by the Motion Picture Association
of America (MPAA) and the National Association of
Theatre Owners (NATO). The ratings themselves are
given by a board of parents who are members of the
Classification and Ratings Administration (CARA). The
board was created in response to outcries from parents in the
1960s for some kind of regulation of film content, and the
first ratings were introduced in 1968. Here is information on

2002 2003 2004 2005 2006
§ Cost of revenues $132,575 $634,411  $1,468,967 $2,577,088 $4,225,027
§ Research and development $40,494 $229,605 $385,164 $599,510 $1,228,589
I-I_E Sales and marketing $48,783 $164,935 $295,749 $468,152 $849,518
S General administrative $31,190 $94,519 $188,151 $386,532 $751,787
g Miscellaneous $0 $0  $201,000  $90,000 $0
Total Costs and Expenses $253,042 $1,123,470 $2,539,031 $4,121,282 $7,054,921

Table for Exercise 34



the ratings of 120 movies that came out in 2005, also classi-
fied by their genre.

Rating
G PG PG-13 R Total
Action/Adventure 4 ) 17 9 35
o Comedy 2 12 20 4 38
& Drama o 3 8 17 28
Thriller/Horror 0 0 11 8 19
Total 6 20 56 38 120

a) Find the conditional distribution (in percentages) of
movie ratings for action/adventure films.

b) Find the conditional distribution (in percentages) of
movie ratings for thriller/horror films.

¢) Create a graph comparing the ratings for the four
genres.

d) Are Genre and Rating independent? Write a brief sum-
mary of what these data show about movie ratings and the
relationship to the genre of the film.

36. Wireless access. The Pew Internet and American
Life Project has monitored access to the Internet since
the 1990s. Here is an income breakdown of 798 Internet
users surveyed in December 2006, asking whether they
have logged on to the Internet using a wireless device
or not.

Other

Wireless Internet
Users Users Total
Under $30K 34 128 162
$30K-50K 31 133 164
2 $50K-$75K 44 72 116
g over$75K 8 111 194

Don’t know/

refused 51 111 162
Total 243 555 798

a) Find the conditional distribution (in percentages) of
income distribution for the wireless users.

b) Find the conditional distribution (in percentages) of
income distribution for other Internet users.

¢) Create a graph comparing the income distributions of
the two groups.

d) Do you see any differences between the conditional dis-
tributions? Write a brief summary of what these data show
about wireless use and its relationship to income.

37. MBAs. A survey of the entering MBA students at a uni-
versity in the United States classified the country of origin
of the students, as seen in the table.
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MBA Program
Two-Year  Evening
MBA MBA Total
Asia/Pacific
Rim 31 33 64
- Europe 5 0 5
S Latin America 20 1 21
S Middle
East/Africa b) © 10
North America 103 65 168
Total 164 104 268

a) What percent of all MBA students were from North
America?

b) What percent of the Two-Year MBAs were from North
America?

¢) What percent of the Evening MBAs were from North
America?

d) What is the marginal distribution of origin?

e) Obtain the column percentages and show the condi-
tional distributions of origin by MBA Program.

f) Do you think that origin of the MBA student is inde-
pendent of the MBA program? Explain.

38. MBAs, part 2. The same university as in Exercise 37
reported the following data on the gender of their students
in their two MBA programs.

Type
Two-Year Evening Total
w Men 116 66 182
#  Women 48 38 86
Total 164 104 268

a) What percent of all MBA students are women?

b) What percent of Two-Year MBAs are women?

¢) What percent of Evening MBAs are women?

d) Do you see evidence of an association between the Type
of MBA program and the percentage of women students?
If so, why do you believe this might be true?

@ 39. Top producing movies. The following table shows the

Motion Picture Association of America (MPA) (www.mpaa
.org) ratings for the top 20 grossing films in the United
States for each of the 10 years from 1999 to 2008. (Data are
number of films.)

a) What percent of all these top 20 films are G rated?

b) What percent of all top 20 films in 2005 were G rated?

¢) What percent of all top 20 films were PG-13 and came
out in 1999?

d) What percent of all top 20 films produced in 2006 or
later were PG-13?


www.mpaa.org
www.mpaa.org
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Rating

G PG PG-13 R Total

2008 2 4 10 4 20
20007 1 5 11 3 20
2006 1 4 13 2 20
20056 1 4 13 2 20

L 204 1 6 10 3 20
= 2003 1 3 11 5 20
2002 1 6 13 0 20
2000 2 4 10 4 20
2000 0 3 12 5 20
1999 2 3 7 8 20
Total 12 42 110 36 200

e) What percent of all top 20 films produced from 1999 to
2002 were rated PG-13 or R?

f) Compare the conditional distributions of the ratings for
films produced in 2004 or later to those produced from
1999 to 2003. Write a couple of sentences summarizing
what you see.

@40. Movie admissions. The following table shows atten-
dance data collected by the Motion Picture Association of
America during the period 2002 to 2006. Figures are in
millions of movie admissions.

Patron Age

12 25 30 40 50 60and
to24 t029 to39 to49 to59 over Total
2006 485 136 246 219 124 124 1334
2005 489 135 194 216 125 122 1281
2004 567 132 265 236 145 132 1477
2003 567 124 269 193 152 118 1423
2002 551 158 237 211 119 130 1406

Year

Total 2659 685 1211 1075 665 626 6921

a) What percent of all admissions during this period were
bought by people between the ages of 12 and 24?

b) What percent of admissions in 2003 were bought by
people between the ages of 12 and 24?

¢) What percent of the admission were bought by people
between the ages of 12 and 24 in 2006°?

d) What percent of admissions in 2006 were bought by
people 60 years old and older?

e) What percent of the admissions bought by people 60
and over were in 2002?

f) Compare the conditional distributions of the age groups
across years. Write a couple of sentences summarizing
what you see.

41, Tattoos. A study by the University of Texas Southwestern
Medical Center examined 626 people to see if there was
an increased risk of contracting hepatitis C associated with

Displaying and Describing Categorical Data

having a tattoo. If the subject had a tattoo, researchers asked
whether it had been done in a commercial tattoo parlor or
elsewhere. Write a brief description of the association be-
tween tattooing and hepatitis C, including an appropriate
graphical display.

Tatto
done in
commercial Tattoo done
parlor elsewhere  No tattoo
Has hepatitis C 17 8 18
No hepatitis C 35 53 495

42. Working parents. In July 1991 and again in April 2001,
the Gallup Poll asked random samples of 1015 adults about
their opinions on working parents. The following table
summarizes responses to this question: “Considering the
needs of both parents and children, which of the following do you
see as the ideal family in today’s society?” Based upon these re-
sults, do you think there was a change in people’s attitudes
during the 10 years between these polls? Explain.

Year

1991 2001

Both work full-time 142 131
One works full-time,

© other part-time 274 244
g One works, other
2 works at home 152 173
& One works, other

stays home for kids 396 416
No opinion 51 51

43. Revenue growth, last one. The study completed in 2005
and described in Exercise 20 also reported on education
levels of the women chief executives. The column percent-
ages for CEO education for each level of revenue are sum-
marized in the following table. (Revenue is in $ million.)

Graduate Education and
Firm Revenue Size

<$10M  $10-$49.999
revenue M revenue

= $50 M
revenue

% with High School

Education only 8% 4% 8%
% with College

Education, but no

Graduate Education 48% 42% 33%
% with Graduate

Education 44% 54% 59%
Total 100% 100% 100%



a) What percent of these CEOs in the highest revenue cat-
egory had only a high school education?

b) From this table, can you determine what percent of all
these CEOs had graduate education? Explain.

¢) Among the CEOs in the lowest revenue category, what
percent had more than a high school education?

d) Write a few sentences describing the association be-
tween Revenue and Education.

@ 44. Minimum wage workers. The U.S. Department of

Labor (www.bls.gov) collects data on the number of U.S.
workers who are employed at or below the minimum wage.
Here is a table showing the number of hourly workers by
Age and Sex and the number who were paid at or below the
prevailing minimum wage:

At or Below
Minimum Wage
(in thousands)

Hourly Workers
Age (in thousands)

Men Women Men Women

16-24 7978 7701 384 738
25-34 9029 7864 150 332
35-44 7696 7783 71 170
45-54 7365 8260 68 134
55-64 4092 4895 35 72
65+ 1174 1469 22 50

a) What percent of the women were ages 16 to 24?

b) Using side-by-side bar graphs, compare the proportions
of the men and women who worked at or below minimum
wage at each Age group. Write a couple of sentences sum-
marizing what you see.

45, Moviegoers and ethnicity. The Motion Picture Associa-
tion of America studies the ethnicity of moviegoers to
understand changes in the demographics of moviegoers
over time. Here are the numbers of moviegoers (in
millions) classified as to whether they were Hispanic,
African-American, or Caucasian for the years 2002 to
2006.

Year

2002 2003 2004 2005 2006 Total

Hispanic 21 23 25 25 26 120

African-
American 21 20 22 21 20 104

Caucasian 118 127 127 113 120 605

Ethnicity

Total 160 170 174 159 166 829

Exercises 81

a) Find the marginal distribution Ethnicity of moviegoers.
b) Find the conditional distribution of Ethnicity for the
year 2006.

¢) Compare the conditional distribution of Ethnicity for all
5 years with a segmented bar graph.

d) Write a brief description of the association between Year
and Erhnicity among these respondents.

46. Department store. A department store is planning its
next advertising campaign. Since different publications are
read by different market segments, they would like to know
if they should be targeting specific age segments. The re-
sults of a marketing survey are summarized in the follow-
ing table by Age and Shopping Frequency at their store.

Age
Shopping Under30 30-49 50 and Over Total
g Low 27 37 31 95
2 Moderate 48 91 93 232
2 High 23 51 73 147
Total 98 179 197 474

a) Find the marginal distribution of Shopping Frequency.

b) Find the conditional distribution of Shopping Frequency
within each age group.

¢) Compare these distributions with a segmented bar
graph.

d) Write a brief description of the association between Age
and Shopping Frequency among these respondents.

e) Does this prove that customers ages 50 and over are
more likely to shop at this department store? Explain.

47. Women’s business centers. A study conducted in 2002
by Babson College and the Association of Women’s
Centers surveyed women’s business centers in the United
States. The data showing the location of established cen-
ters (at least 5 years old) and less established centers are
summarized in the following table.

Location

Urban  Nonurban

Less Established 74% 26%
Established 80% 20%

a) Are these percentages column percentages, row per-
centages, or table percentages?

b) Use graphical displays to compare these percentages of
women’s business centers by location.

48. Advertising. A company that distributes a variety of pet
foods is planning their next advertising campaign. Since
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different publications are read by different market seg-
ments, they would like to know how pet ownership is dis-
tributed across different income segments. The U.S.
Census Bureau reports the number of households owning
various types of pets. Specifically, they keep track of dogs,
cats, birds, and horses.

INcomE DISTRIBUTION OF HOUSEHOLDS
OwinG PETS (PERCENT)

Pet

Dog Cat Bird Horse

Under $12,500 14 15 16 9
$12,500 to $24,999 20 20 21 21
$25,000 to $39,999 24 23 24 25
$40,000 to $59,999 22 22 21 22
$60,000 and over 20 20 18 23

Income

Total 100 100 100 100

a) Do you think the income distributions of the house-
holds who own these different animals would be roughly
the same? Why or why not?

b) The table shows the percentages of income levels for
each type of animal owned. Are these row percentages, col-
umn percentages, or table percentages?

¢) Do the data support that the pet food company should
not target specific market segments based on household in-
come? Explain.

49, Worldwide toy sales. Around the world, toys are sold
through different channels. For example, in some parts of
the world toys are sold primarily through large toy store
chains, while in other countries department stores sell more
toys. The following table shows the percentages by region
of the distribution of toys sold through various channels in
Europe and America in 2003, accumulated by the
International Council of Toy Industries (www.toy-icti.org).

a) Are these row percentages, column percentages, or table
percentages?

b) Can you tell what percent of toys sold by mail order in
both Europe and America are sold in Europe? Why or why
not?

¢) Use a graphical display to compare the distribution of
channels between Europe and America.

Displaying and Describing Categorical Data

d) Summarize the distribution of toy sales by channel in a
few sentences. What are the biggest differences between
these two continents?

50. Internet piracy. Illegal downloading of copyrighted
movies is an international problem estimated to have cost
the international movie industry more than $18 billion in
2005. The typical pirate worldwide is a 16 to 24-year old
male living in an urban area, according to a study by the in-
ternational strategy consulting firm LEK (www.mpaa.org/
researchStatistics.asp). The following table compares the
age distribution of the U.S. pirate to the rest of the world.

Age
16-24 25-29 30-39 Over 40

& United States 71 11 7 11
& RestofWorld 58 15 18 9

a) Are these row percentages, column percentages, or table
percentages?

b) Can you tell what percent of pirates worldwide are in
the 16 to 24 age group?

¢) Use a graphical display to compare the age distribution
of pirates in the United States to the distribution in the rest
of the world.

d) Summarize the distribution of Age by Region in a few
sentences. What are the biggest differences between these
two regions?

51. Insurance company, part 2. An insurance company that
provides medical insurance is concerned with recent data.
They suspect that patients who undergo surgery at large
hospitals have their discharges delayed for various reasons—
which results in increased medical costs to the insurance
company. The recent data for area hospitals and two types of
surgery (major and minor) are shown in the following table.

Discharge Delayed
° Large Small
_‘g- Hospital Hospital
g Major surgery 120 of 800 10 of 50
S Minor surgery  100f 200 20 of 250

Channel
General Department Mass Merchant Discounters
Merchandise Toy Specialists  Stores & Food Hypermarkets Mail Order  Other
& America 9% 25% 3% 51% 4% 8%
®
§ Europe 13% 36% 7% 24% 5% 15%

Table for Exercise 49


www.toy-icti.org
www.mpaa.org/researchStatistics.asp
www.mpaa.org/researchStatistics.asp

a) Overall, for what percent of patients was discharge
delayed?

b) Were the percentages different for major and minor
surgery?

¢) Overall, what were the discharge delay rates at each
hospital?

d) What were the delay rates at each hospital for each kind
of surgery?

e) The insurance company is considering advising their
clients to use large hospitals for surgery to avoid postsurgi-
cal complications. Do you think they should do this?

f) Explain, in your own words, why this confusion occurs.

52. Delivery service. A company must decide which of two
delivery services they will contract with. During a recent
trial period, they shipped numerous packages with each
service and have kept track of how often deliveries did not
arrive on time. Here are the data.

Delivery Type of | Number of Number of
Service Service Deliveries | Late Packages
Pack Rats Regular 400 12
Overnight 100 16
Boxes RUs | Regular 100 2
Overnight 400 28

a) Compare the two services’ overall percentage of late
deliveries.

b) Based on the results in part a, the company has decided
to hire Pack Rats. Do you agree they deliver on time more
often? Why or why not? Be specific.

¢) The results here are an instance of what phenomenon?

53. Graduate admissions. A 1975 article in the magazine
Science examined the graduate admissions process at
Berkeley for evidence of gender bias. The following table
shows the number of applicants accepted to each of four
graduate programs.

Males Accepted Females Accepted

Program  (of Applicants) (of Applicants)
1 511 of 825 89 of 108
2 352 of 560 17 of 25
3 137 of 407 132 of 375
4 22 of 373 24 of 341
Total 1022 of 2165 262 of 849

Exercises 83

a) What percent of total applicants were admitted?

b) Overall, were a higher percentage of males or females
admitted?

¢) Compare the percentage of males and females admitted
in each program.

d) Which of the comparisons you made do you consider to

be the most valid? Why?

54. Simpson’s Paradox. Develop your own table of data
that is a business example of Simpson’s Paradox. Explain
the conflict between the conclusions made from the condi-
tional and marginal distributions.

50.0%
40.0%
25.0%

15.6% Nearsighted, 56.3% Farsighted, 28.1% Need
Bifocals

5 18.8% Nearsighted, 62.5% Farsighted, 18.8% Need
Bifocals

6 40% of the nearsighted customers are female, while
50% of customers are female.

S~ O N =

7 Since nearsighted customers appear less likely to be
female, it seems that they may not be independent.
(But the numbers are small.)
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AlG

The American International Group (AIG) was once the 18th
largest corporation in the world. AIG was founded nearly
100 years ago by Cornelius Vander Starr who opened an
insurance agency in Shanghai, China. As the first Westerner
to sell insurance to the Chinese, Starr grew his business
rapidly until 1949 when Mao Zedong and the People’s
Liberation Army took over Shanghai. Starr moved the
company to New York City, where it continued to grow,
expanding its markets worldwide. In 2004, AIG stock hit

an all-time high of $76.77, putting its market value at
nearly $300 billion.

According to its own website, “By early
2007 AIG had assets of $1 trillion, $110
billion in revenues, 74 million customers
and 116,000 employees in 130 countries
and jurisdictions. Yet just 18 months
later, AIG found itself on the brink of
= : failure and in need of emergency
= ' government assistance.” AIG was one
. ——*  of the largest beneficiaries of the U.S.
government’s Troubled Asset Relief Program
(TARP), established in 2008 during the financial
crisis to purchase assets and equity from financial
institutions. TARP was an attempt to strengthen the financial
sector and avoid a repeat of a depression as severe as the
1930s. Many banks quickly repaid the government part or
all of the money given to them under the TARP program,
but AIG, which received $170 billion, did not.

85
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By 2009, AIG stock had lost more than 99% of its value, hitting
$0.35 in early March. That same month AIG became embroiled
in controversy when it disclosed that it had paid $218 million
in bonuses to employees of its financial services division. AIG’s
drop in stock price represented a loss of nearly $300 billion for
investors. Portfolio managers typically examine stock prices and
volumes to determine stock volatility and to help them decide
which stocks to buy and sell. Were there early warning signs in
AIG’s data?
o learn more about the behavior and volatility of AIG’s stock, let’s start
by looking at Table 5.1, which gives the monthly average stock price
(in dollars) for the six years leading up to the company’s crisis.
Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec.
2002 | 7726 7295 7372 7157 6842 6599 6122 6410 58.04 60.26 65.03 59.96
2003 | 59.74 4957 4941 5438 56.52 57.88 59.80 61.51 59.39 6093 58.73  62.37
2004 | 69.02 7325 72.06 74.21 70.93 7261 69.85 69.58 70.67 6231 6217  65.33
2005 | 66.74 6896 61.55 51.77 53.81 55.66 60.27 60.86 60.54 6264 67.06 66.72
2006 | 68.33 67.02 67.15 6429 63.14 59.74 5940 6200 6525 67.02 69.86 71.35
2007 | 7045 68.99 6814 6825 7178 7175 68.64 6521 66.02 66.12 56.86 58.13
| Table 5.1  Monthly stock price in dollars of AlG stock for the period 2002 through 2007.

5.1

It’s hard to tell very much from tables of values like this. You might get a
rough idea of how much the stock cost—usually somewhere around $60 or so,
but that’s about it.

Displaying Quantitative Variables

Instead, let’s follow the first rule of data analysis and make a picture. What kind of
picture should we make? It can’t be a bar chart or a pie chart. Those are only for
categorical variables, and AIG’s stock price is a quantitative variable, whose units are
dollars.
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WHO Months HiStOgI‘ ams

WHAT  Monthly average price for AlG’s
stock (in dollars)

WHEN 2002 through 2007
WHERE New York Stock Exchange

Here are the monthly prices of AIG stock displayed in a histogram.

WHY To examine AlG stock volatility
25—
20 —
€ 15—
=
5
T 0
Figure 5.1 Monthly average 51—
prices of AlG stock. The histogram
displays the distribution of prices —
by showing for each “bin” of 0 I
prices, the number of months <50 50-54 55-59 60-64 65-69 70-74 >74
having prices in that bin. Price

Like a bar chart, a histogram plots the bin counts as the heights of bars. It
counts the number of cases that fall into each bin, and displays that count as the
height of the corresponding bar. In this histogram of monthly average prices, each
bin has a width of $5, so, for example, the height of the tallest bar says that there
were 24 months whose average price of AIG stock was between $65 and $70. In this
way, the histogram displays the entire distribution of prices at a glance. Unlike a
bar chart, which puts gaps between bars to separate the categories, there are no
gaps between the bars of a histogram unless there are actual gaps in the data. Gaps
indicate a region where there are no values. Gaps can be important features of the
distribution so watch out for them and point them out.

For categorical variables, each category got its own bar. The only choice was
whether to combine categories for ease of display. For quantitative variables, we
have to choose the width of the bins.

* Making a Histogram by Hand Although you’ll rarely make a histogram by
hand, it can be instructive to see how it might be done. Some of the same choices
that you have to make by hand will either be made by software automatically, or
with input from you.

Step 1. Organize your data into a table. Divide the data into equal intervals or
bins so that all values are covered. The number of bins depends on how many data

Price Bin | # of Months values you have. For small (fewer than 25 or so values) data sets, 5 bins is fine. For
large data sets you may need 20 or more.
45-50 2 You will probably want the width of intervals to be aesthetically pleasing (bins
50-55 3 that have widths that end with 5% or 0’ are popular—for example, 35-40,40-45,
55-60 13 45-50, etc). Now create two columns—one for the bins and the other for the fre-
60-65 16 quencies. This creates a frequency distribution much like that for a categorical
65-70 24 variable, but here instead of categories, we have bins of equal width. You’ll have to
70-75 13 decide whether to put values that lie at the end points of the bin into the left or
75-80 1 right bin. Most software histogram programs put values into the bin on the right
with the larger values, so 40 would go into the bin 40-45, not in the bin 35-40, but
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either choice is possible. In fact, Excel chooses to put the values to the left, so that
5 goes into the bin 0-5 not the bin 5-10.

Step 2. On a sheet of paper, mark the bins on the x-axis (horizontal axis) with no
spaces between the bins. Mark the frequencies on the y-axis (vertical axis) over the
center of each bin.

Step 3. Plotyour data. For each bin, draw a horizontal line at the appropriate fre-
quency over the bin. Then, draw vertical bars on the sides of each bin, reaching up
to the corresponding frequency.

From the histogram, we can see that in these months a typical AIG stock price
was near $60 or so. We can see that although they vary, most of the monthly prices
were between $55 and $75. Only in a very few months was the average price below
$55. It’s important to note that the histogram is a static picture. We have treated
these prices simply as a collection of months, with no sense of time, and shown
their distribution. Later in the chapter we will add time to the story.

Does the distribution look as you expected? It’s often a good idea to imag-
ine what the distribution might look like before making the display. That way
you're less likely to be fooled by errors either in your display or in the data
themselves.

If our focus is on the overall pattern of how the values are distributed rather
than on the counts themselves, it can be useful to make a relative frequency his-
togram, replacing the counts on the vertical axis with the percentage of the total
number of cases falling in each bin (simply divide the counts in each bin by the
total number of data values). The shape of the histogram is exactly the same;
only the labels are different. A relative frequency histogram is faithful to the
area principle by displaying the percentage of cases in each bin instead of the
count.

30—
5 20
o
&
10 —
04 1
45 50 55 60 65 70 75 80
Monthly Average Price

Figure 5.2  Arelative frequency histogram looks just like a
frequency histogram except that the y-axis now shows the
percentage of months in each bin.



For Example

1. As the chief financial officer of a music download site, you’ve just secured the rights to offer downloads of a new album. You’d

Creating a histogram

Displaying Quantitative Variables

like to see how well it’s selling, so you collect the number of downloads per hour for the past 24 hours:

Hour Downloads Hour Downloads
12:00 a.m. 36 12:00 p.m. 25
1:00 a.m. 28 1:00 p.m. 22
2:00 a.m. 19 2:00 p.m. 17
3:00 a.m. 10 3:00 p.m. 18
4:00 a.m. 5) 4:00 p.m. 20
5:00 a.m. 8 5:00 p.m. 23
6:00 a.m. 2 6:00 p.m. 21
7:00 a.m. 6 7:00 p.m. 18
8:00 a.m. 12 8:00 p.m. 24
9:00 a.m. 14 9:00 p.m. 30
10:00 a.m. 20 10:00 p.m. 27
11:00 a.m. 18 11:00 p.m. 30

Question: Make a histogram for this variable.

Answer: Create a frequency table of bins of width five from 0 to 40 and put values at the ends of bins into the right bin:

The histogram looks like this:

# of Hours

Downloads | Number OF Hours

0-5 2

5-10 2

10-15 3

15-20 5

20-25 6

25-30 3

30-35 2

35-40 1

Total 24
6 —
5
4 -
3 -
2 —
1=

0
0 10 20 30 40

Downloads per Hour
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Figure 5.3 The AIG monthly average
stock prices displayed both by a
histogram (left) and stem-and-leaf
display (right). Stem-and-leaf displays
are typically made by hand, so we are
most likely to use them for small data
sets. For much larger data sets, we
use a histogram.

Displaying and Describing Quantitative Data

*Stem-and-Leaf Displays

Histograms provide an easy-to-understand summary of the distribution of a quan-
titative variable, but they don’t show the data values themselves. Stem-and-leaf
displays are like histograms, but they also give the individual values. They are easy
to make by hand for data sets that aren’t too large, so they’re a great way to look at
a small batch of values quickly.! Here’s a stem-and-leaf display for the AIG stock
data, alongside a histogram of the same data.

# of Months

25—
20
15 —
4199
10— 51134

515667888999999
610000011122222344
S 61555556666777788888889999

710001111222334
0

: —‘ 717

<50 50-54 55-59 60-64 65-69 70-74 >74
Price

How do stem-and-leaf displays work? A stem-and-leaf display breaks each num-
ber into two parts: the stem shown to the left of the solid line and the leaf, to the
right. For the AIG data, each price change, for example $67.02 is first truncated to
two digits, $67. Then it is split into its two components: 6|7. The line 5134 there-
fore, shows the values $51, $53, and $54 and corresponds to the histogram bin from
$50 to $55. The stem-and-leaf in Figure 5.3 uses a bin width of 5. Another choice
would be to increase the bin size and put all the prices from $50 to $60 on one line:

511345667888999999

That would decrease the number of bins to 4, but makes the bin from $60 to $70
too crowded:
4199
511345667888999999
610000011122222344555556666777788888889999
7100011112223347
Sometimes the stem-and-leaf display puts the higher numbers on top:
717
7100001111222334
61555556666777788888889999
6]0000011122222344
515667888999999
51134
4199
Either choice is possible, although putting the lower numbers on top makes the
correspondence between histogram and stem-and-leaf easier to see.

The authors like to make stem-and-leaf displays whenever data are presented (without a suitable dis-
play) at committee meetings or working groups. The insights from just that quick look at the distri-
bution are often quite valuable.
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P
Where’s the Mode?

The mode is typically defined as
the single value that appears most
often. That definition is fine for
categorical variables because we
need only to count the number of
cases for each category. For quan-
titative variables, the meaning of
mode is more ambiguous. For
example, what’s the mode of the
AIG data? No two prices were
exactly the same, but 7 months
had prices between $68 and $69.
Should that be the mode?
Probably not—that seems a little
arbitrary. For quantitative data, it
makes more sense to use the word
mode in the more general sense of
“peak in a histogram,” rather than
as a single summary value.

' Pie a la Mode

Is there a connection between pie
and the mode of a distribution?
Actually, there is! The mode of a
distribution is a popular value near
which a lot of the data values
gather. And a la mode means “in
style”—not “with ice cream.” That
just happened to be a popular way
to have pie in Paris around 1900.

Shape 91

In Chapter 4, you learned to check the Categorical Data Condition before
making a pie chart or a bar chart. Now, by contrast, before making a stem-and-leaf
display, or a histogram, you need to check the Quantitative Data Condition: The
data are values of a quantitative variable whose units are known.

Although a bar chart and a histogram may look similar, they’re not the same
display. You can’t display categorical data in a histogram or quantitative data in a
bar chart. Always check the condition that confirms what type of data you have
before making your display.

Shape

Once you’ve displayed the distribution in a histogram or stem-and-leaf display,
what can you say about it? When you describe a distribution, you should pay atten-
tion to three things: its shape, its center, and its spread.

We describe the shape of a distribution in terms of its modes, its symmetry, and
whether it has any gaps or outlying values.

Mode

Does the histogram bave a single, central hump (or peak) or several, separated bumps?
These humps are called modes.” Formally, the mode is the single, most frequent
value, but we rarely use the term that way. Sometimes we talk about the mode as
being the value of the variable at the center of this hump. The AIG stock prices
have a single mode around $65 (Figure 5.1). We often use modes to describe the
shape of the distribution. A distribution whose histogram has one main hump, such
as the one for the AIG stock prices, is called unimodal; distributions whose his-
tograms have two humps are bimodal, and those with three or more are called
multimodal. For example, here’s a bimodal distribution.

15 —

Counts

Figure 5.4 A bimodal distribution
has two apparent modes.

T
70 110 150

A bimodal histogram is often an indication that there are two groups in the data. It’s
a good idea to investigate when you see bimodality.

A distribution whose histogram doesn’t appear to have any mode and in which
all the bars are approximately the same height is called uniform. (Chapter 9 gives a
more formal definition.)

60
£ 40
3
© 9 Figure 5.5 In a uniform distribution,
bars are all about the same height. The

! ! histogram doesn’t appear to have a
0.0 0.5 1.0 mode.

’Technically, the mode is the value on the x-axis of the histogram below the highest peak, but infor-
mally we often refer to the peak or hump itself as a mode.
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Amounts of things (dollars,
employees, waiting times) can’t be
negative and have no natural upper
limit. So, they often have distribu-
tions that are skewed to the right.

# of Female Cardiac Patients

Symmetry

Could you fold the histogram along a vertical line through the middle and have the
edges match pretty closely, as in Figure 5.6, or are more of the values on one side,
as in the histograms in Figure 5.7? A distribution is symmetric if the halves on ei-
ther side of the center look, at least approximately, like mirror images.

Foldalong |

60 dotted line 60
R
40 — 40 — ! : 1
o
b
20 — 20 — L]
=L
} i : : L
T T 1 T T T T T T 1
30 -20 -10 00 10 20 30 048 09 00 00
A symmetric histogram ... ...can fold in the middle

s0 that the two sides almost match.

Figure 5.6 A symmetric histogram can fold in the middle so that the
two sides almost match.

The (usually) thinner ends of a distribution are called the tails. If one tail stretches
out farther than the other, the distribution is said to be skewed to the side of the
longer tail.
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Figure 5.7 Two skewed histograms showing the age (left) and hospital charges (right) for all female heart
attack patients in New York State in one year. The histogram of Age (in blue) is skewed to the left, while the
histogram of Charges (in purple) is skewed to the right.

Outliers

Do any features appear to stick out? Often such features tell us something interesting
or exciting about the data. You should always point out any stragglers or outliers
that stand off away from the body of the distribution. For example, if you’re study-
ing the personal wealth of Americans and Bill Gates is in your sample, he would
certainly be an outlier. Because his wealth would be so obviously atypical, you’d
want to point it out as a special feature.

Outliers can affect almost every method we discuss in this book, so we’ll always
be on the lookout for them. An outlier can be the most informative part of your
data, or it might just be an error. Either way, you shouldn’t throw it away without
comment. Treat it specially and discuss it when you report your conclusions about
your data. (Or find the error and fix it if you can.) We’ll soon learn a rule of thumb
for how we can decide if and when a value might be considered to be an outlier and
some advice for what to do when you encounter them.
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¢ Using Your Judgment. How you characterize a distribution is often a judgment
call. Does the gap you see in the histogram really reveal that you have two sub-
groups, or will it go away if you change the bin width slightly? Are those observa-
tions at the high end of the histogram truly unusual, or are they just the largest
ones at the end of a long tail? These are matters of judgment on which different
people can legitimately disagree. There’s no automatic calculation or rule of
thumb that can make the decision for you. Understanding your data and how they
arose can help. What should guide your decisions is an honest desire to under-
stand what is happening in the data.

Looking at a histogram at several different bin widths can help you to see how
persistent some of the features are. Some technologies offer ways to change the
bin width interactively to get multiple views of the histogram. If the number of
observations in each bin is small enough so that moving a couple of values to the
next bin changes your assessment of how many modes there are, be careful. Be
sure to think about the data, where they came from, and what kinds of questions
you hope to answer from them.

For Example Describing the shape of a distribution

Question: Describe the shape of the distribution of downloads from the example on page 90.

Answer: It is symmetric and unimodal with no outliers.

5.3

Notation Alert!

A bar over any symbol indicates the
mean of that quantity.

Center

Look again at the AIG prices in Figure 5.1. If you had to pick one number to de-
scribe a typical price, what would you pick? When a histogram is unimodal and
fairly symmetric, most people would point to the center of the distribution, where
the histogram peaks. The typical price is around $65.00.

If we want to be more precise and calculate a number, we can average the data.
In the AIG example, the average monthly prices is $64.48, about what we might ex-
pect from the histogram. You already know how to average values, but this is a good
place to introduce notation that we’ll use throughout the book. We’ll call the
generic variable y, and use the Greek capital letter sigma, 2, to mean “sum” (sigma
is “S” in Greek), and write?:

7_Toml_§
J n n’

According to this formula, we add up all the values of the variable, y, and divide that
sum (Zotal, or 2y) by the number of data values, . We call the resulting value the
mean of y.*

Total X
3You may also see the variable called x and the equation written & = o~ =X We prefer to call a

single variable y instead of w, because x will later be used to name a Variable that predicts another
(which we’ll call y), but when you have only one variable either name is common. Most calculators call
a single variable x.

*Once you’ve averaged the data, you might logically expect the result to be called the average. But
average is used too colloquially as in the “average” home buyer, where we don’t sum up anything.
Even though average s sometimes used in the way we intend, as in the Dow Jones Industrial Average
(which is actually a weighted average) or a batting average, we’ll usually use the term mzean through-
out the book.
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Although the mean is a natural summary for unimodal, symmetric distribu-
tions, it can be misleading for skewed data or for distributions with gaps or outliers.
The histogram of AIG monthly prices in Figure 5.1 is unimodal, and nearly sym-
metric, with a slight left skew. A look at the total volume of stocks sold each month
for the same 6 years tells a very different story. Figure 5.8 shows a unimodal but
strongly right-skewed distribution with two gaps. The mean monthly volume was
170.1 million shares. Locate that value on the histogram. Does it seem a little high
as a summary of a typical month’s volume? In fact, more than two out of three
months have volumes that are less than that value. It might be better to use the
median—the value that splits the histogram into two equal areas. We find the me-
dian by counting in from the ends of the data until we reach the middle value. The
median is commonly used for variables such as cost or income, which are likely to
be skewed. That’s because the median is resistant to unusual observations and to the
shape of the distribution. For the AIG monthly trading volumes, the median is
135.9 million shares, which seems like a more appropriate summary.

40 —

30—

# of Months
S
I
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100 200 300 400 500
% Total Monthly Volume

Balancing Point

Figure 5.8  The median splits the area of the histogram in
half at 135.9 million shares. Because the distribution is
skewed to the right, the mean 170.1 million shares is
higher than the median. The points at the right have pulled
the mean toward them, away from the median.

Does it really make a difference whether we choose a mean or a median? The
mean monthly price for the AIG stock is $64.48. Because the distribution of the prices
is roughly symmetric, we’d expect the mean and median to be close. In fact, we com-
pute the median to be $65.23. But for variables with skewed distributions, the story
is quite different. For a right-skewed distribution like the monthly volumes in Fig-
ure 5.8, the mean is larger than the median: 170.1 compared to 135.9. The two give
quite different summaries. The difference is due to the overall shape of the distributions.

By Hand

Finding the Median

Finding the median of a batch of # numbers is easy as long as you remem-
ber to order the values first. If z is odd, the median is the middle value.
n+ 1

2

Counting in from the ends, we find this value in the position.
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When 7 is even, there are two middle values. So, in this case, the

median is the average of the two values in positions 2and 2 + 1.

Here are two examples: 2 2

p

Suppose the batch has the values 14.1, 3.2, 25.3, 2.8, —17.5, 13.9, and
45.8. First we order the values: —17.5, 2.8, 3.2, 13.9, 14.1, 25.3, and 45.8.
There are 7 values, so the median is the (7 + 1)/2 = 4th value counting
from the top or bottom: 13.9.

Suppose we had the same batch with another value at 35.7. Then the
ordered values are —17.5, 2.8, 3.2, 13.9, 14.1, 25.3, 35.7, and 45.8. The
median is the average of the 8/2, or 4th, and the (8/2) + 1, or 5th, values.
So the median is (13.9 + 14.1)/2 = 14.0.

The mean is the point at which the histogram would balance. Just like a child
who moves away from the center of a see-saw, a bar of the histogram far from the
center has more leverage, pulling the mean in its direction. It’s hard to argue that a
summary that’s been pulled aside by only a few outlying values or by a long tail is
what we mean by the center of the distribution. That’s why the median is usually a
better choice for skewed data.

However, when the distribution is unimodal and symmetric, the mean offers
better opportunities to calculate useful quantities and draw more interesting con-
clusions. It will be the summary value we work with much more throughout the
rest of the book.

For Example Finding the mean and median

Question: From the data on page 90, what is a typical number of downloads per hour?

Answer: The mean number is 18.7 downloads per hour. The median is 19.5 downloads per hour. Because the distribution is uni-
modal and roughly symmetric, we shouldn’t be surprised that the two are close. There are a few more hours (in the middle of the
night) with small numbers of downloads that pull the mean lower than the median, but either one seems like a reasonable sum-

mary to report.

5.4

Spread of the Distribution

We know that the typical price of the AIG stock is around $65, but knowing the
mean or median alone doesn’t tell us about the entire distribution. A stock whose
price doesn’t move away from its center isn’t very interesting.” The more the data
vary, the less a measure of center can tell us. We need to know how spread out the
data are as well.

One simple measure of spread is the range, defined as the difference between
the extremes:

Range = max — min.
For the AIG price data, the range is $77.26 — $49.41 = $27.85. Notice that

the range is # single number that describes the spread of the data, not an interval of
values—as you might think from its use in common speech. If there are any unusual

And not much of an investment, either.
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observations in the data, the range is not resistant and will be influenced by them.
Concentrating on the middle of the data avoids this problem.

The quartiles are the values that frame the middle 50% of the data. One quar-
ter of the data lies below the lower quartile, Q1, and one quarter of the data lies
above the upper quartile, Q3. The interquartile range (IQR) summarizes the
spread by focusing on the middle half of the data. It’s defined as the difference be-
tween the two quartiles:

By Hand

Finding Quartiles

IQR = Q3 — QL.

Quartiles are easy to find in theory, but more difficult in practice. The
three quarties, Q1 (lower quartile), Q2 (the median) and Q3 (the upper
quartile) split the sorted data values into quarters. So, for example, 25% of
the data values will lie at or below Q1. The problem lies in the fact that
unless your sample size divides nicely by 4, there isn’t just one way to split
the data into quarters. The statistical software package SAS offers at least
five different ways to compute quartiles. The differences are usually small,
but can be annoying. Here are two of the most common methods for find-
ing quartiles by hand or with a calculator:

1. The Tukey Method

Split the sorted data at the median. (If z is odd, include the median
with each half). Then find the median of each of these halves—use
these as the quartiles.
Example: The data set {14.1, 3.2, 25.3, 2.8, —17.5, 13.9, 45.8}
First we order the values: {—17.5, 2.8, 3.2, 13.9, 14.1, 25.3, 45.8}. We
found the median to be 13.9, so form two data sets: {—17.5, 2.8, 3.2,
13.9} and { 13.9, 14.1, 25.3, 45.8}. The medians of these are
3.0 = (2.8 + 3.2)/2 and 19.7 = (14.1 + 25.3)/2. So we let
Q1 = 3.0and Q3 = 19.7.

2. The TT calculator method

The same as the Tukey method, except we don’t include the median
with each half. So for {14.1, 3.2, 25.3, 2.8, —17.5, 13.9, and 45.8} we
find the two data sets:

{—17.5,2.8,3.2} and {14.1, 25.3, 45.8} by not including the median in
either.

Now the medians of these are Q1 = 2.8 and Q3 = 25.3.

Notice the effect on the IQR. For Tukey:
IQR = Q3-Q1 = 19.7-3.0 = 16.7, but for TT,
IQR = 25.3-2.8 = 22.5.

For both of these methods, notice that the quartiles are either data values,
or the average of two adjacent values. In Excel, and other software, the
quartiles are interpolated, so they may not be simple averages of two values.
Be aware that there may be differences, but the idea is the same: the quar-
tiles Q1, Q2, and Q3 split the data roughly into quarters.

For the AIG data, there are 36 values on either side of the median.
After ordering the data, we average the 18th and 19th values to find
Q1 = (59.96 + 60.26)/2 = $60.11. We average the 54th and 55th values to



/Waiting in Line

Why do banks favor a single line
that feeds several teller windows
rather than separate lines for each
teller? It does make the average
waiting time slightly shorter, but
that improvement is very small.
The real difference people notice
is that the time you can expect to
wait is less variable when there is a
single line, and people prefer
consistency.

For Example
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find Q3 = (68.99 + 69.02)/2 = $69.01. So the IQR = Q3 — Q1 = $69.01 —
$60.11 = $8.90.

The IQR is usually a reasonable summary of spread, but because it uses only
the two quartiles of the data, it ignores much of the information about how individ-
ual values vary.

A more powerful measure of spread—and the one we’ll use most often—is the
standard deviation, which, as we’ll see, takes into account how far each value is
from the mean. Like the mean, the standard deviation is appropriate only for sym-
metric data and can be influenced by outlying observations.

As the name implies, the standard deviation uses the deviations of each data
value from the mean. If we tried to average these deviations, the positive and nega-
tive differences would cancel each other out, giving an average deviation of 0—not
very useful. Instead, we square each deviation. The average® of the squared devia-
tions is called the variance and is denoted by s*:

2
2209
n—1
"The variance plays an important role in statistics, but as a measure of spread, it
has a problem. Whatever the units of the original data, the variance is in squared
units. We want measures of spread to have the same units as the data, so we usually
take the square root of the variance. That gives the standard deviation.

For the AIG stock prices, s = $6.12.

Describing the spread

Question: For the data on page 90, describe the spread of the number of downloads per hour.

Answer: The range of downloads is 36 — 2 = 34 downloads per hour.
The quartiles are 13 and 24.5, so the IQR is 24.5 — 13 = 11.5 downloads per hour. The standard deviation is 8.94 downloads

per hour.

By Hand

Finding the Standard Deviation

To find the standard deviation, start with the mean, y. Then find the devia-
tions by taking y from each value: (y — 7). Square each deviation: (y — y)°.
Now you’re nearly home. Just add these up and divide by » — 1. That
gives you the variance, 2. 'To find the standard deviation, s, take the square
root.
Suppose the batch of values is 4, 3, 10, 12, 8, 9, and 3.

(continued)

“For technical reasons, we divide by » — 1 instead of # to take this average.
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The mean isy = 7. So find the deviations by subtracting 7 from each
value:
Original
Values Deviations Squared Deviations
4 4-7=-3 =37 =9
3 3—-7=-4 (—4?% =16
10 10-7=3 9
12 12-7=5 25
8 8§ —-7=1 1
9 9-7=2 4
3 3—-7=-4 16
Add up the squared deviations:
9+ 16+9+25+1+4+ 16 = 80.
Now, divide by » — 1: 80/6 = 13.33.
Finally, take the square root: s = V' 13.33 = 3.65
Thinking About Variation the IQR of gas mileage attained by all cars like yours to

be 30 )3 ,or 0.3 ? Why?
1 The U.S. Census Bureau reports the median family €77 P, 7 Mpg, 0T 117 MPE Y

income in its summary of census data. Why do you sup-
pose they use the median instead of the mean? What
might be the disadvantages of reporting the mean?

3 A company selling a new MP3 player advertises that
the player has a mean lifetime of 5 years. If you were in
charge of quality control at the factory, would you prefer
that the standard deviation of life spans of the players you

2 You've just bought a new car that claims to get a highway produce be 2 years or 2 months? Why?

fuel efficiency of 31 miles per gallon. Of course, your
mileage will “vary.” If you had to guess, would you expect

5.5 Shape, Center, and Spread—A Summary

What should you report about a quantitative variable? Report the shape of its dis-
tribution, and include a center and a spread. But which measure of center and
which measure of spread? The guidelines are pretty easy.

o If the shape is skewed, point that out and report the median and IQR. You may
want to include the mean and standard deviation as well, explaining why the mean
and median differ. The fact that the mean and median do not agree is a sign that
the distribution may be skewed. A histogram will help you make the point.

¢ If the shape is unimodal and symmetric, report the mean and standard deviation
and possibly the median and IQR as well. For unimodal symmetric data, the
IQR is usually a bit larger than the standard deviation. If that’s not true for your
data set, look again to make sure the distribution isn’t skewed or mutimodal and
that there are no outliers.

¢ If there are multiple modes, try to understand why. If you can identify a reason for
separate modes, it may be a good idea to split the data into separate groups.
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e If there are any clearly unusual observations, point them out. If you are reporting
the mean and standard deviation, report them computed with and without the
unusual observations. The differences may be revealing.

* Always pair the median with the IQR and the mean with the standard deviation.
It’s not useful to report one without the other. Reporting a center without a spread
can lead you to think you know more about the distribution than you do.
Reporting only the spread omits important information.

For Example Summarizing data

Question: Report on the shape, center, and spread of the downloads data; see page 90.

Answer: The distribution of downloads per hour over the past 24 hours is unimodal and roughly symmetric. The mean number
of downloads per hour is 18.7 and the standard deviation is 8.94. There are several hours in the middle of the night with very few
downloads, but none seem to be so unusual as to be considered outliers.

5.6

Five-Number Summary and Boxplots

One good way to summarize a distribution with just a few values is with a five-
number summary. The five-number summary of a distribution reports its median,
quartiles, and extremes (maximum and minimum). For example, the five-number
summary of the monthly trading volumes of AIG stock for the period 2002 to 2007
looks like this (in millions of shares).

Max 515.62
(1K) 182.32
Median | 135.87
Qi 121.04
Min 83.91

Table 5.2 The five-number summary
of monthly trading volume of AIG
shares (in millions of shares) for the
period 2002 to 2007.

The five-number summary provides a good overall look at the distribution. For
example, because the quartiles frame the middle half of the data, we can see that on
half of the days the volume was between 121.04 and 182.32 million shares. We
can also see the extremes of over 500 million shares on the high end and 83.91 million
shares on the low end. Were those days extraordinary for some reason or just the
busiest and quietest days? To answer that, we’ll need to work with the summaries a
bit more.

Once we have a five-number summary of a (quantitative) variable, we can dis-
play that information in a boxplot (see Figure 5.9).

A boxplot highlights several features of the distribution of a variable. The cen-
tral box shows the middle half of the data, between the quartiles. Because the top of
the box is at the third quartile (Q3) and the bottom is at Q1, the height of the box
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Figure 5.9 Boxplot of monthly
volumes of AlG stock traded in the
period 2002—-2007 (in millions of
shares).
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is equal to Q3 — QI which is the IQR. (For the AIG data, it’s 61.28.) The median
is displayed as a horizontal line. If the median is roughly centered between the
quartiles, then the middle half of the data is roughly symmetric. If it is not cen-
tered, the distribution is skewed. In extreme cases, the median can coincide with
one of the quartiles.

"The whiskers reach out from the box to the most extreme values that are not con-
sidered outliers. The boxplot nominates points as outliers if they fall farther than
1.5 IQRs beyond either quartile (for the AIG data, 1.5 IQR = 1.5 X 61.28 = 91.92).
Outliers are displayed individually, both to keep them out of the way for judging
skewness and to encourage you to give them special attention. They may be mis-
takes or they may be the most interesting cases in your data. This rule is not a def-
inition of what makes a point an outlier. It just nominates cases for special
attention. But it is not a substitute for careful analysis and thought about whether a
value is special.

It’s easy to make a boxplot. First locate the median and quartiles on an axis and
draw three short lines. For the AIG data, those are at approximately 121 (Q1), 136
(median), and 182 (Q3). The axis is usually vertical (as in Figure 5.9), but it can be
horizontal. Connect the quartile lines to make a box. Identify the “fences” at 1.5 IQR
beyond each quartile. For the AIG data, that’s 121.04 — 1.5 X 61.28 = 29.12
(lower fence) and 182.32 + 1.5 X 61.28 = 274.24 (upper fence). These fences
are not drawn on the final boxplot. They are used to decide which points to dis-
play as outliers. Draw whiskers to the most extreme data value not outside the-
fences. In the AIG data, there are no values below the lower fence since the

minimum 83.91 is greater than 29.12, but there are 7 points above the up-

per fence at 274.24. Finally, draw any outliers individually. Some boxplots

P
The 1.5 IQR Rule for Nomination Outliers

Designate a point as an outlier if

it lies farther than 1.5 IQRs from either the
first (Q1) or third (Q3) quartile. Some
boxplots also designate points as “far” outliers
if they lie more than 3 IQRs from the
quartiles. The prominent statistician John W.
"Tukey, the originator of the boxplot, was
asked (by one of the authors) why the outlier
nomination rule cut at 1.5 IQRs beyond each
quartile. He answered that the reason was
that 1 IQR would be too small and

2 IQRs would be too large.

For Example

use a special symbol for “far” outliers that lie more than 3 IQR’s from the
fences, as shown in Figure 5.9.

Some features of the distribution are lost in a boxplot, but as we’ll
soon see, they are especially useful when comparing several distributions
side by side.

From the shape of the box in Figure 5.9, it looks like the central part
of the distribution of volume is skewed to the right (upward here) and the
dissimilar length of the two whiskers shows the outer parts of the distribu-
tion to be skewed as well. We also see several high volume and some ex-
tremely high volume days. Boxplots are particularly good at exhibiting
outliers. These extreme days may deserve more attention. (When and why
did they occur?)

The boxplot rule for nominating outliers

Question: From the histogram on page 90, we saw that no points seemed to be so far from the center as to be considered out-
liers. Use the 1.5 IQR rule to see if it nominates any points as outliers.

Answer: The quartiles are 13 and 24.5 and the IQR is 11.5. 1.5 *IQR = 17.25. A point would have to be larger than
24.5 + 17.25 = 41.25 downloads/hr or smaller than 13 — 17.25 = —4.25. The largest value was 36 downloads/hr and all values
must be nonnegative, so there are no points nominated as outliers.



Five-Number Summary and Boxplots 101

Guided Example redit Card Bank Customers ‘

PLAN

DO

REALITY CHECK

"To focus on the needs of particular customers, companies often segment their
customers into groups with similar needs or spending patterns. A major credit
card bank wanted to see how much a particular group of cardholders charged
per month on their cards in order to understand the potential growth in their
card use. The data for each customer was the amount he or she spent using the
card during a three-month period in 2008. Boxplots are especially useful for
one variable when combined with a histogram and numerical summaries. Let’s
summarize the spending of this market segment.

Setup Identify the variable, the time frame
of the data, and the objective of the
analysis.

We want to summarize the average monthly charges (in dol-
lars) made by 500 cardholders from a market segment of
interest during a three-month period in 2006. The data are
quantitative, so we'll use histograms and boxplots, as well
as numerical summaries.

Mechanics Select an appropriate display
based on the nature of the data and what
you want to know about it.

It is always a good idea to think about
what you expected to see and to check
whether the histogram is close to what
you expected. Are the data about what you
might expect for customers to charge on
their cards in a month? A typical value is a
few hundred dollars. That seems like the
right ballpark.

Note that outliers are often easier to see
with boxplots than with histograms, but
the histogram provides more details about
the shape of the distribution. This com-
puter program “jitters” the outliers in the
boxplot so they don’t lie on top of each
other, making them easier to see.

P L DY) -
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Both graphs show a distribution that is highly skewed
to the right with several outliers and an extreme outlier
near $7000.

Summary of Monthly Charges

Count 500
Mean 544.749
Median 370.65
StdDev 601.244
IQR 624125
Ql 14.54
Q3 736.665

The mean is much larger than the median. The data do not
have a symmetric distribution.

(continued)



102 CHAPTER 5 Displaying and Describing Quantitative Data

REPORT Interpretation Describe the shape, center, MEMO
and spread of the distribution. Be sure to
report on the symmetry, number of modes,
and any gaps or outliers.

Re: Report on segment spending.

The distribution of charges for this segment during this
time period is unimodal and skewed to the right. For that
Recommendation State a conclusion and reason, we have summarized the data with the median and
any recommended actions or analysis. interquartile range (IAQR).

The median amount charged was $370.65. Half of the card-
holders charged between $114.54 and $738.67.

In addition, there are several high outliers, with one extreme
value at $6745.

There are also a few negative values. We suspect that these
are people who returned more than they charged in a month,
but because the values might be data errors, we suggest
that they be checked.

Future analyses should look at whether charges during
these three months in 2008 were similar to charges in the
rest of the year. We would also like to investigate if there is
a seasonal pattern and, if so, whether it can be explained by
our advertising campaigns or by other factors.

U

5.7 Comparing Groups

As we saw earlier, the volume of a stock can vary greatly from month to month
or even day to day, but if we step back a bit, we may be able to find patterns that
can help us understand, model, and predict it. We started the chapter by look-
ing at monthly summaries of the price and volume of AIG stock. If, instead, we
consider the individual daily values, we can group them into periods such as
weeks, months, seasons, or years. The picture can change depending on what
grouping we use. Comparing the distributions can reveal patterns, differences,
and trends.

Let’s start with the “big picture.” Instead of taking monthly averages, let’s look
at the daily closing prices for the first two years of our data, 2002 and 2003:
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| Figure 5.10 Daily closing prices of AlIG on the NYSE for the two years 2002 and 2003. How do the two distributions differ?
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It’s not hard to see that prices were generally lower in 2003 than 2002. The
price distribution for 2002 appears to be symmetric with a center in the high $60s
while the 2003 distribution is left skewed with a center below $60. We were able to
make the comparison easily because we displayed the two histograms on the same
scale. Histograms with very different centers and spreads may appear similar unless
you do that.

Histograms work well for comparing two groups, but what if we want to com-
pare the prices across several years? Histograms are best at displaying one or two
distributions. When we compare several groups, boxplots usually do a better job.
Boxplots offer an ideal balance of information and simplicity, hiding the details
while displaying the overall summary information. And we can plot them side by
side, making it easy to compare multiple groups or categories.

When we place boxplots side by side, we can easily see which group has the higher
median, which has the greater IQR, where the central 50% of the data is located, and
which has the greater overall range. We can also get a general idea of symmetry from
whether the medians are centered within their boxes and whether the whiskers extend
roughly the same distance on either side of the boxes. Equally important, we can see
past any outliers in making these comparisons because they’ve been displayed sepa-
rately. We can also begin to look for trends in the medians and in the IQR:s.

L ELRSET =0 AIG Stock Price and Volume a8

What really happened to the AIG stock price from the beginning of the period we’ve been studying through the
financial crisis of 2008/2009? Boxplots of the number of shares traded by month are a good way to see such patterns.
We’re interested not only in the centers, but also in the spreads. Are volumes equally variable from year to year or
are they more spread out in some years?

PLAN Setup Identify the variables, report the We want to compare the daily price of shares traded from
time frame of the data, and state the year to year on the NYSE from 2002 through 2009.
objective. The dalily price is quantitative and measured in dollars.

We can partition the values by year and use side-by-side
boxplots to compare the daily prices across years.

DO Mechanics Plot the side-by-side boxplots 80 |-
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(continued)
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REPORT

Display any other plots suggested by the
previous.
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What happened in 20087 We'd better look there with a finer
partition. Here are boxplots by month for 2008.
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Conclusion Report what you’ve learned
about the data and any recommended ac-
tion or analysis.

MEMO

Re: Research on price of AlG stock

We have examined the daily closing prices of AIG stock
on the NYSE for the period 2002 through 2009. As
the displays show, prices were relatively stable for the
period 2002 through 2007. Prices lowered in 2003 but
recovered and stayed generally above $60 for 2004
through 2007. Then in 2008, prices dropped
dramatically, and throughout 2009 AlG’s stock price
was a small fraction of what it had once been. A boxplot
by month during 2008 shows that the decline in price
was constant throughout the entire year but most
noticeable in September 2008. Most analysts point to
that month as the beginning of the financial meltdown,
but clearly there were signs in the price of AlIG that
trouble had been brewing for much longer. By October
and for the rest of the year, the price was very low with
almost no variation.

4
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Question: For the data on page 90, compare the AM downloads to the PM downloads by displaying the two distributions side-by-

side with boxplots.

Answer: There are generally more downloads in the afternoon than in the morning.
The median number of afternoon downloads is around 22 as compared with 14 for the
morning hours. The PM downloads are also much more consistent. The entire range of
the PM hours, 15, is about the size of the IQR for AM hours. Both distributions appear to
be fairly symmetric, although the AM hour distribution has some high points which seem
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Identifying Outliers

We've just seen that the price of AIG shares dropped precipitously during the year
2008. Let’s look at a boxplot by month of the daily volumes to see if a similar pat-
tern appears.
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Figure 5.11 In January, there was a high volume day of 38 million shares that is

nominated as an outlier for that month. In February there were three outliers with a maximum of
over 100 million shares. In most months one or more high volume days are identified as outliers for
their month. But none of these high volume days would have been considered unusual during
September, when the median daily volume of AlG stock was 170 million shares. Days that may have
seemed ordinary for September if placed in another month would have seemed extraordinary and
vice versa. That high volume day in January certainly wouldn’t stand out in September or even
October or November, but for January it was remarkable.

Cases that stand out from the rest of the data deserve our attention. Boxplots
have a rule for nominating extreme cases to display as outliers, but that’s just a rule
of thumb—not a definition. The rule doesn’t tell you what to do with them. It’s
never a substitute for careful thinking about the data and their context.
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So, what should we do with outliers? The first thing to do is to try to under-
stand them in the context of the data. Once you’ve identified likely outliers, you
should always investigate them. Some outliers are unbelievable and may simply be
errors. A decimal point may have been misplaced, digits transposed, or digits repeated
or omitted. Sometimes a number is transcribed incorrectly, perhaps copying an ad-
jacent value on the original data sheet. Or, the units may be wrong. If you saw the
number of AIG shares traded on the NYSE listed as 2 shares for a particular day,
you’d know something was wrong. It could be that it was meant as 2 million shares,
but you’d have to check to be sure. If you can identify the error, then you should
certainly correct it.

Many outliers are not wrong; they’re just different. These are the cases that
often repay your efforts to understand them. You may learn more from the extraor-
dinary cases than from summaries of the overall dataset.

What about those two days in September that stand out as extreme even dur-
ing that volatile month? Those were September 15 and 16, 2008. On the 15th,
740 million shares of AIG stock were traded. That was followed by an incredible
volume of over one billion shares of stock from a single company traded the follow-
ing day. Here’s how Barron’s described the trading of September 16:

Record Volume for NYSE Stocks, Nasdaq Trades Surge
Beats Its July Record

Yesterday's record-setting volume of 8.14 billion shares traded of all stocks
listed on the New York Stock Exchange was pushed aside today by 9.31
billion shares in NYSE Composite volume. The biggest among those trades
was the buying and selling of American International Group, with 1.11
billion shares traded as of 4 p.m. today. The AIG trades were 12% of all
NYSE Composite volume.

Identifying outliers and summarizing data

Question: A real estate report lists the following prices for sales of single family homes in a small town in Virginia (rounded to
the nearest thousand). Write a couple of sentences describing house prices in this town.

155,000 | 329,000 172,000 | 122,000 | 260,000
139,000 | 178,000 | 339,435,000 | 136,000 | 330,000
158,000 | 194,000 279,000 | 167,000 | 159,000

149,000 | 160,000 231,000 | 136,000 | 128,000



That extreme point is a home whose sale price is listed at $339.4 M.

A check on the Internet shows that the most expensive homes ever sold are less than $200 M.
This is clearly a mistake.

Setting aside this point, we find the following histogram and summary statistics:
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Answer: A box plot shows an extreme outlier: 350 |-
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The distribution of prices is strongly skewed to the right. The median price is $160,000. The minimum is $122,000 and the
maximum (without the outlier) is $330,000. The middle 50% of house prices lie between $144,000 and $212,500 with an IQR

of $68,500.

5.9

Standardizing

Forbes magazine lists the 258 largest privately held companies in the United States.
What do we mean by large? Forbes provides two measures: Revenue (measured in $B)
and number of Employees. Forbes uses only revenue in its rankings, but couldn’t the
size of the workforce be a way to measure size as well? How can we compare the two?
How does having revenue of $20B compare to having a workforce of 50,000 employ-
ees? Which is “larger”? They don’t have the same units, so we can’t compare them
directly. The trick is to standardize each variable first and then compare them. By do-
ing this, we avoid comparing apples to oranges. Over and over during this course
(and in many other courses you may take), questions such as “How does this value
compare to a typical value?” or “How different are these two values?” will be an-
swered by measuring the distance or difference in standard deviations from the mean.
Here are two companies listed by Forbes:

US Foodservice (A diversified food company, ranked #11) with $19.81B rev-
enue and 26,000 employees

Toys “R” Us (the toy chain, ranked #21) with revenues of only $13.72B but
69,000 employees

It’s easy to see which company earns more and which has more employees, but
which company stands out more relative to others in the Forbes list?

How does standardizing work?

We first need to find the mean and standard deviation of each variable for all 258
companies in the Forbes list:

| Mean (all companies) | SD (all companies)

Revenue ($B) 6.23 10.56
Employees 19,629 32,055

Next we measure how far each of our values are by subtracting the mean and then
dividing by the standard deviation:

2= =)
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We call the resulting value a standardized value and denote it with the letter z.
Usually, we just call it a z-score. The z-score tells us how many standard deviations
the value is from its mean.

Let’s look at revenues first.

"To compute the z-score for US Foodservice, take its value (19.81), subtract the
mean (6.23) and divide by 10.56:

z = (19.81 — 6.23)/10.56 = 1.29

That means that US Foodservice’s revenue is 1.29 standard deviations above the
mean. How about employees?

z = (26,000 — 19,629)/32,055 = 0.20

So US Foodservice’s workforce is not nearly as large (relative to the rest of the
companies) as their revenue. The number of employees is only 0.20 standard devi-
ations larger than the mean.

What about Toys “R” Us?

For revenue, z = (13.72 — 6.23)/10.56 = 0.71 and for employees,
2 = (69,000 — 19,629)/32,055 = 1.54

So who’s bigger? If we use revenue, US Foodservice is the winner. If we use
workforce, it’s Toys “R” Us.

It’s not clear which one we should use, but standardizing gives us a way to com-
pare variables even when they’re measured in different units. In this case, one could
argue that Toys “R” Us is the bigger company. Its revenue z-score is 0.71 compared
to US Foodservice’s 1.29 but its employee size is 1.54 compared to 0.20 for US

: - Foodservice.

Standardizing into z-Scores: It’s not clear how to combine these two variables, although people do this sort

e Shifts the mean to 0. of thing all the time. Forfune magazine with the help of the Great Places to Work

e Changes the standard deviation Institute ranks the best companies to work for. In 2009 the software company SAS
to 1. won. How did they get that honor? Overall, the analysts measured 50 different as-

® Does not change the shape. pects of the companies. Was SAS better on all 50 variables? Certainly not, but it’s

® Removes the units. almost certain that to combine the variables the analysts had to standardize the

variables before combining them, no matter what their methodology.

For Example Comparing values by standardizing

Question: A real estate analyst finds more data from home sales as discussed in the example on page 106. Of 350 recent sales, the
average price was $175,000 with a standard deviation of $55,000. The size of the houses (in square feet) averaged 2100 sq. ft. with
a standard deviation of 650 sq. ft. Which is more unusual, a house in this town that costs $340,000, or a 5000 sq. ft. house?

Answer: Compute the z-scores to compare. For the $340,000 house:

y—y (340,000 — 175,000)
z = = =3.0
s 55,000

The house price is 3 standard deviations above the mean.
For the 5000 sq. ft. house:

Cy—5 (5000 - 2,100)
z="—= 0 = 446

This house is 4.46 standard deviations above the mean in size. That’s more unusual than the house that costs $340,000.
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Time Series Plots

The price and volume of stocks traded on the NYSE are reported daily. Earlier, we
grouped the days into months and years, but we could simply look at the price day
by day. A histogram can provide information about the distribution of a variable,
but it can’t show any pattern over time. Whenever we have time series data, it is a
good idea to look for patterns by plotting the data in time order. Figure 5.12 shows
the daily prices plotted over time for 2007.

A display of values against time is called a time series plot. This plot reflects
the pattern that we were unable to see by displaying the entire year’s prices in either
a histogram or a boxplot. Now we can see that although the price rallied in the
spring of 2007, after July there were already signs that the price might not stay
above $60. By October, that pattern was clear.

e M..'%\.
70 + ° % 1Y ‘ J A ’°
y ‘h,i : ¢
') ° o0 ‘. ° ” %
® 654 w® ®Po
L w o o
o s o )'
£ . ' o
3 60+ %
[ X4 °
e o g°° 4
B e
55 1 :.o e
01/01 04/01 07/01 10/01 01/01

2007

Figure 5.12 A time series plot of daily closing prices of AlG stock shows the
overall pattern and changes in variation.

Time series plots often show a great deal of point-to-point variation, as Figure
5.12 does, and you’ll often see time series plots drawn with all the points con-
nected, especially in financial publications.
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Figure 5.13  The daily prices of Figure 5.12, drawn by connecting all the
points. Sometimes this can help us see the underlying pattern.
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Often it is better to try to smooth out the local point-to-point variability. After
all, we usually want to see past this variation to understand any underlying trend
and think about how the values vary around that trend—the time series version of
center and spread. There are many ways for computers to run a smooth trace
through a time series plot. Some follow local bumps, others emphasize long-term
trends. Some provide an equation that gives a typical value for any given time
point, others just offer a smooth trace.

A smooth trace can highlight long-term patterns and help us see them through
the more local variation. Figure 5.14 shows the daily prices of Figures 5.12 and 5.13
with a typical smoothing function, available in many statistics programs. With the
smooth trace, it’s a bit easier to see a pattern. The trace helps our eye follow the
main trend and alerts us to points that don’t fit the overall pattern.

70

8

a

60

50
f f f f f f f f f f f f
S T S T T S W N N WY
R SRS SRS SRS SRS SRS SRS SRS SR RO RN
SRR R R PSR RN N

Figure 5.14  The daily volumes of Figure 5.12, with a smooth trace added to
help your eye see the long-term pattern.

It is always tempting to try to extend what we see in a timeplot into the future.
Sometimes that makes sense. Most likely, the NYSE volume follows some regular
patterns throughout the year. It’s probably safe to predict more volume on triple
witching days (when contracts expire) and less activity in the week between
Christmas and New Year’s Day.

Other patterns are riskier to extend into the future. If a stock’s price has been
rising, how long will it continue to go up? No stock has ever increased in value in-
definitely, and no stock analyst has consistently been able to forecast when a stock’s
value will turn around. Stock prices, unemployment rates, and other economic, so-
cial, or psychological measures are much harder to predict than physical quantities.
The path a ball will follow when thrown from a certain height at a given speed and
direction is well understood. The path interest rates will take is much less clear.

Unless we have strong (nonstatistical) reasons for doing otherwise, we should
resist the temptation to think that any trend we see will continue indefinitely.
Statistical models often tempt those who use them to think beyond the data. We’ll
pay close attention later in this book to understanding when, how, and how much
we can justify doing that.

Look at the prices in Figures 5.12 through 5.14 and try to guess what happened
in the subsequent months. Was that drop from October to December a sign of
trouble ahead, or was the increase in December back to around $60 where the stock
had comfortably traded for several years a sign that stability had returned to AIG’s
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stock price? Perhaps those who picked up the stock for $51 in early November
really got a bargain. Let’s look ahead to 2008:
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Figure 5.15 A time series plot of daily AIG prices shows what happened
to the company in 2008.

Even through the spring of 2008, although the price was gently falling, noth-
ing prepared traders following only the time series plot for what was to follow. In
September the stock lost 99% of its value and as of 2010 was still trading below $2
an original share.

Plotting time series data

Question: The downloads from the example on page 90 are a time series. Plot the data by hour of the day and describe any pat-

terns you see.

Answer: For this day, downloads were highest at midnight with about 36 downloads/hr, then dropped sharply until about 5-6 Am
when they reached their minimum at 2-3 per hour. They gradually increased to about 20/hr by noon, and then stayed in the
twenties until midnight, with a slight increase during the evening hours. When we split the data at midnight and noon, as we did
earlier, we missed this pattern entirely.
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The histogram we saw the beginning of the chapter (Figure 5.1) summarized
the distribution of prices fairly well because during that period the prices were
fairly stable. When a time series is stationary’ (without a strong trend or change in
variability), a histogram can provide a useful summary, especially in conjunction
with a time series plot. However, when the time series is not stationary as was the
case for AIG prices after 2007, a histogram is unlikely to capture much of interest.
Then, a time series plot is the best graphical display to use in describing the behav-
ior of the data.

5.11 Transforming Skewed Data

When a distribution is skewed, it can be hard to summarize the data simply with a
center and spread, and hard to decide whether the most extreme values are outliers
or just part of the stretched-out tail. How can we say anything useful about such
data? The secret is to apply a simple function to each data value. One such function
that can change the shape of a distribution is the logarithmic function. Let’s exam-
ine an example in which a set of data is severely skewed.

In 1980, the average CEO made about 42 times the average worker’s salary. In
the two decades that followed, CEO compensation soared when compared with the
average worker’s pay; by 2000, that multiple had jumped to 525.% What does the
distribution of the Fortune 500 companies’ CEOs look like? Figure 5.16 shows a
boxplot and a histogram of the 2005 compensation.
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Figure 5.16  The total compensation for CEOs (in $000) of the 500 largest companies is skewed and includes some extraordinarily
large values.

These values are reported in thousands of dollars. The boxplot indicates that
some of the 500 CEOs received extraordinarily high compensation. The first bin of
the histogram, containing about half the CEOs, covers the range $0 to $5,000,000.
The reason that the histogram seems to leave so much of the area blank is that the
largest observations are so far from the bulk of the data, as we can see from the box-
plot. Both the histogram and boxplot make it clear that this distribution is very
skewed to the right.

’Sometimes we separate out the properties and say the series is stationary with respect to the mean (if
there is no trend) or stationary with respect to the variance (if the spread doesn’t change), but unless
otherwise noted, we’ll assume that a/l the statistical properties of a stationary series are constant over
time.

8Sources: United for a Fair Economy, Business Week annual CEO pay surveys, Bureau of Labor

Statistics, “Average Weekly Earnings of Production Workers, Total Private Sector.” Series ID:
EEU00500004.
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"Total compensation for CEOs consists of their base salaries, bonuses, and extra
compensation, usually in the form of stock or stock options. Data that add together
several variables, such as the compensation data, can easily have skewed distribu-
tions. It’s often a good idea to separate the component variables and examine them
individually, but we don’t have that information for the CEOs.

Skewed distributions are difficult to summarize. It’s hard to know what we
mean by the “center” of a skewed distribution, so it’s not obvious what value to use
to summarize the distribution. What would you say was a typical CEO total com-
pensation? The mean value is $10,307,000, while the median is “only” $4,700,000.
Each tells something different about how the data are distributed.

One way to make a skewed distribution more symmetric is to re-express, or
transform, the data by applying a simple function to all the data values. Variables
with a distribution that is skewed to the right often benefit from a re-expression by
logarithms or square roots. Those skewed to the left may benefit from squaring the
data values. It doesn’t matter what base you use for a logarithm.

* Dealing with logarithms You probably don’t encounter logarithms every day. In
this book, we use them to make data behave better by making model assumptions
more reasonable. Base 10 logs are the easiest to understand, but natural logs are
often used as well. (Either one is fine.) You can think of base 10 logs as roughly one
less than the number of digits you need to write the number. So 100, which is the
smallest number to require 3 digits, has a logjgof 2. And 1000 has a logjgof 3. The
logipof 500 is between 2 and 3, but you’d need a calculator to find that it’s approx-
imately 2.7. All salaries of “six figures” have logjo between 5 and 6. Logs are in-
credibly useful for making skewed data more symmetric. Fortunately, with
technology, remaking a histogram or other display of the data is as easy as pushing
a button.

The histogram of the logs of the total CEO compensations in Figure 5.17 is
much more symmetric, so we can see that a typical log compensation is between 6.0
and 7.0, which means that it lies between $1 million and $10 million. To be more
precise, the mean Jogygvalue is 6.73, while the median is 6.67 (that’s $5,370,317 and
$4,677,351, respectively). Note that nearly all the values are between 6.0 and 8.0—in
other words, between $1,000,000 and $100,000,000 per year. Logarithmic trans-
formations are common, and because computers and calculators are available to do
the calculating, you should consider transformation as a helpful tool whenever you
have skewed data.
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Figure 5.17  Taking logs makes the histogram of
CEO total compensation nearly symmetric.
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For Example Transforming skewed data

Question: Every year Fortune magazine publishes a list of the 100 best companies to work for (http://money.cnn.com/
magazines/fortune/bestcompanies/2010/). One statistic often looked at is the average annual pay for the most common job title
at the company. Can we characterize those pay values? Here is a histogram of the average annual pay values and a histogram of
the logarithm of the pay values. Which would provide the better basis for summarizing pay?
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Answer: The pay values are skewed to the high end. The logarithm transformation makes the distribution more nearly symmet-
ric. A symmetric distribution is more appropriate to summarize with a mean and standard deviation.

What Can Go Wrong?

A data display should tell a story about the data. To do that it must speak in a
clear language, making plain what variable is displayed, what any axis shows, and
what the values of the data are. And it must be consistent in those decisions.

The task of summarizing a quantitative variable requires that we follow a set
of rules. We need to watch out for certain features of the data that make summa-
rizing them with a number dangerous. Here’s some advice:

* Don’t make a histogram of a categorical variable. Just because the variable
contains numbers doesn’t mean it’s quantitative. Here’s a histogram of the in-
surance policy numbers of some workers. It’s not very informative because the
policy numbers are categorical. A histogram or stem-and-leaf display of a cate-
gorical variable makes no sense. A bar chart or pie chart may do better.
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Figure 5.18 It’s not appropriate to display
categorical data like policy numbers with a
histogram.
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* Choose a scale appropriate to the data. Computer programs usually do a
pretty good job of choosing histogram bin widths. Often, there’s an easy way
to adjust the width, sometimes interactively. Figure 15.19 shows the AIG
price change histogram with two other choices for the bin size.

* Avoid inconsistent scales. Parts of displays should be mutually consistent—
no fair changing scales in the middle or plotting two variables on different
scales but on the same display. When comparing two groups, be sure to draw

them on the same scale.

* Label clearly. Variables should be identified clearly and axes labeled so a

reader knows what the plot displays.
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Figure 5.19  Changing the bin width changes how the histogram looks. The AIG stock prices look very different with

these two choices.

Here’s a remarkable example of a plot gone wrong. It illustrated a news
story about rising college costs. It uses time series plots, but it gives a misleading
impression. First, think about the story you’re being told by this display. Then

try to figure out what has gone wrong.

! I. T : Visil o sl ! Wiy e Racatines on
\ \ Planning Board approves
il Widewaters development

IC s

0 60
Price

tudents oczupy Job Hall
Cayuga Vocal Ensemble

“Judas Maccabaeus™

T I M E S ushers in the holidays with

Why

does college
have to cost so™
much?

70 80

(continued)



116 CHAPTER 5 Displaying and Describing Quantitative Data

What’s wrong? Just about everything.

¢ The horizontal scales are inconsistent. Both lines show trends over time, but
for what years? The tuition sequence starts in 1965, but rankings are graphed
from 1989. Plotting them on the same (invisible) scale makes it seem that
they’re for the same years.

* The vertical axis isn’t labeled. That hides the fact that it’s using two different
scales. Does it graph dollars (of tuition) or ranking (of Cornell University)?

This display violates three of the rules. And it’s even worse than that. It vio-
lates a rule that we didn’t even bother to mention. The two inconsistent scales
for the vertical axis don’t point in the same direction! The line for Cornell’s rank
shows that it has “plummeted” from 15th place to 6th place in academic rank.
Most of us think that’s an improvement, but that’s not the message of this graph.

* Do a reality check. Don'’t let the computer (or calculator) do your thinking
for you. Make sure the calculated summaries make sense. For example, does
the mean look like it is in the center of the histogram? Think about the
spread. An IQR of 50 mpg would clearly be wrong for a family car. And no
measure of spread can be negative. The standard deviation can take the value
0, but only in the very unusual case that all the data values equal the same
number. If you see the IQR or standard deviation equal to 0, it’s probably a
sign that something’s wrong with the data.

* Don’t compute numerical summaries of a categorical variable. The
mean zip code or the standard deviation of Social Security numbers is not
meaningful. If the variable is categorical, you should instead report summaries
such as percentages. It is easy to make this mistake when you let technology
do the summaries for you. After all, the computer doesn’t care what the num-
bers mean.

* Watch out for multiple modes. If the distribution—as seen in a histogram,
for example—has multiple modes, consider separating the data into groups. If
you cannot separate the data in a meaningful way, you should not summarize
the center and spread of the variable.

e Beware of outliers. If the data have outliers but are otherwise unimodal,
consider holding the outliers out of the further calculations and reporting
them individually. If you can find a simple reason for the outlier (for instance,
a data transcription error), you should remove or correct it. If you cannot do
either of these, then choose the median and IQR to summarize the center and
spread.

Ethics in Action

the highest quality coffees, Beth also wants her busi-
ness to be socially responsible. Toward that end, she

eth Tully owns Zenna’s Café, an independent
coffee shop located in a small midwestern city.

Since opening Zenna's in 2002, she has been
steadily growing her business and now distrib-
utes her custom coffee blends to a number of regional
restaurants and markets. She operates a microroaster
that offers specialty grade Arabica coffees recognized as
some as the best in the area. In addition to providing

pays fair prices to coffee farmers and donates funds to
help charitable causes in Panama, Costa Rica, and
Guatemala. In addition, she encourages her employees
to get involved in the local community. Recently, one of
the well-known multinational coffeehouse chains an-
nounced plans to locate shops in her area. This chain is



one of the few to offer Certified Free Trade coffee
products and work toward social justice in the global
community. Consequently, Beth thought it might be a
good idea for her to begin communicating Zenna's so-
cially responsible efforts to the public, but with an
emphasis on their commitment to the local commu-
nity. Three months ago she began collecting data on
the number of volunteer hours donated by her em-
ployees per week. She has a total of 12 employees, of

What Have We Learned?

impressed with Zenna’s level of commitment to the
local community.

ETHICAL ISSUE The outlier in the data affects the average
in a direction that benefits Beth Tully and Zenna’s Café (related
to Item C, ASA Ethical Guidelines).

ETHICAL SOLUTION Beth’s data are highly skewed. There
is an outlier value (for a part-time employee) that pulls the aver-
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age number of volunteer bours up. Reporting the average is mis-
leading. In addition, there may be justification to eliminate the
value since it belongs to a part-time employee (10 of the 12 em-
ployees are full time). It would be more ethical for Beth to: (1) re-
port the average but discuss the outlier value, (2) report the
average for only full-time employees, or (3) report the median in-
stead of the average.

whom 10 are full time. Most employees volunteered
less than 2 hours per week, but Beth noticed that one
part-time employee volunteered more than 20 hours
per week. She discovered that her employees collec-
tively volunteered an average of 15 hours per month
(with a median of 8 hours). She planned to report the
average number and believed most people would be

What Have We Learned?

Learning Objectives m Make and interpret histograms to display the distribution of a variable.

® We understand distributions in terms of their shape, center, and spread.

m Describe the shape of a distribution.
¢ A symmetric distribution has roughly the same shape reflected around the center
* A skewed distribution extends farther on one side than on the other.

* A unimodal distribution has a single major hump or mode; a bimodal distribu-
tion has two; multimodal distributions have more.

® QOutliers are values that lie far from the rest of the data.

m Compute the mean and median of a distribution, and know when it is
best to use each to summarize the center.

* The mean is the sum of the values divided by the count. It is a suitable
summary for unimodal, symmetric distributions.

® The median is the middle value; half the values are above and half are below the
median. It is a better summary when the distribution is skewed or has outliers.

m Compute the standard deviation and interquartile range (IQR), and know
when it is best to use each to summarize the spread.

* The standard deviation is roughly the square root of the average squared
difference between each data value and the mean. It is the summary of choice
for the spread of unimodal, symmetric variables.

® The IQR is the difference between the quartiles. It is often a better summary of
spread for skewed distributions or data with outliers.

= Find a five-number summary and, using it, make a boxplot. Use the box-
plot’s outlier nomination rule to identify cases that may deserve special
attention.

* A five-number summary consists of the median, the quartiles, and the
extremes of the data.

* A boxplot shows the quartiles as the upper and lower ends of a central box, the
median as a line across the box, and “whiskers” that extend to the most extreme
values that are not nominated as outliers.

(continued)
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Terms
Bimodal
Boxplot

Center

Distribution

Five-number summary

Histogram (relative
frequency histogram)

Interquartile range (IQR)
Mean

Median

Mode

Multimodal
Outliers

Quartile

Range
Re-express or transform

Displaying and Describing Quantitative Data

* Boxplots display separately any case that is more than 1.5 IQRs beyond each
quartile. These cases should be considered as possible outliers.

m Use boxplots to compare distributions.

* Boxplots facilitate comparisons of several groups. It is easy to compare centers

(medians) and spreads (IQRs).
* Because boxplots show possible outliers separately, any outliers don’t affect
comparisons.
m Standardize values and use them for comparisons of otherwise disparate
variables.

* We standardize by finding z-scores. To convert a data value to its z-score, sub-
tract the mean and divide by the standard deviation.

* z-scores have no units, so they can be compared to z-scores of other variables.
* The idea of measuring the distance of a value from the mean in terms of
standard deviations is a basic concept in Statistics and will return many times
later in the course.
m Make and interpret time plots for time series data.
* Look for the trend and any changes in the spread of the data over time.

Distributions with two modes.

A boxplot displays the 5-number summary as a central box with whiskers that extend to the
nonoutlying values. Boxplots are particularly effective for comparing groups.

The middle of the distribution, usually summarized numerically by the mean or the
median.

The distribution of a variable gives:

* possible values of the variable

e frequency or relative frequency of each value
A five-number summary for a variable consists of:
¢ The minimum and maximum

* The quartiles Q1 and Q3

* The median

A histogram uses adjacent bars to show the distribution of values in a quantitative variable.
Each bar represents the frequency (relative frequency) of values falling in an interval of values.

The difference between the first and third quartiles. IQR = Q3 — QI.
A measure of center found asy = Zy/n.

The middle value with half of the data above it and half below it.

A peak or local high point in the shape of the distribution of a variable. The apparent loca-
tion of modes can change as the scale of a histogram is changed.

Distributions with more than two modes.

Extreme values that don’t appear to belong with the rest of the data. They may be unusual
values that deserve further investigation or just mistakes; there’s no obvious way to tell.

The lower quartile (Q1) is the value with a quarter of the data below it. The upper quartile
(Q3) has a quarter of the data above it. The median and quartiles divide the data into four
equal parts.

The difference between the lowest and highest values in a data set: Range = muax — min.

To re-express or transform data, take the logarithm, square root, reciprocal, or some other
mathematical operation on all values of the data set. Re-expression can make the distribu-
tion of a variable more nearly symmetric and the spread of groups more nearly alike.
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Shape The visual appearance of the distribution. To describe the shape, look for:
* single vs. multiple modes
® symmetry vs. skewness
Skewed A distribution is skewed if one tail stretches out farther than the other.
Spread The description of how tightly clustered the distribution is around its center. Measures of

spread include the IQR and the standard deviation.

— )2
A measure of spread found as s = | 20y =)
-1

/2

Standard deviation

Standardized value We standardize a value by subtracting the mean and dividing by the standard deviation for

the variable. These values, called z-scores, have no units.

Stationary A time series is said to be stationary if its statistical properties don’t change over time.

Stem-and-leaf display A stem-and-leaf display shows quantitative data values in a way that sketches the

distribution of the data. It’s best described in detail by example.

Symmetric A distribution is symmetric if the two halves on either side of the center look approximately
like mirror images of each other.
Tail The tails of a distribution are the parts that typically trail off on either side.

Time series plot Displays data that change over time. Often, successive values are connected with lines to

show trends more clearly.

Uniform A distribution that’s roughly flat is said to be uniform.
Unimodal Having one mode. This is a useful term for describing the shape of a histogram when it’s
generally mound-shaped.
Variance The standard deviation squared.
z-score A standardized value that tells how many standard deviations a value is from the mean;

z-scores have a mean of 0 and a standard deviation of 1.

Technology Help: Displaying and Summarizing
Quantitative Variables

Almost any program that displays data can make a histogram, but
some will do a better job of determining where the bars should start
and how they should partition the span of the data (see the art on the
next page).

Many statistics packages offer a prepackaged collection of
summary measures. The result might look like this:

Variable: Weight

N = 234
Mean =143.3 Median = 139
St. Dev = 11.1 IQR = 14

Alternatively, a package might make a table for several
variables and summary measures:

Variable N mean median stdev IQR
Weight 234 143.3 139 11.1 14
Height 234 68.3 68.1 4.3 5
Score 234 86 88 9 5

It is usually easy to read the results and identify each
computed summary. You should be able to read the summary
statistics produced by any computer package.

Packages often provide many more summary statistics than
you need. Of course, some of these may not be appropriate when
the data are skewed or have outliers. It is your responsibility to
check a histogram or stem-and-leaf display and decide which
summary statistics to use.

It is common for packages to report summary statistics to
many decimal places of “accuracy.” Of course, it is rare to find data
that have such accuracy in the original measurements. The ability to
calculate to six or seven digits beyond the decimal point doesn’t
mean that those digits have any meaning. Generally, it’s a good idea
to round these values, allowing perhaps one more digit of precision
than was given in the original data.

Displays and summaries of quantitative variables are among
the simplest things you can do in most statistics packages.

(continued)
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Most packages choose

the number of bars for
you automatically. Often
you can adjust that choice.

N -
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EXCEL XLSTAT®

To make a histogram in Excel 2007 or 2010, use the Data Analysis
add-in. If you have not installed that, you must do that first.

e From the Data ribbon, select the Data Analysis add-in.
e From its menu, select Histograms.
¢ |ndicate the range of the data whose histogram you wish to draw.

e [ndicate the bin ranges that are up to and including the right
end points of each bin.

e (Check Labels if your columns have names in the first cell.
e (Check Chart output and click OK.

e Right-click on any bar of the resulting graph and, from the
menu that drops down, select Format Data Series . . .

e |n the dialog box that opens, select Series Options from the
sidebar.

e Slide the Gap Width slider to No Gap, and click Close.

e |n the pivot table on the left, use your pointing tool to slide the
bottom of the table up to get rid of the “more” bin.

e Edit the bin names in Column A to properly identify the contents

of each bin.
w1 A | 8 | ¢ 1 K
1 Price _ Frequency | |
2 |<50 2
3 |50-54 3
4 |ss5.59 13
5 |60-64 16
6 6569 7
7 |70-74 13
B > 1 2
£ |more o | ;
10| %
11| | =
12|
13|
1“_
Ls.
i:- <50 5054 5555 60-64 6569 7074 >4
18| | Price

19

e You can right click on the legend or axis names to edit or remove
them.

e Following these instructions, you can reproduce Figure 5.1
using the data set AlG.

Alternatively, you can set up your own bin boundaries and count
the observations falling within each bin using an Excel function such
as FREQUENCY (Data array, Bins array). Consult your Excel manual or
help files for details of how to do this.

JMP

To make a histogram and find summary statistics:
e (Choose Distribution from the Analyze menu.

¢ |n the Distribution dialog, drag the name of the variable that you wish
to analyze into the empty window beside the label “Y, Golumns.”

e (lick OK. JMP computes standard summary statistics along with
displays of the variables.

To make boxplots:

e Choose Fit y By x. Assign a continuous response variable to Y,
Response and a nominal group variable holding the group
names to X, Factor, and click OK. JMP will offer (among other
things) dotplots of the data. click the red triangle and, under
Display Options, select Boxplots. Note: If the variables are of
the wrong type, the display options might not offer boxplots.

To make a histogram:
e (Choose Histogram from the Graph menu.
e Select “Simple” for the type of graph and click OK.

e Enter the name of the quantitative variable you wish to display in
the box labeled “Graph variables.” Click OK.
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To make a boxplot:

Choose Histogram or Boxplot from the list of chart types.

e (Choose Boxplot from the Graph menu and specify your data
format. °

Drag the icon of the plot you want onto the canvas.
Drag a scale variable to the y-axis drop zone.
Click OK.
To make side-by-side boxplots, drag a categorical variable to
the x-axis drop zone and click OK.

e Assign variables from the variable list box to the Variables box. To calculate summary statistics:
MINITAB makes a Descriptive Statistics table.

To calculate summary statistics:

e (Choose Basic Statistics from the Stat menu. From the Basic
Statistics submenu, choose Display Descriptive Statistics.

e (Choose Explore from the Descriptive Statistics submenu of
the Analyze menu. In the Explore dialog, assign one or more

m variables from the source list to the Dependent List and click

. . ) the OK button.

To make a histogram or boxplot in SPSS open the Chart Builder from

the Graphs menu.
e (lick the Gallery tab.

Hotel Occupancy Rates

Many properties in the hospitality industry experience strong seasonal fluc-
tuations in demand. To be successful in this industry it is important to antic-
ipate such fluctuations and to understand demand patterns. The file
Occupancy_Rates contains data on monthly Hote/ Occupancy Rates
(in % capacity) for Honolulu, Hawaii, from January 2000 to December
2007.

Examine the data and prepare a report for the manager of a ho-
tel chain in Honolulu on patterns in Hote/ Occupancy during this pe-
riod. Include both numerical summaries and graphical displays and
summarize the patterns that you see. Discuss any unusual features of
the data and explain them if you can, including a discussion of

whether the manager should take these features into account for fu-
ture planning.
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Value and Growth Stock Returns

Investors in the stock market have choices of how aggressive they would like to be
with their investments. To help investors, stocks are classified as “growth” or “value”
stocks. Growth stocks are generally shares in high quality companies that have demon-
strated consistent performance and are expected to continue to do well. Value stocks
on the other hand are stocks whose prices seem low compared to their inherent worth
(as measured by the book to price ratio). Managers invest in these hoping that their low
price is simply an overreaction to recent negative events.

In the data set Returns’ are the monthly returns of 2500 stocks classified as
Growth and Value for the time period January 1975 to June 1997. Examine the dis-
tributions of the two types of stocks and discuss the advantages and disadvantages of
each. Is it clear which type of stock offers the best investment? Discuss briefly.

Source: Independence International Associates, Inc. maintains a family of international style indexes cover-
ing 22 equity markets. The highest book-to-price stocks are selected one by one from the top of the list. The
top half of these stocks become the constituents of the “value index,” and the remaining stocks become the
“growth index.”
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Exercises

Displaying and Describing Quantitative Data

SECTION 5.1

1. As part of the marketing team at an Internet music site,
you want to understand who your customers are. You send
out a survey to 25 customers (you use an incentive of $50
worth of downloads to guarantee a high response rate) asking
for demographic information. One of the variables is the cus-
tomer’s age. For the 25 customers the ages are:

20 | 32 | 34 | 29 | 30
30 | 30 | 14 | 29 | 11
38 | 22 | 44 | 48 | 26
25 | 22 | 32 | 35 | 32
35 | 42 | 44 | 44 | 48

a) Make a histogram of the data using a bar width of 10 years.
b) Make a histogram of the data using a bar width of 5 years.

¢) Make a relative frequency histogram of the data using a
bar width of 5 years.

d) *Make a stem-and-leaf plot of the data using 10s as the
stems and putting the youngest customers on the top of the
plot.

2. As the new manager of a small convenience store, you
want to understand the shopping patterns of your customers.
You randomly sample 20 purchases from yesterday’s
records (all purchases in U.S. dollars):

39.05 | 2.73 | 32.92 | 47.51
37.91 | 34.35 | 64.48 | 51.96
56.95 | 81.58 | 47.80 | 11.72
21.57 | 40.83 | 38.24 | 32.98
75.16 | 74.30 | 47.54 | 65.62

a) Make a histogram of the data using a bar width of $20.
b) Make a histogram of the data using a bar width of $10.
¢) Make a relative frequency histogram of the data using a
bar width of $10.

d) *Make a stem-and-leaf plot of the data using $10 as the
stems and putting the smallest amounts on top.

SECTION 5.2

3. For the histogram you made in Exercise 1a,
a) Is the distribution unimodal or multimodal?
b) Where is (are) the mode(s)?

¢) Is the distribution symmetric?
d) Are there any outliers?

4. For the histogram you made in Exercise 2a:
a) Is the distribution unimodal or multimodal?
b) Where is (are) the mode(s)?

¢) Is the distribution symmetric?

d) Are there any outliers?

SECTION 5.3
5. For the data in Exercise 1:

a) Would you expect the mean age to be smaller than, bigger
than, or about the same size as the median? Explain.

b) Find the mean age.

¢) Find the median age.

6. For the data in Exercise 2:

a) Would you expect the mean purchase to be smaller than,
bigger than, or about the same size as the median? Explain.
b) Find the mean purchase.

¢) Find the median purchase.

SECTION 5.4
7. For the data in Exercise 1:

a) Find the quartiles using your calculator.

b) Find the quartiles using the method on page 96.
¢) Find the IQR using the quartiles from partb.

d) Find the standard deviation.

8. For the data in Exercise 2:

a) Find the quartiles using your calculator.

b) Find the quartiles using the method on page 96.
¢) Find the IQR using the quartiles from part b.

d) Find the standard deviation.

SECTION 5.5

9. The histogram shows the December charges (in $) for
5000 customers from one marketing segment from a credit
card company. (Negative values indicate customers who re-
ceived more credits than charges during the month.)

a) Write a short description of this distribution (shape,
center, spread, unusual features).

b) Would you expect the mean or the median to be larger?
Explain.

¢) Which would be a more appropriate summary of the
center, the mean or the median? Explain.
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10. Adair Vineyard is a 10-acre vineyard in New Paltz,
New York. The winery itself is housed in a 200-year-old
historic Dutch barn, with the wine cellar on the first floor
and the tasting room and gift shop on the second. Since
they are relatively small and considering an expansion, they
are curious about how their size compares to that of other
vineyards. The histogram shows the sizes (in acres) of 36
wineries in upstate New York.

a) Write a short description of this distribution (shape,
center, spread, unusual features).

b) Would you expect the mean or the median to be larger?
Explain.

¢) Which would be a more appropriate summary of the
center, the mean or the median? Explain.
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SECTION 5.6

11. For the data in Exercise 1:

a) Draw a boxplot using the quartiles from Exercise 7b.
b) Does the boxplot nominate any outliers?
¢) What age would be considered a high outlier?

12. For the data in Exercise 2:

a) Draw a boxplot using the quartiles from Exercise 8b.

b) Does the boxplot nominate any outliers?

¢) What purchase amount would be considered a high
outlier?

13. Here are summary statistics for the sizes (in acres) of
upstate New York vineyards from Exercise 10.

Variable N Mean StDev Minimum Q1 Median @3 Maximum

Acres 36 46.5047.76 6 18.50 33.50 55 250

a) From the summary statistics, would you describe this
distribution as symmetric or skewed? Explain.

b) From the summary statistics, are there any outliers?
Explain.

¢) Using these summary statistics, sketch a boxplot. What
additional information would you need to complete the
boxplot?
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14. A survey of major universities asked what percentage
of incoming freshmen usually graduate “on time” in 4 years.
Use the summary statistics given to answer these questions.

% on time

Count 48

Mean 68.35
Median 69.90
StdDev 10.20
Min 43.20
Max 87.40
Range 44.20
25th %tile 59.15
75th %tile 74.75

a) Would you describe this distribution as symmetric or
skewed?

b) Are there any outliers? Explain.

¢) Create a boxplot of these data.

SECTION 5.7

15. The survey from Exercise 1 had also asked the cus-
tomers to say whether they were male or female. Here
are the data:

Age | Sex | Age | Sex | Age | Sex | Age | Sex | Age | Sex
20| M | 32| F | 34| F 29| M |3 | M
30| F |3 |M |14 M |29 M| 11|M
38| F | 2| M |4 | F |48 | F | 26| F
25| M |22 M | 32| F 3| F |32]|F
35| F | 42| F |44 | F | 44| F | 48 | F

Construct boxplots to compare the ages of men and women
and write a sentence summarizing what you find.

16. The store manager from Exercise 2 has collected data
on purchases from weekdays and weekends. Here are some
summary statistics (rounded to the nearest dollar):

Weekdays n = 230

Min = 4, Q1 = 28, Median = 40, Q3 = 68, Max = 95
Weekend n = 150

Min = 10, Q1 = 35, Median = 55, Q3 = 70, Max = 100

From these statistics, construct side-by-side boxplots and
write a sentence comparing the two distributions.

17. Here are boxplots of the weekly sales (in $ U.S.) over a
two-year period for a regional food store for two loca-
tions. Location #1 is a metropolitan area that is known to
be residential where shoppers walk to the store. Location #2
is a suburban area where shoppers drive to the store.
Assume that the two towns have similar populations and
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that the two stores are similar in square footage. Write a
brief report discussing what these data show.
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18. Recall the distributions of the weekly sales for the
regional stores in Exercise 17. Following are boxplots of
weekly sales for this same food store chain for three stores
of similar size and location for two different states:
Massachusetts (MA) and Connecticut (CT). Compare
the distribution of sales for the two states and describe in a
report.
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SECTION 5.9
19. Using the ages from Exercise 1:

a) Standardize the minimum and maximum ages using the
mean from Exercise 5b and the standard deviation from
Exercise 7d.

b) Which has the more extreme z-score, the min or
the max?

¢) How old would someone with a z-score of 3 be?

20. Using the purchases from Exercise 2:

a) Standardize the minimum and maximum purchase using
the mean from Exercise 6b and the standard deviation from
Exercise 8d.

b) Which has the more extreme z-score, the min or
the max?

¢) How large a purchase would a purchase with a z-score of
3.5 be?

SECTION 5.11

21. When analyzing data on the number of employees in
small companies in one town, a researcher took square

Displaying and Describing Quantitative Data

roots of the counts. Some of the resulting values, which are
reasonably symmetric, were:

4,4,6,7,7,8,10
What were the original values, and how are they distributed?

22. You wish to explain to your boss what effect taking the
base-10 logarithm of the salary values in the company’s data-
base will have on the data. As simple, example values, you
compare a salary of $10,000 earned by a part-time shipping
clerk, a salary of $100,000 earned by a manager, and the
CEO’s $1,000,000 compensation package. Why might the
average of these values be a misleading summary? What
would the logarithms of these three values be?

CHAPTER EXERCISES

23. Statistics in business. Find a histogram that shows the
distribution of a variable in a business publication (e.g., The
Wall Street Journal, Business Wecek, etc.).

a) Does the article identify the W’s?

b) Discuss whether the display is appropriate for the data.
¢) Discuss what the display reveals about the variable and
its distribution.

d) Does the article accurately describe and interpret the
data? Explain.

24, Statistics in business, part 2. Find a graph other than a
histogram that shows the distribution of a quantitative
variable in a business publication (e.g., The Wall Street
Journal, Business Week, etc.).

a) Does the article identify the W’s?

b) Discuss whether the display is appropriate for the data.
¢) Discuss what the display reveals about the variable and
its distribution.

d) Does the article accurately describe and interpret the
data? Explain.

25. Two-year college tuition. The histogram shows the
distribution of average tuitions charged by each of the 50
U.S. states for public two-year colleges in the 2007-2008
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academic year. Write a short description of this distribution
(shape, center, spread, unusual features).

26. Gas prices. The website MSN auto (www.autos.msn
.com) provides prices of gasoline at stations all around the
United States. This histogram shows the price of regular
gas (in $/gallon) for 57 stations in the Los Angeles area dur-
ing the week before Christmas 2007. Describe the shape of
this distribution (shape, center, spread, unusual features).
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@ 27. Mutual funds. The histogram displays the 12-month
returns (in percent) for a collection of mutual funds in
2007. Give a short summary of this distribution (shape,
center, spread, unusual features).
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@ 28. Car discounts. A researcher, interested in studying
gender differences in negotiations, collects data on the
prices that men and women pay for new cars. Here is a his-
togram of the discounts (the amount in $ below the list
price) that men and women received at one car dealership
for the last 100 transactions (54 men and 46 women). Give
a short summary of this distribution (shape, center, spread,
unusual features). What do you think might account for
this particular shape?

125
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@ 29. Mutual funds, part 2. Use the data set of Exercise 27 to
answer the following questions.

a) Find the five-number summary for these data.

b) Find appropriate measures of center and spread for
these data.

¢) Create a boxplot for these data.

d) What can you see, if anything, in the histogram that
isn’t clear in the boxplot?

@ 30. Car discounts, part 2. Use the data set of Exercise 28 to
answer the following questions.

a) Find the five-number summary for these data.

b) Create a boxplot for these data.

¢) What can you see, if anything, in the histogram of
Exercise 28 that isn’t clear in the boxplot?

@ *31. Vineyards. The data set provided contains the data
from Exercises 10 and 13. Create a stem-and-leaf display of
the sizes of the vineyards in acres. Point out any unusual
features of the data that you can see from the stem-and-

leaf.

@ *32. Gas prices, again. The data set provided contains the
data from Exercise 26 on the price of gas for 57 stations
around Los Angeles in December 2007. Round the data
to the nearest penny (e.g., 3.459 becomes 3.46) and
create a stem-and-leaf display of the data. Point out any
unusual features of the data that you can see from the
stem-and-leaf.

33. Gretzky. During his 20 seasons in the National
Hockey League, Wayne Gretzky scored 50% more
points than anyone else who ever played professional
hockey. He accomplished this amazing feat while playing
in 280 fewer games than Gordie Howe, the previous
record holder. Here are the number of games Gretzky
played during each season:

79, 80, 80, 80, 74, 80, 80, 79, 64, 78, 73, 78, 74, 45, 81, 48,
80, 82, 82, 70

*a) Create a stem-and-leaf display.
b) Sketch a boxplot.


www.autos.msn.com
www.autos.msn.com
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¢) Briefly describe this distribution.
d) What unusual features do you see in this distribution?
What might explain this?

34, McGwire. In his 16-year career as a player in major
league baseball, Mark McGwire hit 583 home runs, placing
him eighth on the all-time home run list (as of 2008). Here
are the number of home runs that McGwire hit for each
year from 1986 through 2001:

3,49,32,33,39,22,42,9,9, 39, 52, 58,70, 65, 32, 29

a) *Create a stem-and-leaf display.

b) Sketch a boxplot.

¢) Briefly describe this distribution.

d) What unusual features do you see in this distribution?
What might explain this?

35. Gretzky returns. Look once more at data of hockey
games played each season by Wayne Gretzky, seen in
Exercise 33.

a) Would you use the mean or the median to summarize
the center of this distribution? Why?

b) Without actually finding the mean, would you expect it
to be lower or higher than the median? Explain.

) A student was asked to make a histogram of the data in
Exercise 33 and produced the following. Comment.
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36. McGwire, again. Look once more at data of home runs
hit by Mark McGwire during his 16-year career as seen in
Exercise 34.

a) Would you use the mean or the median to summarize
the center of this distribution? Why?
b) Find the median.

Displaying and Describing Quantitative Data

¢) Without actually finding the mean, would you expect it
to be lower or higher than the median? Explain.

d) A student was asked to make a histogram of the data in
Exercise 34 and produced the following. Comment.
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@ 37. Pizza prices. The weekly prices of one brand of frozen
pizza over a three-year period in Dallas are provided in the
data file. Use the price data to answer the following questions.

a) Find the five-number summary for these data.
b) Find the range and IQR for these data.

¢) Create a boxplot for these data.

d) Describe this distribution.

e) Describe any unusual observations.

@ 38. Pizza prices, part 2. The weekly prices of one brand of
frozen pizza over a three-year period in Chicago are
provided in the data file. Use the price data to answer the
following questions.

a) Find the five-number summary for these data.

Find the range and IQR for these data.

Create a boxplot for these data.

Describe the shape (center and spread) of this distribution.
e) Describe any unusual observations.

b)
0)
d)

@ 39. Gasoline usage. The U.S. Department of Transportation
collects data on the amount of gasoline sold in each state and
the District of Columbia. The following data show the per
capita (gallons used per person) consumption in the year
2005. Write a report on the gasoline usage by state in the
year 2005, being sure to include appropriate graphical
displays and summary statistics.



Gasoline Gasoline
State Usage State Usage
Alabama 556.91 | Montana 486.15
Alaska 398.99 | Nebraska 439.46
Arizona 487.52 | Nevada 484.26
Arkansas 491.85 | New Hampshire  521.45
California 434.11 | New Jersey 481.79
Colorado 448.33 | New Mexico 482.33
Connecticut 441.39 | New York 283.73
Delaware 514.78 | North Carolina 491.07
District of
Columbia 209.47 | North Dakota 513.16
Florida 485.73 | Ohio 434.65
Georgia 560.90 | Oklahoma 501.12
Hawaii 352.02 | Oregon 415.67
Idaho 414.17 | Pennsylvania 402.85
lllinois 392.13 | Rhode Island 341.67
Indiana 497.35 | South Carolina 570.24
lowa 509.13 | South Dakota 498.36
Kansas 399.72 | Tennessee 509.77
Kentucky 511.30 | Texas 505.39
Louisiana 489.84 | Utah 409.93
Maine 531.77 | Vermont 537.94
Maryland 471.52 | Virginia 518.06
Massachusetts  427.52 | Washington 423.32
Michigan 470.89 | West Virginia 444.22
Minnesota 504.03 | Wisconsin 440.45
Mississippi 539.39 | Wyoming 589.18
Missouri 530.72

@ 40. OECD Established in Paris in 1961, the Organisation

for Economic Co-operation and Development (OECD)
(www.oced.org) collects information on many economic and
social aspects of countries around the world. Here are the
2005 gross domestic product (GDP) growth rates (in
percentages) of 30 industrialized countries. Write a brief
report on the 2005 GDP growth rates of these countries
being sure to include appropriate graphical displays and
summary statistics.

Country Growth Rate
Turkey 0.074
Czech Republic 0.061
Slovakia 0.061
Iceland 0.055
Ireland 0.055
Hungary 0.041
Korea, Republic of (South Korea) 0.040
Luxembourg 0.040
Greece 0.037

Exercises 127

Country Growth Rate
Poland 0.034
Spain 0.034
Denmark 0.032
United States 0.032
Mexico 0.030
Canada 0.029
Finland 0.029
Sweden 0.027
Japan 0.026
Australia 0.025
New Zealand 0.023
Norway 0.023
Austria 0.020
Switzerland 0.019
United Kingdom 0.019
Belgium 0.015
The Netherlands 0.015
France 0.012
Germany 0.009
Portugal 0.004
ltaly 0.000

@ 41. Golf courses. A start-up company is planning to build a

new golf course. For marketing purposes, the company
would like to be able to advertise the new course as one of
the more difficult courses in the state of Vermont. One
measure of the difficulty of a golf course is its length: the
total distance (in yards) from tee to hole for all 18 holes.
Here are the histogram and summary statistics for the
lengths of all the golf courses in Vermont.
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a) What s the range of these lengths?

b) Between what lengths do the central 50% of these
courses lie?

¢) What summary statistics would you use to describe
these data?

d) Write a brief description of these data (shape, center,
and spread).

42. Real estate. A real estate agent has surveyed houses in 20
nearby zip codes in an attempt to put together a comparison
for a new property that she would like to put on the market.
She knows that the size of the living area of a house is a strong
factor in the price, and she’d like to market this house as be-
ing one of the biggest in the area. Here is a histogram and
summary statistics for the sizes of all the houses in the area.
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a) What is the range of these sizes?

b) Between what sizes do the central 50% of these houses lie?
¢) What summary statistics would you use to describe
these data?

d) Write a brief description of these data (shape, center,
and spread).

@ 43. Food sales. Sales (in $) for one week were collected for 18

stores in a food store chain in the northeastern United States.
"The stores and the towns they are located in vary in size.

a) Make a suitable display of the sales from the data provided.
b) Summarize the central value for sales for this week with
a median and mean. Why do they differ?

Displaying and Describing Quantitative Data

¢) Given what you know about the distribution, which of
these measures does the better job of summarizing the
stores’ sales? Why?

d) Summarize the spread of the sales distribution with a
standard deviation and with an IQR.

e) Given what you know about the distribution, which of
these measures does the better job of summarizing the
spread of stores’ sales? Why?

f) If we were to remove the outliers from the data, how
would you expect the mean, median, standard deviation,
and IQR to change?

@ 44. Insurance profits. Insurance companies don’t know

whether a policy they’ve written is profitable until the
policy matures (expires). To see how they’ve performed
recently, an analyst looked at mature policies and inves-
tigated the net profit to the company (in §$).

a) Make a suitable display of the profits from the data pro-
vided.

b) Summarize the central value for the profits with a me-
dian and mean. Why do they differ?

¢) Given what you know about the distribution, which of
these measures might do a better job of summarizing the
company’s profits? Why?

d) Summarize the spread of the profit distribution with a
standard deviation and with an IQR.

e) Given what you know about the distribution, which of
these measures might do a better job of summarizing the
spread in the company’s profits? Why?

f) If we were to remove the outliers from the data, how
would you expect the mean, median, standard deviation,
and IQR to change?

@ 45. iPod failures. MacInTouch (www.macintouch.com/reli-

ability/ipodfailures.html) surveyed readers about the relia-
bility of their iPods. Of the 8926 iPods owned, 7510 were
problem-free while the other 1416 failed. From the data on
the CD, compute the failure rate for each of the 17 iPod
models. Produce an appropriate graphical display of the
failure rates and briefly describe the distribution. (To cal-
culate the failure rate, divide the number failed by the sum
of the number failed and the number OK for each model
and then multiply by 100.)

@ 46. Unemployment. The data set provided contains 2008

unemployment rates for 23 developed countries
(www.oecd.org). Produce an appropriate graphical dis-
play and briefly describe the distribution of unemploy-
ment rates.

47. Gas prices, part 2. Below are boxplots of weekly gas
prices at a service station in the Midwest United States
(prices in $ per gallon).
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a) Compare the distribution of prices over the three years.
b) In which year were the prices least stable (most
volatile)? Explain.

@ 48. Fuel economy. American automobile companies are

becoming more motivated to improve the fuel efficiency of
the automobiles they produce. It is well known that fuel ef-
ficiency is impacted by many characteristics of the car.
Describe what these boxplots tell you about the relation-
ship between the number of cylinders a car’s engine has
and the car’s fuel economy (mpg).
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@ 49. Wine prices. The boxplots display case prices (in dol-

lars) of wines produced by vineyards along three of the
Finger Lakes in upstate New York.
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a) Which lake region produces the most expensive wine?
b) Which lake region produces the cheapest wine?

¢) In which region are the wines generally more expensive?
d) Write a few sentences describing these prices.

@ 50. 0zone. Ozone levels (in parts per billion, ppb) were
recorded at sites in New Jersey monthly between 1926 and
1971. Here are boxplots of the data for each month (over
the 46 years) lined up in order (January = 1).
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a) In what month was the highest ozone level ever
recorded?

b) Which month has the largest IQR?

¢) Which month has the smallest range?

d) Write a brief comparison of the ozone levels in January
and June.

e) Write a report on the annual patterns you see in the
ozone levels.

51. Derby speeds. How fast do horses run? Kentucky Derby
winners top 30 miles per hour, as shown in the graph. This
graph shows the percentage of Kentucky Derby winners that
have run slower than a given speed. Note that few have won
running less than 33 miles per hour, but about 95% of the
winning horses have run less than 37 miles per hour. (A cu-
mulative frequency graph like this is called an ogive.)

100 ~
80

60

% Below

40

20

32 34 36
Winning Speed (mph)
a) Estimate the median winning speed.
b) Estimate the quartiles.
¢) Estimate the range and the IQR.
d) Create a boxplot of these speeds.
e) Write a few sentences about the speeds of the Kentucky
Derby winners.
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52. Mutual fund, part 3. Here is an ogive of the distribution
of monthly returns for a group of aggressive (or high
growth) mutual funds over a period of 25 years from 1975
to 1999. (Recall from Exercise 51 that an ogive, or cumula-
tive relative frequency graph, shows the percent of cases at

or below a certain value. Thus this graph always begins at
0% and ends at 100%.)
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a) Estimate the median.

b) Estimate the quartiles.

¢) Estimate the range and the IQR.
d) Create a boxplot of these returns.

53. Test scores. Three Statistics classes all took the same
test. Here are histograms of the scores for each class.
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a) Which class had the highest mean score?

b) Which class had the highest median score?

¢) For which class are the mean and median most differ-
ent? Which is higher? Why?

d) Which class had the smallest standard deviation?

e) Which class had the smallest IQR?

54. Test scores, again. Look again at the histograms of test
scores for the three Statistics classes in Exercise 53.

a) Overall, which class do you think performed better on
the test? Why?

b) How would you describe the shape of each distribution?
¢) Match each class with the corresponding boxplot.
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@ 55. Quality control holes. Engineers at a computer production

plant tested two methods for accuracy in drilling holes into a
PC board. They tested how fast they could set the drilling
machine by running 10 boards at each of two different speeds.
To assess the results, they measured the distance (in inches)
from the center of a target on the board to the center of the
hole. The data and summary statistics are shown in the table.

Fast Slow
0.000101 | 0.000098
0.000102 | 0.000096
0.000100 | 0.000097
0.000102 | 0.000095
0.000101 | 0.000094
0.000103 | 0.000098
0.000104 | 0.000096
0.000102 | 0.975600
0.000102 | 0.000097
0.000100 | 0.000096
Mean 0.000102 | 0.097647
StdDev  0.000001 | 0.308481

Write a report summarizing the findings of the experiment.
Include appropriate visual and verbal displays of the distri-
butions, and make a recommendation to the engineers if
they are most interested in the accuracy of the method.

@ 56. Fire sale. A real estate agent notices that houses with

fireplaces often fetch a premium in the market and wants to



assess the difference in sales price of 60 homes that recently

sold. The data and summary are shown in the table.

No Fireplace Fireplace
142,212 134,865
206,512 118,007

50,709 138,297
108,794 129,470
68,353 309,808
123,266 157,946
80,248 173,723
135,708 140,510
122,221 151,917
128,440 235,105,000
221,925 259,999
65,325 211,517
87,588 102,068
88,207 115,659
148,246 145,583
205,073 116,289
185,323 238,792
71,904 310,696
199,684 139,079
81,762 109,578
45,004 89,893
62,105 132,311
79,893 131,411
88,770 158,863
115,312 130,490
118,952 178,767
82,556
122,221
84,291
206,512
105,363
103,508
157,513
103,861
Mean 116,597.54 7,061,657.74
Median 112,053 136,581

Write a report summarizing the findings of the investigation.
Include appropriate visual and verbal displays of the distribu-
tions, and make a recommendation to the agent about the av-
erage premium that a fireplace is worth in this market.

57. Customer database. A philanthropic organization has a
database of millions of donors that they contact by mail to
raise money for charities. One of the variables in the data-
base, Title, contains the title of the person or persons
printed on the address label. The most common are Mr.,
Ms., Miss, and Mrs., but there are also Ambassador and
Mrs., Your Imperial Majesty, and Cardinal, to name a few
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others. In all there are over 100 different titles, each with a
corresponding numeric code. Here are a few of them.

Code Title

000 | MR.

001 | MRS.

1002 | MR. and MRS.

003 | MISS

004 | DR.

005 | MADAME

006 | SERGEANT

009 | RABBI

010 | PROFESSOR

126 | PRINCE

127 | PRINCESS

128 | CHIEF

129 | BARON

130 | SHEIK

131 | PRINCE AND PRINCESS
132 | YOUR IMPERIAL MAJESTY
135 | M.ET MME.

210 | PROF

An intern who was asked to analyze the organization’s
tundraising efforts presented these summary statistics for
the variable Title.

Mean 54.41
StdDev | 957.62
Median | 1

I0R 2

n 94649

a) What does the mean of 54.41 mean?

b) What are the typical reasons that cause measures of cen-
ter and spread to be as different as those in this table?

¢) Is that why these are so different?

58. CEOs. For each CEOQ, a code is listed that corresponds
to the industry of the CEO’s company. Here are a few of
the codes and the industries to which they correspond.

Industry Ingx:;ry Industry Ingg:;ry
Financial services Energy 12
Food/drink/tobacco 2 Capital goods 14
Health 3 Computers/ 16

communications
Insurance 4 Entertainment/ 17
information
Retailing 6 Consumer non- 18
durables
Forest products 9 Electric utilities 19
Aerospace/defense 11
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A recently hired investment analyst has been assigned to
examine the industries and the compensations of the
CEO:s. To start the analysis, he produces the following his-
togram of industry codes.
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a) What might account for the gaps seen in the histogram?
b) What advice might you give the analyst about the ap-
propriateness of this display?

@ 59. Mutual funds types. The 64 mutual funds of Exer-

cise 27 are classified into three types: U.S. Domestic Large
Cap Funds, U.S. Domestic Small/Mid Cap Funds, and
International Funds. Compare the 3-month return of the
three types of funds using an appropriate display and write
a brief summary of the differences.

@ 60. Car discounts, part 3. The discounts negotiated by the

car buyers in Exercise 28 are classified by whether the
buyer was Male (code = 0) or Female (code = 1).
Compare the discounts of men vs. women using an appro-
priate display and write a brief summary of the differences.

61. Houses for sale. Each house listed on the multiple list- (1)

ing service (MLS) is assigned a sequential ID number. A re-
cently hired real estate agent decided to examine the MLS
numbers in a recent random sample of homes for sale by one
real estate agency in nearby towns. To begin the analysis, the
agent produces the following histogram of ID numbers.

a) What might account for the distribution seen in the his-
togram?

b) What advice might you give the analyst about the ap-
propriateness of this display?
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62. Zip codes. Holes-R-Us, an Internet company that sells
piercing jewelry, keeps transaction records on its sales. At a
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recent sales meeting, one of the staff presented the follow-
ing histogram and summary statistics of the zip codes of
the last 500 customers, so that the staff might understand
where sales are coming from. Comment on the usefulness
and appropriateness of this display.
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@ *63. Hurricanes. Buying insurance for property loss from

hurricanes has become increasingly difficult since hurri-
cane Katrina caused record property loss damage. Many
companies have refused to renew policies or write new
ones. The data set provided contains the total number of
hurricanes by every full decade from 1851 to 2000 (from
the National Hurricane Center). Some scientists claim that
there has been an increase in the number of hurricanes in
recent years.

a) Create a histogram of these data.

b) Describe the distribution.

¢) Create a time series plot of these data.

d) Discuss the time series plot. Does this graph support the
claim of these scientists, at least up to the year 2000?

*64. Hurricanes, part 2. Using the hurricanes data set, ex-
amine the number of major hurricanes (category 3, 4, or 5)

by every full decade from 1851 to 2000.

a) Create a histogram of these data.

b) Describe the distribution.

¢) Create a timeplot of these data.

d) Discuss the timeplot. Does this graph support the claim
of scientists that the number of major hurricanes has been
increasing (at least up through the year 2000)?

65. Productivity study. The National Center for Productivity
releases information on the efficiency of workers. In a re-
cent report, they included the following graph showing a
rapid rise in productivity. What questions do you have
about this?
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66. Productivity study revisited. A second report by the
National Center for Productivity analyzed the relationship
between productivity and wages. Comment on the graph
they used.

67. Real estate, part 2. The 1057 houses described in
Exercise 42 have a mean price of $167,900, with a standard
deviation of $77,158. The mean living area is 1819 sq. ft.,
with a standard deviation of 663 sq. ft. Which is more un-
usual, a house in that market that sells for $400,000 or a
house that has 4000 sq. ft of living area? Explain.

@ 68. Tuition, 2008. The data set provided contains the average

tuition of private four-year colleges and universities as well
as the average 2007-2008 tuitions for each state seen
in Exercise 25. The mean tuition charged by a public
two-year college was $2763, with a standard deviation of
$988. For private four-year colleges the mean was $21,259,
with a standard deviation of $6241. Which would be more
unusual: a state whose average public two-year college is
$700 or a state whose average private four-year college
tuition was $10,000? Explain.

@ 69. Food consumption. FAOSTAT, the Food and Agri-

culture Organization of the United Nations, collects infor-
mation on the production and consumption of more than

Country Alcohol | Meat Country Alcohol | Meat
Australia 29.56 | 242.22 | Luxembourg 34.32 | 197.34
Austria 40.46 | 242.22 | Mexico 13.52 | 126.50
Belgium 34.32 | 197.34 | Netherlands 23.87 | 201.08
Canada 26.62 | 219.56 | New Zealand 25.22 | 228.58
Czech Republic | 43.81 | 166.98 | Norway 17.58 | 129.80
Denmark 40.59 | 256.96 | Poland 20.70 | 155.10
Finland 25.01 | 146.08 | Portugal 33.02 | 194.92
France 24.88 | 225.28 | Slovakia 26.49 |121.88
Germany 37.44 | 182.82 | South Korea 17.60 93.06
Greece 17.68 | 201.30 | Spain 28.05 | 259.82
Hungary 29.25 |179.52 | Sweden 20.07 | 155.32
Iceland 15.94 | 178.20 | Switzerland 25.32 | 159.72
Ireland 55.80 | 194.26 | Turkey 3.28 42.68
Italy 21.68 | 200.64 | United Kingdom| 30.32 | 171.16
Japan 14.59 93.28 | United States 26.36 | 267.30

200 food and agricultural products for 200 countries
around the world. Here are two tables, one for meat con-
sumption (per capita in kg per year) and one for alcohol con-
sumption (per capita in gallons per year). The United States
leads in meat consumption with 267.30 pounds, while
Ireland is the largest alcohol consumer at 55.80 gallons.
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Using z-scores, find which country is the larger consumer
of both meat and alcohol together.

70. World Bank. The World Bank, through their Doing
Business project (www.doingbusiness.org), ranks nearly
200 economies on the ease of doing business. One of their
rankings measures the ease of starting a business and is
made up (in part) of the following variables: number of re-
quired start-up procedures, average start-up time (in days),
and average start-up cost (in % of per capita income). The
following table gives the mean and standard deviations of
these variables for 95 economies.

Procedures (#) Time (Days) Cost (%)
Mean 7.9 27.9 14.2
SD 29 19.6 12.9

Here are the data for three countries.

Procedures Time Cost

Spain 10 47 15.1
Guatemala 11 26 47.3
Fiji 8 46 25.3

a) Use z-scores to combine the three measures.

b) Which country has the best environment after combin-
ing the three measures? Be careful—a lower rank indicates
a better environment to start up a business.

*71. Regular gas. The data set provided contains U.S.
regular retail gasoline prices (cents/gallon) from August
20, 1990 to May 28, 2007, from a national sample of
gasoline stations obtained from the U.S. Department of
Energy.

a) Create a histogram of the data and describe the distri-
bution.

b) Create a time series plot of the data and describe the trend.
¢) Which graphical display seems the more appropriate for
these data? Explain.

*72. Home price index. Standard and Poor’s Case-Shiller®
Home Price Index measures the residential housing market
in 20 metropolitan regions across the United States. The
national index is a composite of the 20 regions and can be
found in the data set provided.

a) Create a histogram of the data and describe the distri-
bution.

b) Create a time series plot of the data and describe the trend.
¢) Which graphical display seems the more appropriate for
these data? Explain.


www.doingbusiness.org
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*73. Unemployment rate, 2010. The histogram shows the
monthly U.S. unemployment rate from January 2001 to
January 2010.
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Here is the time series plot for the same data.
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a) What features of the data can you see in the histogram
that aren’t clear in the time series plot?

b) What features of the data can you see in the time series
plot that aren’t clear in the histogram?

¢) Which graphical display seems the more appropriate for
these data? Explain.

d) Write a brief description of unemployment rates over
this time period in the United States.

*74. Mutual fund performance. The following histogram
displays the monthly returns for a group of mutual funds

considered aggressive (or high growth) over a period of 22
years from 1975 to 1997.
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Here is the time series plot for the same data.
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a) What features of the data can you see in the histogram
that aren’t clear from the time series plot?

b) What features of the data can you see in the time series
plot that aren’t clear in the histogram?

¢) Which graphical display seems the more appropriate for
these data? Explain.

d) Write a brief description of monthly returns over this
time period.

75. Assets. Here is a histrogram of the assets (in millions
of dollars) of 79 companies chosen from the Forbes list of
the nation’s top corporations.
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a) What aspect of this distribution makes it difficult to
summarize, or to discuss, center and spread?

b) What would you suggest doing with these data if we
want to understand them better?

76. Assets, again. Here are the same data you saw in Exer-
cise 75 after re-expressions as the square root of assets and
the logarithm of assets.
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a) Which re-expression do you prefer? Why?
b) In the square root re-expression, what does the value 50
actually indicate about the company’s assets?
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l
Incomes are probably skewed to the right and not
symmetric, making the median the more appropriate
measure of center. The mean will be influenced by
the high end of family incomes and not reflect the
“typical” family income as well as the median would.

It will give the impression that the typical income is
higher than it is.

An IQR of 30 mpg would mean that only 50% of the
cars get gas mileages in an interval 30 mpg wide.
Fuel economy doesn’t vary that much. 3 mpg is rea-
sonable. It seems plausible that 50% of the cars will
be within about 3 mpg of each other. An IQR of

0.3 mpg would mean that the gas mileage of half the
cars varies little from the estimate. It’s unlikely that
cars, drivers, and driving conditions are that consistent.

We’d prefer a standard deviation of 2 months.
Making a consistent product is important for quality.
Customers want to be able to count on the MP3
player lasting somewhere close to 5 years, and a
standard deviation of 2 years would mean that life
spans were highly variable.
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Correlation and
Linear Regression CHAPTER

In 1921 Lucius S. Lowe opened a hardware store in
North Wilkesboro, North Carolina. After his death,
his son Jim and son-in-law Carl Buchan took over the
l store. After World War 11, the company expanded
under Buchan’s leadership. By purchasing materials
directly from manufacturers, Lowe’s was able to offer
lower prices to its customers, most of whom were
contractors. By 1955 Lowe’s had six stores. Most
had a small retail floor with limited inventory and a
lumberyard out back near the railroad tracks. By the
late 1960s, Lowe’s had grown to more than 50 stores
and sales of about $100 million. When new home
construction almost stopped in the later part of
the 1970s, Lowe’s researched the market and
found that stores that served do-it-yourself
homeowners did well even during home-
building slumps. So they began to shift

their focus and expand their stores.

By the late 1980s Lowe’s had more
than 300 stores, but those stores still
averaged barely more than 20,000
square feet, and The Home Depot
had shot past Lowe’s, pioneering a
new big-box era. Lowe’s studied that
market and, in 1989, committed to
developing big-box stores, taking a
$71.3 million restructuring charge
in 1991 to cover the costs of closing,
relocating, and remodeling about half of
the company’s stores. By 1996 there were
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Years

Lowe’s Net Sales and U.S.
Expenditures on Residential
Improvements and Repairs

Both in $M
1985-2007
United States

To assess Lowe’s sales relative to
the home improvement market

more than 400 Lowe’s stores, now averaging more than 75,000
square feet per unit. Sales grew rapidly after the restructuring,
increasing from $3.1 billion to $8.6 billion. Net earnings reached
$292.2 million in 1996. The company has continued to grow
rapidly, working to bolster its number two position and to cut into
The Home Depot’s lead.

In 2000, Bob Tillman, Chairman and CEO of Lowe’s, released

a policy promising that all wood products sold would not be
sourced from rainforests. Lowe’s was awarded the Energy Star
retail partner of the year in 2004 for its outstanding contribution
to reducing greenhouse gas emissions and in 2007 Lowe’s won an
Environmental Excellence Award from the U.S. Environmental
Protection Agency SmartWay Transport Partnership.

owe’s sells to both contractors and homeowners. Perhaps knowing how

much Americans spend on home improvement nationally can help us pre-

dict Lowe’s sales. Here’s a plot showing Lowe’s annual net sales against

the U.S. Census Bureau’s measure of the amount spent by homeowners
on residential improvement and repairs.!
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250,000 375,000 500,000 625,000
Improvements ($M)

Figure 6.1 Lowe’s annual net Sales ($M) and the amount
spent annually on residential /mprovements and Repairs
($M) from 1985-2007.

If you were asked to summarize this relationship, what would you say? Clearly
Lowe’s sales grew when home improvement expenses grew. This plot is an example
of a scatterplot, which plots one quantitative variable against another. Just by
looking at a scatterplot, you can see patterns, trends, relationships, and even the
occasional unusual values standing apart from the others. Scatterplots are the
best way to start observing the relationship between two guantitative variables.

Lwww.census.gov/const/C50/histtab1.pdf. The census bureau gives quarterly values. We’ve combined

them to obtain annual totals.


1www.census.gov/const/C50/histtab1.pdf
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6.1

Cities in the United States

Congestion Cost Per Person and

Peak Period Freeway Speed
Congestion Cost Per Person
($ per person per year); Peak
Period Freeway Speed (mph)
2000

United States

To examine the relationship
between congestion on the
highways and its impact on
society and business

Look for Direction: What’s
the sign—positive, negative,
or neither?

Looking at Scatterplots 139

Relationships between variables are often at the heart of what we’d like to learn
from data.

® Is consumer confidence related to oil prices?
* What happens to customer satisfaction as sales increase?
* Isan increase in money spent on advertising related to sales?

* What is the relationship between a stock’ sales volume and its price?

Questions such as these relate two quantitative variables and ask whether
there is an association between them. Scatterplots are the ideal way to picture
such associations.

Looking at Scatterplots

The Texas Transportation Institute, which studies the mobility provided by the
nation’s transportation system, issues an annual report on traffic congestion and its
costs to society and business. Figure 6.2 shows a scatterplot of the annual Congestion
Cost Per Person of traffic delays (in dollars) in 65 cities in the United States against
the Peak Period Freeway Speed (mph).
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600 ®
500 °

400 + o8 o 8 °
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Cost per Person ($ per person per year)
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45.0 47.5 50.0 52.5 55.0 57.5 60.0
Peak Period Freeway Speed (mph)

Figure 6.2 Congestion Cost Per Person ($ per year) of traffic delays
against Peak Period Freeway Speed (mph) for 65 U.S. cities.

Everyone looks at scatterplots. But, if asked, many people would find it hard to
say what to look for in a scatterplot. What do you see? Try to describe the scatter-
plot of Congestion Cost against Freeway Speed.

You might say that the direction of the association is important. As the peak
freeway speed goes up, the cost of congestion goes down. A pattern that runs from

L] :
*+ % is said to be negative. A pattern running the

the upper left to the lower right

t
i
other way $*.* is called positive.

The second thing to look for in a scatterplot is its form. If there is a straight
line relationship, it will appear as a cloud or swarm of points stretched out in a gen-
erally consistent, straight form. For example, the scatterplot of traffic congestion
has an underlying linear form, although some points stray away from it.

Scatterplots can reveal many different kinds of patterns. Often they will not be
straight, but straight line patterns are both the most common and the most useful

for statistics.
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Look for Form: Straight, curved,
something exotic, or no pattern?

Look for Strength: How much
scatter?

Look for Unusual Features: Are
there unusual observations or
subgroups?

For Example

If the relationship isn’t straight, but curves gently, while still increasing or

decreasing steadily, $3.0.° we can often find ways to straighten it out. But if
QLo °° .
ece &
Pfo o o .

it curves sharply—up and then down, for example,
need more advanced methods.

The third feature to look for in a scatterplot is the strength of the relationship.
At one extreme, do the points appear tightly clustered in a single stream wr
(whether straight, curved, or bending all over the place)? Or, at the other extreme,

do the points seem to be so variable and spread out that we can barely discern any

. —then you’ll

trend or pattern? . ° The traffic congestion plot shows moderate
scatter around a generally straight form. That indicates that there’s a moderately
strong linear relationship between cost and speed.

Finally, always look for the unexpected. Often the most interesting discovery in
a scatterplot is something you never thought to look for. One example of such a
surprise is an unusual observation, or outlier, standing away from the overall pat-
tern of the scatterplot. Such a point is almost always interesting and deserves spe-
cial attention. You may see entire clusters or subgroups that stand away or show a
trend in a different direction than the rest of the plot. That should raise questions
about why they are different. They may be a clue that you should split the data into
subgroups instead of looking at them all together.

Creating a scatterplot

The first automobile crash in the United States occurred in New York City in 1896, when a motor vehicle collided with a “pedal-
cycle” rider. Cycle/car accidents are a serious concern for insurance companies. About 53,000 cyclists have died in traffic crashes
in the United States since 1932. Demographic information such as this is often available from government agencies. It can be
useful to insurers, who use it to set appropriate rates, and to retailers, who must plan what safety equipment to stock and how to
present it to their customers. This becomes a more pressing concern when the demographic profiles change over time.

Here’s data on the mean age of cyclists killed each year during the decade from 1998 to 2008. (Source: National Highway
Transportation Safety Agency, http://www-nrd.nhtsa.dot.gov/Pubs/811156.PDF)

Year Mean Age

1998 32
1999 33
2000 35
2001 36
2002 37
2003 36
2004 39
2005 39
2006 41
2007 40
2008 41

Question: Make a scatterplot and summarize what it says.


http://www-nrd.nhtsa.dot.gov/Pubs/811156.PDF

Answer:
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The mean age of cyclist traffic deaths has been increasing almost linearly during this period. The trend is a strong one.

6.2

Descartes was a philosopher,
famous for his statement cogito,
ergo sum: | think, therefore I am.

Assigning Roles to Variables in Scatterplots

Scatterplots were among the first modern mathematical displays. The idea of using
two axes at right angles to define a field on which to display values can be traced
back to René Descartes (1596-1650), and the playing field he defined in this way is
formally called a Cartesian plane, in his honor.

The two axes Descartes specified characterize the scatterplot. The axis that
runs up and down is, by convention, called the y-axis, and the one that runs from
side to side is called the x-axis. These terms are standard.’

"To make a scatterplot of two quantitative variables, assign one to the y-axis and
the other to the x-axis. As with any graph, be sure to label the axes clearly, and in-
dicate the scales of the axes with numbers. Scatterplots display quantitative vari-
ables. Each variable has units, and these should appear with the display—usually
near each axis. Each point is placed on a scatterplot at a position that corresponds
to values of these two variables. Its horizontal location is specified by its x-value,
and its vertical location is specified by its y-value variable. Together, these are
known as coordinates and written (x, y).

y

y (% ¥)

Scatterplots made by computer programs (such as the two we’ve seen in this
chapter) often do not—and usually should not—show the origin, the pointatx = 0,
y = 0 where the axes meet. If both variables have values near or on both sides of
zero, then the origin will be part of the display. If the values are far from zero,
though, there’s no reason to include the origin. In fact, it’s far better to focus on the
part of the Cartesian plane that contains the data. In our example about freeways,

*The axes are also called the “ordinate” and the “abscissa”—but we can never remember which is
which because statisticians don’t generally use these terms. In Statistics (and in all statistics computer
programs) the axes are generally called “x” (abscissa) and “y” (ordinate) and are usually labeled with
the names of the corresponding variables.
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Notation Alert!

So x and y are reserved letters as well,
but not just for labeling the axes of a
scatterplot. In Statistics, the assignment
of variables to the x- and y-axes (and
choice of notation for them in formu-
las) often conveys information about
their roles as predictor or response.

none of the speeds was anywhere near 0 mph, so the computer drew the scatterplot
in Figure 6.2 with axes that don’t quite meet.

Which variable should go on the x-axis and which on the y-axis? What we want
to know about the relationship can tell us how to make the plot. We often have
questions such as:

* Is Lowe’s employee satisfaction related to productivity?
* Are increased sales at Lowe’s reflected in the stock price?

* What other factors besides residential improvements are related to Lowe’s sales?

In all of these examples, one variable plays the role of the explanatory or predictor
variable, while the other takes on the role of the response variable. We place the
explanatory variable on the x-axis and the response variable on the y-axis. When
you make a scatterplot, you can assume that those who view it will think this way, so
choose which variables to assign to which axes carefully.

The roles that we choose for variables have more to do with how we think
about them than with the variables themselves. Just placing a variable on the x-axis
doesn’t necessarily mean that it explains or predicts anything, and the variable on
the y-axis may not respond to it in any way. We plotted Congestion Cost Per Person
against peak Freeway Speed, thinking that the slower traffic moves, the more it costs
in delays. But maybe spending $500 per person in freeway improvement would in-
crease speed. If we were examining that option, we might choose to plot Congestion
Cost Per Person as the explanatory variable and Freeway Speed as the response.

The x- and y-variables are sometimes referred to as the independent and
dependent variables, respectively. The idea is that the y-variable depends on the
x-variable and the x-variable acts independently to make y respond. These names,
however, conflict with other uses of the same terms in Statistics. Instead, we’ll
sometimes use the terms “explanatory” or “predictor variable” and “response variable”
when we’re discussing roles, but we’ll often just say x-variable and y-variable.

For Example Assigning roles to variables

Question: When examining the ages of victims in cycle/car accidents, why does it make the most sense to plot year on the x-axis
and mzean age on the y-axis? (See the example on page 140.)

Answer: We are interested in how the age of accident victims might change over time, so we think of the year as the basis for
prediction and the mean age of victims as the variable that is predicted.

6.3

WHO Quarters
WHAT  Expenditures for Improvement
and Replacement of residences
UNITS  Both in $M
WHEN 1985-2004
WHERE  United States
WHY To understand components of the
U.S. Census Bureau’s total expen-
ditures for residential
maintenance

Understanding Correlation

The U.S. Census Bureau reports separate components of their quarterly home
improvement expenditure data. For example, they categorize some expenditures
as Improvement and others as Replacement. How are these related to each other?
Figure 6.3 shows the scatterplot.

As you might expect, expenses for both improvement and replacement tend to
rise and fall together. There is a clear positive association, and the scatterplot
looks linear. But how strong is the association? If you had to put a number (say, be-
tween 0 and 1) on the strength of the association, what would it be? Your measure
shouldn’t depend on the choice of units for the variables. After all, if sales had
been recorded in euros instead of dollars or maintenance expenditures in billions
of dollars rather than millions, the scatterplot would look the same. The direction,
form, and strength won’t change, so neither should our measure of the associa-
tion’s strength.



Notation Alert!

The letter 7 is always used for correla-
tion, so you can’t use it for anything
else in Statistics. Whenever you see an

“r,” it’s safe to assume it’s a correlation.
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Figure 6.3 Quarterly expenditures on /mprovement and
Replacement in residential maintenance and repairs from
1985 to 2004, both in $M.

We saw a way to remove the units in the previous chapter. We can standardize

each of the variables, finding z, = <xs—x) and z, = (J/:y> With these, we
can compute a measure of strength that you’ve probably heard of: the correlation
coefficient:

B > 2.3,

/s n—l'

Keep in mind that the x’s and y’s are paired. For each quarter, we have a replace-
ment expenditure and an improvement expenditure. To find the correlation we
multiply each standardized value by the standardized value it is paired with and add
up those crossproducts. Then we divide the total by the number of pairs minus one,
n— 13

For residential Improvement and Replacement, the correlation coefficient is 0.92.

There are alternative formulas for the correlation in terms of the variables x
and y. Here are two of the more common:

L SE-90-)  _ ZE-D0-)
V3 -5 2 - ) (n = D)ses,

These formulas can be more convenient for calculating correlation by hand,
but the form given using z-scores is best for understanding what correlation means.

Correlation Conditions

Correlation measures the strength of the /inear association between two quantitative
variables. Before you use correlation, you must check three conditions:

* Quantitative Variables Condition: Correlation applies only to quantitative vari-
ables. Don’t apply correlation to categorical data masquerading as quantitative.
Check that you know the variables’ units and what they measure.

* Linearity Condition: Sure, you can calculate a correlation coefficient for any pair
of variables. But correlation measures the strength only of the /inear association
and will be misleading if the relationship is not straight enough. What is “straight
enough”? This question may sound too informal for a statistical condition, but
that’s really the point. We can’t verify whether a relationship is linear or not. Very

’The same # — 1 we used for calculating the standard deviation.
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few relationships between variables are perfectly linear, even in theory, and scat-
terplots of real data are never perfectly straight. How nonlinear looking would the
scatterplot have to be to fail the condition? This is a judgment call that you just
have to think about. Do you think that the underlying relationship is curved? If so,
then summarizing its strength with a correlation would be misleading.

Outlier Condition: Unusual observations can distort the correlation and can
make an otherwise small correlation look big or, on the other hand, hide a large
correlation. It can even give an otherwise positive association a negative correla-
tion coefficient (and vice versa). When you see an outlier, it’s often a good idea to
report the correlation both with and without the point.

Each of these conditions is easy to check with a scatterplot. Many correlations are
reported without supporting data or plots. You should still think about the
conditions. You should be cautious in interpreting (or accepting others’ interpreta-
tions of) the correlation when you can’t check the conditions for yourself.

By Hand

Finding the correlation coefficient

To find the correlation coefficient by hand, we’ll use a formula in original
units, rather than z-scores. This will save us the work of having to
standardize each individual data value first. Start with the summary statis-
tics for both variables: «, y, s,, and s5,. Then find the deviations as we did for
the standard deviation, but now in both x and y: (x — ¥) and (y — ). For
each data pair, multiply these deviations together: (x — x) X (y — ).
Add the products up for all data pairs. Finally, divide the sum by the product
of (n — 1) X 5, X 5, to get the correlation coefficient.

Here we go.

X|6 10 14 19 21

Suppose the data pairs are:
y ‘ B 8 7 8 12

Thens = 145 = g, = —6@20 anls, = 230

Deviations Deviations
inx iny Product

6-14=-8| 5-7=-2| -8x—-2=16

10-14=-4| 3-7=-4 16
“U-14= 0| 7-7= 0 0
19-14= 5| 8-7= 1 5
21-14= 7|12-7= 5 35

Add up the products: 16 + 16 + 0 + 5 + 35 = 72
Finally, we divide by (n — 1) X 5, X5, = (5 — 1) X 6.20 X 3.39 = 84.07
The ratio is the correlation coefficient:

r=72/84.07 = 0.856
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Just Checking

For the years 1992 to 2002, the quarterly stock price of the 3 If you standardize both prices, how will this affect the
semiconductor companies Cypress and Intel have a correla- correlation?

tion of 0.86. 4 In general, if on a given day the price of Intel is relatively

1 Before drawing any conclusions from the correlation, low, is the price of Cypress likely to be relatively low as well?

what would you like to see? Why? 5 If on a given day the price of Intel stock is high, is the

2 If your coworker tracks the same prices in euros, how will price of Cypress stock definitely high as well?

this change the correlation? Will you need to know the
exchange rate between euros and U.S. dollars to draw
conclusions?

y

Guided Example ustomer Spending ‘

A major credit card company  of the incentive result in repeated increased credit

sends an incentive to its best cus-  card use? To examine this question, an analyst took a
tomers in hope that the customers ~ random sample of 184 customers from their highest
will use the card more. They won-  use segment and investigated the charges in the two

der how often they can offer the  months in which the customers had received the
incentive. Will repeated offerings  incentive.

PLAN Setup State the objective. Identify the Our objective is to investigate the association between the
quantitative variables to examine. Report amount that a customer charges in the two months in
the time frame over which the data have which they received an incentive. The customers have been
been collected and define each variable. randomly selected from among the highest use segment of
(State the W.) customers. The variables measured are the total credit

card charges (in $) in the two months of interest.

v/ Quantitative Variable Condition. Both variables are
quantitative. Both charges are measured in dollars.

Make the scatterplot and clearly label the Because we have two quantitative variables measured on
axes to identify the scale and units. the same cases, we can make a scatterplot.
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Check the conditions. v/ Linearity Condition. The scatterplot is straight enough.

v/ Outlier Condition. There are no obvious outliers.

(continued)
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DO Mechanics Once the conditions are The correlation is —0.391.

satisfied, calculate the correlation with

technology.

The negative correlation coefficient confirms the impression
from the scatterplot.

REPORT Conclusion Describe the direction, form, MEMO

and the strength of the plot, along with
any unusual points or features. Be sure to
state your interpretation in the proper

context.

p
How Strong Is Strong?

There little agreement on what
the terms “weak,” “moderate,”
and “strong” mean. The same
correlation might be strong in
one context and weak in another.
A correlation of 0.7 between an
economic index and stock market
prices would be exciting, but
finding “only” a correlation of 0.7
between a drug dose and blood
pressure might be seen as a failure
by a pharmaceutical company. Use
these terms cautiously and be sure
to report the correlation and show
a scatterplot so others can judge
the strength for themselves.

Re: Credit Card Spending

We have examined some of the data from the incentive
program. In particular, we looked at the charges made in the
first two months of the program. We noted that there was a
negative association between charges in the second month
and charges in the first month. The correlation was —0.391,
which is only moderately strong, and indicates substantial
variation.

We've concluded that although the observed pattern is nega-
tive, these data do hot allow us to find the causes of this
behavior. It is likely that some customers were encouraged by
the offer to increase their spending in the first month, but
then returned to former spending patterns. It is possible
that others didn’t change their behavior until the second
month of the program, increasing their spending at that
time. Without data on the customers’ pre-incentive spending
patterns it would be hard to say more.

We suggest further research, and we suggest that the next

trial extend for a longer period of time to help determine
whether the patterns seen here persist.

Correlation Properties

Because correlation is so widely used as a measure of association it’s a good idea to
remember some of its basic properties. Here’s a useful list of facts about the corre-
lation coefficient:

The sign of a correlation coefficient gives the direction of the association.

Correlation is always between — 1 and + 1. Correlation can be exactly equal to
—1.0 or +1.0, but watch out. These values are unusual in real data because they
mean that all the data points fall exacrly on a single straight line.

Correlation treats x and y symmetrically. The correlation of « with y is the
same as the correlation of y with x.

Correlation has no units. This fact can be especially important when the data’s
units are somewhat vague to begin with (customer satisfaction, worker efficiency,
productivity, and so on).

Correlation is not affected by changes in the center or scale of either vari-
able. Changing the units or baseline of either variable has no effect on the corre-
lation coefficient because the correlation depends only on the z-scores.

Correlation measures the strength of the /inear association between the two
variables. Variables can be strongly associated but still have a small correlation if
the association is not linear.

Correlation is sensitive to unusual observations. A single outlier can make a
small correlation large or make a large one small.
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Correlation Tables

Sometimes you’ll see the correlations between each pair of variables in a data set
arranged in a table. The rows and columns of the table name the variables, and the
cells hold the correlations.

Volume Close Net earnings

Volume 1.000
Close 0.396  1.000
Netearnings 0.477  0.464 1.000

Table 6.1 A correlation table for some other variables
measured quarterly during the period 1985

10 2007. Volume = number of shares of Lowe’s traded,
Close = closing price of Lowe’s stock, Net Earnings =
Lowe’s reported net earnings for the quarter.

Correlation tables are compact and give a lot of summary information at a
glance. They can be an efficient way to start to look at a large data set. The diago-
nal cells of a correlation table always show correlations of exactly 1.000, and the up-
per half of the table is symmetrically the same as the lower half (can you see why?),
so by convention, only the lower half is shown. A table like this can be convenient,
but be sure to check for linearity and unusual observations or the correlations in
the table may be misleading or meaningless. Can you be sure, looking at Table 6.1,
that the variables are linearly associated? Correlation tables are often produced by
statistical software packages. Fortunately, these same packages often offer simple
ways to make all the scatterplots you need to look at.*

For Example Finding the correlation coefficient

Question: What is the correlation of mzean age and year for the cyclist accident data on page 140?
Answer: Working by hand following the method in the sidebar:

% = 2003, s, = 3.32

y =37.18,s5, = 3.09

The sum of the cross-product of the deviations is found as follows:
2= -y=9
Putting the sum of the cross-products in the numerator and (z — 1) X s, X s, in the denominator, we get

99

= 0.965
(11 — 1) X 3.32 X 3.09

For mean age and year, the correlation coefficient is 0.965. That indicates a strong linear association. Because this is a time series,
it indicates a strong trend.

*A table of scatterplots arranged just like a correlation table is sometimes called a scatterplot matrix,
or SPLOM, and is easily created using a statistics package.
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6.4

Lurking Variables and Causation

An educational researcher finds a strong association between height and reading
ability among elementary school students in a nationwide survey. Taller children
tend to have higher reading scores. Does that mean that students’ height causes their
reading scores to go up? No matter how strong the correlation is between two vari-
ables, there’s no simple way to show from observational data that one variable causes
the other. A high correlation just increases the temptation to think and to say that
the x-variable causes the y-variable. Just to make sure, let’s repeat the point again.

No matter how strong the association, no matter how large the 7 value, no
matter how straight the form, there is no way to conclude from a high correlation
alone that one variable causes the other. There’s always the possibility that some
third variable—a lurking variable—is affecting both of the variables you have ob-
served. In the reading score example, you may have already guessed that the lurk-
ing variable is the age of the child. Older children tend to be taller and have
stronger reading skills. But even when the lurking variable isn’t as obvious, resist
the temptation to think that a high correlation implies causation. Here’s another
example.

o
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Figure 6.4  Life Expectancy and numbers of Doctors per Person in 40 countries shows
a fairly strong, positive linear relationship with a correlation of 0.705. (Scatterplot cre-
ated in Excel.)

o

The scatterplot shows the Life Expectancy (average of men and women, in years) for
each of 40 countries of the world, plotted against the number of Doctors per Person
in each country. The strong positive association (» = 0.705) seems to confirm our
expectation that more Doctors per Person improves health care, leading to longer
lifetimes and a higher Life Expectancy. Perhaps we should send more doctors to
developing countries to increase life expectancy.

If we increase the number of doctors, will the life expectancy increase? That is,
would adding more doctors cause greater life expectancy? Could there be another
explanation of the association? Figure 6.5 shows another scatterplot. Life Expectancy
is still the response, but this time the predictor variable is not the number of doc-
tors, but the number of Televisions per Person in each country. The positive associa-
tion in this scatterplot looks even stronger than the association in the previous plot.
If we wanted to calculate a correlation, we should straighten the plot first, but even
from this plot, it’s clear that higher life expectancies are associated with more tele-
visions per person. Should we conclude that increasing the number of televisions
extends lifetimes? If so, we should send televisions instead of doctors to developing
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Figure 6.5 Life Expectancy and number of Televisions per Person
shows a strong, positive (although clearly not linear) relationship.

countries. Not only is the association with life expectancy stronger, but televisions
are cheaper than doctors.

What’s wrong with this reasoning? Maybe we were a bit hasty earlier when we
concluded that doctors cause greater life expectancy. Maybe there’s a lurking vari-
able here. Countries with higher standards of living have both longer life expectan-
cies and more doctors. Could higher living standards cause changes in the other
variables? If so, then improving living standards might be expected to prolong lives,
increase the number of doctors, and increase the number of televisions. From this
example, you can see how easy it is to fall into the trap of mistakenly inferring
causality from a correlation. For all we know, doctors (or televisions) do increase life
expectancy. But we can’t tell that from data like these no matter how much we’d
like to. Resist the temptation to conclude that x causes y from a correlation, no
matter how obvious that conclusion seems to you.

For Example Understanding causation

Question: An insurance company analyst suggests that the data on ages of cyclist accident deaths are actually due to the entire
population of cyclists getting older and not to a change in the safe riding habits of older cyclists (see page 140). What would we
call the mean cyclist age if we had that variable available?

Answer: It would be a lurking variable. If the entire population of cyclists is aging then that would lead to the average age of
cyclists in accidents increasing.

6.5 The Linear Model

Let’s return to the relationship between Lowe’s sales and home improvement ex-
penditures between 1985 and 2007. In Figure 6.1 (repeated here) we saw a strong,
positive, linear relationship, so we can summarize its strength with a correlation.
For this relationship, the correlation is 0.976.
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“Statisticians, like artists, have
the bad habit of falling in love
with their models.”

—GEORGE BOX, FAMOUS
STATISTICIAN

Positive or Negative?

A negative residual means the pre-
dicted value is too big—an overes-
timate. A positive residual shows the
model makes an underestimate.
These may actually seem backwards
at first.

Notation Alert!

“Putting a hat on it” is standard
Statistics notation to indicate that
something has been predicted by a
model. Whenever you see a hat over a
variable name or symbol, you can as-
sume it is the predicted version of that

variable or symbol.

40,000 ~

30,000

20,000 °

Sales ($M)

10,000 4- 3 ¢
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Improvements ($M)

That’s quite strong, but the strength of the relationship is only part of the pic-
ture. Lowe’s management might want to predict sales based on the census bureau’s
estimate of residential improvement expenditures for the next year. That’s a rea-
sonable business question, but to answer it we’ll need a model for the trend. The
correlation says that there seems to be a strong linear association between the vari-
ables, but it doesn’t tell us what that association is.

Of course, we can say more. We can model the relationship with a line and give
the equation. For Lowe’s, we can find a linear model to describe the relationship we
saw in Figure 6.1 between Lowe’s Sales and residential Improvements. A linear model
is just an equation of a straight line through the data. The points in the scatterplot
don’t all line up, but a straight line can summarize the general pattern with only a few
parameters. This model can help us understand how the variables are associated.

Residuals

We know the model won’t be perfect. No matter what line we draw, it won’t go
through many of the points. The best line might not even hit any of the points.
Then how can it be the “best” line? We want to find the line that somehow comes
closer to all the points than any other line. Some of the points will be above the line
and some below. A linear model can be written as j= by + byx, where by and &, are
numbers estimated from the data and ) (pronounced y-hat) is the predicted value.
We use the hat to distinguish the predicted value from the observed value y. The
difference between these two is called the residual:

e=y—.
The residual value tells us how far the model’s prediction is from the observed
value at that point. To find the residuals, we always subtract the predicted values

from the observed ones.
Our question now is how to find the right line.

The Line of “Best Fit”

When we draw a line through a scatterplot, some residuals are positive, and some are
negative. We can’t assess how well the line fits by adding up all the residuals—the
positive and negative ones would just cancel each other out. We need to find the line
that’s closest to all the points, and to do that, we need to make all the distances positive.
We faced the same issue when we calculated a standard deviaton to measure spread.
And we deal with it the same way here: by squaring the residuals to make them
positive. The sum of all the squared residuals tells us how well the line we drew fits the
data—the smaller the sum, the better the fit. A different line will produce a different
sum, maybe bigger, maybe smaller. The line of best fit is the line for which the sum
of the squared residuals is smallest—often called the least squares line.

5 Stigler, Steven M., “Gauss and the Invention of Least Squares,” Annals of Statistics, 9, (3), 1981,
pp. 465-474.
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"This line has the special property that the variation of the data around the
model, as seen in the residuals, is the smallest it can be for any straight line model
for these data. No other line has this property. Speaking mathematically, we say
that this line minimizes the sum of the squared residuals. You might think that find-
ing this “least squares line” would be difficult. Surprisingly, it’s not, although it was
an exciting mathematical discovery when Legendre published it in 1805.

Interpreting the equation of a linear model

Question: The data on cyclist accident deaths show a linear pattern. Find and interpret the equation of a linear model for that
pattern. Refer to the values given in the answer to the example on page 147.

Answer:

3.09

b =0.965 X —— =0.90

g 3.32

a =37.18 — 0.90 X 2003 = —1765.52
MeanAge = —1765.52 + 0.90 Year

The mean age of cyclists killed in vehicular accidents has increased by about 0.9 years of age (about 11 months) per year during

the decade observed by these data.

6.6

P
Who Was First?

One of history’s most famous dis-
putes of authorship was between
Gauss and Legendre over the
method of “least squares.”
Legendre was the first to publish
the solution to finding the best fit
line through data in 1805, at which
time Gauss claimed to have known
it for years. There is some
evidence that, in fact, Gauss may
have been right, but he hadn’t
bothered to publish it, and had
been unable to communicate its
importance to other scientists’.
Gauss later referred to the solu-
tion as “our method” (principium
nostrum), which certainly didn’t
help his relationship with
Legendre.

Correlation and the Line
Any straight line can be written as:
y = ho + blx.

If we were to plot all the (x, y) pairs that satisfy this equation, they’d fall exactly on a

straight line. We’ll use this form for our linear model. Of course, with real data, the

points won’t all fall on the line. So, we write our model as y = &y + by, using y for

the predicted values, because it’s the predicted values (not the data values) that fall

on the line. If the model is a good one, the data values will scatter closely around it.
For the Lowe’s sales data, the line is:

~
Sales = —19,679 + 0.346 Improvements.

What does this mean? The slope, 0.346, says that we can expect a year in which
residential improvement spending is 1 million dollars higher to be one in which
Lowe’s sales will be about 0.346 $M ($346,000) higher. Slopes are always expressed
in y-units per x-units. They tell you how the response variable changes for a one
unit step in the predictor variable. So we’d say that the slope is 0.346 million dollars
of Sales per million dollars of Improvements.

The intercept, —19,679, is the value of the line when the x-variable is zero.
What does it mean here? The intercept often serves just as a starting value for our
predictions. We don’t interpret it unless a 0 value for the predictor variable would
really mean something under the circumstances. The Lowe’s model is based on
years in which annual spending on residential improvements is between 50 and 100
billion dollars. It’s unlikely to be appropriate if there were no such spending at all.
In this case, we wouldn’t interpret the intercept.

How do we find the slope and intercept of the least squares line? The formulas
are simple. The model is built from the summary statistics we’ve used before. We’ll
need the correlation (to tell us the strength of the linear association), the standard
deviations (to give us the units), and the means (to tell us where to locate the line).
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I

A scatterplot of sales per month (in thousands of dollars) vs. 6
number of employees for all the outlets of a large computer
chain shows a relationship that is straight, with only moder- 8

ate scatter and no outliers. The correlation between Sales
and Employees is 0.85, and the equation of the least squares
model is:

~
Sales = 9.564 + 122.74 Employees

What does the slope of 122.74 mean?
What are the units of the slope?

The outlet in Dallas, Texas, has 10 more employees than
the outlet in Cincinnati. How much more Szles do you
expect it to have?

The slope of the line is computed as:

S

Y

bl = r—.
S

We’ve already seen that the correlation tells us the sign and the strength of the re-
lationship, so it should be no surprise to see that the slope inherits this sign as well.
If the correlation is positive, the scatterplot runs from lower left to upper right, and
the slope of the line is positive.

Correlations don’t have units, but slopes do. How x and y are measured—what
units they have—doesn’t affect their correlation, but does change the slope. The
slope gets its units from the ratio of the two standard deviations. Each standard de-
viation has the units of its respective variable. So, the units of the slope are a ratio,
too, and are always expressed in units of y per unit of x.

How do we find the intercept? If you had to predict the y-value for a data point
whose x-value was average, what would you say? The best fit line predicts y for
points whose x-value is x. Putting that into our equation and using the slope we just

found gives:

y:b0+bli

and we can rearrange the terms to find:

bo :y - 1715

Summary statistics:

Sy
So, by = 2 = (0.976)
sv

And

/Finding the Regression Coefficients for the Lowe’s Data

Sales:y = 13,564.17; 5, = 14,089.61
Improvements: x = 96,009.8; s, = 39,036.8
Correlation = 0.976

14,089.61

) 39,036.8
= 0.352 ($M Sales per $M Improvement expenditures)

by =y — bix = 13,564.17 — (0.352)96,009.8 = —20,231.3

The equation from the computer output has slope 0.346 and intercept —19,679.
The differences are due to rounding error. We’ve shown the calculation using
rounded summary statistics, but if you are doing this by hand, you should always
keep all digits in intermediate steps.

\

J
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It’s easy to use the estimated linear model to predict Lowe’s Sales for any amount
of national spending on residential Improvements. For example, in 2007 the total
was $172,150(M). To estimate Lowe’s Sales, we substitute this value for x in

the model:
Sales = —19,679 + 0.346 X 172,150 = 39,885

Sales actually were 46,927 ($M), so the residual of 46,927 — 39,885 = 7,042 (§M)
tells us how much better Lowe’s did than the model predicted.

Least squares lines are commonly called regression lines. Although this name
is an accident of history (as we’ll soon see), “regression” almost always means “the
linear model fit by least squares.” Clearly, regression and correlation are closely
related. We'll need to check the same conditions for regression as we did for
correlation:

1. Quantitative Variables Condition
2. Linearity Condition
3. Outlier Condition

A little later in the chapter we’ll add two more.

Understanding Regression from Correlation

The slope of a regression line depends on the units of both x and y. Its units are the
units of y per unit of x. The units are expressed in the slope because b; = rsl. The

correlation has no units, but each standard deviation is measured in the units of its
respective variable. For our regression of Lowe’s Sales on home Improvements, the
slope was millions of dollars of sales per million dollars of improvement expenditure.

It can be useful to see what happens to the regression equation if we were to
standardize both the predictor and response variables and regress z, on z,. For both
these standardized variables, the standard deviation is 1 and the means are zero.
That means that the slope is just 7, and the intercept is 0 (because both y and x are
now 0).

"This gives us the simple equation for the regression of standardized variables:

2y = 2y

Although we don’t usually standardize variables for regression, it can be useful to
think about what this means. Thinking in z-scores is a good way to understand
what the regression equation is doing. The equation says that for every standard
deviation we deviate from the mean in x, we predict that y will be 7 standard devia-
tions away from the mean in y.

Let’s be more specific. For the Lowe’s example, the correlation is 0.976. So, we
know immediately that:

ZSales = 0.976 ZImprovements:

That means that a change of one standard deviation in expenditures on
Improvements corresponds in our model to a 0.976 standard deviation change in
Sales.

Regression to the Mean

Suppose you were told that a new male student was about to join the class and you
were asked to guess his height in inches. What would be your guess? A good guess
would be the mean height of male students. Now suppose you are also told that this
student had a grade point average (GPA) of 3.9—about 2 SDs above the mean
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Sir Francis Galton was the first to speak
of “regression,” although others had fit
lines to data by the same method.

p
The First Regression

Sir Francis Galton related the
heights of sons to the heights

of their fathers with a regression
line. The slope of his line was less
than 1. That is, sons of tall fathers
were tall, but not as much above
the average height as their fathers
had been above their mean. Sons
of short fathers were short, but
generally not as far from their
mean as their fathers. Galton
interpreted the slope correctly as
indicating a “regression” toward
the mean height—and “regression”
stuck as a description of the method
he had used to find the line.

Correlation and Linear Regression

GPA. Would that change your guess? Probably not. The correlation between GPA
and height is near 0, so knowing the GPA value doesn’t tell you anything and
doesn’t move your guess. (And the standardized regression equation, 2, = rz,, tells
us that as well, since it says that we should move 0 X 2 SDs from the mean.)

On the other hand, if you were told that, measured in centimeters, the stu-
dent’s height was 2 SDs above the mean, you’d know his height in inches. There’s a
perfect correlation between Height in inches and Height in centimeters (7 = 1), so
you know he’s 2 SDs above mean height in inches as well.

What if you were told that the student was 2 SDs above the mean in shoe size?
Would you still guess that he’s of average height? You might guess that he’s taller
than average, since there’s a positive correlation between height and shoe size. But
would you guess that he’s 2 SDs above the mean? When there was no correlation,
we didn’t move away from the mean at all. With a perfect correlation, we moved
our guess the full 2 SDs. Any correlation between these extremes should lead us to
move somewhere between 0 and 2 SDs above the mean. (To be exact, our best
guess would be to move 7 X 2 standard deviations away from the mean.)

Notice that if x is 2 SDs above its mean, we won’t ever move more than 2 SDs
away for y, since 7 can’t be bigger than 1.0. So each predicted y tends to be closer to
its mean (in standard deviations) than its corresponding x was. This property of the
linear model is called regression to the mean. This is why the line is called the
regression line.

Math Box

Equation of the line of best fit

Where does the equation of the line of best fit come from? To write the
equation of any line, we need to know a point on the line and the slope. It’s
logical to expect that an average x will correspond to an average y, and, in
fact, the line does pass through the point (x, y). (This is not hard to show as
well.)

"To think about the slope, we look once again at the z-scores. We need
to remember a few things.

1. The mean of any set of z-scores is 0. This tells us that the line that best
fits the z-scores passes through the origin (0, 0).

2. The standard deviation of a set of z-scores is 1, so the variance is also 1.

Sz, — %) 2z, — 072 32
This means that ————— = e = ke
n—1 n—1 n—1

will be important soon.

L D% .
3. The correlation is 7 = ”%ll, also important soon.

= 1,a fact that

Remember that our objective is to find the slope of the best fit line.
Because it passes through the origin, the equation of the best fit line will be
of the form %z, = mz,. We want to find the value for 7 that will minimize
the sum of the squared errors. Actually we’ll divide that sum by » — 1 and
minimize this mean squared error (MSE). Here goes:

Sz, — 2,)2
Minimize: MSE = (yiy)
n—1
E(zy - mzx)z
Since 2, = mz,: MSE = —————
n—1




/Why rfor Correlation?

In his original paper on correlation,
Galton used 7 for the “index of
correlation”—what we now call
the correlation coefficient. He
calculated it from the regression of
yon x or of v on y after standardiz-
ing the variables, just as we have
done. It’s fairly clear from the text
that he used 7 to stand for
(standardized) regression.
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E(zy2 — 2mz,z, + m*22)

Square the binomial:

n—1
>z Sz,2 2
Rewrite the summation: = L m LA 22
n—1 n—1 n—1

4. Substitute from (2) and 3): =1 — 2mr + w?

This last expression is a quadratic. A parabola in the form y =
ax® + bx + creaches its minimum at its turning point, which occurs

whenx = % We can minimize the mean of squared errors by choosing

a
_ A
T

The slope of the best fit line for z-scores is the correlation, 7. This fact
leads us immediately to two important additional results:

A slope with value 7 for z-scores means that a difference of 1 standard
deviation in z, corresponds to a difference of  standard deviations
in 2,. Translate that back to the original x and y values: “Over one stan-
dard deviation in «x, up 7 standard deviations in j.”

73,

The slope of the regression line is b = Ty

We know choosing 7 = 7 minimizes the sum of the squared errors
(SSE), but how small does that sum get? Equation (4) told us that the mean
of the squared errors is 1 — 2mr + m>. When m = r, 1 — 2mr + m? =
1 — 2% + 72 = 1 — 7% This is the percentage of variability zot explained
by the regression line. Since 1 — 72 of the variability is not explained, the
percentage of variability in y that is explained by « is #2. This important fact
will help us assess the strength of our models.

And there’s still another bonus. Because # is the percent of variability
explained by our model, 72 is at most 100%. If 7> < 1, then —1 < r =< 1,
proving that correlations are always between —1 and +1.

6.8

Checking the Model

The linear regression model is perhaps the most widely used model in all of
Statistics. It has everything we could want in a model: two easily estimated param-
eters, a meaningful measure of how well the model fits the data, and the ability to
predict new values. It even provides a self-check in plots of the residuals to help us
avoid all kinds of mistakes. Most models are useful only when specific assumptions
are true. Of course, assumptions are hard—often impossible—to check. That’s why
we assume them. But we should check to see whether the assumptions are reasonable.
Fortunately, we can often check conditions that provide information about the as-
sumptions. For the linear model, we start by checking the same ones we checked
earlier in this chapter for using correlation.

Linear models only make sense for quantitative data. The Quantitative Data
Condition is pretty easy to check, but don’t be fooled by categorical data recorded
as numbers. You probably don’t want to predict zip codes from credit card account
numbers.

The regression model assumes that the relationship between the variables is, in
fact, linear. If you try to model a curved relationship with a straight line, you’ll usually
get what you deserve. We can’t ever verify that the underlying relationship between
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| Make a Picture

Check the scatterplot. The shape
must be linear, or you can’t use
regression for the variables in their
current form. And watch out for
outliers.

P
Why e for Residual?

The easy answer is that 7 is already
taken for correlation, but the truth
is that e stands for “error.” It’s not
that the data point is a mistake but
that statisticians often refer to vari-
ability not explained by a model as
error.

Correlation and Linear Regression

two variables is truly linear, but an examination of the scatterplot will let you decide
whether the Linearity Assumption is reasonable. The Linearity Condition we
used for correlation is designed to do precisely that and is satisfied if the scatterplot
looks reasonably straight. If the scatterplot is not straight enough, stop. You can’t
use a linear model for just any two variables, even if they are related. The two vari-
ables must have a /imear association, or the model won’t mean a thing. Some nonlin-
ear relationships can be saved by re-expressing the data to make the scatterplot
more linear.

Watch out for outliers. The linearity assumption also requires that no points
lie far enough away to distort the line of best fit. Check the Outlier Condition to
make sure no point needs special attention. Outlying values may have large residu-
als, and squaring makes their influence that much greater. Outlying points can dra-
matically change a regression model. Unusual observations can even change the
sign of the slope, misleading us about the direction of the underlying relationship
between the variables.

Another assumption that is usually made when fitting a linear regression is that
the residuals are independent of each other. We don't strictly need this assumption
to fit the line, but to generalize from the data it’s a crucial assumption and one that
we'll come back to when we discuss inference. As with all assumptions, there’s no
way to be sure that Independence Assumption is true. However, we could check
that the cases are a random sample from the population.

We can also check displays of the regression residuals for evidence of patterns,
trends, or clumping, any of which would suggest a failure of independence. In the
special case when we have a time series, a common violation of the Independence
Assumption is for the errors to be correlated with each other (autocorrelation).
The error our model makes today may be similar to the one it made yesterday. We
can check this violation by plotting the residuals against time (usually x for a time
series) and looking for patterns.

When our goal is just to explore and describe the relationship, independence
isn’t essential (and so we won't insist that the conditions relating to it be formally
checked). However, when we want to go beyond the data at hand and make infer-
ences for other situations (in Chapter 16) this will be a crucial assumption, so it’s
good practice to think about it even now, especially for time series.

We always check conditions with a scatterplot of the data, but we can learn
even more after we’ve fit the regression model. There’s extra information in the
residuals that we can use to help us decide how reasonable our model is and how
well the model fits. So, we plot the residuals and check the conditions again.

The residuals are the part of the data that hasn’t been modeled. We can write

Data = Predicted + Residual
or, equivalently,
Residual = Data — Predicted.

Or, as we showed earlier, in symbols:
e=y - 5/

A scatterplot of the residuals versus the x-values should be a plot without pat-
terns. It shouldn’t have any interesting features—no direction, no shape. It should
stretch horizontally, showing no bends, and it should have no outliers. If you see
nonlinearities, outliers, or clusters in the residuals, find out what the regression
model missed.



Figure 6.6 Residuals of the
regression model predicting Lowe’s
Sales from Residential Improvement
expenses 1985-2007. Now we can see
that there are really two groups. Can we
identify them?

Equal Spread Condition

This condition requires that

the scatter is about equal for all
x-values. It’s often checked using a
plot of residuals against predicted
values. The underlying assumption
of equal variance is also called
homoscedasticity.
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Let’s examine the residuals from our regression of Lowe’s Sales on residential
Improvement expenditures.®
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These residuals hold a surprise. They seem to fall into two groups, one with a
steeply declining trend (indicating sales that did not increase with residential im-
provements as fast as the regression model predicts) and one with an increasing
trend. If we identify the two groups, we find that the red x’s are for the years
1985-1992 and the green dots are for the years 1993-2007. Recall that in 1991
Lowe’s started a re-structuring plan to convert to big-box stores. This analysis sug-
gests that it was a successful business decision but that we ought to fit a separate
linear model to the years 1993-2007 where the linearity condition holds.

Not only can the residuals help check the conditions, but they can also tell us
how well the model performs. The better the model fits the data, the less the resid-
uals will vary around the line. The standard deviation of the residuals, s, gives us a
measure of how much the points spread around the regression line. Of course, for
this summary to make sense, the residuals should all share the same underlying
spread. So we must assume that the standard deviation around the line is the same
wherever we want the model to apply.

This new assumption about the standard deviation around the line gives us a
new condition, called the Equal Spread Condition. The associated question to
ask is does the plot have a consistent spread or does it fan out? We check to make
sure that the spread of the residuals is about the same everywhere. We can check
that either in the original scatterplot of y against x or in the scatterplot of residuals
(or, preferably, in both plots). We estimate the standard deviation of the residu-
als in almost the way you’d expect:

e
n—2

S, =

We don’t need to subtract the mean of the residuals because ¢ = 0. Why divide by
n — 2 rather than » — 1? We used » — 1 for s when we estimated the mean. Now
we’re estimating both a slope and an intercept. Looks like a pattern—and it is. We
subtract one more for each parameter we estimate.

If we predict Lowe’s Sales in 1999 when home Improvements totaled
100,250 $M, the regression model gives a predicted value of 15,032 $M. The actual
value was about 12,946 $M. So our residual is 12,946 — 15,032 = —2,086. The
value of s, from the regression is 3170, so our residual is only 2086/3170 = 0.66
standard deviations away from the actual value. That’s a fairly typical size for a
residual because it’s within two standard deviations.

®Most computer statistics packages plot the residuals as we did in Figure 6.6, against the predicted
values, rather than against x. When the slope is positive, the scatterplots are virtually identical
except for the axes labels. When the slope is negative, the two versions are mirror images. Since all
we care about is the patterns (or, better, lack of patterns) in the plot, either plot is useful.
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For Example

Correlation and Linear Regression

Examining the residuals

Here is a scatterplot of the residuals for the linear model found in the example on page 151 plotted against the predicted values:

075+ . ¢
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o75te ° o« °
[ ]
: : : :
34 36 38 40

Question: Show how the plotted values were calculated. What does the plot suggest about the model?

/\
Answer: The predicted values are the values of MeanAge found for each year by substituting the year value in the linear model.
The residuals are the differences between the actual mean ages and the predicted values for each year.

The plot shows some remaining pattern in the form of three nearly parallel trends. A further analysis may want to determine the

reason for this pattern.

6.9

Figure 6.7 Compare the variability of
Sales with the variability of the residu-
als from the regression. The means
have been subtracted to make it easier
to compare spreads. The variation left in
the residuals is unaccounted for by the
model, but it’s less than the variation in
the original data.

Variation in the Model and R?

The variation in the residuals is the key to assessing how well the model fits. Let’s
compare the variation of the response variable with the variation of the residuals.
Lowe’s Sales has a standard deviation of 14,090 ($M). The standard deviation of the
residuals is only 3,097 ($M). If the correlation were 1.0 and the model predicted
the Sales values perfectly, the residuals would all be zero and have no variation. We
couldn’t possibly do any better than that.

On the other hand, if the correlation were zero, the model would simply pre-
dict 13,564 ($M) (the mean) for all menu items. The residuals from that prediction
would just be the observed Sales values minus their mean. These residuals would
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Sales
(with mean subtracted)

Residuals



rand R?

Is a correlation of 0.80 twice as
strong as a correlation of 0.40?
Not if you think in terms of

R?. A correlation of 0.80 means
an R? of 0.80° = 64%. A correla-
tion of 0.40 means an R? of
0.40° = 16%—only a quarter as
much of the variability accounted
for. A correlation of 0.80 gives an
R? four times as strong as a correla-
tion of 0.40 and accounts for four
times as much of the variability.

Some Extreme Tales

One major company developed a
method to differentiate between
proteins. To do so, they had to dis-
tinguish between regressions with
R? 0f 99.99% and 99.98%. For this
application, 99.98% was not high
enough.

The president of a financial
services company reports that
although his regressions give R’
below 2%, they are highly success-
ful because those used by his
competition are even lower.

Variation in the Model and R° 159

have the same variability as the original data because, as we know, just subtracting
the mean doesn’t change the spread.

How well does the regression model do? Look at the boxplots in Figure 6.7.
The variation in the residuals is smaller than in the data, but bigger than
zero. That’s nice to know, but how much of the variation is still left in the residuals?
If you had to put a number between 0% and 100% on the fraction of the variation
left in the residuals, what would you say?

All regression models fall somewhere between the two extremes of zero corre-
lation and perfect correlation. We’d like to gauge where our model falls. Can we
use the correlation to do that? Well, a regression model with correlation —0.5 is
doing as well as one with correlation +0.5. They just have different directions. But
if we square the correlation coefficient, we’ll get a value between 0 and 1, and the
direction won’t matter. The squared correlation, 72, gives the fraction of the data’s
variation accounted for by the model, and I — #? is the fraction of the original vari-
ation left in the residuals. For the Lowe’s Sales model, 72 = 0.976> = 0.952 and
1 — 775 0.048, so only 4.8% of the variability in Sales has been left in the residuals.

All regression analyses include this statistic, although by tradition, it is written
with a capital letter, R?, and pronounced “R-squared.” An R’ of 0 means that none
of the variance in the data is in the model; all of it is still in the residuals. It would
be hard to imagine using that model for anything.

Because R’ is a fraction of a whole, it is often given as a percentage.” For the
Lowe’s Sales data, R? is 95.2%.

When interpreting a regression model, you need to report what R* means.
According to our linear model, 95.2% of the variability in Lowe’s Sales is accounted
for by variation in residential Improvement expenditures.

* How can we see that R? is really the fraction of variance accounted for by
the model? It’s a simple calculation. The variance of Sales is 14089.6> =
198,516,828. If we treat the residuals as data, the variance of the residuals is
9,592,072.% As a fraction of the variance of Sales, that’s 0.483 or 4.83%. That’s the
fraction of the variance that is nor accounted for by the model. The fraction that is
accounted for is 100% — 4.83% = 95.2, just the value we got for R%.

How Big Should R’ Be?

The value of R? is always between 0% and 100%. But what is a “good” R? value?
The answer depends on the kind of data you are analyzing and on what you want to
do with it. Just as with correlation, there is no value for R’ that automatically

Let’s go back to our regression of sales ($000) on number of 10 Is the correlation of Sales and Employees positive or neg-

employees again.

ative? How do you know?

Sales = 9.564 + 122.74 Employees 11 If we measured the Sales in thousands of euros instead of

The R? value is reported as 71.4%.

thousands of dollars, would the R? value change? How
about the slope?

9 What does the R? value mean about the relationship of

Sales and Employees?

"By contrast, we usually give correlation coefficients as decimal values between —1.0 and 1.0.
8This isn’t quite the same as squaring s, which we discussed previously, but it’s very close.
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P
Sums of Squares
The sum of the squared residuals
2(y - 5/)2 is sometimes written as

SSE (sum of squared errors). If we
call 2(y — ¥)? SST (for total sum

of squares) then

For Example

Correlation and Linear Regression

determines that the regression is “good.” Data from scientific experiments often
have R? in the 80% to 90% range and even higher. Data from observational studies
and surveys, though, often show relatively weak associations because it’s so difficult
to measure reliable responses. An R* of 30% to 50% or even lower might be taken
as evidence of a useful regression. The standard deviation of the residuals can give
us more information about the usefulness of the regression by telling us how much
scatter there is around the line.

As we've seen, an R” of 100% is a perfect fit, with no scatter around the line.
The s, would be zero. All of the variance would be accounted for by the model with
nonegleft in the residuals. This sounds great, but it’s too good to be true for real
data.

Understanding R*

Question: Find and interpret the R? for the regression of cyclist death ages vs. time found in the example on page 151. (Hint: The

calculation is a simple one.)

Answer: We are given the correlation, 7 = 0.965. R? is the square of this, or 0.9312. Tt tells us that 93.1% of the variation in the
mean age of cyclist deaths can be accounted for by the trend of increasing age over time.

6.10

" Guided Example ome Size and Price

Real estate agents know the
three most important fac-
tors in determining the
price of a house are location,
location, and location. But
what other factors help
determine the price at which
a house should be listed?
Number of bathrooms? Size

Reality Check: Is the Regression Reasonable?

Statistics don’t come out of nowhere. They are based on data. The results of a
statistical analysis should reinforce common sense. If the results are surprising,
then either you've learned something new about the world or your analysis is
wrong.

Whenever you perform a regression, think about the coefficients and ask
whether they make sense. Is the slope reasonable? Does the direction of the slope
seem right? The small effort of asking whether the regression equation is plausible
will be repaid whenever you catch errors or avoid saying something silly or absurd
about the data. It’s too easy to take something that comes out of a computer at face
value and assume that it makes sense.

Always be skeptical and ask yourself if the answer is reasonable.

L

of the yard? A student amassed publicly available data on
thousands of homes in upstate New York. We’ve drawn
a random sample of 1057 homes to examine house pric-
ing. Among the variables she collected were the total
living area (in square feet), number of bathrooms, num-
ber of bedrooms, size of lot (in acres), and age of house
(in years). We will investigate how well the size of
the house, as measured by living area, can predict the
selling price.

°If you see an R* of 100%, it’s a good idea to investigate what happened. You may have accidentally
regressed two variables that measure the same thing.
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Reality Check: Is the Regression Reasonable?

Setup State the objective of the study.

Identify the variables and their context.

Model We need to check the same condi-
tions for regression as we did for correla-
tion. To do that, make a picture. Never fit
a regression without looking at the scat-
terplot first.

Check the Linearity, Equal Spread, and
Outlier Conditions.

We want to find out how well the living area of a house in
upstate NY can predict its selling price.

We have two quantitative variables: the living area (in
square feet) and the selling price ($). These data come
from public records in upstate New York in 2000.

v/ Quantitative Variables Condition

500 +

375 T

Price ($000)

125 4+

1250 2500 3750 5000
Living Area

v/ Linearity Condition The scatterplot shows two
variables that appear to have a fairly strong positive
association. The plot appears to be fairly linear.

v Equal Spread Condition The scatterplot shows a
consistent spread across the x-values.

v/ Outlier Condition There appear to be a few possible
outliers, especially among large, relatively expensive
houses. A few smaller houses are expensive for their
size. We will check their influence on the model later.

We have two quantitative variables that appear to satisfy
the conditions, so we will model this relationship with a
regression line.

Mechanics Find the equation of the re-
gression line using a statistics package.
Remember to write the equation of the
model using meaningful variable names.

Once you have the model, plot the residu-
als and check the Equal Spread Condition
again.

Our software produces the following output.

Dependent variable is: Price
1057 total cases

R squared = 62.43%

s = 57930 with 1000 — 2 = 998 df

Variable Coefficient
Intercept 6378.08
Living Area 115.13
200 T
"_% 1001
& ol
-100+

Predicted ($000)

(continued)
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The residual plot appears generally patternless. The few
relatively expensive small houses are evident, but setting
them aside and refitting the model did not change either
the slope or intercept very much so we left them in. There is
a slight tendency for cheaper houses to have less variation,
but the epread is roughly the same throughout.

Conclusion Interpret what you have found MEMO

in the proper context.

6.11

Re: Report on housing prices.

We examined how well the size of a house could predict its
selling price. Data were obtained from recent sales of 1057
homes in upstate New York. The model is:

—
Price = $6376.08 + 11513 X Living Area

In other words, from a base of $6376.08, houses cost
about $115.13 per square foot in upstate NY.

This model appears reasonable from both a statistical and
real estate perspective. Although we know that size is not
the only factor in pricing a house, the model accounts for
62.4% of the variation in selling price.

As a reality check, we checked with eeveral real estate pric-

ing sites (www.realestateabce.com, www.zillow.com) and found
that houses in this region were averaging $100 to $150 per

square foot, so our model is plausible.

Of course, not all house prices are predicted well by the
model. We computed the model without several of these
houses, but their impact on the regression model was small.
We believe that this is a reasonable place to start to assess
whether a house is priced correctly for this market. Future
analysis might benefit by considering other factors.

Nonlinear Relationships

Everything we’ve discussed in this chapter requires that the underlying relationship
between two variables be linear. But what should we do when the relationship is
nonlinear and we can’t use the correlation coefficient or a linear model? There are
three basic approaches, each with its advantages and disadvantages.

Let’s consider an example. The Human Development Index (HDI) was devel-
oped by the United Nations as a general measure of quality of life in countries
around the world. It combines economic information (GDP), life expectancy, and
education. The growth of cell phone usage has been phenomenal worldwide. Is cell
phone usage related to the developmental state of a country? Figure 6.8 shows a
scatterplot of number of cell phones vs. HDI for 152 countries of the world.

We can look at the scatterplot and see that cell phone usage increases with in-
creasing HDI. But the relationship is not straight. In Figure 6.8, we can easily see
the bend in the form. But that doesn’t help us summarize or model the relationship.

You might think that we should just fit some curved function such as an expo-
nential or quadratic to a shape like this. But using curved functions is complicated,
and the resulting model can be difficult to interpret. And many of the convenient


www.realestateabc.com
www.zillow.com
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Figure 6.8 The scatterplot of number of cell phones (000s)
vs. HDI for countries shows a bent relationship not suitable for
correlation or regression.

associated statistics (which we’ll see in Chapters 18 and 19) are not appropriate for
such models. So this approach isn’t often used.

Another approach allows us to summarize the strength of the association be-
tween the variables even when we don’t have a linear relationship. The Spearman
rank correlation'® works with the 7anks of the data rather than their values. To
find the ranks we simply count from the lowest value to the highest so that rank 1 is
assigned to the lowest value, rank 2 to the next lowest, and so on. Using ranks for
both variables generally straightens out the relationship, as Figure 6.9 shows.
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Figure 6.9 Plotting the ranks results in a plot with a
straight relationship.

Now we can calculate a correlation on the ranks. The resulting correlation!!
summarizes the degree of relationship between two variables—but not, of course,
of the degree of /inear relationship. The Spearman correlation for these variables is
0.876. That says there’s a reasonably strong relationship between cell phones and
HDI. We don’t usually fit a linear model to the ranks because that would be diffi-
cult to interpret and because the supporting statistics (as we said, see Chapters 18
and 19) wouldn’t be appropriate.

A third approach to a nonlinear relationship is to transform or re-express one
or both of the variables by a function such as the square root, logarithm, or recip-
rocal. We saw in Chapter 5 that a transformation can improve the symmetry of the
distribution of a single variable. In the same way—and often with the same trans-
forming function—transformations can make a relationship more nearly linear.

""Due to Charles Spearman, a psychologist who did pioneering work in intelligence testing.
1Spearman rank correlation is a nonparametric statistical method. You’ll find other nonparametric
methods in Chapter 17.
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Figure 6.10 Taking the logarithm of Cell Phones results
in a more nearly linear relationship.

Figure 6.10, for example, shows the relationship between the log of the number of
cell phones and the HDI for the same countries.

The advantage of re-expressing variables is that we can use regression models,
along with all the supporting statistics still to come. The disadvantage is that we
must interpret our results in terms of the re-expressed data, and it can be difficult
to explain what we mean by the logarithm of the number of cell phones in a coun-
try. We can, of course, reverse the transformation to transform a predicted value or
residual back to the original units. (In the case of a logarithmic transformation, cal-
culate 10’ to get back to the original units.)

Which approach you choose is likely to depend on the situation and your
needs. Statisticians, economists, and scientists generally prefer to transform their
data, and many of their laws and theories include transforming functions.'? But for
just understanding the shape of a relationship, a scatterplot does a fine job, and as a
summary of the strength of a relationship, a Spearman correlation is a good
general-purpose tool.

Re-expressing for linearity

Consider the relationship between a company’s Asses and its Sales as reported in annual financial statements. Here’s a scatterplot
of those variables for 79 of the largest companies:

50000 + .
37500 +
0 [ )
3 25000 +
[ ] ° °
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12500 25000 37500 50000
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2T fact, the HDI itself includes such transformed variables in its construction.
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The Pearson correlation is 0.746, and the Spearman rank correlation is 0.50. Taking the logarithm of both variables produces the
following scatterplot:
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Question: What should we say about the relationship between Assets and Sales?

Answer: The Pearson correlation is not appropriate because the scatterplot of the data is not linear. The Spearman correlation
is a more appropriate summary. The scatterplot of the log transformed variables is linear and shows a strong pattern. We could
find a linear model for this relationship, but we’d have to interpret it in terms of log Sales and log Assets.

What Can Go Wrong?

e Don’t say “correlation” when you mean “association.” How often have
you heard the word “correlation”? Chances are pretty good that when you’ve
heard the term, it’s been misused. It’s one of the most widely misused Statistics
terms, and given how often Statistics are misused, that’s saying a lot. One of
the problems is that many people use the specific term correlation when they
really mean the more general term association. Association is a deliberately
vague term used to describe the relationship between two variables.

Correlation is a precise term used to describe the strength and direction
of a linear relationship between quantitative variables.

* Don’t correlate categorical variables. Be sure to check the Quantitative
Variables Condition. It makes no sense to compute a correlation of categori-
cal variables.

* Make sure the association is linear. Not all associations between quantita-
tive variables are linear. Correlation can miss even a strong nonlinear associa-
tion. And linear regression models are never appropriate for relationships that
are not linear. A company, concerned that customers might use ovens with
imperfect temperature controls, performed a series of experiments'® to assess
the effect of baking temperature on the quality of brownies made from their
freeze-dried reconstituted brownies. The company wants to understand the
sensitivity of brownie quality to variation in oven temperatures around the
recommended baking temperature of 325°F. The lab reported a correlation of
—0.05 between the scores awarded by a panel of trained taste-testers and baking

(continued)

BExperiments designed to assess the impact of environmental variables outside the control of the
company on the quality of the company’s products were advocated by the Japanese quality expert
Dr. Genichi Taguchi starting in the 1980s in the United States.
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temperature and a regression slope of —0.02, so they told management that
there is no relationship. Before printing directions on the box telling customers
not to worry about the temperature, a savvy intern asks to see the scatterplot.
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Figure 6.11  The relationship between brownie taste
score and baking temperature is strong, but not linear.

The plot actually shows a strong association—but not a linear one. Don’t
forget to check the Linearity Condition.

* Beware of outliers. You can’t interpret a correlation coefficient or a
regression model safely without a background check for unusual observations.
Here’s an example. The relationship between IQ and shoe size among
comedians shows a surprisingly strong positive correlation of 0.50. To check
assumptions, we look at the scatterplot.

1751

150

9 254 .?y..

-

Shoe Size
| Figure 6.12 1Q vs. Shoe Size.

From this “study,” what can we say about the relationship between the two?
The correlation is 0.50. But who does that point in the upper right-hand corner
belong to? The outlier is Bozo the Clown, known for his large shoes and
widely acknowledged to be a comic “genius.” Without Bozo the correlation is
near zero.

Even a single unusual observation can dominate the correlation value.
That’s why you need to check the Unusual Observations Condition.

* Don’t confuse correlation with causation. Once we have a strong correla-
tion, it’s tempting to try to explain it by imagining that the predictor variable
has caused the response to change. Putting a regression line on a scatterplot
tempts us even further. Humans are like that; we tend to see causes and effects
in everything. Just because two variables are related does not mean that one
causes the other.
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[Does cancer cause smoking? A

Even if the correlation of two variables is due to a causal relationship, the correlation
itself cannot tell us what causes what.

Sir Ronald Aylmer Fisher (1890-1962) was one of the greatest statisticians of the
20th century. Fisher testified in court (paid by the tobacco companies) that a causal
relationship might underlie the correlation of smoking and cancer:

“Is it possible, then, that lung cancer . . . is one of the causes of smoking
cigarettes? I don’t think it can be excluded . . . the pre-cancerous condition is one
involving a certain amount of slight chronic inflammation . . .

A slight cause of irritation . . . is commonly accompanied by pulling out a
cigarette, and getting a little compensation for life’s minor ills in that way. And . . .
is not unlikely to be associated with smoking more frequently.”

Ironically, the proof that smoking indeed is the cause of many cancers came
from experiments conducted following the principles of experiment design and
analysis that Fisher himself developed.

J

Scatterplots, correlation coefficients, and regression models never prove
causation. This is, for example, partly why it took so long for the U.S.
Surgeon General to get warning labels on cigarettes. Although there was
plenty of evidence that increased smoking was associated with increased levels
of lung cancer, it took years to provide evidence that smoking actually causes
lung cancer. (The tobacco companies used this to great advantage.)

* Watch out for lurking variables. A scatterplot of the damage (in dollars)
caused to a house by fire would show a strong correlation with the number of
firefighters at the scene. Surely the damage doesn’t cause firefighters. And
firefighters actually do cause damage, spraying water all around and chopping
holes, but does that mean we shouldn’t call the fire department? Of course
not. There is an underlying variable that leads to both more damage and more
firefighters—the size of the blaze. A hidden variable that stands behind a rela-
tionship and determines it by simultaneously affecting the other two variables
is called a lurking variable. You can often debunk claims made about data by
finding a lurking variable behind the scenes.

* Don’t fit a straight line to a nonlinear relationship. Linear regression is
suited only to relationships that are, in fact, linear.

* Beware of extraordinary points. Data values can be extraordinary or un-
usual in a regression in two ways. They can have y-values that stand off from
the linear pattern suggested by the bulk of the data. These are what we have
been calling outliers; although with regression, a point can be an outlier by be-
ing far from the linear pattern even if it is not the largest or smallest y-value.
Points can also be extraordinary in their x-values. Such points can exert a strong
influence on the line. Both kinds of extraordinary points require attention.

° Don’t extrapolate far beyond the data. A linear model will often do a reason-
able job of summarizing a relationship in the range of observed x-values.
Once we have a working model for the relationship, it’s tempting to use it. But
beware of predicting y-values for x-values that lie too far outside the range of the
original data. The model may no longer hold there, so such extrapolations too far
from the data are dangerous.

(continued)
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* Don’t choose a model based on R? alone. Although R’ measures the
strength of the linear association, a high R’ does not demonstrate the
appropriateness of the regression. A single unusual observation, or data that
separate into two groups, can make the R* seem quite large when, in fact, the
linear regression model is simply inappropriate. Conversely, a low R’ value
may be due to a single outlier. It may be that most of the data fall roughly
along a straight line, with the exception of a single point. Always look at the

scatterplot.

Ethics in Action

n ad agency hired by a well-known manufac-

turer of dental hygiene products (electric

toothbrushes, oral irrigators, etc.) put to-

gether a creative team to brainstorm ideas for
a new ad campaign. Trisha Simes was chosen to lead
the team as she has had the most experience with this
client to date. At their first meeting, Trisha communi-
cated to her team the client’s desire to differentiate
themselves from their competitors by not focusing their
message on the cosmetic benefits of good dental care. As
they brainstormed ideas, one member of the team, Brad
Jonns, recalled a recent CNN broadcast that reported a
“correlation” between flossing teeth and reduced risk of
heart disease. Seeing potential in promoting the health
benefits of proper dental care, the team agreed to pursue
this idea further. At their next meeting several team
members commented on how surprised they were to find
so many articles, medical, scientific, and popular, that
seemed to claim good dental hygiene resulted in good
health. One member noted that he found articles that
linked gum disease not only to heart attacks and strokes
but to diabetes and even cancer. Although Trisha puzzled
over why their client’s competitors had not yet capital-
ized on these research findings, her team was on a roll
and had already begun to focus on designing the cam-
paign around this core message.

ETHICAL ISSUE Correlation does not imply causation. The
possibility of lurking variables is not explored. For example, it is
likely that those who take better care of themselves would floss
regularly and also have less risk of beart disease (related to Item C,
ASA Ethical Guidelines).

ETHICAL SOLUTION Refrain from implying cause and
effect from correlation results.

Jill Hathway is looking for a career change and is inter-
ested in starting a franchise. After spending the last 20

years working as a mid-level manager for a major cor-
poration, Jill wants to indulge her entrepreneurial spirit
and strike out on her own. She currently lives in a small
southwestern city and is considering a franchise in the
health and fitness industry. She is considering several
possibilities including Pilates One, for which she re-
quested a franchise packet. Included in the packet in-
formation were data showing how various regional
demographics (age, gender, income) related to fran-
chise success (revenue, profit, return on investment).
Pilates One is a relatively new franchise with only a few
scattered locations. Nonetheless, the company re-
ported various graphs and data analysis results to help
prospective franchisers in their decision-making
process. Jill was particularly interested in the graph and
the regression analysis that related the proportion of
women over the age of 40 within a 20-mile radius of a
Pilates One location to return on investment for the
franchise. She noticed that there was a positive rela-
tionship. With a little research, she discovered that the
proportion of women over the age of 40 in her city was
higher than for any other Pilates One location (attribut-
able, in part, to the large number of retirees relocating
to the southwest). She then used the regression equa-
tion to project return on investment for a Pilates One
located in her city and was very pleased with the result.
With such objective data, she felt confident that Pilates
One was the franchise for her.

ETHICAL ISSUE Pilates One is reporting analysis based on
only a few observations. Fill is extrapolating beyond the range of
x-values (related to Item C, ASA Ethical Guidelines).

ETHICAL SOLUTION Pilates One should include a dis-
claimer that the analysis was based on very few observations and
that the equation should not be used to predict success at other
locations or beyond the range of x-values used in the analysis.
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What Have We Learned?

Learning Objectives

Terms
Association

Correlation coefficient

Explanatory or independent
variable (x-variable)

Intercept

m Make a scatterplot to display the relationship between two quantitative

variables.

* Look at the direction, form, and strength of the relationship, and any outliers
that stand away from the overall pattern.

Provided the form of the relationship is linear, summarize its strength
with a correlation, r.

* The sign of the correlation gives the direction of the relationship.

* —1 = 7 = 1; A correlation of 1 or —1 is a perfect linear relationship. A correla-
tion of 0 is a lack of linear relationship.

* Correlation has no units, so shifting or scaling the data, standardizing, or even
swapping the variables has no effect on the numerical value.

* A large correlation is not a sign of a causal relationship

Model a linear relationship with a least squares regression model.

* The regression (best fit) line doesn’t pass through all the points, but it is the
best compromise in the sense that the sum of squares of the residuals is the
smallest possible.

* The slope tells us the change in y per unit change in «.

e The R’ gives the fraction of the variation in y accounted for by the linear regres-
sion model.

Recognize regression to the mean when it occurs in data.

* A deviation of one standard deviation from the mean in one variable is predicted
to correspond to a deviation of 7 standard deviations from the mean in the
other. Because 7 is never more than 1, we predict a change toward the mean.

Examine the residuals from a linear model to assess the quality of the
model.

® When plotted against the predicted values, the residuals should show no pattern
and no change in spread.

Direction: A positive direction or association means that, in general, as one variable
increases, so does the other. When increases in one variable generally correspond to
decreases in the other, the association is negative.

Form: The form we care about most is straight, but you should certainly describe other
patterns you see in scatterplots.

Strength: A scatterplot is said to show a strong association if there is little scatter around
the underlying relationship.

A numerical measure of the direction and strength of a linear association.

22,2,
r =
n—1

The variable that accounts for, explains, predicts, or is otherwise responsible for the
y-variable.

The intercept, by, gives a starting value in y-units. It’s the y value when x is 0.

b():y*bly

(continued)
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Least squares

Linear model
(Line of best fit)

Lurking variable
Outlier

Predicted value

Re-expression or
transformation

Residual

Spearman rank correlation
Regression line

Regression to the mean
Response or dependent

variable (y-variable)
RZ

Scatterplot

Standard deviation
of the residuals

Slope

Correlation and Linear Regression

A criterion that specifies the unique line that minimizes the variance of the residuals or,
equivalently, the sum of the squared residuals.

The linear model of the form y = &, + by« fit by least squares. Also called the regression
line. To interpret a linear model, we need to know the variables and their units.

A variable other than x and y that simultaneously affects both variables, accounting for the
correlation between the two.

A point that does not fit the overall pattern seen in the scatterplot.

The prediction for y found for each x-value in the data. A predicted value, y, is found by
substituting the x-value in the regression equation. The predicted values are the values on
the fitted line; the points (x, y) lie exactly on the fitted line.

Re-expressing one or both variables using functions such as log, square root, or reciprocal
can improve the straightness of the relationship between them.

The difference between the actual data value and the corresponding value predicted by the
regression model—or, more generally, predicted by any model.

The correlation between the ranks of two variables may be an appropriate measure of the
strength of a relationship when the form isn’t straight.

The particular linear equation that satisfies the least squares criterion, often called the line

of best fit.

Because the correlation is always less than 1.0 in magnitude, each predicted y tends to be
fewer standard deviations from its mean than its corresponding «x is from its mean.

The variable that the scatterplot is meant to explain or predict.

¢ The square of the correlation between y and x
* The fraction of the variability of y accounted for by the least squares linear regression on x
* An overall measure of how successful the regression is in linearly relating y to x

A graph that shows the relationship between two quantitative variables measured on the
same cases.

5, is found by:

The slope, &y, is given in y-units per x-unit. Differences of one unit in x are associated with
differences of &, units in predicted values of y:
%
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All statistics packages make a table of results for a regression. These tables may differ slightly
from one package to another, but all are essentially the same—and all include much more than
we need to know for now. Every computer regression table includes a section that looks
something like this:

RSP The “dependent,” response, or
Y

Standard \ / -vartable
dev of

restduwals | Dependent va\iab]e is: Sales
N R squared = 69.0%

< ]

(< Ns = 9.277

Variable Coefficient /SE(Coeff) t-ratio P-value
Intercept 6.83077 2.56 0.0158

Shelf Space 0\971381 8.04 =0.0001
/

/(\

The “independent,” predictor, or \ WS B0 we'll deal with all of

x-variable The intercept these later in the book.
You may igwnore them
for now.

The slope and intercept coefficient are given in a table such as this one. Usually the slope is la-
beled with the name of the x-variable, and the intercept is labeled “Intercept” or “Constant.” So
the regression equation shown here is

7
Sales = 6.83077 + 0.97138 Shelf Space.

5 e Excel will place regression output and the scatterplot on a new
EXCEL XLSTAT e

To make a scatterplot in Excel 2007 or Excel 2010, e The correlation is in cell B4.
e From the Data ribbon, select the Data Analysis add-in. e The slope and y-intercept are in cells B18 and B17 respectively.
e From its menu, select Regression. * You can edit or remove any part of the scatterplot by right
e Indicate the range of the data whose scatterplot you wish to clicking on the part you want to edit.
draw. e For example, to remove the Predicted Values, right click on one
e Check the Labels box if your data columns have names in the of the points and Delete.
first cell. ¢ To add the Least Squares Regression Line, right click on the
o Check the Line Fit Plots box, and click OK. data and Add Trendline . ..
Bl Joc Lo [ | R et Lo Lo Tt
i 1 SUMMARY OUTPUT
2
3 |Regression Statistics
4 Multiple F 0.276648 99
5 |RSquare | 0.076534 ;E | .
6 |Adjusted | 0.063342 5 w: . Red.
7 |Standard | 5.918775 2 ;0 ] .’ * ’
8 |Observati 72 S
e —- ‘P(IC!
9| 30
10 | ANOVA 20 ® Predicted Price
11 0‘! 5 10 -
12 |Regressio 1 203. 0 ¥ y \
13 .Residual 70 2453 100 200 300 400 500 600
14 |Total 71 zg Volume

15

(continued)
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But we aren’t quite done yet. Excel always scales the axes of a scat-
terplot to show the origin (0, 0). But most data are not near the origin,
S0 you may get a plot that, like this one, is bunched up in one corner.

e Right-click on the y-axis labels. From the menu that drops
down, choose Format axis. . .

e Choose Scale.
e Set the y-axis minimum value.

One useful trick is to use the dialog box itself as a straightedge to
read over to the y-axis so you can estimate a good minimum value.
Here 75 seems appropriate.

e Repeat the process with the x-axis.

JMP

To make a scatterplot and compute correlation
e Choose Fit Y by X from the Analyze menu.

e |nthe FitY by X dialog, drag the Y variable into the “Y, Response”
box, and drag the X variable into the “X, Factor” box.

e (lick the OK button.

Once JMP has made the scatterplot, click on the red triangle next to
the plot title to reveal a menu of options.

e Select Density Ellipse and select .95. JMP draws an ellipse
around the data and reveals the Correlation tab.

e (Click the blue triangle next to Correlation to reveal a table con-
taining the correlation coefficient.

To compute a regression,

e (Choose Fit Y by X from the Analyze menu. Specify the y-variable
in the — Select Columns box and click the “Y, Response” button.

e Specify the x-variable and click the “X, Factor” button.
e (lick OK to make a scatterplot.

¢ |n the scatterplot window, click on the red triangle beside the
heading labeled “Bivariate Fit. . .” and choose “Fit Line.” JMP
draws the least squares regression line on the scatterplot and
displays the results of the regression in tables below the plot.

To make a scatterplot,
e (Choose Scatterplot from the Graph menu.
e Choose “Simple” for the type of graph. Click OK.

e Enter variable names for the Y-variable and X-variable into the
table. Click OK.

To compute a correlation coefficient,
e (Choose Basic Statistics from the Stat menu.

e From the Basic Statistics submenu, choose Correlation. Specify the
names of at least two quantitative variables in the “Variables” box.

e (lick OK to compute the correlation table.

To make a scatterplot in SPSS, open the Chart Builder from the
Graphs menu. Then

e C(lick the Gallery tab.
e Choose Scatterplot from the list of chart types.
e Drag the scatterplot onto the canvas.

e Drag a scale variable you want as the response variable to the
y-axis drop zone.

e Drag a scale variable you want as the factor or predictor to the
X-axis drop zone.

e (Click OK.

To compute a correlation coefficient,

e Choose Correlate from the Analyze menu.

e From the Correlate submenu, choose Bivariate.

¢ |n the Bivariate Correlations dialog, use the arrow button to move
variables between the source and target lists. Make sure the
Pearson option is selected in the Correlation Coefficients field.

To compute a regression, from the Analyze menu, choose

e Regression > Linear . . . In the Linear Regression dialog, spec-
ify the Dependent (y), and Independent (x) variables.

e C(lick the Plots button to specify plots and Normal Probability
Plots of the residuals. Click OK.
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rlef CASE Fuel Efficiency

: 7 @ With the ever increasing price of gasoline, both drivers and auto companies are
< motivated to raise the fuel efficiency of cars. Recent information posted by the
/ Fo a U.S. government proposes some simple ways to increase fuel efficiency
& (see www.fueleconomy.gov): avoid rapid acceleration, avoid driving over
T—

60 mph, reduce idling, and reduce the vehicle’s weight. An extra 100 pounds
can reduce fuel efficiency (mpg) by up to 2%. A marketing executive is
studying the relationship between the fuel efficiency of cars (as measured
in miles per gallon) and their weight to design a new compact car
campaign. In the data set Fuel Efficiency you’ll find data on the
variables below.!*

* Make of Car ¢ City (mpg)

* Model of Car ¢ Highway (mpg)

* Engine Size (L) * Weight (pounds)

¢ Cylinders * Type and Country of
* MSRP (Manufacturer’s manufacturer

Suggested Retail Price in $)

Describe the relationship of Weight, MSRP, and Engine Size with fuel effi-
ciency (both City and Highway) in a written report. Only in the U.S. is fuel effi-
ciency measured in miles per gallon. The rest of the world uses liters per 100
kilometers. To convert mpg to 1/100km, compute 235.215/mpg. Try that form of
the variable and compare the resulting models. Be sure to plot the residuals.

The U.S. Economy and the Home Depot Stock Prices

The file Home_Depot contains economic variables, as well as stock market data
for The Home Depot. Economists, investors, and corporate executives use
measures of the U.S. economy to evaluate the impact of inflationary pressures
and employment fluctuations on the stock market. Inflation is often tracked
through interest rates. Although there are many different types of interest rates,
here we include the monthly values for the bank prime loan rate, a rate posted by
a majority of the top 25 (based on assets) insured U.S.-chartered commercial
banks. The prime rate is often used by banks to price short-term business loans.
In addition, we provide the interest rates on 6-month CDs, the unemployment
rates (seasonally adjusted), and the rate on Treasury bills. Investigate the
relationships between Closing Price for The Home Depot stock and the following
variables from 2006 to 2008:"

* Unemployment Rate (%)

¢ Bank Prime Rate (Interest Rate in %)
e CD Rate (%)

¢ Treasury Bill Rate (%)

“Data are from the 2004 model year and were compiled from www.Edmonds.com.

BSources: Unemployment rate—U.S. Bureau of Labor Statistics. See unemployment page at www
.bls.gov/cps/home.htmitdata. Interest rates—Federal Reserve. See www.federalreserve.gov/releases/
H15/update/. Home Depot stock prices on HD/Investor Relations website. See ir.homedepot.com/
quote.cfm.

(continued)
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Describe the relationship of each of these variables with The Home Depot Closing
Price in a written report. Be sure to use scatterplots and correlation tables in your
analysis and transform variables, if necessary.

Cost of Living

The Mercer Human Resource Consulting website (www.mercerhr.com) lists prices of
certain items in selected cities around the world. They also report an overall cost-of-
living index for each city compared to the costs of hundreds of items in New York City.
For example, London at 110.6 is 10.6% more expensive than New York. You’ll find the
2006 data for 16 cities in the data set Cost_of_living vs_cost_of_items. Included are
the 2006 cost of living index, cost of a luxury apartment (per month), price of a bus or
subway ride, price of a compact disc, price of an international newspaper, price of a cup
of coffee (including service), and price of a fast-food hamburger meal. All prices are in
U.S. dollars.

Examine the relationship between the overall cost of living and the cost of each of
these individual items. Verify the necessary conditions and describe the relationship in
as much detail as possible. (Remember to look at direction, form, and strength.)
Identify any unusual observations.

Based on the correlations and linear regressions, which item would be the best pre-
dictor of overall cost in these cities? Which would be the worst? Are there any surpris-
ing relationships? Write a short report detailing your conclusions.

Mutual Funds

According to the U.S. Securities and Exchange Commission (SEC), a mutual fund is a
professionally-managed collection of investments for a group of investors in stocks,
bonds, and other securities. The fund manager manages the investment portfolio and
tracks the wins and losses. Eventually the dividends are passed along to the individual
investors in the mutual fund. The first group fund was founded in 1924, but the spread
of these types of funds was slowed by the stock market crash in 1929. Congress passed
the Securities Act in 1933 and the Securities Exchange Act in 1934 to require that in-
vestors be provided disclosures about the fund, the securities, and the fund manager.
The SEC drafted the Investment Company Act, which provided guidelines for regis-
tering all funds with the SEC. By the end of the 1960s, funds reported $48 billion in as-
sets and, by October 2007 there were over 8,000 mutual funds with combined assets
under management of over $12 trillion.

Investors often choose mutual funds on the basis of past performance, and many
brokers, mutual fund companies, and other websites offer such data. In the file
Mutual_funds_returns, you'll find the 3-month return, the annualized 1 yr, 5 yr, and 10 yr
returns, and the return since inception of 64 funds of various types. Which data from
the past provides the best predictions of the recent 3 months? Examine the scatterplots
and regression models for predicting 3-month returns and write a short report
containing your conclusions.



www.mercerhr.com

Exercises 175

The calculations for correlation and regression models can be very sensitive to how intermediate results are rounded. If
you find your answers using a calculator and writing down intermediate results, you may obtain slightly different answers
that you would have had you used statistics software. Different programs can also yield different results. So your answers
may differ in the trailing digits from those in the Appendix. That should not concern you. The meaningful digits are the
first few; the trailing digits may be essentially random results of the rounding of intermediate results.

Exercises

SECTION 6.1

1. Consider the following data from a small bookstore.

Number of sales people working | Sales (in $1000)
2 10
3 11
7 13
9 14
10 18
10 20
12 20
15 22
16 22
20 26
x =104 y=17.6
SD(x) = 5.64 SD(y) = 5.34

a) Prepare a scatterplot of Sales against Number of sales
people working.

b) What can you say about the direction of the association?
¢) What can you say about the form of the relationship?

d) What can you say about the strength of the relationship?
e) Does the scatterplot show any outliers?

2. Disk drives have been getting larger. Their capacity is
now often given in terabytes (I'B) where 1 TB = 1000 giga-
bytes, or about a trillion bytes. A survey of prices for exter-
nal disk drives found the following data:

Capacity (in TB) | Price (in $)
.080 29.95
120 35.00
.200 299.00
.250 49.95
.320 69.95
1.0 99.00
2.0 205.00
4.0 449.00

a) Prepare a scatterplot of Price against Capacity.
b) What can you say about the direction of the association?
¢) What can you say about the form of the relationship?

d) What can you say about the strength of the relationship?
e) Does the scatterplot show any outliers?

SECTION 6.2

3. The human resources department at a large multina-
tional corporation wants to be able to predict average
salary for a given number of years experience. Data on
salary (in $1000%) and years of experience were collected
for a sample of employees.

a) Which variable is the explanatory or predictor variable?
b) Which variable is the response variable?
¢) Which variable would you plot on the y axis?

4, A company that relies on Internet-based advertising
linked to key search terms wants to understand the rela-
tionship between the amount it spends on this advertising
and revenue (in $).

a) Which variable is the explanatory or predictor variable?
b) Which variable is the response variable?
¢) Which variable would you plot on the x axis?

SECTION 6.3

5. If we assume that the conditions for correlation are met,
which of the following are true? If false, explain briefly.

a) A correlation of -0.98 indicates a strong, negative
association.
b) Multiplying every value of x by 2 will double the
correlation.
¢) The units of the correlation are the same as the units of y.

6. If we assume that the conditions for correlation are met,
which of the following are true? If false, explain briefly.

a) A correlation of 0.02 indicates a strong positive
association.

b) Standardizing the variables will make the correlation 0.
) Adding an outlier can dramatically change the correlation.

SECTION 6.4

7. A larger firm is considering acquiring the bookstore of
Exercise 1. An analyst for the firm, noting the relationship
seen in Exercise 1, suggests that when they acquire the
store they should hire more people because that will drive
higher sales. Is his conclusion justified? What alternative
explanations can you offer? Use appropriate statistics ter-
minology.
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8. A study finds that during blizzards, online sales are
highly associated with the number of snow plows on the
road; the more plows, the more online purchases. The di-
rector of an association of online merchants suggests that
the organization should encourage municipalities to send
out more plows whenever it snows because, he says, that
will increase business. Comment.

SECTION 6.5
9. True or False. If False, explain briefly.

a) We choose the linear model that passes through the
most data points on the scatterplot.

b) The residuals are the observed y-values minus the y-values
predicted by the linear model.

) Least squares means that the square of the largest resid-
ual is as small as it could possibly be.

10. True or False. If False, explain briefly.

a) Some of the residuals from a least squares linear model
will be positive and some will be negative.

b) Least Squares means that some of the squares of the
residuals are minimized.

¢) We write j to denote the predicted values and y to denote
the observed values.

SECTION 6.6

11. For the bookstore sales data in Exercise 1, the correla-
tion is 0.965.

a) If the number of people working is 2 standard deviations
above the mean, how many standard deviations above or
below the mean do you expect sales to be?

b) What value of sales does that correspond to?

¢) If the number of people working is 1 standard deviation
below the mean, how many standard deviations above or
below the mean do you expect sales to be?

d) What value of sales does that correspond to?

12. For the hard drive data in Exercise 2, some research on
the prices discovered that the 200 GB hard drive was a spe-
cial “hardened” drive designed to resist physical shocks and
work under water. Because it is completely different from
the other drives, it was removed from the data. The corre-
lation is now 0.994 and other summary statistics are:

Price (in $)
y = 133.98
SD(y) = 151.26

Capacity (in TB) |
x =1.110
SD(x) = 1.4469

a) If a drive has a capacity of 2.55669 TB (or 1 SD above
the mean of 1.100 TB), how many standard deviations
above or below the mean price of $133.98 do you expect
the drive to cost?

b) What price does that correspond to?

13. For the bookstore of Exercise 1, the manager wants to
predict Sales from Number of Sales People Working.

a) Find the slope estimate, 4,.

b) What does it mean, in this context?

¢) Find the intercept, &,.

d) What does it mean, in this context? Is it meaningful?

e) Write down the equation that predicts Sales from
Number of Sales People Working.

f) If 18 people are working, what Sales do you predict?

0) Ifsales are actually $25,000, what is the value of the residual?
h) Have we overestimated or underestimated the sales?

14. For the disk drives in Exercise 2 (as corrected in
Exercise 12), we want to predict Price from Capacity.

a) Find the slope estimate, 4,.

b) What does it mean, in this context?

) Find the intercept, b,.

) What does it mean, in this context? Is it meaningful?

) Write down the equation that predicts Price from Capacity.
f) What would you predict for the price of a 3.0 'T'B disk?
g) You have found a 3.0 TB drive for $300. Is this a good
buy? How much would you save compared to what you
expected to pay?

h) Does the model overestimate or underestimate the price?

SECTION 6.7

15. A CEO complains that the winners of his “rookie jun-
ior executive of the year” award often turn out to have less
impressive performance the following year. He wonders
whether the award actually encourages them to slack off.
Can you offer a better explanation?

c
d
e

16. An online investment blogger advises investing in mu-
tual funds that have performed badly the past year because
“regression to the mean tells us that they will do well next
year.” Is he correct?

SECTION 6.8

17. Here are the residuals for a regression of Sales on Nusmiber
of Sales People Working for the bookstore of Exercise 1:

Sales People Working | Residual
2 0.07
3 0.16
7 —1.49
9 —2.32

10 0.77
10 2.77
12 0.94
15 0.20
16 —0.72
20 —0.37

a) What are the units of the residuals?

b) Which residual contributes the most to the sum that was
minimized according to the Least Squares Criterion to
find this regression?

¢) Which residual contributes least to that sum?



18. Here are residual plots (residuals plotted against pre-
dicted values) for three linear regression models. Indicate
which condition appears to be violated (linearity, outlier or
equal spread) in each case.
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SECTION 6.9

19. For the regression model for the bookstore of Exercise 1,
what is the value of R? and what does it mean?

20. For the disk drive data of Exercise 2 (as corrected in
Exercise 12), find and interpret the value of R*.

SECTION 6.11

21. When analyzing data on the number of employees in
small companies in one town, a researcher took square
roots of the counts. Some of the resulting values, which are
reasonably symmetric were:

4,4,6,7,7,8,10
What were the original values, and how are they distributed?

Exercises 177

22. You wish to explain to your boss what effect taking the
base-10 logarithm of the salary values in the company’s
database will have on the data. As simple, example values,
you compare a salary of $10,000 earned by a part-time
shipping clerk, a salary of $100,000 earned by a manager,
and the CEO’s $1,000,000 compensation package. Why
might the average of these values be a misleading sum-
mary? What would the logarithms of these three values be?

CHAPTER EXERCISES

23. Association. Suppose you were to collect data for each
pair of variables. You want to make a scatterplot. Which
variable would you use as the explanatory variable and which
as the response variable? Why? What would you expect to
see in the scatterplot? Discuss the likely direction and form.

a) Cell phone bills: number of text messages, cost.

b) Automobiles: Fuel efficiency (mpg), sales volume (num-
ber of autos).

¢) For each week: Ice cream cone sales, air conditioner sales.
d) Product: Price ($), demand (number sold per day).

24. Association, part 2. Suppose you were to collect data for
each pair of variables. You want to make a scatterplot. Which
variable would you use as the explanatory variable and which
as the response variable? Why? What would you expect to
see in the scatterplot? Discuss the likely direction and form.

a) 'T- shirts at a store: price each, number sold.

b) Real estate: house price, house size (square footage).

¢) Economics: Interest rates, number of mortgage applica-
tions.

d) Employees: Salary, years of experience.

25. Scatterplots. Which of the scatterplots show:

a) Little or no association?

b) A negative association?

¢) A linear association?

d) A moderately strong association?
e) A very strong association?
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26. Scatterplots, part 2. Which of the scatterplots show:

a) Little or no association?

) A negative association?

) A linear association?

) A moderately strong association?
e) A very strong association?
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27. Manufacturing. A ceramics factory can fire eight large
batches of pottery a day. Sometimes a few of the pieces
break in the process. In order to understand the problem
better, the factory records the number of broken pieces in
each batch for three days and then creates the scatterplot
shown.
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a) Make a histogram showing the distribution of the num-
ber of broken pieces in the 24 batches of pottery examined.
b) Describe the distribution as shown in the histogram.
What feature of the problem is more apparent in the his-
togram than in the scatterplot?

¢) What aspect of the company’s problem is more apparent
in the scatterplot?

28. Coffee sales. Owners of a new coffee shop tracked
sales for the first 20 days and displayed the data in a scatter-

plot (by day).
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a) Make a histogram of the daily sales since the shop has
been in business.

b) State one fact that is obvious from the scatterplot, but
not from the histogram.

€) State one fact that is obvious from the histogram, but
not from the scatterplot.

29. Matching. Here are several scatterplots. The calculated
correlations are —0.923, —0.487, 0.006, and 0.777. Which
is which?
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30. Matching, part 2. Here are several scatterplots. The
calculated correlations are —0.977, —0.021, 0.736, and
0.951. Which is which?
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@ 31. Pizza sales and price. A linear model fit to predict
weekly Sales of frozen pizza (in pounds) from the average
Price ($/unit) charged by a sample of stores in the city of
Dallas in 39 recent weeks is:

—
Sales = 141,865.53 — 24,369.49 Price.

a) What is the explanatory variable?

b) What is the response variable?

¢) What does the slope mean in this context?

d) What does the y-intercept mean in this context? Is it
meaningful?

e) What do you predict the sales to be if the average price
charged was $3.50 for a pizza?

f) If the sales for a price of $3.50 turned out to be 60,000
pounds, what would the residual be?

@ 32. Used Saab prices. A linear model to predict the Price of
a 2004 Saab 9-3 (in $) from its Mileage (in miles) was fit to
38 cars that were available during the week of January 11,
2008 (Kelly’s Blue Book, www.kbb.com). The model was:

Price = 24,356.15 — 0.0151 Mileage.

a) What is the explanatory variable?

b) What is the response variable?

¢) What does the slope mean in this context?

d) What does the y-intercept mean in this context? Is it
meaningful?

e) What do you predict the price to be for a car with
100,000 miles on it?

f) If the price for a car with 100,000 miles on it was
$24,000, what would the residual be?

@ 33. Foothall salaries. Is there a relationship between total

team salary and the performance of teams in the National
Football League (NFL)? For the 2006 season, a linear model
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predicting Wins (out of 16 regular season games) from the
total team Salary ($M) for the 32 teams in the league is:

—
Wins = 1.783 + 0.062 Salary.

a) What is the explanatory variable?

b) What is the response variable?

¢) What does the slope mean in this context?

d) What does the y-intercept mean in this context? Is it
meaningful?

e) If one team spends $10 million more than another on
salary, how many more games on average would you pre-
dict them to win?

f) If a team spent $50 million on salaries and won 8 games,
would they have done better or worse than predicted?

g) What would the residual of the team in part f be?

@ 34. Baseball salaries. In 2007, the Boston Red Sox won the
World Series and spent $143 million on salaries for their
players (benfry.com/salaryper). Is there a relationship be-
tween salary and team performance in Major League
Baseball? For the 2007 season, a linear model fit to the
number of Wins (out of 162 regular season games) from the
team Salary ($M) for the 30 teams in the league is:

Wins = 70.097 + 0.132 Salary.
a) What is the explanatory variable?
b) What is the response variable?
¢) What does the slope mean in this context?
d) What does the y-intercept mean in this context? Is it
meaningful?
e) If one team spends $10 million more than another on
salaries, how many more games on average would you pre-
dict them to win?
f) If a team spent $110 million on salaries and won half (81)
of their games, would they have done better or worse than
predicted?
g) What would the residual of the team in part f be?

@ 35. Pizza sales and price, part 2. For the data in Exercise 31,
the average Sales was 52,697 pounds (SD = 10,261 pounds),
and the correlation between Price and Sales was = —0.547.

If the Price in a particular week was one SD higher than the
mean Price, how much pizza would you predict was sold
that week?

@ 36. Used Saab prices, part 2. The 38 cars in Exercise 32
had an average Price of $23,847 (SD = $923), and the cor-
relation between Price and Mileage was = —0.169.

If the Mileage of a 2004 Saab was 1 SD below the average
number of miles, what Price would you predict for it?

37. Packaging. A CEO announces at the annual share-
holders meeting that the new see-through packaging for
the company’s flagship product has been a success. In fact,
he says, “There is a strong correlation between packaging
and sales.” Criticize this statement on statistical grounds.
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38. Insurance. Insurance companies carefully track claims
histories so that they can assess risk and set rates appropri-
ately. The National Insurance Crime Bureau reports that
Honda Accords, Honda Civics, and Toyota Camrys are the
cars most frequently reported stolen, while Ford Tauruses,
Pontiac Vibes, and Buick LeSabres are stolen least often. Is
it reasonable to say that there’s a correlation between the
type of car you own and the risk that it will be stolen?

39. Sales by region. A sales manager for a major pharmaceu-
tical company analyzes last year’s sales data for her 96 sales
representatives, grouping them by region (1 = East Coast
U.S.; 2 = Mid West U.S.; 3 = West U.S.; 4 = South U.S,; 5
= Canada; 6 = Rest of World). She plots Sales (in $1000)
against Region (1-6) and sees a strong negative correlation.
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Total Sales 2008 ($ 1000)

She fits a regression to the data and finds:
—_
Sales = 1002.5 — 102.7 Region.
The R? is 70.5%.

Write a few sentences interpreting this model and describ-
ing what she can conclude from this analysis.

40. Salary by job type. At a small company, the head of hu-
man resources wants to examine salary to prepare annual
reviews. He selects 28 employees at random with job types
ranging from 01 = Stocking clerk to 99 = President. He
plots Salary ($) against Job Type and finds a strong linear
relationship with a correlation of 0.96.
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The regression output gives:
—_—
Salary = 15827.9 + 1939.1 Fob Type

Write a few sentences interpreting this model and describ-
ing what he can conclude from this analysis.

© 41. carbon footprint. The scatterplot shows, for 2008 cars,

the carbon footprint (tons of CO, per year) vs. the new
Environmental Protection Agency (EPA) highway mileage
for 82 family sedans as reported by the U.S. government
(www.fueleconomy.gov/feg/byclass.htm). The car with the
highest highway mpg and lowest carbon footprint is the
"Toyota Prius.
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a) The correlation is —0.947. Describe the association.

b) Are the assumptions and conditions met for computing
correlation?

¢) Using technology, find the correlation of the data when
the Prius is not included with the others. Can you explain
why it changes in that way?

@ 42. EPA mpg. In 2008, the EPA revised their methods for

estimating the fuel efficiency (mpg) of cars—a factor that
plays an increasingly important role in car sales. How do
the new highway and city estimated mpg values relate to
each other? Here’s a scatterplot for 83 family sedans as re-
ported by the U.S. government. These are the same cars as
in Exercise 41 except that the Toyota Prius has been re-
moved from the data and two other hybrids, the Nissan
Altima and Toyota Camry, are included in the data (and are
the cars with highest city mpg).
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a) The correlation of these two variables is 0.823. Describe
the association.

b) If the two hybrids were removed from the data, would
you expect the correlation to increase, decrease, or stay the
same? Try it using technology. Report and discuss what
you find.

@ 43. Real estate. Is the number of total rooms in the house
associated with the price of a house? Here is the scatterplot
of a random sample of homes for sale:
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a) Is there an association?
b) Check the assumptions and conditions for correlation.

@ 44. Economic analysis. An economics student is studying
the American economy and finds that the correlation be-
tween the inflation adjusted Dow Jones Industrial Average
and the Gross Domestic Product (GDP) (also inflation ad-
justed) is 0.77 (www.measuringworth.com). From that he
concludes that there is a strong linear relationship between
the two series and predicts that a drop in the GDP will
make the stock market go down. Here is a scatterplot of the
adjusted DJIA against the GDP (in year 2000 $). Describe
the relationship and comment on the student’s conclusions.
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@ 45. GDP growth. Is economic growth in the developing
world related to growth in the industrialized countries?
Here’s a scatterplot of the growth (in % of Gross Domestic
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Product) of the developing countries vs. the growth of de-
veloped countries for 180 countries as grouped by the
World Bank (www.ers.usda.gov/data/macroeconomics).
Each point represents one of the years from 1970 to 2007.
The output of a regression analysis follows.
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Dependent variable: GDP Growth Developing
Countries

R? = 20.81%

s =1.244

Variable Coefficient
Intercept 3.46

GDP Growth Developed 0.433
Countries

a) Check the assumptions and conditions for the linear
model.

b) Explain the meaning of R” in this context.

¢) What are the cases in this model?

@ 46. European GDP growth. Is economic growth in Europe

related to growth in the United States? Here’s a scatterplot of
the average growth in 25 European countries (in % of Gross
Domestic Product) vs. the growth in the United States. Each
point represents one of years from 1970 to 2007.

Annual GDP Growth of 25 European Countries (%)

Annual GDP Growth of United States (%)
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Dependent variable: 25 European Countries GDP
Growth

R® = 29.65%

s =1.156

Variable Coefficient
Intercept 1.330
U.S. GDP Growth 0.3616

a) Check the assumptions and conditions for the linear
model.
b) Explain the meaning of R? in this context.

@ 47. GDP growth, part 2. From the linear model fit to the

data on GDP growth in Exercise 45.

a) Write the equation of the regression line.

b) What is the meaning of the intercept? Does it make
sense in this context?

¢) Interpret the meaning of the slope.

d) In a year in which the developed countries grow 4%,
what do you predict for the developing world?

e) In 2007, the developed countries experienced a 2.65%
growth, while the developing countries grew at a rate of
6.09%. Is this more or less than you would have predicted?
f) What is the residual for this year?

@ 48. European GDP growth, part 2. From the linear model fit

to the data on GDP growth of Exercise 46.

a) Write the equation of the regression line.

b) What is the meaning of the intercept? Does it make
sense in this context?

¢) Interpret the meaning of the slope.

d) In a year in which the United States grows at 0%, what
do you predict for European growth?

e) In 2007, the United States experienced a 3.20% growth,
while Europe grew at a rate of 2.16%. Is this more or less
than you would have predicted?

f) What s the residual for this year?

@ 49. Attendance 2006. American League baseball games are

played under the designated hitter rule, meaning that weak-
hitting pitchers do not come to bat. Baseball owners believe
that the designated hitter rule means more runs scored,
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which in turn means higher attendance. Is there evidence
that more fans attend games if the teams score more runs?
Data collected from American League games during the
2006 season have a correlation of 0.667 between Runs Scored
and the number of people at the game (www.mlb.com).

a) Does the scatterplot indicate that it’s appropriate to cal-
culate a correlation? Explain.

b) Describe the association between attendance and runs
scored.

¢) Does this association prove that the owners are right that
more fans will come to games if the teams score more runs?

@ 50. Attendance 2006, part 2. Perhaps fans are just more in-

terested in teams that win. Here are displays of other vari-
ables in the dataset of exercise 49 (espn.go.com). Are the
teams that win necessarily those that score the most runs?

Correlation
Wins Runs Attend
Wins  1.000
Runs  0.605 1.000
Attend 0.697 0.667 1.000

45,000

37,500 ~

30,000 ~

Home Attendance
[ ]

22,500

Wins

a) Do winning teams generally enjoy greater attendance at
their home games? Describe the association.

b) Is attendance more strongly associated with winning or
scoring runs? Explain.

¢) How strongly is scoring more runs associated with
winning more games?

@ 51. Tuition 2008. All 50 states offer public higher educa-

tion through four-year colleges and universities and two-
year colleges (often called community colleges). Tuition
charges by different states vary widely for both types.
Would you expect to find a relationship between the tu-
ition states charge for the two types?

a) Using the data on the CD, make a scatterplot of the av-
erage tuition for four-year colleges against the tuition
charged for two-year colleges. Describe the relationship.


www.mlb.com

b) Is the direction of the relationship what you expected?
¢) What is the regression equation for predicting the tu-
ition at a four-year college from the tuition at a two-year
college in the same state?

d) Is a linear model appropriate?

e) How much more do states charge on average in yearly
tuition for four-year colleges compared to two-year col-
leges according to this model?

f) What is the R” value for this model? Explain what it says.

@ 52. Tuition 2008, part 2. Exercise 51 examined the relation-

ship between the tuition charged by states for four-year
colleges and universities compared to the tuition for two-
year colleges. Now, examine the relationship between pri-
vate and public four-year colleges and universities in the
states.

a) Would you expect the relationship between tuition
($ per year) charged by private and public four-year
colleges and universities to be as strong as the relationship
between public four-year and two-year institutions?

b) Using the data on the CD, examine a scatterplot of the
average tuition for four-year private institutions against the
tuition charged for four-year public institutions. Describe
the relationship.

¢) What is the regression equation for predicting the tu-
ition at a four-year private institution from the tuition at a
four-year public institution in the same state?

d) Is a linear model appropriate?

e) Interpret the regression equation. How much more is
the tuition for four-year private institutions compared to
four-year public institutions in the same state according to
this model?

f) What is the R? value for this model? Explain what it says.

@ 53. Mutual fund flows. As the nature of investing shifted in

the 1990s (more day traders and faster flow of information
using technology), the relationship between mutual fund
monthly performance (Return) in percent and money flow-
ing (Flow) into mutual funds ($ million) shifted. Using only
the values for the 1990s (we’ll examine later years in later
chapters), answer the following questions. (You may assume
that the assumptions and conditions for regression are met.)

The least squares linear regression is:

Flow = 9747 + 771 Return.

a) Interpret the intercept in the linear model.

b) Interpret the slope in the linear model.

¢) What is the predicted fund Flow for a month that had a
market Return of 0%?

d) If during this month, the recorded fund Flow was $5 bil-
lion, what is the residual using this linear model? Did the
model provide an underestimate or overestimate for this
month?

54. Online clothing purchases. An online clothing retailer
examined their transactional database to see if total yearly
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Purchases ($) were related to customers’ Incomes ($). (You
may assume that the assumptions and conditions for re-
gression are met.)

The least squares linear regression is:
/\
Purchases = —31.6 + 0.012 Income.

a) Interpret the intercept in the linear model.

b) Interpret the slope in the linear model.

c) If a customer has an Income of $20,000, what is his pre-
dicted total yearly Purchases?

d) This customer’s yearly Purchases were actually $100.
What is the residual using this linear model? Did the model
provide an underestimate or overestimate for this customer?

55. Residual plots. Tell what each of the following residual
plots indicates about the appropriateness of the linear
model that was fit to the data.

a) © Io | ., ° , b) o.l , , 0..| C) , I Io ..=

56. Residual plots, again. Tell what each of the following
residual plots indicates about the appropriateness of the
linear model that was fit to the data.
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@ 57. Consumer spending. An analyst at a large credit card

bank is looking at the relationship between customers’
charges to the bank’s card in two successive months. He
selects 150 customers at random, regresses charges in
March ($) on charges in February ($), and finds an R* of
79%. The intercept is $730.20, and the slope is 0.79. After
verifying all the data with the company’s CPA, he con-
cludes that the model is a useful one for predicting one
month’s charges from the other. Examine the data on the
CD and comment on his conclusions.

@ 58. Insurance policies. An actuary at a mid-sized insurance

company is examining the sales performance of the com-
pany’s sales force. She has data on the average size of the
policy ($) written in two consecutive years by 200 sales-
people. She fits a linear model and finds the slope to be
3.00 and the R?is 99.92%. She concludes that the predictions
for next year’s policy size will be very accurate. Examine the
data on the CD and comment on her conclusions.

59. What slope? If you create a regression model for pre-
dicting the sales ($ million) from money spent on advertis-
ing the prior month (§ thousand), is the slope most likely to
be 0.03, 300 or 3000? Explain.
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60. What slope, part 2? If you create a regression model for
estimating a student’s business school GPA (on a scale of
1-5) based on his math SAT (on a scale of 200-800), is the
slope most likely to be 0.01, 1, or 10? Explain.

61. Misinterpretations. An advertising agent who created a
regression model using amount spent on Advertising to
predict annual Sales for a company made these two state-
ments. Assuming the calculations were done correctly, ex-
plain what is wrong with each interpretation.

a) My R’ of 93% shows that this linear model is appropriate.
b) If this company spends $1.5 million on advertising, then
annual sales will be $10 million.

62. More misinterpretations. An economist investigated the
association between a country’s Literacy Rate and Gross
Domestic Product (GDP) and used the association to draw
the following conclusions. Explain why each statement is
incorrect. (Assume that all the calculations were done
properly.)

a) The Literacy Rate determines 64% of the GDP for a
country.

b) The slope of the line shows that an increase of 5% in

Literacy Rate will produce a $1 billion improvement in
GDP.

63. Business admissions. An analyst at a business school’s
admissions office claims to have developed a valid linear
model predicting success (measured by starting salary (§) at
time of graduation) from a student’s undergraduate per-
formance (measured by GPA). Describe how you would
check each of the four regression conditions in this context.

64. School rankings. A popular magazine annually pub-
lishes rankings of both U.S. business programs and inter-
national business programs. The latest issue claims to have
developed a linear model predicting the school’s ranking
(with “1” being the highest ranked school) from its finan-
cial resources (as measured by size of the school’s endow-
ment). Describe how you would apply each of the four
regression conditions in this context.

@ 65. Used BMW prices. A business student needs cash, so he

decides to sell his car. The car is a valuable BMW 840 that
was only made over the course of a few years in the late
1990s. He would like to sell it on his own, rather than
through a dealer so he’d like to predict the price he’ll get
for his car’s model year.

a) Make a scatterplot for the data on used BMW 840s
provided.

b) Describe the association between year and price.

¢) Do you think a linear model is appropriate?

d) Computer software says that R = 57.4%. What is the
correlation between year and price?

e) Explain the meaning of R” in this context.

f) Why doesn’t this model explain 100% of the variability
in the price of a used BMW 840?

@ 66. Used BMW prices, part 2. Use the advertised prices for

BMW 840s given in Exercise 65 to create a linear model
for the relationship between a car’s Year and its Price.

a) Find the equation of the regression line.

b) Explain the meaning of the slope of the line.

¢) Explain the meaning of the intercept of the line.

d) If you want to sell a 1997 BMW 840, what price seems
appropriate?

e) You have a chance to buy one of two cars. They are
about the same age and appear to be in equally good condi-
tion. Would you rather buy the one with a positive residual
or the one with a negative residual? Explain.

@ 67. Costof living index. The Worldwide Cost of Living Survey

City Rankings determine the cost of living in the most
expensive cities in the world as an index. This index scales
New York City as 100 and expresses the cost of living in
other cities as a percentage of the New York cost. For
example, in 2007, the cost of living index in Tokyo was
122.1, which means that it was 22% higher than New York.
The scatterplot shows the index for 2007 plotted against
the 2006 index for the 15 most expensive cities of 2007.
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a) Describe the association between cost of living indices
in 2007 and 2006.

b) The R? for the regression equation is 0.837. Interpret
the value of R°.

¢) Using the data provided, find the correlation.

d) Predict the 2007 cost of living of Moscow and find its
residual.

@ 68. Lobster prices. Over the past few decades both the de-

mand for lobster and the price of lobster have continued to
increase. The scatterplot shows this increase in the Price of
Maine lobster (Price/pound) since 1990.

a) Describe the increase in the Price of lobster since 1990.
b) The R* for the regression equation is 88.5%. Interpret
the value of R%.

¢) Find the correlation.

d) Find the linear model and examine the plot of residuals
versus predicted values. Is the Equal Spread Condition satis-
fied? (Use time starting at 1990 so that 1990 = 0.)
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69. El Nifio. Concern over the weather associated with El
Nifio has increased interest in the possibility that the cli-
mate on Earth is getting warmer. The most common the-
ory relates an increase in atmospheric levels of carbon
dioxide (CQO,), a greenhouse gas, to increases in tempera-
ture. Here is a scatterplot showing the mean annual CO,
concentration in the atmosphere, measured in parts per
million (ppm) at the top of Mauna Loa in Hawaii, and the
mean annual air temperature over both land and sea across

the globe, in degrees Celsius (C).
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A regression predicting Mean Temperature from CO; pro-
duces the following output table (in part).

Dependent variable: Temperature
R-squared = 33.4%

Variable Coefficient

Intercept 15.3066

02 0.004

a) What is the correlation between CO, and Mean
Temperature?

b) Explain the meaning of R-squared in this context.

¢) Give the regression equation.

d) What is the meaning of the slope in this equation?

e) What is the meaning of the intercept of this equation?
f) Here is a scatterplot of the residuals vs. CO,. Does this
plot show evidence of the violations of any of the assump-
tions of the regression model? If so, which ones?
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g) CO; levels may reach 364 ppm in the near future.
What Mean ‘Temperature does the model predict for that
value?
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@ 70. U.S. birthrates. The table shows the number of live

births per 1000 women aged 15-44 years in the United
States, starting in 1965. (National Center for Health
Statistics, www.cdc.gov/nchs/)

Year | 1965 | 1970 | 1975 | 1980 | 1985
Rate | 194 | 184 | 148 | 159 | 15.6

Year | 1990 | 1995 | 2000 | 2005
Rate | 16.4 | 14.8 | 144 | 14.0

a) Make a scatterplot and describe the general trend in
Birthrates. (Enter Year as years since 1900: 65, 70, 75, etc.)
b) Find the equation of the regression line.

¢) Check to see if the line is an appropriate model. Explain.
d) Interpret the slope of the line.

e) The table gives rates only at 5-year intervals. Estimate
what the rate was in 1978.

f) In 1978, the birthrate was actually 15.0. How close did
your model come?

g) Predict what the Birthrate will be in 2010. Comment on
your faith in this prediction.

h) Predict the Birthrate for 2025. Comment on your faith
in this prediction.

@ 71. Dirt bikes. Off-road motorcycles, commonly called “dirt

bikes,” are engineered for a particular kind of performance.
One measure of the power of the engine is its displacement,
measured in cubic centimeters. The first scatterplot shows
the relationship between Displacement and Total Weight for a
selection of 4-stroke off-road bikes. The other scatterplot
plots 'V Displacement instead.
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a) What statistic would be appropriate to summarize the
strength of the association between Displacement and Total
Weight? Explain.

b) Which form would be the best choice if you wanted to
fit a linear model to the relationship? Explain.

@ 72. Lobsters. The Maine lobster fishery is closely moni-

tored, and statistics about the lobster business are pub-
lished annually. Here are plots relating the total value ($M)
of lobsters harvested between 1950 and 2006 to the price of
lobster ($ per pound) and the LogValue offered as an alter-
native transformation.
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We know the scores are quantitative. We should
check to see if the Linearity Condition and the
Outlier Condition are satisfied by looking at a scat-
terplot of the two scores.

It won’t change.

It won’t change.

They are more likely to do poorly. The positive
correlation means that low closing prices for Intel
are associated with low closing prices for Cypress.

No, the general association is positive, but daily
closing prices may vary.

For each additional employee, monthly sales
increase, on average, $122,740.

Thousands of $ per employee.
$1,227,400 per month.

Differences in the number of employees account for
about 71.4% of the variation in the monthly sales.
It’s positive. The correlation and the slope have the
same sign.

R?, No. Slope, Yes.
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CASE Paralyzed Veterans of America
Philanthropic organizations often rely on contributions from individuals to finance the
( work that they do, and a national veterans’ organization is no exception. The Paralyzed
l I Veterans of America (PVA) was founded as a congressionally chartered veterans’ service
organization more than 60 years ago. It provides a range of services to veterans who have

experienced spinal cord injury or dysfunction. Some of the services offered include medical
care, research, education, and accessibility and legal consulting. In 2008, this organization
had total revenue of more than $135 million, with more than 99% of this revenue coming
from contributions.

An organization that depends so heavily on contributions needs a multifaceted fundraising
program, and PVA solicits donations in a number of ways. From its website (www.pva.org),
people can make a one-time donation, donate monthly, donate in honor or in memory of
someone, and shop in the PVA online store. People can also support one of the charity
events, such as its golf tournament, National Veterans Wheelchair Games, and Charity Ride.

Traditionally, one of PVA's main methods of soliciting funds was the use of return address
labels and greeting cards (although still used, this method has declined in recent years).
Typically, these gifts were sent to potential donors about every six weeks with a request for
a contribution. From its established donors, PVA could expect a response rate of about 5%,
which, given the relatively small cost to produce and send the gifts, kept the organization

well funded.

But fundraising accounts for 28% of expenses, so PVA wanted to know who its donors

are, what variables might be useful in predicting whether a donor is likely to give to an
upcoming campaign, and what the size of that gift might be. On your DVD is a dataset
Case Study 1, which includes data designed to be very similar to part of the data that this
organization works with. Here is a description of some of the variables. Keep in mind, how-
ever, that in the real data set, there would be hundreds more variables given for each donor.

VARIABLE NAME UNITS (IF APPLICABLE) DESCRIPTION REMARKS
Age Years
Own Home? H = Yes; U = No or unknown
Children Counts
Income 1 = Lowest ; 7 = Highest Based on national medians and percentiles
Sex M = Male; F = Female
Total Wealth 1 = Lowest; 9 = Highest Based on national medians and percentiles
Gifts to Other Orgs Counts Number of Gifts (if known) to other philanthropic

organizations in the same time period
Number of Gifts Counts Number of Gifts to this organization in this time period
Time Between Gifts Months Time between first and second gifts
Smallest Gift Smallest Gift (in $) in the time period See also Sqrt(Smallest Gift)
Largest Gift Largest Gift (in $) in the time period See also Sqgrt(Largest Gift)
Previous Gift Gift (in $) for previous campaign See also Sqrt(Previous Gift)
Average Gift Total amount donated divided by total number of gifts See also Sqrt(Average Gift)
Current Gift Gift (in $) to organization this campaign See also Sqrt(Current Gift)
Sqrt(Smallest Gift) Square Root of Smallest Gift in $
Sqrt(Largest Gift) Square Root of Largest Gift in $
Sqrt(Previous Gift) Square Root of Previous Gift in $
Sqrt(Average Gift) Square Root of Average Gift in $
Sqrt(Current Gift) Square Root of Current Gift in $

Let’s see what the data can tell us. Are there any interesting relationships between the
current gift and other variables? Is it possible to use the data to predict who is going to
respond to the next direct-mail campaign?
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Case Study 1

Recall that when variables are highly skewed or the relationship between variables is not lin-
ear, reporting a correlation coefficient is not appropriate. You may want to consider a trans-

formed version of those variables (square roots are provided for all the variables concerning
gifts) or a correlation based on the ranks of the values rather than the values themselves.

Suggested Study Plan and Questions

Write a report of what you discover about the donors to this organization. Be sure to
follow the Plan, Do, Report outline for your report. Include a basic description of each
variable (shape, center, and spread), point out any interesting features, and explore the rela-
tionships between the variables. In particular you should describe any interesting relation-
ships between the current gift and other variables. Use these questions as a guide:

¢ Is the age distribution of the clients a typical one found in most businesses?
* Do people who give more often make smaller gifts on average?
* Do people who give to other organizations tend to give to this organization?

Describe the relationship between the Income and Wealth rankings. How do you explain
this relationship (or lack of one)? (Hinz: Look at the age distribution.)

‘What variables (if any) seem to have an association with the Current Gift? Do you think
the organization can use any of these variables to predict the gift for the next campaign?

*This file includes people who did not give to the current campaign. Do your answers to any of the
questions above change if you consider only those who gave to this campaign?
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Credit Reports and the
Fair Isaacs Corporation

You’ve probably never heard of the Fair Isaacs
Corporation, but they probably know you. Whenever
you apply for a loan, a credit card, or even a job, your
credit “score” will be used to determine whether you
are a good risk. And because the most widely used
credit scores are Fair Isaacs’ FICO® scores, the
company may well be involved in the decision. The
Fair Isaacs Corporation (FICO) was founded in 1956,
with the idea that data, used intelligently, could
improve business decision-making. Today, Fair Isaacs
claims that their services provide companies around
the world with information for more than 180 billion
business decisions a year.

Your credit score is a number between 350 and 850 that
summarizes your credit “worthiness.” It’s a snapshot of
credit risk today based on your credit history and past
behavior. Lenders of all kinds use credit scores to predict
- behavior, such as how likely you are to make your loan
1 mH ’I A payments on time or to default on a loan. Lenders use
| - ' X/ the score to determine not only whether to give credit,
but also the cost of the credit that they’ll offer. There are
no established boundaries, but generally scores over 750
are considered excellent, and applicants with those scores
get the best rates. An applicant with a score below 620 is
generally considered to be a poor risk.
Those with very low scores may be
denied credit outright or only
offered “subprime” loans at
substantially higher rates.
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CHAPTER 7

Randommness and Probability

7.1

It’s important that you be able to verify the information that your
score is based on, but until recently, you could only hope that your
score was based on correct information. That changed in 2000,
when a California law gave mortgage applicants the right to see
their credit scores. Today, the credit industry is more open about
giving consumers access to their scores and the U.S. government,
through the Fair and Accurate Credit Transaction Act (FACTA),

now guarantees that you can access your credit report at no cost,

at least once a year.!

ompanies have to manage risk to survive, but by its nature, risk carries
uncertainty. A bank can’t know for certain that you’ll pay your mortgage on
time—or at all. What can they do with events they can’t predict? They start
with the fact that, although individual outcomes cannot be anticipated with
certainty, random phenomena do, in the long run, settle into patterns that are consis-
tent and predictable. It’s this property of random events that makes Statistics practical.

Random Phenomena and Probability

When a customer calls the 800 number of a credit card company, he or she is asked
for a card number before being connected with an operator. As the connection is
made, the purchase records of that card and the demographic information of the cus-
tomer are retrieved and displayed on the operator’s screen. If the customer’s FICO
score is high enough, the operator may be prompted to “cross-sell” another service—
perhaps a new “platinum” card for customers with a credit score of at least 750.

Of course, the company doesn’t know which customers are going to call. Call
arrivals are an example of a random phenomenon. With random phenomena, we
can’t predict the individual outcomes, but we can hope to understand characteristics
of their long-run behavior. We don’t know whether the next caller will qualify for
the platinum card, but as calls come into the call center, the company will find that
the percentage of platinum-qualified callers who qualify for cross-selling will settle
into a pattern, like that shown in the graph in Figure 7.1.

As calls come into the call center, the company might record whether each
caller qualifies. The first caller today qualified. Then the next five callers’ qualifica-
tions were no, yes, yes, no, and no. If we plot the percentage who qualify against
the call number, the graph would start at 100% because the first caller qualified
(1 out of 1, for 100%). The next caller didn’t qualify, so the accumulated percent-
age dropped to 50% (1 out of 2). The third caller qualified (2 out of 3, or 67%),
then yes again (3 out of 4, or 75%), then no twice in a row (3 out of 5, for 60%, and
then 3 out of 6, for 50%), and so on (Table 7.1). With each new call, the new datum
is a smaller fraction of the accumulated experience, so, in the long run, the graph
settles down. As it settles down, it appears that, in fact, the fraction of customers
who qualify is about 35%.

When talking about long-run behavior, it helps to define our terms. For any
random phenomenon, each attempt, or trial, generates an outcome. For the call
center, each call is a trial. Something happens on each trial, and we call whatever
happens the outcome. Here the outcome is whether the caller qualifies or not.

"However, the score you see in your report will be an “educational” score intended to show con-
sumers how scoring works. You still have to pay a “reasonable fee” to see your FICO score.



A phenomenon consists of trials.
Each trial has an outcome.
Outcomes combine to make
events.

The probability of an event is its
long-run relative frequency. A rela-
tive frequency is a fraction, so we
can write it as %, as a decimal,
0.35, or as a percentage, 35%.
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Figure 7.1 The percentage of credit card customers who qualify for
the premium card.

Call | FICO Score | Qualify? | % Qualify

1 750 Yes 100

2 640 No 50
3 765 Yes 66.7
4 780 Yes 75
5 680 No 60
6

630 No 50

Table 7.1  Data on the first six callers show-
ing their FICO score, whether they qualified
for the platinum card offer, and a running per-
centage of number of callers who qualified.

We use the more general term event to refer to outcomes or combinations of out-
comes. For example, suppose we categorize callers into 6 risk categories and num-
ber these outcomes from 1 to 6 (of increasing credit worthiness). The three
outcomes 4, 5, or 6 could make up the event “caller is at least a category 4.”

We sometimes talk about the collection of #// possible outcomes, a special event
that we’ll refer to as the sample space. We denote the sample space S; you may
also see the Greek letter Q used. But whatever symbol we use, the sample space is
the set that contains all the possible outcomes. For the calls, if we let Q = qualified
and N = not qualified, the sample space is simple: S = {Q, N}. If we look at two
calls together, the sample space has four outcomes: S = {QQ, QN, NQ, NN}. If we
were interested in at least one qualified caller from the two calls, we would be inter-
ested in the event (call it A) consisting of the three outcomes QQ, QN, and NQ,
and we’d write A = {QQ, QN, NQ}.

Although we may not be able to predict a particular individual outcome, such as
which incoming call represents a potential upgrade sale, we can say a lot about the
long-run behavior. Look back at Figure 7.1. If you were asked for the probability
that a random caller will qualify, you might say that it was 35% because, in the long
run, the percentage of the callers who qualify is about 35%. And, that’s exactly what
we mean by probability.
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/Law of Large Numbers
‘The long-run relative frequency
of repeated, independent events
eventually produces the #rue
relative frequency as the number
of trials increases.

7.2

“Slump? I ain’t in no shump.

» »

1 just ain’t hittin’.

—YOGI BERRA

You may think it’s obvious that
the frequency of repeated
events settles down in the long
run to a single number. The
discoverer of the Law of Large
Numbers thought so, too. The
way he put it was: “For even the
most stupid of men is convinced
that the more observations have
been made, the less danger there
is of wandering from one’s goal.”

—JACOB BERNOULLI, 1713

Randommness and Probability

That seems simple enough, but do random phenomena always behave this
well? Couldn’t it happen that the frequency of qualified callers never settles down,
but just bounces back and forth between two numbers? Maybe it hovers around
45% for awhile, then goes down to 25%, and then back and forth forever. When
we think about what happens with a series of trials, it really simplifies things if the
individual trials are independent. Roughly speaking, independence means that the
outcome of one trial doesn’t influence or change the outcome of another. Recall,
that in Chapter 4, we called two variables independent if the value of one categorical
variable did not influence the value of another categorical variable. (We checked
for independence by comparing relative frequency distributions across variables.)
There’s no reason to think that whether the one caller qualifies influences whether
another caller qualifies, so these are independent trials. We'll see a more formal
definition of independence later in the chapter.

Fortunately, for independent events, we can depend on a principle called the
Law of Large Numbers (LLN), which states that if the events are independent,
then as the number of calls increases, over days or months or years, the long-run
relative frequency of qualified calls gets closer and closer to a single value. This
gives us the guarantee we need and makes probability a useful concept.

Because the LLN guarantees that relative frequencies settle down in the long
run, we know that the value we called the probability is legitimate and the number it
settles down to is called the probability of that event. For the call center, we can
write P(qualified) = 0.35. Because it is based on repeatedly observing the event’s
outcome, this definition of probability is often called empirical probability.

The Nonexistent Law of Averages

The Law of Large Numbers says that the relative frequency of a random event set-
tles down to a single number in the long run. But, it is often misunderstood to be a
“law of averages,” perhaps because the concept of “long run” is hard to grasp. Many
people believe, for example, that an outcome of a random event that hasn’t oc-
curred in many trials is “due” to occur. The original “dogs of the Dow” strategy for
buying stocks recommended buying the 10 worst performing stocks of the 30 that
make up the Dow Jones Industrial Average, figuring that these “dogs” were bound
to do better next year. After all, we know that in the long run, the relative frequency
will settle down to the probability of that outcome, so now we have some “catching
up” to do, right? Wrong. In fact, Louis Rukeyser (the former host of Wall Street
Week) said of the “dogs of the Dow” strategy, “that theory didn’t work as promised.”

Actually, we know very little about the behavior of random events in the short
run. The fact that we are seeing independent random events makes each individual
result impossible to predict. Relative frequencies even out on/y in the long run.
And, according to the LLN, the long run is really long (infinitely long, in fact). The
“Large” in the law’s name means infinitely large. Sequences of random events don’t
compensate in the short run and don’t need to do so to get back to the right long-
run probability. Any short-run deviations will be overwhelmed in the long run. If
the probability of an outcome doesn’t change and the events are independent, the
probability of any outcome in another trial is always what it was, no matter what
has happened in other trials.

Many people confuse the Law of Large numbers with the so-called Law of
Averages that would say that things have to even out in the short run. But even
though the Law of Averages doesn’t exist at all, you’ll hear people talk about it as if
it does. Is a good hitter in baseball who has struck out the last six times due for a hit
his next time up? If the stock market has been down for the last three sessions, is it
due to increase today? No. This isn’t the way random phenomena work. There is
no Law of Averages for short runs—no “Law of Small Numbers.” A belief in such
a “law” can lead to poor business decisions.



“In addition, in time, if the
roulette-betting fool keeps play-
ing the game, the bad histories
[outcomes] will tend to catch up
with him.”

—NASSIM NICHOLAS TALEB IN
FOoOLED BY RANDOMNESS

I
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/Keno and the Law of Averages )

Of course, sometimes an apparent drift from what we expect means that the probabil-
ities are, in fact, not what we thought. If you get 10 heads in a row, maybe the coin
has heads on both sides!
Keno is a simple casino game in which numbers from 1 to

2fe. T 80 are chosen. The numbers, as in most lottery games, are sup-
e posed to be equally likely. Payoffs are made depending on how
many of those numbers you match on your card. A group of
graduate students from a Statistics department decided to take a
field trip to Reno. They (very discreetly) wrote down the
outcomes of the games for a couple of days, then drove back to
test whether the numbers were, in fact, equally likely. It turned
out that some numbers were mzore likely to come up than others.
Rather than bet on the Law of Averages and put their money on the numbers that
were “due,” the students put their faith in the LLN—and all their (and their friends’)
money on the numbers that had come up before. After they pocketed more than
$50,000, they were escorted off the premises and invited never to show their faces in
that casino again. Not coincidentally, the ringleader of that group currently makes his

living on Wall Street.

/You’ve just flipped a fair coin and seen six heads in a row. Does the coin “owe” you )
some tails? Suppose you spend that coin and your friend gets it in change. When she
starts flipping the coin, should we expect a run of tails? Of course not. Each flip is a
new event. The coin can’t “remember” what it did in the past, so it can’t “owe” any
particular outcomes in the future. Just to see how this works in practice, we simulated
100,000 flips of a fair coin on a computer. In our 100,000 “flips,” there were 2981
streaks of at least 5 heads. The “Law of Averages” suggests that the next flip after a

run of 5 heads should be tails more often to even things out. Actually, the next flip was
heads more often than tails: 1550 times to 1431 times. That’s 51.9% heads.

You can perform a similar simulation easily.

- J

1 It has been shown that the stock market fluctuates randomly. Nevertheless, some investors believe that they should buy
right after a day when the market goes down because it is bound to go up soon. Explain why this is faulty reasoning.

7.3

P
‘We can write:

_ # of outcomes in A

PA) = total # of outcomes
and call this the (theoretical)
probability of the event.

- /

Different Types of Probability
Model-Based (Theoretical) Probability

We've discussed empirical probability—the relative frequency of an event’s occur-
rence as the probability of an event. There are other ways to define probability as
well. Probability was first studied extensively by a group of French mathematicians
who were interested in games of chance. Rather than experiment with the games
and risk losing their money, they developed mathematical models of probability. To
make things simple (as we usually do when we build models), they started by look-
ing at games in which the different outcomes were equally likely. Fortunately, many
games of chance are like that. Any of 52 cards is equally likely to be the next one
dealt from a well-shuffled deck. Each face of a die is equally likely to land up (or at
least it should be).
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Equally Likely?

In an attempt to understand why,
an interviewer asked someone who
had just purchased a lottery ticket,
“What do you think your chances
are of winning the lottery?” The
reply was, “Oh, about 50-50.” The
shocked interviewer asked, “How
do you get that?” to which the re-
sponse was, “Well, the way I figure
it, either I win or I don’t!” The
moral of this story is that events
are not always equally likely.

Randommness and Probability

When outcomes are equally likely, their probability is easy to compute—it’s
just 1 divided by the number of possible outcomes. So the probability of rolling a 3
with a fair die is one in six, which we write as 1/6. The probability of picking the
ace of spades from the top of a well-shufftled deck is 1/52.

It’s almost as simple to find probabilities for events that are made up of several
equally likely outcomes. We just count all the outcomes that the event contains.
The probability of the event is the number of outcomes in the event divided by the
total number of possible outcomes.

For example, Pew Research?” reports that of 10,190 randomly generated work-
ing phone numbers called for a survey, the initial results of the calls were as follows:

Number
Result of Calls
No Answer 311
Busy 61
Answering Machine 1336
Callbacks 189
Other Non-Contacts 893
Contacted Numbers 7400

The phone numbers were generated randomly, so each was equally likely. To find
the probability of a contact, we just divide the number of contacts by the number of
calls: 7400/10,190 = 0.7262.

But don’t get trapped into thinking that random events are always equally
likely. The chance of winning a lottery—especially lotteries with very large
payoffs—is small. Regardless, people continue to buy tickets.

Personal Probability

What's the probability that gold will sell for more than $1000 an ounce at the end
of next year? You may be able to come up with a number that seems reasonable. Of
course, no matter how confident you feel about your prediction, your probability
should be between 0 and 1. How did you come up with this probability? In our dis-
cussion of probability, we’ve defined probability in two ways: 1) in terms of the rel-
ative frequency—or the fraction of times—that an event occurs in the long run or 2)
as the number of outcomes in the event divided by the total number of outcomes.
Neither situation applies to your assessment of gold’s chances of selling for more
than $1000.

We use the language of probability in everyday speech to express a degree of
uncertainty without basing it on long-run relative frequencies. Your personal as-
sessment of an event expresses your uncertainty about the outcome. That uncer-
tainty may be based on your knowledge of commodities markets, but it can’t be
based on long-run behavior. We call this kind of probability a subjective, or
personal probability.

Although personal probabilities may be based on experience, they are not
based either on long-run relative frequencies or on equally likely events. Like the
two other probabilities we defined, they need to satisfy the same rules as both em-
pirical and theoretical probabilities that we’ll discuss in the next section.

2www.pewinternet.org/pdfs/PIP_Digital_Footprints.pdf.
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7.4

Notation Alert!

We often represent events with capital
letters (such as A and B), so P(A)
means “the probability of event A.”

“Baseball is 90% mental.
The other half is physical.”

—YOGI BERRA

AC

The set A and its complement
AC. Together, they make up
the entire sample space S.
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Probability Rules

For some people, the phrase “50/50” means something vague like “I don’t know”
or “whatever.” But when we discuss probabilities, 50/50 has the precise meaning
that two outcomes are equally likely. Speaking vaguely about probabilities can get
you into trouble, so it’s wise to develop some formal rules about how probability
works. These rules apply to probability whether we’re dealing with empirical,
theoretical, or personal probability.

Rule 1. If the probability of an event occurring is 0, the event can’t occur; likewise
if the probability is 1, the event a/ways occurs. Even if you think an event is very
unlikely, its probability can’t be negative, and even if you’re sure it will happen, its
probability can’t be greater than 1. So we require that:

A probability is a number between 0 and 1.
For any event A, 0 < P(A) < 1.

Rule 2. If a random phenomenon has only one possible outcome, it’s not very in-
teresting (or very random). So we need to distribute the probabilities among all the
outcomes a trial can have. How can we do that so that it makes sense? For example,
consider the behavior of a certain stock. The possible daily outcomes might be:

A: The stock price goes up.
B: The stock price goes down.
C: The stock price remains the same.

When we assign probabilities to these outcomes, we should be sure to distribute all
of the available probability. Something always occurs, so the probability of
something happening is 1. This is called the Probability Assignment Rule:

The probability of the set of all possible outcomes must be 1.
PS) =1

where S represents the set of all possible outcomes and is called the sample space.

Rule 3. Suppose the probability that you get to class on time is 0.8. What’s the
probability that you don’t get to class on time? Yes, it’s 0.2. The set of outcomes
that are 7ot in the event A is called the “complement” of A, and is denoted A€. This
leads to the Complement Rule:

The probability of an event occurring is 1 minus the probability
that it doesn’t occur.

PA) =1 — PAS)

For Example Applying the complement rule

Lee’s Lights sells lighting fixtures. Some customers are there only to browse, so Lee records the behavior of all customers for a
week to assess how likely it is that a customer will make a purchase. Lee finds that of 1000 customers entering the store during
the week, 300 make purchases. Lee concludes that the probability of a customer making a purchase is 0.30.

Question: If P(purchase) = 0.30, what is the probability that a customer doesn’t make a purchase?

Answer: Because “no purchase” is the complement of “purchase,”

P(no purchase) = 1 — P(purchase)

1 —0.30=0.70

There is a 70% chance a customer won’t make a purchase.
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A andB

Two sets A and B that are not
disjoint. The event (A and B)
is their intersection.

For Example

Rule 4. Whether or not a caller qualifies for a platinum card is a random outcome.
Suppose the probability of qualifying is 0.35. What’s the chance that the next two
callers qualify? The Multiplication Rule says that to find the probability that two
independent events occur, we multiply the probabilities:

For two independent events A and B, the probability that both
A and B occur is the product of the probabilities of the two events.
P(A and B) = P(A) X P(B), provided that A and B are independent.

Thus if A = {customer 1 qualifies} and B = {customer 2 qualifies}, the chance that
both qualify is:

0.35 X 0.35 = 0.1225
Of course, to calculate this probability, we have used the assumption that the two

events are independent. We’ll expand the multiplication rule to be more general
later in this chapter.

Using the multiplication rule

Lee knows that the probability that a customer will make a purchase is 30%.

Question: If we can assume that customers behave independently, what is the probability that the next two customers entering

Lee’s Lights make purchases?

Answer: Because the events are independent, we can use the multiplication rule.

P(first customer makes a purchase #nd second customer makes a purchase)

= P(purchase) X P(purchase)
= 0.30 X 0.30 = 0.09

There’s about a 9% chance that the next two customers will both make purchases.

| Two disjoint sets, A and B.

For Example

Rule 5. Suppose the card center operator has more options. She can A: offer a spe-
cial travel deal, B: offer a platinum card, or C: decide to send information about a
new affinity card. If she can do one, but only one, of these, then these outcomes are
disjoint (or mutually exclusive). To see whether two events are disjoint, we sepa-
rate them into their component outcomes and check whether they have any out-
comes in common. For example, if the operator can choose to both offer the travel
deal and send the affinity card information, those would not be disjoint. The Addition
Rule allows us to add the probabilities of disjoint events to get the probability that
either event occurs:

P(A or B) = P(A) + P(B).

"Thus the probability that the caller either is offered a platinum card or is sent the affin-
ity card information is the sum of the two probabilities, since the events are disjoint.

Using the addition rule

Some customers prefer to see the merchandise but then make their purchase later using Lee’s Lights” new Internet site. Tracking
customer behavior, Lee determines that there’s an 8% chance of a customer making a purchase in this way. We know that about
30% of customers make purchases when they enter the store.

Question: What is the probability that a customer who enters the store makes no purchase at all?



Answer: We can use the Addition Rule because the alternatives “no purchase,

are disjoint events.
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” “purchase in the store,” and “purchase online”

P(purchase in the store o7 online) = P(purchase in store) + P(purchase online)

= 0.30 + 0.09 = 0.39

P(no purchase) = P(not P(purchase in the store or purchase online))

Notation Alert!

You may see the event (A or B) written
as (A U B). The symbol U means
“union” and represents the outcomes
in event A or event B. Similarly the
symbol M means intersection and
represents outcomes that are in both
event A and event B. You may see the
event (A and B) written as (A N B).

1 — P(in store or online)

1 —0.39 = 0.61

Rule 6. Suppose we would like to know the probability that either of the next two
callers is qualified for a platinum card? We know P(A) = P(B) = 0.35, but
P(A or B) is not simply the sum P(A) + P(B) because the events A and B are not dis-
joint in this case. Both customers could qualify. So we need a new probability rule.

We can’t simply add the probabilities of A and B because that would count the
outcome of both customers qualifying twice. So, if we started by adding the two
probabilities, we could compensate by subtracting out the probability of that out-
come. In other words,

P(customer A or customer B qualifies) =
P(customer A qualifies) + P(customer B qualifies) — P(both customers qualify)
= (0.35) + (0.35) — (0.35 X 0.35) (since events are independent)
= (0.35) + (0.35) — (0.1225)
= 0.5775
It turns out that this method works in general. We add the probabilities of two

events and then subtract out the probability of their intersection. This gives us the
General Addition Rule, which does not require disjoint events:

P(A or B) = P(A) + P(B) — P(A and B)

For Example Using the general addition rule

Lee notices that when two customers enter the store together, their behavior isn’t independent. In fact, there’s a 20% chance

they’ll both make a purchase.

Question: When two customers enter the store together, what is the probability that az least one of them will make a purchase?

Answer: Now we know that the events are not independent, so we must use the General Addition Rule

P(Both purchase) = P(A purchases or B purchases)
= P(A purchases) + P(B purchases) — P(A and B both purchase)
=0.30 + 0.30 — 0.20 = 0.40
2 MP3 players have relatively high failure rates for a b) What is the probability that there will be failures on
consumer product, especially those models that contain a both of the next two?
disk drive as opposed to those that have less storage but no ¢) What s the probability that the store’s first failure
drive. The worst failure rate for all iPod models was the problem will be with the third one they sell?

40GB Click wheel (as reported by MacIntouch.com) at
30%. If a store sells this model and failures are independent,

d) What is the probability the store will have a failure
problem with at least one of the next five that they sell?

a) What is the probability that the next one they sell will

have a failure?
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" Guided SENET M&M’s Modern Market Research

In 1941, when
M&M’s® milk choco-
late candies were in-
troduced to American
GIs in World War 11,
there were six colors:
brown, yellow, or-
ange, red, green, and
violet. Mars®, the
company that manu-
factures M&M’s, has
used the introduction
of a new color as a marketing and advertising event
several times in the years since then. In 1980, the
candy went international adding 16 countries to their
markets. In 1995, the company conducted a “world-
wide survey” to vote on a new color. Over 10 million
people voted to add blue. They even got the lights of
the Empire State Building in New York City to glow
blue to help announce the addition. In 2002, they used

the Internet to help pick a new color. Children from
over 200 countries were invited to respond via the
Internet, telephone, or mail. Millions of voters chose
among purple, pink, and teal. The global winner was
purple, and for a brief time, purple M&M’s could be
found in packages worldwide (although in 2010, the
colors were brown, yellow, red, blue, orange, and
green). In the United States, 42% of those who voted
said purple, 37% said teal, and only 19% said pink.
But in Japan the percentages were 38% pink, 36%
teal, and only 16% purple. Let’s use Japan’s percent-
ages to ask some questions.

1. What’s the probability that a Japanese M&M’s
survey respondent selected at random preferred
either pink or teal?

2. If we pick two respondents at random, what’s the
probability that they both selected purple?

3. If we pick three respondents at random, what’s the
probability that at least one preferred purple?

Setup The probability of an event is its
long-term relative frequency. This can be
determined in several ways: by looking at
many replications of an event, by deduc-
ing it from equally likely events, or by us-
ing some other information. Here, we are
told the relative frequencies of the three
responses.

Make sure the probabilities are legitimate.
Here, they’re not. Either there was a mis-
take or the other voters must have chosen a
color other than the three given. A check
of other countries shows a similar deficit,
so probably we’re seeing those who had no
preference or who wrote in another color.

The M&M'’s website reports the proportions of Japanese
votes by color. These give the probability of selecting a
voter who preferred each of the colore:

F(pink) = 0.36

FP(teal) = 0.26

F(purple) = 0.16

Each is between O and 1, but these don't add up to 1. The
remaining 10% of the voters must have not expressed a
preference or written in another color. We'll put them
together into “other” and add F(other) = 0.10.

With this addition, we have a legitimate assignment of
probabilities.

Question 1. What’s the probability that a Japanese M&M’s survey respondent selected at random preferred

either pink or teal?

Setup Decide which rules to use and
check the conditions they require.

The events “pink” and “teal” are individual outcomes
(a respondent can’t choose both colors), so they are
disjoint. We can apply the General Addition Rule anyway.

l
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DO Mechanics Show your work. P(pink or teal) = F(pink) + P(teal)
— P(pink and teal)

=028+ 036 — 0 = 0.74

The probability that both pink and teal were chosen is zero,
since respondents were limited to one choice.

REPORT Conclusion Interpret your results in the The probability that the respondent said pink or
proper context. teal is 0.74.

Question 2. If we pick two respondents at random, what’s the probability that they both said purple?

PLAN Setup The word “both” suggests we want =~ Independence
P(A and B), which calls for the Multiplication It’s unlikely that the choice made by one respondent affected the
Rule. Check the required condition. choice of the other, so the events seem to be independent. We can

use the Multiplication Rule.

DO Mechanics Show your work. P(both purple)

F(first respondent picks purple and

For both respondents to pick purple, each second respondent picks purple)

one has to pick purple.

F(first respondent picks purple)
X P(eecond respondent picks purple)

= 0.16 X 0.16 = 0.0256

REPORT Conclusion Interpret your results in the The probability that both respondents pick purple is 0.0256.
proper context.

Question 3. If we pick three respondents at random, what’s the probability that at least one preferred purple?

PLAN Setup The phrase “at least one” often flags F(at least one picked purple)
a question best answered by looking at the = P({none picked purple}*)
complement, and that’s the best approach
here. The complement of “at least one pre-
ferred purple” is “none of them preferred

= 1 — P(none picked purple).

purple.”
Check the conditions. Independence. These are independent events because they
are choices by three random respondents. We can use the
Multiplication Rule.
DO Mechanics We calculate P(none purple) P(none picked purple) = F(first not purple)
by using the Multiplication Rule. X P(second not purple)

X P(third not purple)
[P(not purple)]°.

1 — P(purple)

=1—- 016 = 0.64.

P(not purple)

(continued)
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Then we can use the Complement Rule to So P(none picked purple) = (0.864)°> = 0.5927.

get the probability we want.

P(at least 1 picked purple)
= 1 — P(none picked purple)
=1— 05927 = 0.4073.

REPORT Conclusion Interpret your results in the There’s about a 40.7% chance that at least one of the

proper context.

respondents picked purple.

U

7.5

A marginal probability uses a
marginal frequency (from either
the Total row or Total column) to
compute the probability.

Joint Probability and Contingency Tables

As part of a Pick Your Prize Promotion, a chain store invited customers to choose
which of three prizes they’d like to win (while providing name, address, phone
number, and e-mail address). At one store, the responses could be placed in the
contingency table in Table 7.2.

Prize preference
MP3 Camera Bike Total

Man 117 50 60 227
-'3
» Woman 130 91 30 251

X

Total 247 141 90 478

| Table 7.2 Prize preference for 478 customers.

If the winner is chosen at random from these customers, the probability we select a
woman is just the corresponding relative frequency (since we’re equally likely to se-
lect any of the 478 customers). There are 251 women in the data out of a total of
478, giving a probability of:

P(woman) = 251/478 = 0.525

This is called a marginal probability because it depends only on totals found in
the margins of the table. The same method works for more complicated events.
For example, what’s the probability of selecting a woman whose preferred prize is
the camera? Well, 91 women named the camera as their preference, so the proba-
bility is:

P(woman and camera) = 91/478 = 0.190

Probabilities such as these are called joint probabilities because they give the
probability of two events occurring together.
The probability of selecting a customer whose preferred prize is a bike is:

P(bike) = 90/478 = 0.188
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For Example Marginal probabilities

Lee suspects that men and women make different kinds of purchases at Lee’s Lights (see the example on page 195). The table
shows the purchases made by the last 100 customers.

Utility Lighting ~ Fashion Lighting  Total

Men 40 20 60
Women 10 30 40
Total 50 50 100

Question: What's the probability that one of Lee’s customers is a woman? What is the probability that a random customer is a
man who purchases fashion lighting?

Answer: From the marginal totals we can see that 40% of Lee’s customers are women, so the probability that a customer is a
woman is 0.40. The cell of the table for Men who purchase Fashion lighting has 20 of the 100 customers, so the probability of
that event is 0.20.

7.6  Conditional Probability

Since our sample space is these 478 customers, we can recognize the relative fre-
MP3 quencies as probabilities. What if we are given the information that the selected
customer is a woman? Would that change the probability that the selected cus-
tomer’s preferred prize is a bike? You bet it would! The pie charts show that women
are much less likely to say their preferred prize is a bike than are men. When we re-
strict our focus to women, we look only at the women’s row of the table, which
gives the conditional distribution of preferred prizes given “woman.” Of the 251
women, only 30 of them said their preferred prize was a bike. We write the proba-
bility that a selected customer wants a bike given that we have selected a woman as:

P(bike|woman) = 30/251 = 0.120

Women

Bike

Camera . o . .
For men, we look at the conditional distribution of preferred prizes given

“man” shown in the top row of the table. There, of the 227 men, 60 said their pre-
ferred prize was a bike. So, P(bike|man) = 60/227 = 0.264, more than twice the
Men women’s probability (see Figure 7.2).

In general, when we want the probability of an event from a conditional distri-
Bike bution, we write P(B|A) and pronounce it “the probability of B given A.” A proba-
MP3 bility that takes into account a given condition such as this is called a conditional

probability.
Let’s look at what we did. We worked with the counts, but we could work with
the probabilities just as well. There were 30 women who selected a bike as a prize,
and there were 251 women customers. So we found the probability to be 30/251.
"To find the probability of the event B given the event A, we restrict our attention to
the outcomes in A. We then find in what fraction of zhose outcomes B also oc-

curred. Formally, we write:
Camera

P(A and B)
Figure 7.2 Conditional distributions of p (B|A) = T P(A)
Prize Preference for Women and for Men. ( )

We can use the formula directly with the probabilities derived from the contin-

Notation Alert! ——8 —— gency table (Table 7.2) to find:
P(B|A) is the conditional probability ) P(bike and woman) 30/478 0.063
of B given A. P(bike|woman) = Plwoman) = 251/478 = 0525 0.120 as before.
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Independence

If we had to pick one key idea in
this chapter that you should
understand and remember, it’s the
definition and meaning of
independence.

The formula for conditional probability requires one restriction. The formula
works only when the event that’s given has probability greater than 0. The formula
doesn’t work if P(A) is 0 because that would mean we had been “given” the fact that
A was true even though the probability of A is 0, which would be a contradiction.

Rule 7. Remember the Multiplication Rule for the probability of A and B? It said
P(Aand B) = P(A) X P(B)

when A and B are independent. Now we can write a more general rule that doesn’t
require independence. In fact, we’ve already written it. We just need to rearrange
the equation a bit.

The equation in the definition for conditional probability contains the proba-
bility of A and B. Rearranging the equation gives the General Multiplication
Rule for compound events that does not require the events to be independent:

P(Aand B) = P(A) X P(B|A)

The probability that two events, A and B, both occur is the probability that event
A occurs multiplied by the probability that event B a/so occurs—that is, by the
probability that event B occurs given that event A occurs.

Of course, there’s nothing special about which event we call A and which one
we call B. We should be able to state this the other way around. Indeed we can. Itis
equally true that:

P(A and B) = P(B) X P(A|B).

Let’s return to the question of just what it means for events to be independent. We
said informally in Chapter 4 that what we mean by independence is that the out-
come of one event does not influence the probability of the other. With our new
notation for conditional probabilities, we can write a formal definition. Events A
and B are independent whenever:

P(BIA) = P(B).

Now we can see that the Multiplication Rule for independent events is just a special
case of the General Multiplication Rule. The general rule says

P(A and B) = P(A) X P(B|A)

whether the events are independent or not. But when events A and B are indepen-
dent, we can write P(B) for P(B|A) and we get back our simple rule:

P(Aand B) = P(A) X P(B).

Sometimes people use this statement as the definition of independent events, but
we find the other definition more intuitive. Either way, the idea is that the proba-
bilities of independent events don’t change when you find out that one of them has
occurred.

Using our earlier example, is the probability of the event choosing a bike inde-
pendent of the sex of the customer? We need to check whether

P(bike and man)  0.126

= =0.2
P(man)) 0.475 0.265

P(bike|man) =

is the same as P(bike) = 0.189.

Because these probabilities aren’t equal, we can say that prize preference is not
independent of the sex of the customer. Whenever at least one of the joint proba-
bilities in the table is 7ot equal to the product of the marginal probabilities, we say
that the variables are not independent.
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* Independent vs. Disjoint. Are disjoint events independent? Both concepts seem to
have similar ideas of separation and distinctness about them, but in fact disjoint events
cannot be independent.’ Let’s see why. Consider the two disjoint events {you get an A
in this course} and {you get a B in this course}. They’re disjoint because they have no
outcomes in common. Suppose you learn that you did get an A in the course. Now
what is the probability that you got a B? You can’t get both grades, so it must be 0.

"Think about what that means. Knowing that the first event (getting an A) oc-
curred changed your probability for the second event (down to 0). So these events
aren’t independent.

Mutually exclusive events can’t be independent. They have no outcomes in
common, so knowing that one occurred means the other didn’t. A common error
is to treat disjoint events as if they were independent and apply the Multiplication
Rule for independent events. Don’t make that mistake.

For Example Conditional probability

Question: Using the table from the example on page 201, if customer purchases a Fashion light, what is the probability that

customer is a woman?

Answer: P(woman | Fashion) = P(Woman and Fashion)/P(Fashion)
= 0.30/0.50 = 0.60

Constructing Contingency Tables

Sometimes we’re given probabilities without a contingency table. You can often
construct a simple table to correspond to the probabilities.

A survey of real estate in upstate New York classified homes into two price cat-
egories (Low—less than $175,000 and High—over $175,000). It also noted
whether the houses had at least 2 bathrooms or not (True or False). We are told
that 56% of the houses had at least 2 bathrooms, 62% of the houses were Low
priced, and 22% of the houses were both. That’s enough information to fill out the
table. Translating the percentages to probabilities, we have:

At least 2
Bathrooms

True False Total

g Low 022 0.62
& High
Total  0.56 1.00

The 0.56 and 0.62 are marginal probabilities, so they go in the margins. What
about the 22% of houses that were both Low priced and had at least 2 bathrooms?
"That’s a joint probability, so it belongs in the interior of the table.

Because the cells of the table show disjoint events, the probabilities always add
to the marginal totals going across rows or down columns.

3Technically two disjoint events can be independent, but only if the probability of one of the events is 0.
For practical purposes, we can ignore this case, since we don’t anticipate collecting data about things
that can’t possibly happen.



204 CHAPTER 7 Randommness and Probability

At least 2
Bathrooms

True False Total

Low 022 040 0.62
High 0.64 0.04 0.38

Price

Total 056 0.44 1.00

Now, finding any other probability is straightforward. For example, what’s the
probability that a high-priced house has at least 2 bathrooms?

P(at least 2 bathrooms | high-priced)
= P(at least 2 bathrooms and high-priced)/P(high-priced)
= 0.34/0.38 = 0.895 or 89.5%.

3 Suppose a supermarket is conducting a survey to find out ® 7% of shoppers visited the store before 5 p.m. on a
the busiest time and day for shoppers. Survey respon- weekday.
dents are asked 1) whether they shopped at the store on a ) ] '
weekday or on the weekend and 2) whether they shopped a) Make a contingency table for the variables time of day and
at the store before or after 5 p.m. The survey revealed day of week.
that: b) What is the probability that a randomly selected shopper

. who shops before 5 p.m. also shops on a weekday?
® 48% of shoppers visited the store before 5 p.m.

® 27% of shoppers visited the store on a weekday ] )
(Mon.—Fri.) d) Are time and day of the week independent events?

What Can Go Wrong?

* Beware of probabilities that don’t add up to 1. To be a legitimate assign-
ment of probability, the sum of the probabilities for all possible outcomes
must total 1. If the sum is less than 1, you may need to add another category
(“other”) and assign the remaining probability to that outcome. If the sum is
more than 1, check that the outcomes are disjoint. If they’re not, then you
can’t assign probabilities by counting relative frequencies.

c) Are time and day of the week disjoint events?

° Don’t add probabilities of events if they’re not disjoint. Events must be
disjoint to use the Addition Rule. The probability of being under 80 o7 a
female is not the probability of being under 80 p/us the probability of being

female. That sum may be more than 1.

e Don’t multiply probabilities of events if they’re not independent. The
probability of selecting a customer at random who is over 70 years old and re-
tired is not the probability the customer is over 70 years old times the proba-
bility the customer is retired. Knowing that the customer is over 70 changes
the probability of his or her being retired. You can’t multiply these probabili-
ties. The multiplication of probabilities of events that are not independent is
one of the most common errors people make in dealing with probabilities.

* Don’t confuse disjoint and independent. Disjoint events can’t be indepen-
dent. If A = {you get a promotion} and B = {you don’t get a promotion}, A and
B are disjoint. Are they independent? If you find out that A is true, does that
change the probability of B? You bet it does! So they can’t be independent.




Ethics in Action

national chain of hair salons is considering the
inclusion of some spa services. A manage-
ment team is organized to investigate the
possibility of entering the spa market via two
offerings: facials or massages. One member of the
team, Sherrie Trapper, found some results published by
a spa industry trade journal regarding the probability of
salon customers purchasing these types of services:
There is an 80% chance that a customer visiting a hair
salon that offers spa services is there for hair styling
services. Of those, 50% will also purchase facials. On
the other hand, 90% of customers visiting salons that
offer spa services will be there for hair styling services

What Have We Learned?

or massages. Sherry wasn’t quite sure how to interpret
all the numbers, but argued in favor of offering mas-
sages rather than facials on their initial spa menu since
90% is greater than 50%.

ETHICAL ISSUE Sherrie does not understand what she is re-
porting and consequently should not use this information to per-
suade others on the team (related to Item A, ASA Ethical
Guidelines).

ETHICAL SOLUTION Sherrie should share all details of the
published results with the management team. The probabilities
she is reporting are not comparable (one is conditional and the

other is the probability of a union).

205

What Have We Learned?

Learning Objectives = Apply the facts about probability to determine whether an assignment

of probabilities is legitimate.
* Probability is long-run relative frequency.
¢ Individual probabilities must be between 0 and 1.
® The sum of probabilities assigned to all outcomes must be 1.
m Understand the Law of Large Numbers and that the common
understanding of the “Law of Averages” is false.
m Know the rules of probability and how to apply them.
* The Complement Rule says that P(not A) = P(A®) = 1 — P(A).

* The Multiplication Rule for independent events says that
P(A and B) = P(A) X P(B) provided events A and B are independent.

* The General Multiplication Rule says that P(A and B) = P(A) X P(B|A).

* The Addition Rule for disjoint events says that P(A or B) = P(A) + P(B)
provided events A and B are disjoint.

* The General Addition Rule says that P(A or B) = P(A) + P(B) — P(A and B).

= Know how to construct and read a contingency table.
= Know how to define and use independence.
* Events A and B are independent if P(A|B) = P(A).

Terms

Addition Rule If A and B are disjoint events, then the probability of A or B is
P(AorB) = P(A) + P(B).
Complement Rule The probability of an event occurring is 1 minus the probability that it doesn’t occur:

P(A) = 1 — P(AS).
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Conditional probability

Disjoint (or Mutually
Exclusive) Events

Empirical probability
Event

General Addition Rule

General Multiplication Rule

Independence
(informally)

Independence
(used formally)

Joint probabilities
Law of Large Numbers (LLN)

Marginal probability

Multiplication Rule

Outcome
Personal probability

Probability

Probability Assignment Rule

Random phenomenon

Sample space
Theoretical probability

Trial

Randommness and Probability

P(BJA) is read “the probability of B given A.”

Two events are disjoint if they share no outcomes in common. If A and B are disjoint, then
knowing that A occurs tells us that B cannot occur. Disjoint events are also called “mutually
exclusive.”

When the probability comes from the long-run relative frequency of the event’s
occurrence, it is an empirical probability.

A collection of outcomes. Usually, we identify events so that we can attach probabilities to
them. We denote events with bold capital letters such as A, B, or C.

For any two events, A and B, the probability of A or B is:
P(AorB) = P(A) + P(B) — P(A and B).
For any two events, A and B, the probability of A and B is:
P(A and B) = P(A) X P(BJA).
Two events are independent if the fact that one event occurs does not change the probability
of the other.
Events A and B are independent when P(B|A) = P(B).

The probability that two events both occur.

The Law of Large Numbers states that the long-run relative frequency of repeated,
independent events settles down to the #rue relative frequency as the number of trials
increases.

In a joint probability table a marginal probability is the probability distribution of either
variable separately, usually found in the rightmost column or bottom row of the table.

If A and B are independent events, then the probability of A and B is:

P(A and B) = P(A) X P(B).
The outcome of a trial is the value measured, observed, or reported for an individual
instance of that trial.

When the probability is subjective and represents your personal degree of belief, it is called
a personal probability.

The probability of an event is a number between 0 and 1 that reports the likelihood of the
event’s occurrence. A probability can be derived from a model (such as equally likely
outcomes), from the long-run relative frequency of the event’s occurrence, or from subjec-
tive degrees of belief. We write P(A) for the probability of the event A.

The probability of the entire sample space must be 1:
P(S) = 1.
A phenomenon is random if we know what outcomes could happen, but not which particu-
lar values will happen.
The collection of all possible outcome values. The sample space has a probability of 1.

When the probability comes from a mathematical model (such as, but not limited to,
equally likely outcomes), it is called a theoretical probability.

A single attempt or realization of a random phenomenon.
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you find.

Market Segmentation

The data from the “Chicago Female Fashion Study”* were collected using a self-
administered survey of a sample of homes in the greater Chicago metropolitan
area. Marketing managers want to know how important quality is to their
customers. A consultant reports that based on past research, 30% of all con-
sumers nationwide are more interested in quantity than quality. The mar-
keting manager of a particular department store suspects that customers
from her store are different, and that customers of different ages might
have different views as well. Using conditional probabilities, marginal
probabilities, and joint probabilities constructed from the data in the

file Market_Segmentation,

3 write a report to the manager on what

Keep in mind: The manager may be more interested in the opinions
of “frequent” customers than those who never or hardly ever shop at her

store. These “frequent” customers contribute a disproportionate amount
of profit to the store. Keep that in mind as you do your analysis and write up

your report.

VARIABLE AND QUESTION CATEGORIES
Age 18-24 yrs old
) ) 25-34

Into which of the following age 35-44
categories do you belong? 45-54
55-64
65 or over

Frequency

How often do you shop for women’s
clothing at [department store X]?

0. Never—hardly ever
1-2 times per year
3-4 times per year
5 times or more

Quality

For the same amount of money, | will generally buy one
good item than several of lower price and quality.

1. Definitely Disagree
2. Generally Disagree
3. Moderately Disagree
4. Moderately Agree

5. Generally Agree

6. Definitely Agree

Exercises

SECTION 7.1

1. Indicate which of the following represent independent
events. Explain briefly.

a) The gender of customers using an AT'M machine.

b) The last digit of the social security numbers of students
in a class.

¢) The scores you receive on the first midterm, second
midterm, and the final exam of a course.

2. Indicate which of the following represent independent
events. Explain briefly.

a) Prices of houses on the same block.

b) Successive measurements of your heart rate as you exer-
cise on a treadmill.

¢) Measurements of the heart rates of all students in
the gym.

*Original Market Segmentation Exercise prepared by K. Matsuno, D. Kopeso, and D. Tigert, Babson
College in 1997 (Babson Case Series #133-C97A-U).

SFor a version with the categories coded as integers see Market_Segmentation_Coded.
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SECTION 7.2

3. In many state lotteries you can choose which numbers
to play. Consider a common form in which you choose
5 numbers. Which of the following strategies can
improve your chance of winning? If the method works,
explain why. If not, explain why using appropriate statis-
tics terms.

a) Always play 1, 2, 3,4, 5.
b) Generate random numbers using a computer or calcula-
tor and play those.

4. For the same kind of lottery as in Exercise 3, which of
the following strategies can improve your chance of win-
ning? If the method works, explain why. If not, explain why
using appropriate statistics terms.

a) Choose randomly from among the numbers that have
not come up in the last 3 lottery drawings.

b) Choose the numbers that did come up in the most
recent lottery drawing.

SECTION 7.4

5. You and your friend decide to get your cars inspected. You
are informed that 75% of cars pass inspection. If the event of
your car’s passing is independent of your friend car,

a) What is the probability that your car passes inspection?
b) What is the probability that your car doesn’t pass
inspection?

¢) What is the probability that both of the cars pass?

d) What is the probability that at least one of the two cars
passes?

6. At your school, 10% of the class are marketing majors.
If you are randomly assigned to two partners in your statis-
tics class,

a) What is the probability that the first partner will be a
marketing major?

b) What is the probability that the first partner won’t be a
marketing major?

¢) What is the probability that both will be marketing
majors?

d) What is the probability that one or the other will be

marketing majors?

SECTION 7.5

7. The following contingency table shows opinion about
global warming (nonissue vs. serious concern) among
registered voters, broken down by political party affiliation
(Democratic, Republican, and Independent).

Opinion on Global Warming

Nonissue Serious Concern Total

T - Democratic 60 440 500

gE Republican 290 210 500
o

e Independent 90 110 200

Total 440 760 1200

a) What is the probability that a registered voter selected
at random believes that global warming is a serious issue?
b) What type of probability did you find in part a?

¢) What is the probability that a registered voter selected
atrandom is a Republican and believes that global warming
is a serious issue?

d) What type of probability did you find in part c?

8. Multigenerational families can be categorized as having
two adult generations such as parents living with adult chil-
dren, “skip” generation families, such as grandparents living
with grandchildren, and three or more generations living in
the household. Pew Research surveyed multigenerational
households. This table is based on their reported results.

2 Adult Gens 2 Skip Gens 3 or More Gens
White 509 55 222 786
Hispanic 139 11 142 292
Black 119 32 99 250
Asian 61 1 48 110
828 99 511 1438

a) What is the probability that a multigenerational family
is Hispanic?

b) What is the probability that a multigenerational family
selected at random is a Black, two-adult-generation family?

¢) What type of probability did you find in parts a and b?

SECTION 7.6

9. Using the table from Exercise 7,

a) What is the probability that a randomly selected regis-
tered voter who is a Republican believes that global warm-
ing is a serious issue?

b) What is the probability that a randomly selected regis-
tered voter is a Republican given that he or she believes
global warming is a serious issue?

¢) What is P(Serious Concern | Democratic)?



10. Using the table from Exercise 8,

a) What is the probability that a randomly selected Black
multigenerational family is a two-generation family?

b) What is the probability that a randomly selected multi-
generational family is White, given that itis a “skip” gener-
ation family?

¢) What is P(3 or more Generations | Asian)?

SECTION 7.7

11. A national survey indicated that 30% of adults conduct
their banking online. It also found that 40% are under the
age of 50, and that 25% are under the age of 50 and con-
duct their banking online.

a) What percentage of adults do not conduct their banking
online?

b) What type of probability is the 25% mentioned above?
¢) Construct a contingency table showing all joint and
marginal probabilities.

d) What s the probability that an individual conducts bank-
ing online given that the individual is under the age of 50?
e) Are Banking online and Age independent? Explain.

12. Facebook reports that 70% of their users are from out-
side the United States and that 50% of their users log on to
Facebook every day. Suppose that 20% of their users are
United States users who log on every day.

a) What percentage of Facebook’s users are from the
United States?

b) What type of probability is the 20% mentioned above?
¢) Construct a contingency table showing all the joint and
marginal probabilities.

d) What is the probability that a user is from the United
States given that he or she logs on every day?

e) Are From United States and Log on Every Day indepen-
dent? Explain.

CHAPTER EXERCISES

13. What does it mean? part 1. Respond to the following
questions:

a) A casino claims that its roulette wheel is truly random.
What should that claim mean?

b) A reporter on Market Place says that there is a 50%
chance that the Federal Reserve Bank will cut interest rates
by a quarter point at their next meeting. What is the mean-
ing of such a phrase?

14. What does it mean? part 2. Respond to the following
questions:

a) After an unusually dry autumn, a radio announcer is
heard to say, “Watch out! We’ll pay for these sunny days
later on this winter.” Explain what he’s trying to say, and
comment on the validity of his reasoning.

b) A batter who had failed to get a hit in seven consecutive
times at bat then hits a game-winning home run. When
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talking to reporters afterward, he says he was very confi-
dent that last time at bat because he knew he was “due for a
hit.” Comment on his reasoning.

15. Airline safety. Even though commercial airlines have
excellent safety records, in the weeks following a crash, air-
lines often report a drop in the number of passengers,
probably because people are afraid to risk flying.

a) A travel agent suggests that since the law of averages
makes it highly unlikely to have two plane crashes within a
few weeks of each other, flying soon after a crash is the
safest time. What do you think?

b) If the airline industry proudly announces that it has set a
new record for the longest period of safe flights, would you
be reluctant to fly? Are the airlines due to have a crash?

16. Economic predictions. An investment newsletter makes
general predictions about the economy to help their clients
make sound investment decisions.

a) Recently they said that because the stock market had
been up for the past three months in a row that it was “due
for a correction” and advised their client to reduce their
holdings. What “law” are they applying? Comment.

b) They advised buying a stock that had gone down in the
past four sessions because they said that it was clearly “due
to bounce back.” What “law” are they applying? Comment.

17. Fire insurance. Insurance companies collect annual
payments from homeowners in exchange for paying to re-
build houses that burn down.

a) Why should you be reluctant to accept a $300 payment
from your neighbor to replace his house should it burn
down during the coming year?

b) Why can the insurance company make that offer?

18. Casino gambling. Recently, the International Gaming
"Technology company issued the following press release:

(LAS VEGAS, Nev.)—Cynthia Jay was smiling ear to ear as
she walked into the news conference at the Desert Inn Resort in
Las Vegas today, and well she should. Last night, the 37-year-old
cocktail waitress won the world’s largest slot jackpor—
$34,959,458—on a Megabucks machine. She said she had
played $27 in the machine when the jackpot hit. Nevada
Megabucks bas produced 49 major winners in its 14-year bis-
tory. The top jackpot builds from a base amount of $7 million
and can be won with a 3-coin ($3) bet.

a) How can the Desert Inn afford to give away millions of
dollars on a $3 bet?

b) Why did the company issue a press release? Wouldn’t
most businesses want to keep such a huge loss quiet?

19. Toy company. A toy company manufactures a spinning
game and needs to decide what probabilities are involved in
the game. The plastic arrow on the spinner stops rotating to
point at a color that will determine what happens next.
Knowing these probabilities will help determine how easy
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or difficult it is for a person to win the game and helps to
determine how long the average game will last. Are each of
the following probability assignments possible? Why or
why not?

Probabilities of ...

Red | Yellow | Green | Blue
a) | 0.25 0.25 0.25 0.25
b) | 0.10 0.20 0.30 0.40
c) | 0.20 0.30 0.40 0.50
d|o0 0 1.00 0
e) | 0.10 0.20 120 | —1.50

20. Store discounts. Many stores run “secret sales”:
Shoppers receive cards that determine how large a dis-
count they get, but the percentage is revealed by scratching
off that black stuff (what #s that?) only after the purchase
has been totaled at the cash register. The store is required
to reveal (in the fine print) the distribution of discounts

available. Are each of these probability assignments plausi-
ble? Why or why not?

Probabilities of ...

10% off | 20% off | 30% off | 50% off
a) 0.20 0.20 0.20 0.20
b) 0.50 0.30 0.20 0.10
c) 0.80 0.10 0.05 0.05
d) 0.75 0.25 0.25 —0.25
e) 1.00 0 0 0

21. Quality control. A tire manufacturer recently announced
a recall because 2% of its tires are defective. If you just
bought a new set of four tires from this manufacturer, what is
the probability that at least one of your new tires is defective?

22. Pepsi promotion. For a sales promotion, the manufac-
turer places winning symbols under the caps of 10% of all
Pepsi bottles. If you buy a six-pack of Pepsi, what is the
probability that you win something?

23. Auto warranty. In developing their warranty policy, an
automobile company estimates that over a 1-year period
17% of their new cars will need to be repaired once, 7%
will need repairs twice, and 4% will require three or more
repairs. If you buy a new car from them, what is the proba-
bility that your car will need:

a) No repairs?

b) No more than one repair?

¢) Some repairs?

24, Consulting team. You work for a large global manage-
ment consulting company. Of the entire work force of ana-
lysts, 55% have had no experience in the telecommunications

industry, 32% have had limited experience (less than 5 years),
and the rest have had extensive experience (5 years or more).
On a recent project, you and two other analysts were chosen
at random to constitute a team. It turns out that part of the
project involves telecommunications. What is the probability
that the first teammate you meet has:

a) Extensive telecommunications experience?
b) Some telecommunications experience?
¢) No more than limited telecommunications experience?

25. Auto warranty, part 2. Consider again the auto repair
rates described in Exercise 23. If you bought two new cars,
what is the probability that:

a) Neither will need repair?
b) Both will need repair?
€) Atleast one car will need repair?

26. Consulting team, part 2. You are assigned to be part of a
team of three analysts of a global management consulting
company as described in Exercise 24. What is the probabil-
ity that of your other two teammates:

a) Neither has any telecommunications experience?

b) Both have some telecommunications experience?

c) At least one has had extensive telecommunications
experience?

27. Auto warranty, again. You used the Multiplication Rule
to calculate repair probabilities for your cars in Exercise 23.

a) What must be true about your cars in order to make that
approach valid?
b) Do you think this assumption is reasonable? Explain.

28. Final consulting team project. You used the Multiplication
Rule to calculate probabilities about the telecommunications
experience of your consulting teammates in Exercise 24.

a) What must be true about the groups in order to make
that approach valid?
b) Do you think this assumption is reasonable? Explain.

29. Real estate. Real estate ads suggest that 64% of homes
for sale have garages, 21% have swimming pools, and 17%
have both features. What is the probability that a home for
sale has:

a) A pool or a garage?

b) Neither a pool nor a garage?

¢) A pool but no garage?

30. Human resource data. Employment data at a large com-
pany reveal that 72% of the workers are married, 44% are
college graduates, and half of the college grads are married.
What’s the probability that a randomly chosen worker is:

a) Neither married nor a college graduate?
b) Married but not a college graduate?
¢) Married or a college graduate?



31. Market research on energy. A Gallup Poll in March
2007 asked 1005 U.S. adults whether increasing domestic
energy production or protecting the environment should
be given higher priority. Here are the results.

Response Number
Increase Production 342
Protect the Environment 583
Equally Important 50
No Opinion 30
Total 1005

If we select a person at random from this sample of 1005
adults:

a) What is the probability that the person responded
“Increase Production”?

b) What is the probability that the person responded
“Equally Important” or had “No Opinion”?

32. More market research on energy. Exercise 31 shows the
results of a Gallup Poll about energy. Suppose we select
three people at random from this sample.

a) What is the probability that all three responded
“Protect the Environment”?

b) What is the probability that none responded “Equally
Important”?

¢) What assumption did you make in computing these
probabilities?

d) Explain why you think that assumption is reasonable.

33. Telemarketing contact rates. Marketing research firms
often contact their respondents by sampling random
telephone numbers. Although interviewers currently
reach about 76% of selected U.S. households, the per-
centage of those contacted who agree to cooperate with
the survey has fallen. Assume that the percentage of
those who agree to cooperate in telemarketing surveys is
now only 38%. Each household is assumed to be inde-
pendent of the others.

a) What is the probability that the next household on the
list will be contacted but will refuse to cooperate?

b) What is the probability of failing to contact a household
or of contacting the household but not getting them to
agree to the interview?

¢) Show another way to calculate the probability in part b.

34. Telemarketing contact rates, part 2. According to Pew
Research, the contact rate (probability of contacting a se-
lected household) in 1997 was 69%, and in 2003, it was
76%. However, the cooperation rate (probability of some-

one at the contacted household agreeing to be interviewed)
was 58% in 1997 and dropped to 38% in 2003.
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a) What is the probability (in 2003) of obtaining an inter-
view with the next household on the sample list? (To obtain
an interview, an interviewer must both contact the house-
hold and then get agreement for the interview.)

b) Was it more likely to obtain an interview from a ran-
domly selected household in 1997 or in 2003?

35. Mars product information. The Mars company says that
before the introduction of purple, yellow made up 20% of
their plain M&M candies, red made up another 20%, and
orange, blue, and green each made up 10%. The rest were
brown.

a) Ifyou picked an M&M at random from a pre-purple bag
of candies, what is the probability that it was:

i) Brown?
i) Yellow or orange?
iii) Not green?
iv) Striped?
b) Assuming you had an infinite supply of M&M’s with the
older color distribution, if you picked three M&M’ in a
row, what is the probability that:

i) They are all brown?

i) The third one is the first one that’s red?
i) None are yellow?

iv) At least one is green?

36. American Red Cross. The American Red Cross must
track their supply and demand for various blood types. They
estimate that about 45% of the U.S. population has Type O
blood, 40% Type A, 11% Iype B, and the rest Type AB.

a) If someone volunteers to give blood, what is the proba-

bility that this donor:

i) Has Type AB blood?
i) Has Type A or Type B blood?
iii) Is not Type O?
b) Among four potential donors, what is the probability
that:

i) All are Type O?

i) None have Type AB blood?
iii) Not all are Type A?
iv) At least one person is Type B?

37. More Mars product information. In Exercise 35, you cal-
culated probabilities of getting various colors of M&M’s.

a) If you draw one M&M, are the events of getting a red
one and getting an orange one disjoint or independent or
neither?

b) If you draw two M&M'’s one after the other, are the
events of getting a red on the first and a red on the second
disjoint or independent or neither?

¢) Can disjoint events ever be independent? Explain.
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38. American Red Cross, part 2. In Exercise 36, you calcu-
lated probabilities involving various blood types.

a) If you examine one donor, are the events of the donor
being Type A and the donor being Type B disjoint or inde-
pendent or neither? Explain your answer.

b) If you examine two donors, are the events that the first
donor is Type A and the second donor is Type B disjoint or
independent or neither?

¢) Can disjoint events ever be independent? Explain.

39. Tax accountant. A recent study of IRS audits showed
that, for estates worth less than $5 million, about 1 out of 7
of all estate tax returns are audited, but that probability in-
creases to 50% for estates worth over $5 million. Suppose a
tax accountant has three clients who have recently filed re-
turns for estates worth more than $5 million. What are the
probabilities that:

a) All three will be audited?

b) None will be audited?

¢) At least one will be audited?

d) What did you assume in calculating these probabilities?

40. Casinos. Because gambling is big business, calculating
the odds of a gambler winning or losing in every game is cru-
cial to the financial forecasting for a casino. A standard slot
machine has three wheels that spin independently. Each has
10 equally likely symbols: 4 bars, 3 lemons, 2 cherries, and a
bell. If you play once, what is the probability that you will get:

a) 3 lemons?

b) No fruit symbols?

¢) 3 bells (the jackpot)?
d) No bells?

e) At least one bar (an automatic loser)?

41. Information technology. A company has recently re-
placed their e-mail server because previously mail was in-
terrupted on about 15% of workdays. To see how bad the
situation was, calculate the probability that during a 5-day
work week, there would be an e-mail interruption.

a) On Monday and again on Tuesday?
b) For the first time on Thursday?

¢) Every day?

d) At least once during the week?

42, Information technology, part 2. At a mid-sized Web de-
sign and maintenance company, 57% of the computers are
PCs, 29% are Macs, and the rest are Unix-based machines.
Assuming that users of each of the machines are equally
likely to call in to the information technology help line,
what is the probability that of the next three calls:

a) All are Macs?

b) None are PCs?

) At least one is a Unix machine?
d) All are Unix machines?

43. Casinos, part 2. In addition to slot machines, casinos
must understand the probabilities involved in card games.
Suppose you are playing at the blackjack table, and the
dealer shuffles a deck of cards. The first card shown is red.
So is the second and the third. In fact, you are surprised to
see 5 red cards in a row. You start thinking, “The next one
is due to be black!”

a) Are you correct in thinking that there’s a higher proba-
bility that the next card will be black than red? Explain.
b) Is this an example of the Law of Large Numbers? Explain.

44, Inventory. A shipment of road bikes has just arrived at
The Spoke, a small bicycle shop, and all the boxes have
been placed in the back room. The owner asks her assistant
to start bringing in the boxes. The assistant sees 20 ident-
cal-looking boxes and starts bringing them into the shop at
random. The owner knows that she ordered 10 women’s and
10 men’s bicycles, and so she’s surprised to find that the first
six are all women’s bikes. As the seventh box is brought in,
she starts thinking, “This one is bound to be a men’s bike.”

a) Is she correct in thinking that there’s a higher probabil-
ity that the next box will contain a men’s bike? Explain.

b) Is this an example of the Law of Large Numbers?
Explain.

45. International food survey. A GfK Roper Worldwide sur-
vey in 2005 asked consumers in five countries whether they
agreed with the statement “I am worried about the safety of
the food I eat.” Here are the responses classified by the age
of the respondent.

Neither Don’t
Agree Know/
nor No

Agree Disagree Disagree Response Total
13-19 661 368 452 32 1513
20-29 816 365 336 16 1533
§ 30-39 871 355 290 9 1525
40-49 914 335 266 6 1521
50 + 966 339 283 10 1598
Total 4228 1762 1627 73 7690

If we select a person at random from this sample:

a) What is the probability that the person agreed with the
statement?

b) What is the probability that the person is younger than
50 years old?

¢) What is the probability that the person is younger than
50 and agrees with the statement?

d) What is the probability that the person is younger than
50 or agrees with the statement?



46. Cosmetics marketing. A GfK Roper Worldwide survey
asked consumers in five countries whether they agreed
with the statement “I follow a skin care routine every day.”
Here are the responses classified by the country of the re-
spondent.

Response

Agree Disagree Don’t know Total

China 361 988 153 1502

> France 695 763 81 1539
§ India 828 689 18 1535
< UK 597 898 62 1557
USA 668 841 48 1557
Total 3149 4179 362 7690

If we select a person at random from this sample:
a) What is the probability that the person agreed with the

statement?

b) What is the probability that the person is from China?
¢) What is the probability that the person is from China
and agrees with the statement?

d) What is the probability that the person is from China or

agrees with the statement?

47. E-commerce. Suppose an online business organizes an
e-mail survey to find out if online shoppers are concerned with
the security of business transactions on the Web. Of the 42 in-
dividuals who respond, 24 are concerned, and 18 are not con-
cerned. Eight of those concerned about security are male and
6 of those not concerned are male. If a respondent is selected
at random, find each of the following conditional probabilides:

a) The respondent is male, given that the respondent is not
concerned about security.

b) The respondent is not concerned about security, given
that she is female.

¢) The respondent is female, given that the respondent is
concerned about security.

48. Automobile inspection. Twenty percent of cars that are
inspected have faulty pollution control systems. The cost
of repairing a pollution control system exceeds $100 about
40% of the time. When a driver takes her car in for inspec-
tion, what’s the probability that she will end up paying
more than $100 to repair the pollution control system?

49, Pharmaceutical company. A U.S. pharmaceutical com-
pany is considering manufacturing and marketing a pill
that will help to lower both an individual’s blood pressure
and cholesterol. The company is interested in understand-
ing the demand for such a product. The joint probabilities
that an adult American man has high blood pressure and/or
high cholesterol are shown in the table.

Exercises 213

Blood Pressure
High 0K

High 0.11 0.21
0K 0.16 0.52

Cholesterol

a) What’s the probability that an adult American male has
both conditions?

b) What’s the probability that an adult American male has
high blood pressure?

¢) What’ the probability that an adult American male with
high blood pressure also has high cholesterol?

d) What's the probability that an adult American male has
high blood pressure if it’s known that he has high choles-
terol?

50. International relocation. A European department store
is developing a new advertising campaign for their new
U.S. location, and their marketing managers need to better
understand their target market. Based on survey responses,
a joint probability table that an adult shops at their new
U.S. store classified by their age is shown below.

Shop
Yes No Total

<20 026 0.04 0.30
20-40 024 0.10 0.34
>40 012 024 0.36

Age

Total 0.62 038 1.00

a) What'’s the probability that a survey respondent will
shop at the U.S. store?

b) What is the probability that a survey respondent will shop
at the store given that they are younger than 20 years old?

¢) What is the probability that a survey respondent who is
older than 40 shops at the store?

d) What is the probability that a survey respondent is
younger than 20 or will shop at the store?

51. Pharmaceutical company, again. Given the table of prob-
abilities compiled for marketing managers in Exercise 49,
are high blood pressure and high cholesterol independent?
Explain.

52. International relocation, again. Given the table of prob-
abilities compiled for a department store chain in Exercise 50,
are age and shopping at the department store independent?
Explain.

53. International food survey, part 2. Look again at the data
from the GfK Roper Worldwide survey on food attitudes
in Exercise 45.
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a) If we select a respondent at random, what’s the probabil-
ity we choose a person between 13 and 19 years old who
agreed with the statement?

b) Among the 13- to 19-year-olds, what is the probability
that a person responded “Agree”?

¢) What’ the probability that a person who agreed was be-
tween 13 and 19?

d) If the person responded “Disagree,” what is the proba-
bility that they are at least 50 years old?

e) What's the probability that a person 50 years or older
disagreed?

f) Are response to the question and age independent?

54. Cosmetics marketing, part 2. Look again at the data
from the GfK Roper Worldwide survey on skin care in
Exercise 46.

a) If we select a respondent at random, what’s the probabil-
ity we choose a person from the U.S.A. who agreed with
the statement?

b) Among those from the U.S.A., what is the probability
that a person responded “Agree”?

¢) What’s the probability that a person who agreed was
from the U.S.A.?

d) If the person responded “Disagree,” what is the proba-
bility that they are from the U.S.A.?

e) What's the probability that a person from the U.S.A.
disagreed?

f) Are response to the question and Country independent?

55. Real estate, part 2. In the real estate research described
in Exercise 29, 64% of homes for sale have garages, 21%
have swimming pools, and 17% have both features.

a) What is the probability that a home for sale has a
garage, but not a pool?

b) If a home for sale has a garage, what’s the probability
that it has a pool, too?

) Are having a garage and a pool independent events?
Explain.

d) Are having a garage and a pool mutually exclusive?
Explain.

56. Employee benefits. Fifty-six percent of all American
workers have a workplace retirement plan, 68% have
health insurance, and 49% have both benefits. If we select
a worker at random:

a) What's the probability that the worker has neither em-
ployer-sponsored health insurance nor a retirement plan?
b) What's the probability that the worker has health insur-
ance if they have a retirement plan?

) Are having health insurance and a retirement plan inde-
pendent? Explain.

d) Are having these two benefits mutually exclusive?
Explain.

57. Telemarketing. Telemarketers continue to attempt to
reach consumers by calling landline phone numbers.
According to estimates from a national 2003 survey,

based on face-to-face interviews in 16,677 households,
approximately 58.2% of U.S. adults have both a landline
in their residence and a cell phone, 2.8% have only cell
phone service but no land line, and 1.6% have no telephone
service at all.

a) Polling agencies won’t phone cell phone numbers be-
cause customers object to paying for such calls. What pro-
portion of U.S. households can be reached by a landline
call?

b) Are having a cell phone and having a landline indepen-
dent? Explain.

58. Snoring. According to the British United Provident
Association (BUPA), a major health care provider in the
U.K.,, snoring can be an indication of sleep apnea which
can cause chronic illness if left untreated. In the U.S.A., the
National Sleep Foundation reports that 36.8% of the 995
adults they surveyed snored. Of the respondents, 81.5%
were over the age of 30, and 32% were both over the age of
30 and snorers.

a) What percent of the respondents were 30 years old or
younger and did not snore?
b) Is snoring independent of age? Explain.

59. Selling cars. A recent ad campaign for a major auto-
mobile manufacturer is clearly geared toward an older de-
mographic. You are surprised, so you decide to conduct a
quick survey of your own. A random survey of autos parked
in the student and staff lots at your university classified the
brands by country of origin, as seen in the table. Is country
of origin independent of type of driver?

Driver
Student  Staff

American 107 105
European 33 12
Asian 59 47

Origin

60. Fire sale. A survey of 1056 houses in the Saratoga
Springs, New York, area found the following relationship
between price (in $) and whether the house had a fireplace
in 2006. Is the price of the house independent of whether it
has a fireplace?

Fireplace
No Yes

Low—Iless than $112,000 198 66
Med Low ($112 to $152K) 133 131
Med High ($152 to $207K) 65 199
High—over $207,000 31 233

House Price



61. Used cars. A business student is searching for a used
car to purchase, so she posts an ad to a website saying she
wants to buy a used Jeep between $18,000 and $20,000.
From Kelly’s BlueBook.com, she learns that there are 149
cars matching that description within a 30-mile radius of
her home. If we assume that those are the people who will
call her and that they are equally likely to call her:

a) What is the probability that the first caller will be a Jeep
Liberty owner?

b) What is the probability that the first caller will own a
Jeep Liberty that costs between $18,000 and $18,999?

¢) If the first call offers her a Jeep Liberty, what is the
probability that it costs less than $19,000?

d) Suppose she decides to ignore calls with cars whose cost
is = $19,000. What is the probability that the first call she
takes will offer to sell her a Jeep Liberty?

Price
Make $18,000-$18,999  $19,000-$19,999 Total
Commander 3 6 9
Compass 6 1 7
5 Grand
©  Cherokee 33 33 66
Liberty 17 6 23
Wrangler 33 11 44
Total 92 57 149

62. CEO relocation. The CEO of a mid-sized company has
to relocate to another part of the country. To make it easier,
the company has hired a relocation agency to help pur-
chase a house. The CEO has 5 children and so has speci-
fied that the house have at least 5 bedrooms, but hasn’t put
any other constraints on the search. The relocation agency
has narrowed the search down to the houses in the table
and has selected one house to showcase to the CEO and
family on their trip out to the new site. The agency doesn’t
know it, but the family has its heart set on a Cape Cod
house with a fireplace. If the agency selected the house at
random, without regard to this:

Fireplace?
No Yes Total

Cape Cod 7 2 9
Colonial 8 14 22
Other 6 5 11

House
Type

Total 21 21 42
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a) What is the probability that the selected house is a Cape
Cod?

b) What is the probability that the house is a Colonial with
a fireplace?

¢) If the house is a Cape Cod, what is the probability that it
has a fireplace?

d) What is the probability that the selected house is what
the family wants?

1 The probability of going up on the next day is not
affected by the previous day’s outcome.

2 a) 0.30
b) 0.30(0.30) = 0.09
c) (1 —0.30)%(0.30) = 0.147
d) 1 — (1 —030)° = 0.832
3 a)

Weekday

Yes No Total
So Yes 007 041 048
ST N 020 032 052

Total 0.27 0.73 1.00

b) P(BFIWD) = P(BF and WD)/P(WD) =
0.07/0.27 = .259

¢) No, shoppers can do both (and 7% do).

d) To be independent, we’d need P(BF|WD)= P(BF).

P(BF|WD) = 0.259, but P(BF) = 0.48. They
do not appear to be independent.
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Metropolitan Life
Insurance Company

In 1863, at the height of the U.S. Civil War, a group
of businessmen in New York City decided to form a
new company to insure Civil War soldiers against
disabilities and injuries suffered from the war. After
the war ended, they changed direction and decided to
focus on selling life insurance. The new company was
named Metropolitan Life (MetLife) because the bulk
of the company’s clients were in the “metropolitan”
area of New York City.

Although an economic depression in the 1870s put
many life insurance companies out of business, MetLife
survived, modeling their business on similar successful
programs in England. Taking advantage of spreading
industrialism and the selling methods of British
insurance agents, the company soon was enrolling as
many as 700 new policies per day. By 1909, MetLife
was the nation’s largest life insurer in the United States.

During the Great Depression of the 1930s, MetLife
expanded their public service by promoting public
health campaigns, focusing on educating the urban
poor in major U.S. cities about the risk of tuberculosis.
Because the company invested primarily in urban and
farm mortgages, as opposed to the stock market, they
survived the crash of 1929 and ended up investing
heavily in the post-war U.S. housing boom. They
were the principal investors in both the Empire State
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8.1

Building (1929) and Rockefeller Center (1931). During World
War 11, the company was the single largest contributor to the Allied
cause, investing more than half of their total assets in war bonds.

"Today, in addition to life insurance, MetLife manages pensions
and investments. In 2000, the company held an initial public
offering and entered the retail banking business in 2001 with the
launch of MetLife Bank. The company’s public face is well known
because of their use of Snoopy, the dog from the cartoon strip
“Peanuts.”

nsurance companies make bets all the time. For example, they bet that you’re

going to live a long life. Ironically, you bet that you’re going to die sooner.

Both you and the insurance company want the company to stay in business, so

it’s important to find a “fair price” for your bet. Of course, the right price for
you depends on many factors, and nobody can predict exactly how long you’ll live.
But when the company averages its bets over enough customers, it can make
reasonably accurate estimates of the amount it can expect to collect on a policy
before it has to pay out the benefit. To do that effectively, it must model the
situation with a probability model. Using the resulting probabilities, the company
can find the fair price of almost any situation involving risk and uncertainty.

Here’s a simple example. An insurance company offers a “death and disability”
policy that pays $100,000 when a client dies or $50,000 if the client is permanently
disabled. It charges a premium of only $500 per year for this benefit. Is the company
likely to make a profit selling such a plan? To answer this question, the com-
pany needs to know the probability that a client will die or become disabled in any
year. From actuarial information such as this and the appropriate model, the com-
pany can calculate the expected value of this policy.

Expected Value of a Random Variable

"To model the insurance company’s risk, we need to define a few terms. The amount
the company pays out on an individual policy is an example of a random variable,
called that because its value is based on the outcome of a random event. We use a
capital letter, in this case, X, to denote a random variable. We’ll denote a particular
value that it can have by the corresponding lowercase letter, in this case, x. For the
insurance company, x can be $100,000 (if you die that year), $50,000 (if you are dis-
abled), or $0 (if neither occurs). Because we can list all the outcomes, we call this
random variable a discrete random variable. A random variable that can take on
any value between two values is called a continuous random variable. Continuous
random variables are common in business applications for modeling physical
quantities like heights and weights, and monetary quantities such as profits,
revenues, and spending.

Sometimes it is obvious whether to treat a random variable as discrete or con-
tinuous, but at other times the choice is more subtle. Age, for example, might be
viewed as discrete if it is measured only to the nearest decade with possible values 10,
20, 30, . . .. In a scientific context, however, it might be measured more precisely
and treated as continuous.

For both discrete and continuous variables, the collection of all the possible
values and the probabilities associated with them is called the probability model



Notation Alert!

The most common letters for random
variables are X, Y, and Z, but any capi-
tal letter might be used.

Notation Alert!

The expected value (or mean) of a ran-
dom variable is written E(X) or . (Be
sure not to confuse the mean of a ran-
dom variable, calculated from proba-
bilities, with the mean of a collection
of data values which is denoted by y
or x.)
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for the random variable. For a discrete random variable, we can list the probability
of all possible values in a table, or describe it by a formula. For example, to model
the possible outcomes of a fair die, we can let X be the number showing on the face.
"The probability model for X is simply:

L J1/6 ifx=1,2,3,4,50r6
PX =) { 0 otherwise

Suppose in our insurance risk example that the death rate in any year is 1 out of
every 1000 people and that another 2 out of 1000 suffer some kind of disability.
The loss, which we’ll denote as X, is a discrete random variable because it takes on
only 3 possible values. We can display the probability model for X in a table, as in
Table 8.1.

Policyholder Outcome | Payout x (cost) | Probability P(X = x)
Death 100,000 1

1000
Disability 50,000 2

1000
Neither 0 997

1000

| Table 8.1 Probability model for an insurance policy.

Of course, we can’t predict exactly what wi// happen during any given year, but
we can say what we expect to happen—in this case, what we expect the profit of a
policy will be. The expected value of a policy is a parameter of the probability
model. In fact, it’s the mean. We’ll signify this with the notation E(X), for expected
value (or sometimes u to indicate that it is a mean). This isn’t an average of data
values, so we won’t estimate it. Instead, we calculate it directly from the probability
model for the random variable. Because it comes from a model and not data, we use
the parameter u to denote it (and ot y or x.)

"To see what the insurance company can expect, think about some convenient
number of outcomes. For example, imagine that they have exactly 1000 clients and
that the outcomes in one year followed the probability model exactly: 1 died, 2
were disabled, and 997 survived unscathed. Then our expected payout would be:

~100,000(1) + 50,000(2) + 0(997)
B 1000

n= =
So our expected payout comes to $200 per policy.

Instead of writing the expected value as one big fraction, we can rewrite it as
separate terms, each divided by 1000.

1 2 997
w = EX) $100,000(1000> $50,000(1000> $0<1000>
= $200

Writing it this way, we can see that for each policy, there’s a 1/1000 chance that
we’ll have to pay $100,000 for a death and a 2/1000 chance that we’ll have to pay
$50,000 for a disability. Of course, there’s a 997/1000 chance that we won’t have to
pay anything.

So the expected value of a (discrete) random variable is found by multiplying
each possible value of the random variable by the probability that it occurs and then
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summing all those products. This gives the general formula for the expected value
of a discrete random variable:'

E(X) = 2 x P(x).
Be sure that every possible outcome is included in the sum. Verify that you have a

valid probability model to start with—the probabilities should each be between 0
and 1 and should sum to one. (Recall the rules of probability in Chapter 7.)

For Example Calculating expected value of a random variable

Question: A fund-raising lottery offers 500 tickets for $3 each. If the grand prize is $250 and 4 second prizes are $50 each, what
is the expected value of a single ticket? (Don’t count the price of the ticket in this yet). Now, including the price, what is the
expected value of the ticket? (Knowing this value, does it make any “sense” to buy a lottery ticket?) The fund-raising group has
a target of $1000 to be raised by the lottery. Can they expect to make this much?

Answer: Each ticket has a 1/500 chance of winning the grand prize of $250, a 4/500 chance of winning $50 and a 495/500 chance
of winning nothing. So E(X) = (1/500) X $250 + (4/500) X $50 + (495/500) X $0 = $0.50 + $0.40 + $0.00 = $0.90.
Including the price the expected value is $0.90 — $3 = —$2.10. The expected value of a ticket is —$2.10. Although no single
person will lose $2.10 (they either lose $3 or win $50 or $250), $2.10 is the amount, on average, that the lottery gains per ticket.
Therefore, they can expect to make 500 X $2.10 = $1050.

8.2

Standard Deviation of a Random Variable

Of course, this expected value (or mean) is not what actually happens to any
particular policyholder. No individual policy actually costs the company $200. We
are dealing with random events, so some policyholders receive big payouts and oth-
ers nothing. Because the insurance company must anticipate this variability, it
needs to know the standard deviation of the random variable.

For data, we calculate the standard deviation by first computing the deviation of
each data value from the mean and squaring it. We perform a similar calculation when
we compute the standard deviation of a (discrete) random variable as well. First, we
find the deviation of each payout from the mean (expected value). (See Table 8.2.)

Policyholder Outcome | Payout x (cost) | Probability P(X = x) Deviation (x — EV)

Death 100,000 L (100,000 — 200) = 99,800
1000

Disability 50,000 2 (50,000 — 200) = 49,800
1000

Neither 0 997 (0 — 200) = —200
1000

Table 8.2 Deviations between the expected value and each payout (cost).

Next, we square each deviation. The variance is the expected value of those
squared deviations. To find it, we multiply each by the appropriate probability and
sum those products:

1 2 997
N — ] + N —— ] + (—=200)*( —~—
Var(X) = 99,800 (1000) 49,800 (1000) (—200) (100())

14,960,000.

"The concept of expected values for continuous random variables is similar, but the calculation
requires calculus and is beyond the scope of this text.



Standard Deviation of @ Random Variable 221

Finally, we take the square root to get the standard deviation:
SD(X) = V14,960,000 ~ $3867.82

The insurance company can expect an average payout of $200 per policy, with a
standard deviation of $3867.82.

Think about that. The company charges $500 for each policy and expects to
pay out $200 per policy. Sounds like an easy way to make $300. (In fact, most of the
time—probability 997/1000—the company pockets the entire $500.) But would
you be willing to take on this risk yourself and sell all your friends policies like this?
The problem is that occasionally the company loses big. With a probability of
1/1000, it will pay out $100,000, and with a probability of 2/1000, it will pay out
$50,000. That may be more risk than you’re willing to take on. The standard devi-
ation of $3867.82 gives an indication of the uncertainty of the profit, and that
seems like a pretty big spread (and risk) for an average profit of $300.

Here are the formulas for these arguments. Because these are parameters of
our probability model, the variance and standard deviation can also be written as o
and o, respectively (sometimes with the name of the random variable as a sub-
script). You should recognize both kinds of notation:

o’ = Var(X) = Z(x — w)*P(x), and

o =SD(X) = VVar(X).

I[Nl EMSComputer Inventory

As the head of inven-
tory for a computer
company, you've had
a challenging couple
of weeks. One of your
warehouses recently
had a fire, and you
had to flag all the

L

warehouse into the shipping center. It turns out that 30%
of all the computers shipped last week were damaged.
You don’t know whether your biggest client received two
damaged computers, two undamaged ones, or one of
each. Computers were selected at random from the
shipping center for delivery.

If your client received two undamaged computers,
everything is fine. If the client gets one damaged com-

computers stored there to be recycled. On the posi-
tive side, you were thrilled that you had managed to
ship two computers to your biggest client last week.
But then you discovered that your assistant hadn’t
heard about the fire and had mistakenly transported a
whole truckload of computers from the damaged

puter, it will be returned at your expense—$100—and
you can replace it. However, if both computers are
damaged, the client will cancel all other orders this
month, and you’ll lose $10,000. What is the expected
value and the standard deviation of your loss under
this scenario?

PLAN Setup State the problem.

We want to analyze the potential consequences of
shipping damaged computers to a large client. We'll look
at the expected value and standard deviation of the
amount we'll lose.

Let X = amount of loss. We'll denote the receipt of an
undamaged computer by U and the receipt of a damaged
computer by D. The three possibilities are: two undamaged
computers (U and U), two damaged computers (D and D),
and one of each (UD or DU). Because the computers were
selected randomly and the number in the warehouse is
large, we can assume independence.

(continued)
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DO Model List the possible values of the ran-
p
dom variable, and compute all the values
you’ll need to determine the probability
model.

Mechanics Find the expected value.

Find the variance.

Find the standard deviation.

Because the events are independent, we can use the multipli-
cation rule (Chapter 7) and find:

P(UU) = P(U) X F(U)
= 0.7 X 0.7 =049
F(DD) = F(D) X F(D)

0.3 X 0.3 = 0.09
S0, P(UD or DU) = 1 — (049 + 0.09) = 0.42

We have the following model for all possible values of X.

Outcome | X | P(X=x)

Two damaged 10000 F(DD) = 0.09
One damaged 100 | P(UD or DU) = 0.42
Neither damaged 0 F(UU) = 0.49

E(X) = 0(0.49) + 100(0.42) + 10000(0.09)
= $942.00
Var(X) = (0 — 942)% X (0.49)
+ (100 — 942)% X (0.42)
+ (10000 — 942)* X (0.09)
= 8,116,836
SD(X) = V8,116,856 = $2849.01

REPORT

Conclusion Interpret your results in
context.

REALITY CHECK

MEMO
Re: Damaged Computers

The recent shipment of two computers to our large client
may have some serious negative impact. Even though there
is about a 5O% chance that they will receive two perfectly
good computers, there is a 9% chance that they will receive
two damaged computers and will cancel the rest of their
monthly order. We have analyzed the expected loss to the
firm as $942 with a standard deviation of $28649.01. The
large standard deviation reflects the fact that there is

a real possibility of losing $10,000 from the mistake.

Both numbers seem reasonable. The expected value of $942
is between the extremes of $0 and $10,000, and there’s
great variability in the outcome values.
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For Example Calculating standard deviation of a random variable

Question: In the lottery on page 220, we found the expected gain per ticket to be $2.10. What is the standard deviation? What
does it say about your chances in the lottery? Comment.

Answer:

soo = V145.63 = $12.07

Var(X) = > (xr = E(X))’P(X) = D (x — 2.10)*P(x)

_ 1 _ » 4 _ 2495
(250 = 2.10)%c 5 + (50 = 2.10)5 =+ (0 = 2.10)°5 5
1 4 495
. X — + . X — + 4. X —
SOLASHAL X <o+ 220441 X <0+ 441X <o

145.63

That’s a lot of variation for a mean of $2.10, which reflects the fact that there is a small chance that you’ll win a lot but a large

chance you’ll win nothing.

8.3

Properties of Expected Values and Variances

Our example insurance company expected to pay out an average of $200 per policy,
with a standard deviation of about $3868. The expected profit then was
$500 — $200 = $300 per policy. Suppose that the company decides to lower the
price of the premium by $50 to $450. It’s pretty clear that the expected profit would
drop an average of $50 per policy, to $450 — $200 = $250.

What about the standard deviation? We know that adding or subtracting a
constant from data shifts the mean but doesn’t change the variance or standard de-
viation. The same is true of random variables:*

EX+¢)=EX) £q
Var(X + ¢) = Var(X), and
SD(X £ ¢) = SD(X).
What if the company decides to double all the payouts—that is, pay $200,000 for
death and $100,000 for disability? This would double the average payout per policy
and also increase the variability in payouts. In general, multiplying each value of a
random variable by a constant multiplies the mean by that constant and multiplies
the variance by the square of the constant:
E(aX) = aE(X), and
Var(aX) = a*Var(X).
"Taking square roots of the last equation shows that the standard deviation is multi-
plied by the absolute value of the constant:
SD(aX) = |alSD(X).

"This insurance company sells policies to more than just one person. We've just
seen how to compute means and variances for one person at a time. What happens
to the mean and variance when we have a collection of customers? The profit on a
group of customers is the sum of the individual profits, so we’ll need to know how
to find expected values and variances for sums. To start, consider a simple case with

>The rules in this section are true for both discrete #nd continuous random variables.
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just two customers who we’ll call Mr. Ecks and Ms. Wye. With an expected payout
of $200 on each policy, we might expect a total of $200 + $200 = $400 to be paid
out on the two policies—nothing surprising there. In other words, we have the
Addition Rule for Expected Values of Random Variables: The expected value of
the sum (or difference) of random variables is the sum (or difference) of their expected values:

E(X +Y) = E(X) + E(Y).

"The variability is another matter. Is the risk of insuring two people the same as the
risk of insuring one person for twice as much? We wouldn’t expect both clients to die
or become disabled in the same year. In fact, because we’ve spread the risk, the stan-
dard deviation should be smaller. Indeed, this is the fundamental principle behind in-
surance. By spreading the risk among many policies, a company can keep the standard
deviation quite small and predict costs more accurately. It’s much less risky to insure
thousands of customers than one customer when the total expected payout is the
same, assuming that the events are independent. Catastrophic events such as hurri-
canes or earthquakes that affect large numbers of customers at the same time destroy
the independence assumption, and often the insurance company along with it.

But how much smaller is the standard deviation of the sum? It turns out that, if
the random variables are independent, we have the Addition Rule for Variances
of (Independent) Random Variables: The variance of the sum or difference of two in-
dependent random variables is the sum of their individual variances:

Var(X £ Y) = Var(X) + Var(Y)
if X and Y are independent.

Math Box

Pythagorean Theorem of Statistics

We often use the standard deviation to measure variability, but when we add
independent random variables, we use their variances. Think of the
Pythagorean Theorem. In a right triangle (only), the square of the length of
the hypotenuse is the sum of the squares of the lengths of the other two sides:

¢t =a+ b

a

For independent random variables (only), the square of the standard devia-
tion of their sum is the sum of the squares of their standard deviations:

SD*(X + Y) = SD*(X) + SD*(Y).
It’s simpler to write this with variances:

Var(X + Y) = Var(X) + Var(Y),
but we’ll use the standard deviation formula often as well:

SD(X + Y) = \VVar(X) + Var(Y).




Properties of Expected Values and Variances 225

For Mr. Ecks and Ms. Wye, the insurance company can expect their outcomes
to be independent, so (using X for Mr. Ecks’s payout and Y for Ms. Wye’s):
Var(X + Y) = Var(X) + Var(Y)
14,960,000 + 14,960,000
29,920,000.

Let’s compare the variance of writing two independent policies to the variance of
writing only one for twice the size. If the company had insured only Mr. Ecks for
twice as much, the variance would have been

Var(2X) = 22Var(X) = 4 X 14,960,000 = 59,840,000, or

twice as big as with two independent policies, even though the expected payout is
the same.

Of course, variances are in squared units. The company would prefer to know
standard deviations, which are in dollars. The standard deviation of the payout
for two independent policies is SD(X + V) = VVar(X + V) = V29,920,000 =
$5469.92. But the standard deviation of the payout for a single policy of twice
the size is twice the standard deviation of a single policy: SD(2X) = 2SD(X) =
2($3867.82)= $7735.64, or about 40% more than the standard deviation of the
sum of the two independent policies.

If the company has two customers, then it will have an expected annual total
payout (cost) of $400 with a standard deviation of about $5470. If they write one
policy with an expected annual payout of $400, they increase the standard deviation
by about 40%. Spreading risk by insuring many independent customers is one of
the fundamental principles in insurance and finance.

Let’s review the rules of expected values and variances for sums and differences.

o The expected value of the sum of two random variables is the sum of the expected values.

o The expected value of the difference of two random variables is the difference of the
expected values:

E(X +Y) = E(X) + E(Y).

o [fthe random variables are independent, the variance of their sum or difference is always
the sum of the variances:

Var(X £ Y) = Var(X) + Var(Y).

Do we always add variances? Even when we take the difference of two random
quantities? Yes! Think about the two insurance policies. Suppose we want to know
the mean and standard deviation of the difference in payouts to the two clients. Since
each policy has an expected payout of $200, the expected difference is
$200 — $200 = $0. If we computed the variance of the difference by subtracting
variances, we would get $0 for the variance. But that doesn’t make sense. Their dif-
ference won’t always be exactly $0. In fact, the difference in payouts could range
from $100,000 to —$100,000, a spread of $200,000. The variability in differences
increases as much as the variability in sums. If the company has two customers, the
difference in payouts has a mean of $0 and a standard deviation of about $5470.

* For random variables, does X + X + X = 3X? Maybe, but be careful. As
we’ve just seen, insuring one person for $300,000 is not the same risk as insuring
three people for $100,000 each. When each instance represents a different out-
come for the same random variable, though, it’s easy to fall into the trap of writing
all of them with the same symbol. Don’t make this common mistake. Make sure
you write each instance as a different random variable. Just because each random
variable describes a similar situation doesn’t mean that each random outcome will
be the same. What you really mean is X; + X, + Xj. Written this way, it’s clear
that the sum shouldn’t necessarily equal 3 times anything.
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For Example Sums of random variables

You are considering investing $1000 into one or possibly two different investment funds. Historically, each has delivered 5%
a year in profit with a standard deviation of 3%. So, a $1000 investment would produce $50 with a standard deviation of $30.

Question: Assuming the two funds are independent, what are the relative advantages and disadvantages of putting $1000 into
one, or splitting the $1000 and putting $500 into each? Compare the means and SDs of the profit from the two strategies.

Answer: Let X = amount gained by putting $1000 into one
E(X) = 0.05 X 1000 = $50 and SD(X) = 0.03 X 1000 = $30.

Let W = amount gained by putting $500 into each. ¥, and ¥, are the amounts from each fund respectively. E(W;) =
E(W,) = 0.05 X 500 = $25. So E(W) = E(W),) + E(W,) = $25 + $25 = $50. The expected values of the two strategies
are the same. You expect on average to earn $50 on $1000.
SD(W) = V/SDX(W,) + SD*(W,)
= V(0,03 X 500)> + (0.03 X 500)?
= V15’ + 15’

= §21.213

The standard deviation of the amount earned is $21.213 by splitting the investment amount compared to $30 for investing in
one. The expected values are the same. Spreading the investment into more than one vehicle reduces the variation. On the other
hand, keeping it all in one vehicle increases the chances of both extremely good and extremely bad returns. Which one is better
depends on an individual’s appetite for risk.}

1 Suppose that the time it takes a customer to get and pay a) How long do you expect to wait for your turn to get
for seats at the ticket window of a baseball park is a ran- tickets?
dom variable with a mean of 100 seconds and a standard b) What's the standard deviation of your wait time?
deviation of 50 seconds. When you get there, you find ¢) What assumption did you make about the two
only two people in line in front of you. customers in finding the standard deviation?

8.4 Discrete Probability Distributions

We’ve seen how to compute means and standard deviations of random variables.
But plans based just on averages are, on average, wrong. At least that’s what Sam
Savage, Professor at Stanford University says in his book, The Flaw of Averages.
Unfortunately, many business owners make decisions based solely on averages—
the average amount sold last year, the average number of customers seen last
month, etc. Instead of relying on averages, the business decisionmaker can incor-
porate much more by modeling the situation with a probability model. Probability
models can play an important and pivotal role in helping decisionmakers better
predict both the outcome and the consequences of their decisions. In this section
we'll see that some fairly simple models provide a framework for thinking about
how to model a wide variety of business phenomena.

3The assumption of independence is crucial, but not always (or ever) reasonable. As a March 3,
2010, article on CNN Money stated:

“It’s only when economic conditions start to return to normal . . . that investors, and invest-
ments, move independently again. That’s when diversification reasserts its case. . . .”

http://money.cnn.com/2010/03/03/pt/funds/diversification.moneymag/index.htm
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Daniel Bernoulli (1700-1782) was the
nephew of Jakob, whom you saw in

Chapter 7. He was the first to work out
the mathematics for what we now call

Bernoulli trials.
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The Uniform Distribution

When we first studied probability in Chapter 7, we saw that equally likely events
were the simplest case. For example, a single die can turnup 1, 2, . . ., 6 on one toss.
A probability model for the toss is Uniform because each of the outcomes has the
same probability (1/6) of occurring. Similarly if X is a random variable with possi-
ble outcomes 1, 2, . . .,z and P(X = i) = 1/n for each value of 7, then we say X has
a discrete Uniform distribution, U[1, . . ., z].

Bernoulli Trials

When Google Inc. designed their web browser Chrome, they worked hard to mini-
mize the probability that their browser would have trouble displaying a website.
Before releasing the product, they had to test many websites to discover those that
might fail. Although web browsers are relatively new, quality control inspection such
as this is common throughout manufacturing worldwide and has been in use in in-
dustry for nearly 100 years.

The developers of Chrome sampled websites, recording whether the browser
displayed the website correctly or had a problem. We call the act of inspecting a
website a trial. There are two possible outcomes—either the website is displayed
correctly or it isn’t. The developers thought that whether any particular website
displayed correctly was independent from other sites. Situations like this occur of-
ten and are called Bernoulli trials. To summarize, trials are Bernoulli if:

® There are only two possible outcomes (called success and failure) for each trial.

* The probability of success, denoted p, is the same on every trial. (The probability
of failure, 1 — p is often denoted ¢.)

® The trials are independent. Finding that one website does not display correctly
does not change what might happen with the next website.

Common examples of Bernoulli trials include tossing a coin, collecting re-
sponses on Yes/No questions from surveys or even shooting free throws in a bas-
ketball game. Bernoulli trials are remarkably versatile and can be used to model a
wide variety of real-life situations. The specific question you might ask in different
situations will give rise to different random variables that, in turn, have different
probability models.

Of course, the Chrome developers wanted to find websites that wouldn’t display
so they could fix any problems in the browser. So for them a “success” was finding
a failed website. The labels “success” and “failure” are often applied arbitrarily, so
be sure you know what they mean in any particular situation.

The Geometric Distribution

What's the probability that the first website that fails to display is the second one
that we test? Let X denote the number of trials (websites) until the first such “suc-
cess.” For X to be 2, the first website must have displayed correctly (which has
probability 1 — p), and then the second one must have failed to display correctly—
a success, with probability p. Since the trials are independent, these probabilities
can be multiplied, and so P(X = 2) = (1 — p)(p) or gp. Maybe you won't find a
success until the fifth trial. What are the chances of that? You’d have to fail 4 times
in a row and then succeed, so P(X = 5) = (1 — p)*(p) = ¢"p. See the Math Box
for an extension and more explanation.

Whenever we want to know how long (how many trials) it will take us to
achieve the first success, the model that tells us this probability is called the
geometric probability distribution. Geometric distributions are completely
specified by one parameter, p, the probability of success. We denote them Geom(p).
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Notation Alert!

Now we have two more reserved let-
ters. Whenever we deal with Bernoulli
trials, p represents the probability of
success, and ¢ represents the probabil-
ity of failure. (Of course, g = 1 — p.)

The geometric distribution can tell Google something important about its soft-
ware. No large complex program is entirely free of bugs. So before releasing a pro-
gram or upgrade, developers typically ask not whether it is free of bugs, but how long
it is likely to be until the next bug is discovered. If the expected number of pages dis-
played until the next failure is high enough, then the program is ready to ship.

(Geometric probability model for Bernoulli trials: Geom(p) )

p = probability of success (and ¢ = 1 — p = probability of failure)
X = number of trials until the first success occurs

PX =) = ¢

1
Expected value: u = ;

Standard deviation: o = \/;

NS J

Math Box |

Finding the Expected Value of a Geometric Distribution

We want to find the mean (expected value) of random variable X, using
a geometric distribution with probability of success p.

First write the X | 1 | 2 | 3 | 4 |
probabilities: P(X = x)

p‘qp‘qu

q°p ‘

The expected value is: E(X)

Ip + 2gp + 3¢°p + 4¢°p + -+

Letp =1 —¢: =(1-¢)+29(1 —¢) + 341 — ¢q)
+47(1—q) + -

Simplify: =1—qg+20—27+38 - 35+ 44
_4q4+

That’s an infinite l+g+@d+4+ -
geometric series, with 1

first term 1 and =
common ratio ¢:

So, finally E(X) =

Independence

One of the important requirements for Bernoulli trials is that the trials be inde-
pendent. Sometimes that’s a reasonable assumption. Is it true for our example? It’s
easy to imagine that related sites might have similar problems, but if the sites are
selected at random, whether one has a problem should be independent of others.

The 10% Condition: Bernoulli trials must be independent. In theory, we need to
sample from a population that’s infinitely big. However, if the population is finite,
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it’s still okay to proceed as long as the sample is smaller than 10% of the population.
In Google’s case, they just happened to have a directory of millions of websites, so
most samples would easily satisfy the 10% condition.

The Binomial Distribution

Suppose Google tests 5 websites. What’s the probability that exactly 2 of them have
problems (2 “successes”)? When we studied the geometric distribution we asked
how long it would take until our first success. Now we want to find the probability
of getting exactly 2 successes among the 5 trials. We are still talking about
Bernoulli trials, but we’re asking a different question.

This time we’re interested in the number of successes in the 5 trials, which we’ll
denote by X. We want to find P(X = 2). Whenever the random variable of interest
is the number of successes in a series of Bernoulli trials, it’s called a Binomial ran-
dom variable. It takes two parameters to define this Binomial probability distri-
bution: the number of trials, #, and the probability of success, p. We denote this
distribution Binom(z, p).

Suppose that in this phase of development, 10% of the sites exhibited some
sort of problem so thatp = 0.10. (Early in the development phase of a product, it is
not uncommon for the number of defects to be much higher than it is when the
product is released.) Exactly 2 successes in 5 trials means 2 successes and 3 failures.
It seems logical that the probability should be (p)*(1 — p)*. Unfortunately, it’s not
quite that easy. That calculation would give you the probability of finding two suc-
cesses and then three failures—in that order. But you could find the two successes in
a lot of other ways, for example in the 2nd and 4th website you test. The probabil-
ity of that sequence is (1 — p)p(1 — p)p(1 — p) which is also p*(1 — p)*. In fact, as
long as there are two successes and three failures, the probability will always be the
same, regardless of the order of the sequence of successes and failures. The proba-
bility will be (p)*(1 — p)°. To find the probability of getting 2 successes in 5 trials
in any order, we just need to know how many ways that outcome can occur.

Fortunately, the possible sequences that lead to the same number of successes
are disjoint. (For example, if your successes came on the first two trials, they couldn’t
come on the last two.) So once we find all the different sequences, we can add up
their probabilities. And since the probabilities are all the same, we just need to find
how many sequences there are and multiply (p)*(1 — p)* by that number.

Each different order in which we can have k successes in # trials is called a

“combination.” The total number of ways this can happen is written ( k) or ,C,

and pronounced “z choose k:”

(Z) =an=k!(nnik)!where n'=nX(n—1)X -+ X1
For 2 successes in 5 trials,

5 5! (5 X4xXx3x2xX1) (5%X4

(z) ~ 2K - - B

5=2)) (2X1xXx3x2xX1) (2X1)

So there are 10 ways to get 2 successes in 5 websites, and the probability of each is
(p)*(1 — p)*. To find the probability of exactly 2 successes in 5 trials, we multiply
the probability of any particular order by this number:

P(exactly 2 successes in S trials) = 10p*(1 — p)* = 10(0.10)*(0.90)° = 0.0729

In general, we can write the probability of exactly & successes in 7 trials as P(X = k) =

N b on—k
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If the probability that any single website has a display problem is 0.10, what’s
the expected number of websites with problems if we test 100 sites? You probably
said 10. We suspect you didn’t use the formula for expected value that involves mul-
tiplying each value times its probability and adding them up. In fact, there is an eas-
ier way to find the expected value for a Binomial random variable. You just multiply
the probability of success by #. In other words, E(X) = np. We prove this in the

next Math Box.

"The standard deviation is less obvious and you can’t just rely on your intuition.
Fortunately, the formula for the standard deviation also boils down to something
simple: SD(X) = Vnpq. If you're curious to know where that comes from, it’s in

the Math Box, too.

In our website example, with » = 100, E(X) = np = 100(0.10) = 10 so we

expect to find 10 successes out of the 100 trials. The standard deviation is

V100 X 0.10 X 0.90 = 3 websites.

To summarize, a Binomial probability model describes the distribution of the num-

ber of successes in a specified number of trials.

KBinomiaI model for Bernoulli trials: Binom(n, p)

n = number of trials
p = probability of success (and ¢ = 1 — p = probability of failure)

X = number of successes in 7 trials

n e n 7!
PX=x)= (x) P q" ", where (x) = 7&&(7[ — )

Mean: u = np
Standard deviation: o = Vnpg

~

Math Box

Mean and Standard Deviation of the Binomial Model

distribution we start with the most basic situation.

the mean and variance of the number of successes.

Here’s the probability model
for the number of successes: P(X = x) ‘ q ‘ p

Find the expected value: EX

Now the variance: Var(X) =

To derive the formulas for the mean and standard deviation of the Binomial

Consider a single Bernoulli trial with probability of success p. Let’s find




What happens when there is more than one trial? A Binomial distribution
simply counts the number of successes in a series of » independent
Bernoulli trials. That makes it easy to find the mean and standard deviation

of a binomial random variable, Y.
LetY=X1 +X2 +X3 + te
= E(X)) + E(X;) + E(X;) + -+

So, as we thought, the mean is E(Y) = np.

And since the trials are independent, the variances add:

Var(Y) = Var(X; + X, + X5 + -+ + X))
= Var(Xy) + Var(Xy) + Var(Xs) + -+ + Var(X,)
=pq + pqg + pg + -+ + pg(Again, n terms.)
Var(Y) = npq

Voila! The standard deviation is SD(Y) = Vupg.
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+ X,

+ X,)

+ E(X,)
+ p(There are » terms.)

I CERSET =0 The American Red Cross

Every two seconds
someone in America
needs blood.

The American
Red Cross is a non-
profit organization
that runs like a large
business. It serves
over 3000 hospitals
around the United
States, providing a
wide range of high
quality blood products and blood donor and patient
testing services. It collects blood from over 4 million
donors and provides blood to millions of patients with
a dedication to meeting customer needs.*

The balancing of supply and demand is compli-
cated not only by the logistics of finding donors that
meet health criteria, but by the fact that the blood type

of donor and patient must be matched. People with
O-negative blood are called “universal donors” be-
cause O-negative blood can be given to patients with
any blood type. Only about 6% of people have O-
negative blood, which presents a challenge in managing
and planning. This is especially true, since, unlike a
manufacturer who can balance supply by planning to
produce or to purchase more or less of a key item, the
Red Cross gets its supply from volunteer donors who
show up more-or-less at random (at least in terms of
blood type). Modeling the arrival of samples with
various blood types helps Red Cross managers to plan
their blood allocations.

Here’s a small example of the kind of planning re-
quired. Of the next 20 donors to arrive at a blood do-
nation center, how many universal donors can be
expected? Specifically, what are the mean and standard
deviation of the number of universal donors? What is
the probability that there are 2 or 3 universal donors?

Question 1: What are the mean and standard deviation of the number of universal donors?
Question 2: What is the probability that there are exactly 2 or 3 universal donors out of the 20 donors?

*Source: www.redcross.org

(continued)


www.redcross.org
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PLAN Setup State the question. We want to know the mean and standard deviation of the
number of universal donors among 20 people and the prob-
Check to see that these are Bernoulli trials. ability that there are 2 or 3 of them.
Variable Define the random variable. v/ There are two outcomes:
success = O-negative
Model Specify the model. failure = other blood types
/ p=006

v/ 10% Condition: Fewer than 10% of all possible donors
have shown up.

Let X = number of O-negative donors among n = 20

people.

We can model X with a Binom(20, 0.00).

DO Mechanics Find the expected value and E(X) = np = 20(0.06) =12

standard deviation.

sD(X) = Vnpg = V20(0.06)(0.94) ~ 1.06

Calculate the probability of 2 or 3 successes. P(X=20r3) =FP(X=2)+ P(X=3)

<220>(o.oe)2(o.94)15

+ <25O>(o.06)5(o.94)”

Q

0.2246 + 0.0660
0.2106

REPORT Conclusion Interpret your results in MEMO

context.

Re: Blood Drive

In groups of 20 randomly selected blood donors, we'd expect
to find an average of 1.2 universal donors, with a standard
deviation of 1.06. About 31% of the time, we'd expect to find
exactly 2 or 3 universal donors among the 20 people.

Simeon Denis Poisson was a
French mathematician interested
in rare events. He originally
derived his model to approximate
the Binomial model when the
probability of a success, p, is very
small and the number of trials, 7, is
very large. Poisson’s contribution
was providing a simple approxima-
tion to find that probability. When
you see the formula, however, you
won’t necessarily see the connec-
tion to the Binomial.

The Poisson Distribution

Not all discrete events can be modeled as Bernoulli trials. Sometimes we’re inter-
ested simply in the number of events that occur over a given interval of time or
space. For example, we might want to model the number of customers arriving in
our store in the next ten minutes, the number of visitors to our website in the next
minute, or the number of defects that occur in a computer monitor of a certain size.
In cases like these, the number of occurrences can be modeled by a Poisson ran-
dom variable. The Poisson’s parameter, the mean of the distribution, is usually de-
noted by A.
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/VV. S. Gosset, the quality control
chemist at the Guinness brewery in
the early 20th century who developed
the methods of Chapters 13 and 14,
was one of the first to use the Poisson
in industry. He used it to model and
predict the number of yeast cells so
he’d know how much to add to the
stock. The Poisson is a good model to
consider whenever your data consist of
counts of occurrences. It requires only
that the events be independent and
that the mean number of occurrences
stays constant.

p
Where Does e Come From?

The constant ¢ equals 2.7182818 . . .
(to 7 decimal places). One of the
places e originally turned up was in
calculating how much money you’d
earn if you could get interest
compounded more often. If you
earn 100% per year simple interest,
at the end of the year, you’d have
twice as much money as when you
started. But if the interest were
compounded and paid at the end of
every month, each month you’d earn
1/12 of 100% interest. At the year’s
end youw’d have (1 + 1/12)"? =
2.613 times as much instead of 2.

If the interest were paid every day,
you'd get (1 + 1/365)%% = 2.714
times as much. If the interest

were paid every second, you’d

get (1 + 1/3153600)3133600 =
2.7182818 times as much. This is
where e shows up. If you could

get the interest compounded contin-
ually, you’d get e times as much.

In other words, as # gets large, the
limit of (1 + 1/n)” = e. This
unexpected result was discovered
by Jacob Bernoulli in 1683.

Roper Worldwide reports that they are able to contact 76%
of the randomly selected households drawn for a telephone

survey.

2 Explain why these phone calls can be considered

Bernoulli trials.

3 Which of the models of this chapter (Geometric,
Binomial, or Poisson) would you use to model the num-

[Poisson probability model for occurrences: Poisson (A) N

A = mean number of occurrences
X = number of occurrences

e
PX=x)= o
Expected value: EX)=2A
Standard deviation: SD(X) = VA

For example, data show an average of about 4 hits per minute to a small busi-
ness website during the afternoon hours from 1:00 to 5:00 p.M. We can use the
Poisson distribution to find the probability that any number of hits will arrive. For
example, if we let X be the number of hits arriving in the next minute, then
e\ e

PX =x) =—; —— using the given average rate of 4 per minute.
x! x!

So, the probflz)ility of no hits during the next minute would be
4

PX=0) = ‘ o " ¢ *=0.0183 (The constant e is the base of the natural

logarithms and is approximately 2.71828).

One interesting and useful feature of the Poisson distribution is that it scales
according to the interval size. For example, suppose we want to know the probabil-
ity of no hits to our website in the next 30 seconds. Since the mean rate is 4 hits per
minute, it’s 2 hits per 30 seconds, so we can use the model with A = 2 instead. If we
let Y be the number of hits arriving in the next 30 seconds, then:

6‘_2 0

o= ¢ = 01353,

P(Y = 0) =

(Recall that 0! = 1.) The Poisson distribution has been used to model phenomena
such as customer arrivals, hot streaks in sports, and disease clusters.

Whenever or wherever rare events happen closely together, people want to
know whether the occurrence happened by chance or whether an underlying
change caused the unusual occurrence. The Poisson distribution can be used
to find the probability of the occurrence and can be the basis for making the
judgment.

4 Roper also reports that even after they contacted a house-
hold, only 38% of the contacts agreed to he interviewed.
So the probability of getting a completed interview from
a randomly selected household is only 0.29. Which of the
models of this chapter would you use to model the num-
ber of households Roper has to call before they get the
first completed interview?

ber of successful contracts from a list of 1000 sampled

households?
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For Example Probability models

A venture capital firm has a list of potential investors who have previously invested in new technologies. On average, these
investors invest about 5% of the time. A new client of the firm is interested in finding investors for a mobile phone application
that enables financial transactions, an application that is finding increasing acceptance in much of the developing world. An
analyst at the firm starts calling potential investors.

Questions:

Nt R W N

. What is the probability that the first person she calls will want to invest?

. What is the probability that none of the first five people she calls will be interested?

. How many people will she have to call until the probability of finding someone interested is at least 0.50?
. How many investors will she have to call, on average, to find someone interested?

. If she calls 10 investors, what is the probability that exactly 2 of them will be interested?

. What assumptions are you making to answer these questions?

Answers:

. Each investor has a 5% or 1/20 chance of wanting to invest, so the chance that the first person she calls is interested is 1/20.

. P(first one not interested) = 1 — 1/20 = 19/20. Assuming the trials are independent, P(none are interested) = P(Ist not

interested) X P(2nd not interested) X --- X P (Sth not interested) = (19/20)° = 0.774.

. By trial and error, (19/20)" = 0.513 and (19/20)" = 0.488, so she would need to call 14 people to have the probability of

no one interested drop below 0.50, therefore making the probability that someone is interested greater than 0.50.

. This uses a geometric model. Let X = number of people she calls until 1st person is interested. E(X) = 1/p = 1/(1/20) =

20 people.

. Using the Binomial model, let " = number of people interested in 10 calls, then

P(Y=2) = (120);;2(1 —p) = 10; 2 (1/20)2(19/20)° = 0.0746

. We are assuming that the trials are independent and that the probability of being interested in investing is the same for all

potential investors.

What Can Go Wrong?

* Probability distributions are still just models. Models can be useful, but
they are not reality. Think about the assumptions behind your models.
Question probabilities as you would data.

* If the model is wrong, so is everything else. Before you try to find the
mean or standard deviation of a random variable, check to make sure the
probability distribution is reasonable. As a start, the probabilities should all be
between 0 and 1 and they should add up to 1. If not, you may have calculated
a probability incorrectly or left out a value of the random variable.

* Watch out for variables that aren’t independent. You can add expected val-
ues of any two random variables, but you can only add variances of indepen-
dent random variables. Suppose a survey includes questions about the number
of hours of sleep people get each night and also the number of hours they are
awake each day. From their answers, we find the mean and standard deviation
of hours asleep and hours awake. The expected total must be 24 hours; after
all, people are either asleep or awake. The means still add just fine. Since all
the totals are exactly 24 hours, however, the standard deviation of the total
will be 0. We can’t add variances here because the number of hours you're
awake depends on the number of hours you’re asleep. Be sure to check for in-
dependence before adding variances.
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* Don’t write independent instances of a random variable with notation
that looks like they are the same variables. Make sure you write each in-
stance as a different random variable. Just because each random variable de-
scribes a similar situation doesn’t mean that each random outcome will be the
same. These are random variables, not the variables you saw in Algebra. Write
X; + X, + Xsrather than X + X + X.

* Don’t forget: Variances of independent random variables add. Standard devi-
ations don’t.

* Don’t forget: Variances of independent random variables add, even when
you’re looking at the difference between them.

* Be sure you have Bernoulli trials. Be sure to check the requirements first:
two possible outcomes per trial (“success” and “failure”), a constant probabil-
ity of success, and independence. Remember that the 10% Condition pro-

vides a reasonable substitute for independence.

Ethics in Action

urt Williams was about to open a new SEP IRA

account and was interested in exploring vari-

ous investment options. Although he had

some ideas about how to invest his money,
Kurt thought it best to seek the advice of a professional,
so he made an appointment with Keith Klingman, a
financial advisor at James, Morgan, and Edwards, LLC.
Prior to their first meeting, Kurt told Keith that he
preferred to keep his investments simple and wished to
allocate his money equally among only two funds. Also,
he mentioned that while he was willing to take on some
risk to yield higher returns, he was concerned about taking
on too much risk given the increased volatility in the
markets. After their conversation, Keith began to prepare
for their first meeting. Based on historical performance,
the firm expected annual returns and standard deviations
for the various funds it offers investors. Because Kurt was
interested in investing his SEP IRA money in only two
funds, Keith decided to compile figures on the expected
annual return and standard deviation (a measure of risk)
for potential SEP IRA account consisting of different
combinations of two funds. If X and Y represent the
annual returns for two different funds, Keith knew he
could represent the annual return for a specific SEP IRA
account as 3X + 3Y. While calculating the expected
annual, E(3X + 1Y), was straightforward, Keith seemed
to recall a more complicated formula for finding the
standard deviation. He remembered that he would first
need to compute the variance, and after doing some re-
search, decided to use the expression Var(3X + 1Y) =

12 var(X) + 1* Var(v). After completing his computa-
tions, he noticed that various combinations of two
different equity funds offered some of the highest
expected annual returns with relatively low standard
deviations. He had anticipated lower standard deviations
for accounts that involved mixed assets, such as an
equity fund and a bond fund. He was pleasantly surprised
with the results, since his firm made more money with
investments in equity funds. Keith was confident that
these figures would help Kurt realize that he would be
best served by investing his SEP IRA money in equity
funds only.

ETHICAL ISSUE Keith incorrectly assumed that funds are
independent. It is likely that similar funds are positively
correlated (e.g., two equity funds would tend to move in the same
direction) while different types of funds are likely negatively
corvelated (e.g., equity and bond funds tend to move in opposite
directions). By mot taking the covariance into account, Keith’s
computations for the variance (and standard deviation) are incor-
rect. He would bave underestimated the variance (and therefore
the volatility) for an account consisting of two equity funds
(related to Items A and B, ASA Ethical Guidelines).

ETHICAL SOLUTION Keith should have recognized that
these funds are not independent. His initial uncertainty about
how to compute the variance should have made him cautious
about his computation results; instead be let his bias toward want-
ing to sell equity funds affect bis judgment. He should not present
these figures as fact to Kurt.
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What Have We Learned?

Learning Objectives

Terms
Addition Rule for Expected
Values of Random Variables

Addition Rule for Variances of
Random Variables

Bernoulli trials

Binomial probability
distribution

Changing a random variable by
a constant

Discrete random variable

Expected value

Geometric probability
distribution

m Understand how probability models relate values to probabilities.

* For discrete random variables, probability models assign a probability to each
possible outcome.

= Know how to find the mean, or expected value, of a discrete probability model
from u = SxP(X = x) and the standard deviation from o = V3 (x — w)?P(x).

m Foresee the consequences of shifting and scaling random variables,
specifically

E(X+c)=EX)+xc

Var(X + c) = Var(X)

SD(X + ¢) = SD(X)

E(aX) = aE(X)

Var(aX) = a*Var(X)

SD(aX) = |a|SD(X)

m Understand that when adding or subtracting random variables the expected

values add or subtract well: E(X + y) = E(X) + E(Y). However, when
adding or subtracting independent random variables, the variances add:

Var(X £ Y) = Var(X) + Var(Y)

m Be able to explain the properties and parameters of the Uniform, the
Binomial, the Geometric, and the Poisson distributions.

E(XX +7Y) = EXX) + E(Y)

(Pythagorean Theorem of Statistics)
If X and Y are independent: Var(X £ V) = Var(X) + Var(Y),

and SD(X + V) = \V/Var(X) + Var(Y).
A sequence of trials are called Bernoulli trials if:
1. There are exactly two possible outcomes (usually denoted success and failure).
2. The probability of success is constant.
3. The trials are independent.

A Binomial distribution is appropriate for a random variable that counts the number of
Bernoulli trials.
EX+to)=EX)xc Var(X+tc)=Var(X) SDX x¢)=SDX)
E(aX) = aE(X) Var(aX) = a*Var(X) SD(aX) = |a|SD(X)
A random variable that can take one of a finite number’ of distinct outcomes.
The expected value of a random variable is its theoretical long-run average value, the cen-

ter of its model. Denoted u or E(X), it is found (if the random variable is discrete) by sum-
ming the products of variable values and probabilities:

w=EX) = ZxP(x)

A model appropriate for a random variable that counts the number of Bernoulli trials until
the first success.

STechnically, there could be an infinite number of outcomes as long as they’re countable. Essentially,
that means we can imagine listing them all in order, like the counting numbers 1, 2, 3,4, 5, .. ..
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Parameter A numerically valued attribute of a model, such as the values of u and o representing the
mean and standard deviation.
Poisson model A discrete model often used to model the number of arrivals of events such as customers
arriving in a queue or calls arriving into a call center.
Probability density A function f{(x) that represents the probability distribution of a continuous random variable X.
function (pdf) The probability that X'is in an interval A is the area under the curve f(x) over A.
Probability model A function that associates a probability P with each value of a discrete random variable X,
denoted P(X = x), or with any interval of values of a continuous random variable.
Random variable Assumes any of several different values as a result of some random event. Random variables
are denoted by a capital letter, such as X.
Standard deviation of a Describes the spread in the model and is the square root of the variance.
random variable
Uniform distribution For a discrete uniform distribution over a set of z values, each value has probability 1/z.
Variance The variance of a random variable is the expected value of the squared deviations from the

mean. For discrete random variables, it can be calculated as:

o’ = Var(X) = S(x — w)*P(x).

Brlef CASE Investment Options
1 SRS

A young entrepreneur has just raised $30,000 from investors, and she would like to
invest it while she continues her fund-raising in hopes of starting her company
one year from now. She wants to do due diligence and understand the risk of
each of her investment options. After speaking with her colleagues in
finance, she believes that she has three choices: (1) she can purchase a
$30,000 certificate of deposit (CD); (2) she can invest in a mutual fund
with a balanced portfolio; or (3) she can invest in a growth stock that
has a greater potential payback but also has greater voladlity. Each of
her options will yield a different payback on her $30,000, depending on
the state of the economy.

= During the next year, she knows that the CD yields a constant an-
| nual percentage rate, regardless of the state of the economy. If she invests
in a balanced mutual fund, she estimates that she will earn as much as 12%
if the economy remains strong, but could possibly lose as much as 4% if the
economy takes a downturn. Finally, if she invests all $30,000 in a growth stock,
experienced investors tell her that she can earn as much as 40% in a strong economy,

but may lose as much as 40% in a poor economy.

Estimating these returns, along with the likelihood of a strong economy, is chal-
lenging. Therefore, often a “sensitivity analysis” is conducted, where figures are com-
puted using a range of values for each of the uncertain parameters in the problem.
Following this advice, this investor decides to compute measures for a range of interest
rates for CDs, a range of returns for the mutual fund, and a range of returns for the
growth stock. In addition, the likelihood of a strong economy is unknown, so she will
vary these probabilities as well.

Assume that the probability of a strong economy over the next year is 0.3, 0.5, or
0.7. To help this investor make an informed decision, evaluate the expected value and
volatility of each of her investments using the following ranges of rates of growth:

CD: Look up the current annual rate for the return on a 3-year CD and use
this value + 0.5%

(continued)
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Mutual Fund: Use values of 8%, 10%, and 12% for a strong economy and
values of 0%, —2%, and —4% for a weak economy.

Growth Stock: Use values of 10%, 25%, and 40% in a strong economy and
values of —10%, —25%, and —40% in a weak economy.

Discuss the expected returns and uncertainty of each of the alternative investment
options for this investor in each of the scenarios you analyzed. Be sure to compare the
volatility of each of her options.

Exercises

SECTION 8.1

1. A company’s employee database includes data on
whether or not the employee includes a dependent child in
his or her health insurance.

a) Is this variable discrete or continuous?
b) What are the possible values it can take on?

2. The database also, of course, includes each employee’s
compensation.

a) Is this variable discrete or continuous?
b) What are the possible values it can take on?

3. Suppose that the probabilities of a customer purchasing
0, 1, or 2 books at a book store are 0.2, 0.4, and 0.4, respec-
tively. What is the expected number of books a customer
will purchase?

4. A day trader buys an option on a stock that will return
$100 profit if the stock goes up today and lose $400 if it
goes down. If the trader thinks there is a 75% chance that
the stock will go up,

a) What is her expected value of the option’s profit?
b) What do you think of this option?

SECTION 8.2

5. Find the standard deviation of the book purchases in
exercise 3.

6. Find the standard deviation of the day trader’s option
value in exercise 4.

7. An orthodontist has three financing packages, and
each has a different service charge. He estimates that
30% of patients use the first plan, which has a $10 finance
charge; 50% use the second plan, which has a $20
finance charge; and 20% use the third plan, which has a
$30 finance charge.

a) Find the expected value of the service charge.
b) Find the standard deviation of the service charge.

8. A marketing agency has developed three vacation
packages to promote a timeshare plan at a new resort.
They estimate that 20% of potential customers will
choose the Day Plan, which does not include overnight

accommodations; 40% will choose the Overnight Plan,
which includes one night at the resort; and 40% will
choose the Weekend Plan, which includes two nights.

a) Find the expected value of the number of nights poten-
tial customers will need.

b) Find the standard deviation of the number of nights
potential customers will need.

SECTION 8.3

9. Given independent random variables, X and Y,
with means and standard deviations as shown, find the
mean and standard deviation of each of the variables in

parts a to d.

; ;X+ 6 Mean | SD
0 X + y x| 10 | 2
d) X v| 20 |5

10. Given independent random variables, X and Y]
with means and standard deviations as shown, find the
mean and standard deviation of each of the variables in

parts a to d.

; 3(5}20 Mean | SD
c) X + Y X| 80 | 12
d) X Y| 12 | 3

11. A broker has calculated the expected values of two dif-
ferent financial instruments X and Y. Suppose that E(X) =
$100, E(Y) = $90, SD(X) = $12 and SD(Y) = $8. Find
each of the following.
a) E(X + 10) and SD(X + 10)

E(5Y) and SD(5Y)
€) E(X+ Y)and SD(X + Y)
d) What assumption must you make in part c?

12. A company selling glass ornaments by mail-order ex-
pects, from previous history, that 6% of the ornaments it
ships will break in shipping. You purchase two ornaments
as gifts and have them shipped separately to two different
addresses. What is the probability that both arrive safely?
What did you assume?



SECTION 8.4

13. At many airports, a traveler entering the U.S. is sent
randomly to one of several stations where his passport and
visa are checked. If each of the 6 stations is equally likely,
can the probabilities of which station a traveler will be sent
be modeled with a Uniform model?

14. At the airport entry sites, a computer is used to ran-
domly decide whether a traveler’s baggage should be
opened for inspection. If the chance of being selected is
12%, can you model your chance of having your baggage
opened with a Bernoulli model? Check each of the condi-
tions specifically.

15. The 2000 Census showed that 26% of all firms in the
United States are owned by women. You are phoning local
businesses, assuming that the national percentage is true in
your area. You wonder how many calls you will have to make
before you find one owned by a woman. What probability
model should you use? (Specify the parameters as well.)

16. As in Exercise 15, you are phoning local businesses.
You call 3 firms. What is the probability that all three are

owned by women?

17. A manufacturer of clothing knows that the probability
of a button flaw (broken, sewed on incorrectly, or missing)
is 0.002. An inspector examines 50 shirts in an hour, each
with 6 buttons. Using a Poisson probability model:

a) What is the probability that she finds no button flaws?
b) What is the probability that she finds at least one?

18. Replacing the buttons with snaps increases the proba-
bility of a flaw to 0.003, but the inspector can check 70
shirts an hour (still with 6 snaps each). Now what is the
probability she finds no snap flaws?

CHAPTER EXERCISES

19. New website. You have just launched the website for
your company that sells nutritional products online.
Suppose X = the number of different pages that a cus-
tomer hits during a visit to the website.

a) Assuming that there are » different pages in total on
your website, what are the possible values that this random
variable may take on?

b) Is the random variable discrete or continuous?

20. New website, part 2. For the website described in
Exercise 1, let ¥ = the total time (in minutes) that a cus-
tomer spends during a visit to the website.

a) What are the possible values of this random variable?
b) Is the random variable discrete or continuous?

21. Job interviews. Through the career services office, you
have arranged preliminary interviews at four companies for
summer jobs. Each company will either ask you to come to
their site for a follow-up interview or not. Let X be the
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random variable equal to the total number of follow-up
interviews that you might have.

a) List all the possible values of X.

b) Is the random variable discrete or continuous?

¢) Do you think a uniform distribution might be appropri-
ate as a model for this random variable? Explain briefly.

22, Help desk. The computer help desk is staffed by students
during the 7:00 p.M. to 11:00 p.M. shift. Let V" denote the ran-
dom variable that represents the number of students seeking
help during the 15-minute time slot 10:00 to 10:15 p.M.

a) What are the possible values of ¥'?
b) Is the random variable discrete or continuous?

23. Lottery. Iowa has a lottery game called Pick 3 in which
customers buy a ticket for $1 and choose three numbers, each
from zero to nine. They also must select the play type, which
determines what combinations are winners. In one type of
play, called the “Straight/Box,” they win if they match the
three numbers in any order, but the payout is greater if the
order is exact. For the case where all three of the numbers se-
lected are different, the probabilities and payouts are:

| Probability | Payout

11in 1000 $350
51in 1000 $50

Straight/Box Exact
Straight/Box Any

a) Find the amount a Straight/Box player can expect to win.
b) Find the standard deviation of the player’s winnings.

¢) Tickets to play this game cost $1 each. If you subtract $1
from the result in part a, what is the expected result of play-
ing this game?

24. Software company. A small software company will bid
on a major contract. It anticipates a profit of $50,000 if
it gets it, but thinks there is only a 30% chance of that
happening.

a) What's the expected profit?

b) Find the standard deviation for the profit.

25. Commuting to work. A commuter must pass through
five traffic lights on her way to work and will have to stop
at each one that is red. After keeping record for several
months, she developed the following probability model for
the number of red lights she hits:

X=#ofred|0|1|2|3|4|
P(X = x) |0.05|o.25|0.35|0.15|o.15|0.05

a) How many red lights should she expect to hit each day?
b) What’s the standard deviation?

26. Defects. A consumer organization inspecting new cars
found that many had appearance defects (dents, scratches,
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paint chips, etc.). While none had more than three of
these defects, 7% had three, 11% had two, and 21% had
one defect.

a) Find the expected number of appearance defects in a
new car.
b) What is the standard deviation?

27. Fishing tournament. A sporting goods manufacturer
was asked to sponsor a local boy in two fishing tourna-
ments. They claim the probability that he will win the first
tournament is 0.4. If he wins the first tournament, they es-
timate the probability that he will also win the second is
0.2. They guess that if he loses the first tournament, the
probability that he will win the second is 0.3.

a) According to their estimates, are the two tournaments
independent? Explain your answer.

b) What’s the probability that he loses both tournaments?
¢) What'’ the probability he wins both tournaments?

d) Let random variable X be the number of tournaments
he wins. Find the probability model for X.

e) What are the expected value and standard deviation
of X?

28. Contracts. Your company bids for two contracts. You
believe the probability that you get contract #1 is 0.8. If
you get contract #1, the probability that you also get con-
tract #2 will be 0.2, and if you do not get contract #1, the
probability that you get contract #2 will be 0.3.

a) Are the outcomes of the two contract bids independent?
Explain.

b) Find the probability you get both contracts.

¢) Find the probability you get neither contract.

d) Let X be the number of contracts you get. Find the
probability model for X.

e) Find the expected value and standard deviation of X.

29. Battery recall. A company has discovered that a recent
batch of batteries had manufacturing flaws, and has issued a
recall. You have 10 batteries covered by the recall, and 3 are

dead. You choose 2 batteries at random from your package
of 10.

a) Has the assumption of independence been met?
Explain.

b) Create a probability model for the number of good bat-
teries chosen.

¢) What’s the expected number of good batteries?

d) What’s the standard deviation?

30. Grocery supplier. A grocery supplier believes that the
mean number of broken eggs per dozen is 0.6, with a stan-
dard deviation of 0.5. You buy 3 dozen eggs without check-
ing them.

a) How many broken eggs do you expect to get?

b) What’s the standard deviation?

¢) Is it necessary to assume the cartons of eggs are inde-

pendent? Why?
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31. Commuting, part 2. A commuter finds that she waits an
average of 14.8 seconds at each of five stoplights, with a
standard deviation of 9.2 seconds. Find the mean and the
standard deviation of the total amount of time she waits at
all five lights. What, if anything, did you assume?

32. Repair calls. A small engine shop receives an average
of 1.7 repair calls per hour, with a standard deviation of 0.6.
What is the mean and standard deviation of the number of
calls they receive for an 8-hour day? What, if anything, did
you assume?

33. Insurance company. An insurance company estimates
that it should make an annual profit of $150 on each
homeowner’s policy written, with a standard deviation of

$6000.

a) Why is the standard deviation so large?

b) If the company writes only two of these policies, what
are the mean and standard deviation of the annual profit?
¢) If the company writes 1000 of these policies, what are
the mean and standard deviation of the annual profit?

d) What circumstances could violate the assumption of in-
dependence of the policies?

34. Casino. At a casino, people play the slot machines in
hopes of hitting the jackpot, but most of the time, they lose
their money. A certain machine pays out an average of $0.92
(for every dollar played), with a standard deviation of $120.

a) Why is the standard deviation so large?

b) If a gambler plays 5 times, what are the mean and stan-
dard deviation of the casino’s profit?

¢) If gamblers play this machine 1000 times in a day, what
are the mean and standard deviation of the casino’s profit?

35. Bike sale. A bicycle shop plans to offer 2 specially
priced children’s models at a sidewalk sale. The basic
model will return a profit of $120 and the deluxe model
$150. Past experience indicates that sales of the basic
model will have a mean of 5.4 bikes with a standard devia-
tion of 1.2, and sales of the deluxe model will have a mean
of 3.2 bikes with a standard deviation of 0.8 bikes. The cost
of setting up for the sidewalk sale is $200.

a) Define random variables and use them to express the bi-
cycle shop’s net profit.

b) What's the mean of the net profit?

¢) What’s the standard deviation of the net profit?

d) Do you need to make any assumptions in calculating the
mean? How about the standard deviation?

36. Farmers’ market. A farmer has 100 lbs of apples and
50 lbs of potatoes for sale. The market price for apples (per
pound) each day is a random variable with a mean of
0.5 dollars and a standard deviation of 0.2 dollars.
Similarly, for a pound of potatoes, the mean price is 0.3
dollars and the standard deviation is 0.1 dollars. It also
costs him 2 dollars to bring all the apples and potatoes to
the market. The market is busy with eager shoppers, so we



can assume that he’ll be able to sell all of each type of
produce at that day’s price.

a) Define your random variables, and use them to express
the farmer’s net income.

b) Find the mean of the net income.

¢) Find the standard deviation of the net income.

d) Do you need to make any assumptions in calculating the
mean? How about the standard deviation?

37. Movie rentals. To compete with Netflix, the owner of a
movie rental shop decided to try sending DVDs through
the mail. In order to determine how many copies of newly
released titles he should purchase, he carefully observed
turnaround times. Since nearly all of his customers were in
his local community, he tested delivery times by sending
DVDs to his friends. He found the mean delivery time was
1.3 days, with a standard deviation of 0.5 days. He also
noted that the times were the same whether going to the
customer or coming back to the shop.

a) Find the mean and standard deviation of the round-trip
delivery times for a DVD (mailed to the customer and then
mailed back to the shop).

b) The shop owner tries to process a DVD that is returned
to him and get it back in the mail in one day, but circum-
stances sometimes prevent it. His mean turnaround time is
1.1 days, with a standard deviation of 0.3 days. Find the
mean and standard deviation of the turnaround times com-
bined with the round-trip times in part a.

38. Online applications. Researchers for an online market-
ing company suggest that new customers who have to be-
come a member before they can check out on the website
are very intolerant of long applications. One way to rate an
application is by the total number of keystrokes required to
fill it out.

a) One common frustration is having to enter an e-mail
address twice. If the mean length of e-mail addresses is
13.3 characters, with a standard deviation of 2.8 characters,
what is the mean and standard deviation of total characters
typed if entered twice?

b) The company found the mean and standard deviation
of the length of customers’ names (including spaces)
were 13.4 and 2.4 characters, respectively, and for ad-
dresses, 30.8 and 6.3 characters. What is the mean and
standard deviation of the combined lengths of entering
the e-mail addresses twice and then the name and the
address?

39. eBay. A collector purchased a quantity of action figures
and is going to sell them on eBay. He has 19 Hulk figures.
In recent auctions, the mean selling price of similar figures
has been $12.11, with a standard deviation of $1.38.
He also has 13 Iron Man figures which have had a mean
selling price of $10.19, with a standard deviation of $0.77.
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His insertion fee will be $0.55 on each item, and the clos-
ing fee will be 8.75% of the selling price. He assumes all
will sell without having to be relisted.

a) Define your random variables, and use them to create a
random variable for the collector’s net income.

b) Find the mean (expected value) of the net income.

¢) Find the standard deviation of the net income.

d) Do you have to assume independence for the sales on
eBay? Explain.

40. Real estate. A real estate broker purchased 3 two-
bedroom houses in a depressed market for a combined cost
of $71,000. He expects the cleaning and repair costs on each
house to average $3700, with a standard deviation of $1450.
When he sells them, after subtracting taxes and other closing
costs, he expects to realize an average of $39,000 per house,
with a standard deviation of $1100.

a) Define your random variables, and use them to create a
random variable for the broker’ net profit.

b) Find the mean (expected value) of the net profit.

¢) Find the standard deviation of the net profit.

d) Do you have to assume independence for the repairs
and sale prices of the houses? Explain.

41. Bernoulli. Can we use probability models based on
Bernoulli trials to investigate the following situations?
Explain.

a) Each week a doctor rolls a single die to determine which
of his six office staff members gets the preferred parking
space.

b) A medical research lab has samples of blood collected
from 120 different individuals. How likely is it that the ma-
jority of them are Type A blood, given that Type A is found
in 43% of the population?

¢) From a workforce of 13 men and 23 women, all five pro-
motions go to men. How likely is that, if promotions are
based on qualifications rather than gender?

d) We poll 500 of the 3000 stockholders to see how likely it
is that the proposed budget will pass.

e) A company realizes that about 10% of its packages are
not being sealed properly. In a case of 24 packages, how
likely is it that more than 3 are unsealed?

42. Bernoulli, part 2. Can we use probability models based
on Bernoulli trials to investigate the following situations?
Explain.

a) You are rolling 5 dice. How likely is it to get at least two
6’s to win the game?

b) You survey 500 potential customers to determine their
color preference.

¢) A manufacturer recalls a doll because about 3% have
buttons that are not properly attached. Customers return
37 of these dolls to the local toy store. How likely are they
to find any buttons not properly attached?
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d) A city council of 11 Republicans and 8 Democrats picks
a committee of 4 at random. How likely are they to choose
all Democrats?

e) An executive reads that 74% of employees in his indus-
try are dissatisfied with their jobs. How many dissatisfied
employees can he expect to find among the 481 employees
in his company?

43. Closing sales. A salesman normally makes a sale
(closes) on 80% of his presentations. Assuming the presen-
tations are independent, find the probability of each of the
following.

a) He fails to close for the first time on his fifth attempt.

b) He closes his first presentation on his fourth attempt.

¢) The first presentation he closes will be on his second at-
tempt.

d) The first presentation he closes will be on one of his
first three attempts.

44, Computer chip manufacturer. Suppose a computer chip
manufacturer rejects 2% of the chips produced because
they fail presale testing. Assuming the bad chips are inde-
pendent, find the probability of each of the following.

a) The fifth chip they test is the first bad one they find.

b) They find a bad one within the first 10 they examine.

¢) The first bad chip they find will be the fourth one they
test.

d) The first bad chip they find will be one of the first three
they test.

45, Side effects. Researchers testing a new medication
find that 7% of users have side effects. To how many pa-
tients would a doctor expect to prescribe the medication
before finding the first one who has side effects?

46. Credit cards. College students are a major target for ad-
vertisements for credit cards. At a university, 65% of students
surveyed said they had opened a new credit card account
within the past year. If that percentage is accurate, how many
students would you expect to survey before finding one who
had not opened a new account in the past year?

47. Missing pixels. A company that manufactures large
LCD screens knows that not all pixels on their screen light,
even if they spend great care when making them. In a sheet
6 ft by 10 ft (72 in. by 120 in.) that will be cut into smaller
screens, they find an average of 4.7 blank pixels. They be-
lieve that the occurrences of blank pixels are independent.
Their warranty policy states that they will replace any
screen sold that shows more than 2 blank pixels.

a) What is the mean number of blank pixels per square foot?
b) What is the standard deviation of blank pixels per
square foot?

¢) Whatis the probability thata 2 ft by 3 ft screen will have
at least one defect?

d) What is the probability that a 2 ft by 3 ft screen will be
replaced because it has too many defects?
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48. Bean bags. Cellophane that is going to be formed into
bags for items such as dried beans or bird seed is passed
over a light sensor to test if the alignment is correct before
it passes through the heating units that seal the edges.
Small adjustments can be made by the machine automati-
cally. But if the alignment is too bad, the process is stopped
and an operator has to manually adjust it. These misalign-
ment stops occur randomly and independently. On one
line, the average number of stops is 52 per 8-hour shift.

a) What is the mean number of stops per hour?
b) What is the standard deviation of stops per hour?

49. Hurricane insurance. An insurance company needs to
assess the risks associated with providing hurricane insur-
ance. Between 1990 and 2006, Florida was hit by 22 tropi-
cal storms or hurricanes. If tropical storms and hurricanes
are independent and the mean has not changed, what is the
probability of having a year in Florida with each of the fol-
lowing. (Note that 1990 to 2006 is 17 years.)

a) No hits?

b) Exactly one hit?

¢) More than three hits?

50. Hurricane insurance, part 2. Between 1965 and 2007,
there were 95 major hurricanes (category 3 or more) in the
Atlantic basin. Assume that hurricanes are independent
and the mean has not changed.

a) What is the mean number of major hurricanes per year?
(There are 43 years from 1965 to 2007.)

b) What is the standard deviation of the frequency of ma-
jor hurricanes?

¢) What is the probability of having a year with no major
hurricanes?

d) What is the probability of going three years in a row
without a major hurricane?

51. Professional tennis. Serena Williams made a successful
first serve 67% of the time in a Wimbledon finals match
against her sister Venus. If she continues to serve at the
same rate the next time they play and serves 6 times in the
first game, determine the following probabilities. (Assume
that each serve is independent of the others.)

a) All 6 first serves will be in.
b) Exactly 4 first serves will be in.
c) At least 4 first serves will be in.

52. American Red Cross. Only 4% of people have Type AB
blood. A bloodmobile has 12 vials of blood on a rack. If the
distribution of blood types at this location is consistent
with the general population, what’s the probability they
find AB blood in:

a) None of the 12 samples?
b) Atleast 2 samples?
€) 3 or 4 samples?

53. Satisfaction survey. A cable provider wants to contact
customers in a particular telephone exchange to see how



satisfied they are with the new digital TV service the com-
pany has provided. All numbers are in the 452 exchange,
so there are 10,000 possible numbers from 452-0000 to
452-9999. If they select the numbers with equal probability:

a) What distribution would they use to model the selec-
tion?

b) What is the probability the number selected will be an
even number?

¢) What is the probability the number selected will end in
000?

54. Manufacturing quality. In an effort to check the quality
of their cell phones, a manufacturing manager decides to
take a random sample of 10 cell phones from yesterday’s
production run, which produced cell phones with serial
numbers ranging (according to when they were produced)
from 43005000 to 43005999. If each of the 1000 phones is
equally likely to be selected:

a) What distribution would they use to model the selec-
tion?

b) What is the probability that a randomly selected cell
phone will be one of the last 100 to be produced?

¢) What is the probability that the first cell phone selected
is either from the last 200 to be produced or from the first
50 to be produced?

d) What is the probability that the first two cell phones are
both from the last 100 to be produced?

55. Web visitors. A website manager has noticed that dur-
ing the evening hours, about 3 people per minute check
out from their shopping cart and make an online purchase.
She believes that each purchase is independent of the oth-
ers and wants to model the number of purchases per
minute.
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a) What model might you suggest to model the number of
purchases per minute?

b) What is the probability that in any one minute at least
one purchase is made?

¢) What is the probability that no one makes a purchase in
the next 2 minutes?

56. Quality control. The manufacturer in Exercise 54 has
noticed that the number of faulty cell phones in a produc-
tion run of cell phones is usually small and that the quality
of one day’s run seems to have no bearing on the next day.

a) What model might you use to model the number of
faulty cell phones produced in one day?

b) If the mean number of faulty cell phones is 2 per day,
what is the probability that no faulty cell phones will be
produced tomorrow?

¢) If the mean number of faulty cell phones is 2 per day,
what is the probability that 3 or more faulty cell phones
were produced in today’s run?

1 a) 100 + 100 = 200 seconds
b) V'50? + 50° = 70.7 seconds
¢) The times for the two customers are independent.

2 There are two outcomes (contact, no contact), the
probability of contact stays constant at 0.76, and
random calls should be independent.

3 Binomial

4 (Geometric
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The NYSE

The New York Stock Exchange (NYSE) was founded in

1792 by 24 stockbrokers who signed an agreement under a
buttonwood tree on Wall Street in New York. The first offices
were in a rented room at 40 Wall Street. In the 1830s traders
who were not part of the Exchange did business in the street.
They were called “curbstone brokers.” It was the curbstone
brokers who first made markets in gold and oil stocks and,
after the Civil War, in small industrial companies such as the
emerging steel, textile, and chemical industries.

By 1903 the New York Stock Exchange was established at its
current home at 18 Broad Street. The curbstone brokers
finally moved indoors in 1921 to a building on Greenwich
street in lower Manhattan. In 1953 the curb market changed
its name to the American Stock Exchange. In 1993 the
American Stock Exchange pioneered the market for
derivatives by introducing the first exchange-
traded fund, Standard & Poor’s Depositary
Receipts (SPDRs).

The NYSE Euronext holding company was
created in 2007 as a combination of the NYSE
Group, Inc., and Euronext N.V. And in 2008,
NYSE Euronext merged with the American Stock
Exchange. The combined exchange is the world’s largest
and most liquid exchange group.
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CHAPTER 9 The Normal Distribution

Months

CAPE10 values for the NYSE
1880 through mid 2010
Investment guidance

9.1

The Standard Deviation as a Ruler

Investors have always sought ways to help them decide when to buy and when to
sell. Such measures have become increasingly sophisticated. But all rely on identi-
tying when the stock market is in an unusual state—either unusually undervalued
(buy!) or unusually overvalued (sell!). One such measure is the Cyclically
Adjusted Price/Earnings Ratio (CAPE10) developed by Yale professor Robert
Shiller. The CAPEI10 is based on the standard Price/Earnings (P/E) ratio of
stocks, but designed to smooth out short-term fluctuations by “cyclically adjust-
ing” them. The CAPE10 has been as low as 4.78, in 1920, and as high as 44.20, in
late 1999. The long-term average CAPE10 (since year 1881) is 16.34.

Investors who follow the CAPE10 use the metric to signal times to buy and
sell. One mutual fund strategy buys only when the CAPE10 is 33% lower than the
long-term average and sells (or “goes into cash”) when the CAPE10 is 50% higher
than the long-term average. Between January 1, 1971, and October 23, 2009, this
strategy would have outperformed such standard measures as the Wiltshire 5000 in
both average return and volatility, but it is important to note that the strategy
would have been completely in cash from just before the stock market crash of
1987 all the way to March of 2009! Shiller popularized the strategy in his book
Irrational Exuberance. Figure 9.1 shows a time series plot of the CAPE10 values for
the New York Stock Exchange from 1880 until the middle of 2010. Generally, the
CAPE10 hovers around 15. But occasionally, it can take a large excursion. One
such time was in 1999 and 2000, when the CAPE10 exceeded 40. But was this just
a random peak or were these values really extraordinary?
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| Figure 9.1  CAPE10 values for the NYSE from 1880 to 2010.

We can look at the overall distribution of CAPE10 values. Figure 9.2 shows a
histogram of the same values. Now we don’t see patterns over time, but we may be
able to make a better judgment of whether values are extraordinary.

Opverall, the main body of the distribution looks unimodal and reasonably sym-
metric. But then there’s a tail of values that trails off to the high end. How can we
assess how extraordinary they are?

Investors follow a wide variety of measures that record various aspects of stocks,
bonds, and other investments. They are usually particularly interested in identifying
times when these measures are extraordinary because those often represent times of
increased risk or opportunity. But these are quantitative values, not categories.

How can we characterize the usual behavior of a random variable that can take
on any value in a range of values? The distributions of Chapter 8 won’t provide the
tools we need, but many of the basic concepts still work. The random variables we
need are continuous.
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| Figure 9.2 The distribution of the CAPE10 values shown in Figure 9.1.

We saw in Chapter 5 that z-scores provide a standard way to compare values.
In a sense, we use the standard deviation as a ruler, asking how many standard devi-
ations a value is from the mean. That’s what a z-score reports; the number of stan-
dard deviations away from the mean. We can convert the CAPE10 values to
z-scores by subtracting their mean (16.3559) and dividing by their standard devia-
tion (6.58). Figure 9.3 shows the resulting distribution.

200 —
150 |- Sl
100 - | -;_
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| 1 | =]
18 -08 02 1.2 22 32 42

zCAPE
| Figure 9.3 The CAPE10 values as z-scores.

It’s easy to see that the z-scores have the same distribution as the original val-
ues, but now we can also see that the largest of them is above 4. How extraordinary
is it for a value to be four standard deviations away from the mean? Fortunately,
there’s a fact about unimodal, symmetric distributions that can guide us.’

The 68-95-99.7 Rule

In a unimodal, symmetric distribution, about 68% of the values fall within 1 stan-
dard deviation of the mean, about 95% fall within 2 standard deviations of the
mean, and about 99.7%—almost all—fall within 3 standard deviations of the

'All of the CAPE10 values in the right tail occurred after 1993. Until that time the distribution of
CAPE10 values was quite symmetric and clearly unimodal.
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“All models are wrong—>but
some are useful.”

CHAPTER 9 The Normal Distribution

mean. Calling this rule the 68-95-99.7 Rule provides a mnemonic for these
three values.’

68%
95%
‘ 99.7% .
$ } } }
30 20 -1o 0 1o 20 30

Figure 9.4 The 68-95-99.7 Rule tells us how much of most unimodal,
symmetric models is found within one, two, or three standard deviations
of the mean.

For Example An extraordinary day for the Dow?

On May 6, 2010, the Dow Jones Industrial Average (DJIA) lost 404.7 points. Although that wasn’t the most ever lost in a day, it
was a large amount for that period. During the previous year, the mean change in the DJIA was —9.767 with a standard deviation
of 98.325 points. A histogram of day-to-day changes in the DJIA looks like this:

60 |— —

40 -

| | | |
-440 -240 -40 160 360

Change

Figure 9.5 Day-to-day changes in the Dow Jones
Industrial Average for the year ending June 2010.

Question: Use the 68-95-99.7 Rule to characterize how extraordinary the May 6 changes were. Is the rule appropriate?

Answer: The histogram is unimodal and symmetric, so the 68-95-99.7 rule is an appropriate model. The z-score corresponding
to the May 6 change is

—404.7 — (—9.767)

98.325 =

A z-score bigger than 3 in magnitude will occur with a probability of less than 0.015. A z-score of 4 is even less likely. This was a
truly extraordinary event.

9.2 The Normal Distribution

The 68-95-99.7 Rule is useful in describing how unusual a z-score is. But often in
business we want a more precise answer than one of these three values. To say more
about how big we expect a z-score to be, we need to model the data’s distribution.

G B “This rule is also called the “Empirical Rule” because it originally was observed without any proof.
—(EORGE BOX, FAMOUS It was first published by Abraham de Moivre in 1733, 75 years before the underlying reason for
STATISTICIAN it—which we’re about to see—was known.



P
Is Normal Normal?

Don’t be misled. The name
“Normal” doesn’t mean that these
are the usual shapes for histograms.
The name follows a tradition of
positive thinking in Mathematics
and Statistics in which functions,
equations, and relationships that
are easy to work with or have other
nice properties are called “normal,”
“common,” “regular,” “natural,” or
similar terms. It’ as if by calling
them ordinary, we could make
them actually occur more often
and make our lives simpler.

Notation Alert!

N(u, o) always denotes a Normal.
The w, pronounced “mew,” is the
Greek letter for “m,” and always rep-
resents the mean in a model. The o,
sigma, is the lowercase Greek letter
for “s,” and always represents the stan-

dard deviation in a model.

/Is the Standard Normal
a Standard?
Yes. We call it the “Standard
Normal” because it models
standardized values. It is also a
“standard” because this is the
particular Normal model that
we almost always use.

1 Your Accounting teacher has announced that the lower of
your two tests will be dropped. You got a 90 on test 1 and
an 80 on test 2. You're all set to drop the 80 until she an-
nounces that she grades “on a curve.” She standardized
the scores in order to decide which is the lower one.
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A model will let us say much more precisely how often we’d be likely to see z-scores
of different sizes. Of course, like all models of the real world, the model will be
wrong—wrong in the sense that it can’t match reality exactly. But it can still be use-
tul. Like a physical model, it’s something we can look at and manipulate to learn
more about the real world.

Models help our understanding in many ways. Just as a model of an airplane in
a wind tunnel can give insights even though it doesn’t show every rivet,” models of
data give us summaries that we can learn from and use, even though they don’t fit
each data value exactly. It’s important to remember that they’re only models of real-
ity and not reality itself. But without models, what we can learn about the world at
large is limited to only what we can say about the data we have at hand.

There is no universal standard for z-scores, but there is a model that shows up
over and over in Statistics. You may have heard of “bell-shaped curves.”
Statisticians call them Normal distributions. Normal distributions are appropri-
ate models for distributions whose shapes are unimodal and roughly symmetric.
There is a Normal distribution for every possible combination of mean and stan-
dard deviation. We write N(u, o) to represent a Normal distribution with a mean
of w and a standard deviation of o. We use Greek symbols here because this mean
and standard deviation are not numerical summaries of data. They are part of the
model. They don’t come from the data. Rather, they are numbers that we choose to
help specify the distribution. Such numbers are called parameters.

If we model data with a Normal distribution and standardize them using the
corresponding u and o, we still call the standardized values z-scores, and we write

_Y M
P

P4

If we standardize the data first (using its mean and standard deviation) it will
have mean 0 and standard deviation 1. Then, to model it with a Normal, we’ll need
only the model N(0,1). The Normal distribution with mean 0 and standard de-
viation 1 is called the standard Normal distribution (or the standard Normal
model).

But be careful. You shouldn’t use a Normal model for just any data set. Remember
that standardizing won’t change the shape of the distribution. If the distribution is not
unimodal and symmetric to begin with, standardizing won’t make it Normal.

deviation of 4 and the mean on the second was 75 with a
standard deviation of 5,

a) Which one will be dropped?

b) Does this seem “fair”?

If the mean on the first test was 88 with a standard

Finding Normal Percentiles

Finding the probability that a proportion is at least 1 SD above the mean is easy.
We know that 68% of the values lie within 1 SD of the mean, so 32% lie farther
away. Since the Normal distribution is symmetric, half of those 32% (or 16%) are

’In fact, the model is useful because it doesn’t have every rivet. It is because models offer a simpler
view of reality that they are so useful as we try to understand reality.
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P
Finding Normal Percentiles

These days, finding percentiles
from a Normal table is rarely nec-
essary. Most of the time, we can
use a calculator, a computer, or a
website.

more than 1 SD above the mean. But what if we want to know the percentage of
observations that fall more than 1.8 SD above the mean? We already know that no
more than 16% of observations have z-scores above 1. By similar reasoning, no
more than 2.5% of the observations have a z-score above 2. Can we be more pre-
cise with our answer than “between 16% and 2.5%”?

z . .01

1.7| 0.9554 0.9564

019641 0.9649

1.9/ 09713 0.9719

-30 20 -1o 0 1o 20 30

Figure 9.6 A table of Normal percentiles (Table Z in Appendix D) lets us find the percentage of
individuals in a standard Normal distribution falling below any specified z-score value.

When the value doesn’t fall exactly 0, 1, 2, or 3 standard deviations from the
mean, we can look it up in a table of Normal percentiles.* Tables use the standard
Normal distribution, so we’ll have to convert our data to z-scores before using the
table. If our data value was 1.8 standard deviations above the mean, we would stan-
dardize it to a z-score of 1.80, and then find the value associated with a z-score of
1.80. If we use a table, as shown in Figure 9.6, we find the z-score by looking down
the left column for the first two digits (1.8) and across the top row for the third digit, 0.
The table gives the percentile as 0.9641. That means that 96.4% of the z-scores are
less than 1.80. Since the total area is always 1, and 1 — 0.9641 = 0.0359 we know
that only 3.6% of all observations from a Normal distribution have z-scores higher
than 1.80. We can also find the probabilities associated with z-scores using technol-
ogy such as calculators, statistical software, and various websites.

For Example GMAT scores and the Normal model

The Graduate Management Admission Test (GMAT) has scores from 200 to 800. Scores are supposed to follow a distribution
that is roughly unimodal and symmetric and is designed to have an overall mean of 500 and a standard deviation of 100. In any
one year, the mean and standard deviation may differ from these target values by a small amount, but we can use these values as
good overall approximations.

Question: Suppose you earned a 600 on your GMAT test. From that information and the 68-95-99.7 Rule, where do you stand
among all students who took the GMAT?

Answer: Because we’re told that the distribution is unimodal and symmetric, we can approximate the distribution with a Normal
model. We are also told the scores have a mean of 500 and an SD of 100. So, we’ll use a N(500,100). It’s good practice at this
point to draw the distribution. Find the score whose percentile you want to know and locate it on the picture. When you finish
the calculation, you should check to make sure that it’s a reasonable percentile from the picture.

200 300 400 500 600 700 800

A score of 600 is 1 SD above the mean. That corresponds to one of the points in the 68-95-99.7% Rule. About 32%
(100% — 68%) of those who took the test were more than one standard deviation from the mean, but only half of those were on
the high side. So about 16% (half of 32%) of the test scores were better than 600.

*See Table Z in Appendix D. Many calculators and statistics computer packages do this as well.
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For Example More GMAT scores

Question: Assuming the GMAT scores are nearly Normal with N(500,100), what proportion of GMAT scores falls between
450 and 6007?

Answer: The first step is to find the z-scores associated with each value. Standardizing the scores we are given, we find that for 600,
z = (600 — 500)/100 = 1.0 and for 450, z = (450 — 500)/100 = —0.50. We can label the axis below the picture either in the
original values or the z-scores or even use both scales as the following picture shows.

-3 -2 -1 0 1 2 3
200 300 400 500 600 700 800

From Table Z, we find the area z = 1.0 = 0.8413, which means that 84.13% of scores fall below 1.0, and the area
z = —0.50 = 0.3085, which means that 30.85% of the values fall below —0.5, so the proportion of z-scores berween them is
84.13% — 30.85% = 53.28%. So, the Normal model estimates that about 53.3% of GMAT scores fall between 450 and 600.

Finding areas from z-scores is the simplest way to work with the Normal dis-
tribution. But sometimes we start with areas and are asked to work backward to
find the corresponding z-score or even the original data value. For instance, what
z-score represents the first quartile, Q1, in a Normal distribution? In our first set of
examples, we knew the z-score and used the table or technology to find the per-
centile. Now we want to find the cut point for the 25th percentile. Make a picture,
shading the leftmost 25% of the area. Look in Table Z for an area of 0.2500. The
exact area is not there, but 0.2514 is the closest number. That shows up in the table
with —0.6 in the left margin and .07 in the top margin. The z-score for Q1, then, is
approximately z = —0.67. Computers and calculators can determine the cut point
more precisely (and more easily).’

For Example An exclusive MBA program

Question: Suppose an MBA program says it admits only people with GMAT scores among the top 10%. How high a GMAT
score does it take to be eligible?

Answer: The program takes the top 10%, so their cutoff score is the 90th percentile. Draw an approximate picture like this one.

0.07___[008] 009

10| 08577 08599 0.8621
11| 08790 0.8810 0.8830
|#2| o.8980 [0:8997 0.9015
13| 09147 09162 09177
14| 09292 09306 0.9319

(continued)

200 300 400 500 600 700 800

SWe'll often use those more precise values in our examples. If you're finding the values from the
table you may not get exactly the same number to all decimal places as your classmate who’s using a
computer package.
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From our picture we can see that the z-value is between 1 and 1.5 (if we’ve judged 10% of the area correctly), and so the cut-
off score is between 600 and 650 or so. Using technology, you may be able to select the 10% area and find the z-value di-
rectly. Using a table, such as Table Z, locate 0.90 (or as close to it as you can; here 0.8997 is closer than 0.9015) in the interior
of the table and find the corresponding z-score (see table above). Here the 1.2 is in the left margin, and the .08 is in the mar-
gin above the entry. Putting them together gives 1.28. Now, convert the z-score back to the original units. From Table Z,
the cut point is z = 1.28. A z-score of 1.28 is 1.28 standard deviations above the mean. Since the standard deviation is 100,
that’s 128 GMAT points. The cutoff is 128 points above the mean of 500, or 628. Because the program wants GMAT scores
in the top 10%, the cutoff is 628. (Actually since GMAT scores are reported only in multiples of 10, you’d have to score at
least a 630.)

Guided Example ereal Company ‘

PLAN

DO

A cereal manufacturer
has a machine that fills
the boxes. Boxes are
labeled “16 oz,” so the
company wants to
have that much cereal
in each box. But since
no packaging process
is perfect, there will be
minor variations. If
the machine is set at
exactly 16 oz and the
Normal distribution

Question 1:

applies (or at least the distribution is roughly sym-
metric), then about half of the boxes will be under-
weight, making consumers unhappy and exposing
the company to bad publicity and possible lawsuits.
To prevent underweight boxes, the manufacturer has
to set the mean a little higher than 16.0 oz. Based on
their experience with the packaging machine, the
company believes that the amount of cereal in the
boxes fits a Normal distribution with a standard de-
viation of 0.2 oz. The manufacturer decides to set
the machine to put an average of 16.3 oz in each box.
Let’s use that model to answer a series of questions
about these cereal boxes.

What fraction of the boxes will be underweight?

Setup State the variable and the objective.

Model Check to see if a Normal distribu-
tion is appropriate.

Specify which Normal distribution to use.

The variable is weight of cereal in a box. We want to
determine what fraction of the boxes risk being
underweight.

We have no data, so we cannot make a histogram. But we
are told that the company believes the distribution of
weights from the machine is Normal.

We use an N(16.3, 0.2) model.

Mechanics Make a graph of this Normal
distribution. Locate the value you’re in-
terested in on the picture, label it, and
shade the appropriate region.

16.3

15.7 15.9 16.0 16.1



REALITY CHECK

REPORT

Estimate from the picture the percentage
of boxes that are underweight. (This will
be useful later to check that your answer
makes sense.)

Convert your cutoff value into a z-score.

Look up the area in the Normal table, or
use technology.
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(It looks like a low percentage—maybe less than 10%.)
We want to know what fraction of the boxes will weigh less

than 16 oz.

Y- Mm 16 -163
[oa 0.2

Area (y < 16) = Area (Z < —150) = 0.0668.

z = = —1.50.

Conclusion State your conclusion in
the context of the problem.

We estimate that approximately ©.7% of the boxes will
contain less than 16 oz of cereal.

Question 2: The company’s lawyers say that 6.7% is too high. They insist that no more than 4% of the boxes
can be underweight. So the company needs to set the machine to put a little more cereal in each box. What mean
setting do they need?

PLAN

REALITY CHECK

DO

REPORT

Setup State the variable and the objective.

Model Check to see if a Normal model is
appropriate.

Specify which Normal distribution to use.
This time you are not given a value for the
mean!

We found out earlier that setting the ma-
chine to u = 16.3 oz made 6.7% of the
boxes too light. We’ll need to raise the
mean a bit to reduce this fraction.

The variable is weight of cereal in a box. We want to
determine a setting for the machine.

We have no data, so we cannot make a histogram. But we
are told that a Normal model applies.

We don’t know w, the mean amount of cereal. The standard
deviation for this machine is 0.2 oz. The model, then, is
N(w, 0.2).

We are told that no more than 4% of the boxes can be below
16 oz.

Mechanics Make a graph of this Normal
distribution. Center it at u (since you
don’t know the mean) and shade the re-
gion below 16 oz.

Using the Normal table, a calculator, or
software, find the z-score that cuts off the
lowest 4%.

Use this information to find w. It’s located
1.75 standard deviations to the right of 16.

16 w

The z-score that has 0.04 area to the left of it is
z= —175.

Since 16 must be 1.75 standard deviations below the mean,
we need to set the mean at 16 + 1.75- 0.2 = 16.35.

Conclusion State your conclusion in the
context of the problem.

The company must set the machine to average 16.35 oz of

cereal per box. (continued)



254 CHAPTER 9 The Normal Distribution

Question 3: The company president vetoes that plan, saying the company should give away less free cereal, not
more. Her goal is to set the machine no higher than 16.2 oz and still have only 4% underweight boxes. The only
way to accomplish this is to reduce the standard deviation. What standard deviation must the company achieve,
and what does that mean about the machine?

PLAN

REALITY CHECK

DO

REPORT

Setup State the variable and the objective.

Model Check that a Normal model is
appropriate.

Specify which Normal distribution to use.
This time you don’t know o.

‘We know the new standard deviation must
be less than 0.2 oz.

The variable is weight of cereal in a box. We want to
determine the necessary standard deviation to have only
4% of boxes underweight.

The company believes that the weights are described by a
Normal distribution.

Now we know the mean, but we don’t know the standard
deviation. The model is therefore N(16.2, o).

Mechanics Make a graph of this Normal
distribution. Center it at 16.2, and shade
the area you’re interested in. We want 4%
of the area to the left of 16 oz.

Find the z-score that cuts off the lowest
4%.

Solve for . (Note that we need 16 to be
1.75 o’s below 16.2, so 1.750 must be
0.2 oz. You could just start with that
equation.)

16 16.2

We already know that the z-score with 4% below it is
z = —175.

YT M
7 =
o
16 —16.2
—1.75 =
o
1750 = 0.2
o = 0.114.

Conclusion State your conclusion in the
context of the problem.

As we expected, the standard deviation is
lower than before—actually, quite a bit
lower.

N

The company must get the machine to box cereal with a
standard deviation of only O.114 oz. This means the machine
must be more consistent (by nearly a factor of 2) in filling
the boxes.
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Normal Probability Plots

A specialized graphical display can help you to decide whether the Normal model is
appropriate: the Normal probability plot. If the distribution of the data is roughly
Normal, the plot is roughly a diagonal straight line. Deviations from a straight line
indicate that the distribution is not Normal. This plot is usually able to show devi-
ations from Normality more clearly than the corresponding histogram, but it’s
usually easier to understand how a distribution fails to be Normal by looking at its
histogram. Normal probability plots are difficult to make by hand, but are provided
by most statistics software.

Some data on a car’s fuel efficiency provide an example of data that are nearly
Normal. The overall pattern of the Normal probability plot is straight. The two
trailing low values correspond to the values in the histogram that trail off the low
end. They’re not quite in line with the rest of the data set. The Normal probability
plot shows us that they’re a bit lower than we’d expect of the lowest two values in a
Normal distribution.

l_ll_l’—ﬁr
—
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-1.25 0.00 1.25 2.50
Normal Scores

Figure 9.7 Histogram and Normal probability plot for gas mileage
(mpg) recorded for a Nissan Maxima. The vertical axes are the same,
so each dot on the probability plot would fall into the bar on the
histogram immediately to its left.

By contrast, the Normal probability plot of a sample of men’s Weights in
Figure 9.8 from a study of lifestyle and health is far from straight. The weights
are skewed to the high end, and the plot is curved. We’d conclude from these pic-
tures that approximations using the Normal model for these data would not be
very accurate.

300+

Weights

225

150

Normal Scores

Figure 9.8 Histogram and Normal probability plot for
men’s weights. Note how a skewed distribution
corresponds to a bent probability plot.
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CHAPTER 9

For Example

The Normal Distribution

Using a normal probability plot

A normal probability plot of the CAPE10 prices from page 247 looks like this:

°
40+
L 30T
o
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nscores

Question: What does this plot say about the distribution of the CAPE10 scores?

Answer: The bent shape of the probability plot—and in particular, the sharp bend on the right—indicates a deviation from
Normality—in this case the CAPE scores in the right tail do not stretch out as far as we’d expect for a Normal model.

mpg

29 1

24 1

19 1

14 -

-125 000 125
Normal Scores

2.50

9.4

/How does a normal probability plot work? A

Why does the Normal probability plot work like that? We looked at 100 fuel
efficiency measures for a car. The smallest of these has a z-score of —3.16. The
Normal model can tell us what value to expect for the smallest z-score in a batch of
100 if a Normal model were appropriate. That turns out to be —2.58. So our first
data value is smaller than we would expect from the Normal.

We can continue this and ask a similar question for each value. For example, the
14th-smallest fuel efficiency has a z-score of almost exactly —1, and that’s just what
we should expect (—1.1 to be exact). We can continue in this way, comparing each
observed value with the value we’d expect from a Normal model. The easiest way to
make the comparison, of course, is to graph it.® If our observed values look like a
sample from a Normal model, then the probability plot stretches out in a straight line
from lower left to upper right. But if our values deviate from what we’d expect, the
plot will bend or have jumps in it. The values we’d expect from a Normal model are
called Normal scores, or sometimes nscores. You can’t easily look them up in the
table, so probability plots are best made with technology and not by hand.

The best advice on using Normal probability plots is to see whether they are
straight. If so, then your data look like data from a Normal model. If not, make a
histogram to understand how they differ from the model.

- J

The Distribution of Sums of Normals

Another reason normal models show up so often is that they have some special
properties. An important one is that the sum or difference of two independent
Normal random variables is also Normal.

A company manufactures small stereo systems. At the end of the production
line, the stereos are packaged and prepared for shipping. Stage 1 of this process is
called “packing.” Workers must collect all the system components (a main unit, two
speakers, a power cord, an antenna, and some wires), put each in plastic bags, and
then place everything inside a protective form. The packed form then moves on to

®Sometimes the Normal probability plot switches the two axes, putting the data on the x-axis and
the z-scores on the y-axis.
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Stage 2, called “boxing,” in which workers place the form and a packet of instruc-
tions in a cardboard box and then close, seal, and label the box for shipping.

The company says that times required for the packing stage are unimodal and
symmetric and can be described by a Normal distribution with a mean of 9 minutes
and standard deviation of 1.5 minutes. (See Figure 9.9.) The times for the boxing
stage can also be modeled as Normal, with a mean of 6 minutes and standard devi-
ation of 1 minute.

0.20

Density

0.0
4 6 8 10 12 14

Normal
Figure 9.9 The Normal model for the packing

stage with a mean of 9 minutes and standard devi-
ation of 1.5 minutes.

The company is interested in the total time that it takes to get a system
through both packing and boxing, so they want to model the sum of the two ran-
dom variables. Fortunately, the special property that adding independent Normals
yields another Normal allows us to apply our knowledge of Normal probabilities to
questions about the sum or difference of independent random variables. To use this
property of Normals, we’ll need to check two assumptions: that the variables are
Independent and that they can be modeled by the Normal distribution.

(eIl [T WS ET 1 EM Packaging Stereos a

Consider the company that  the times for the boxing stage can also be modeled as

manufactures and ships small ~ Normal, with a mean of 6 minutes and standard devia-

stereo systems that we dis-  tion of 1 minute, what is the probability that packing

cussed previously. an order of two systems takes over 20 minutes? What
If the time required to pack ~ percentage of the stereo systems takes longer to pack

the stereos can be described by  than to box?

a Normal distribution, with a

mean of 9 minutes and standard

deviation of 1.5 minutes, and

Question 1: What is the probability that packing an order of two systems takes more than 20 minutes?

PLAN

Setup State the problem. We want to estimate the probability that packing an order

of two systems takes more than 20 minutes.

Variables Define your random variables. Let F; = time for packing the first system

P, = time for packing the second system

T = total time to pack two systems

Write an appropriate equation for the T=PF+F

variables you need.

(continued)
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DO

REPORT

Question 2:

PLAN

CHAPTER 9

The Normal Distribution

Think about the model assumptions.

v/ Normal Model Assumption. We are told that packing
times are well modeled by a Normal model, and we know
that the sum of two Normal random variables is also

Normal.

v/ Independence Assumption. There is no reason to think
that the packing time for one system would affect the

packing time for the next, so we can reasonably
assume the two are independent.

Mechanics Find the expected value.
(Expected values always add.)

Find the variance.

For sums of independent random vari-
ables, variances add. (In general, we don’t
need the variables to be Normal for this to
be true—just independent.)

Find the standard deviation.

Now we use the fact that both random
variables follow Normal distributions to
say that their sum is also Normal.

Sketch a picture of the Normal distribu-
tion for the total time, shading the region
representing over 20 minutes.

Find the z-score for 20 minutes.

Use technology or a table to find the
probability.

E(T) = E(F + F2)
E(F) + E(F2)

9 + 9 = 1& minutes

Since the times are independent,

Var(T) = Var(F, + F,)
= Var(P,) + Var(F,)
= 15" +15°

Var(T) = 450

SD(T) = V450 =~ 2.12 minutes
We can model the time, T, with a N (18, 2.12) model.

18 20
20 — 16
z=——"=094
212

P(T > 20) = P(z > 0.94) = 0.1736

Conclusion Interpret your result in context.

MEMO
Re: Computer Systems Packing

Using past history to build a model, we find slightly more
than a 17% chance that it will take more than 20 minutes

to pack an order of two stereo systems.

What percentage of stereo systems take longer to pack than to box?

Setup State the question.

Variables Define your random variables.

We want to estimate the percentage of the stereo eystems

that takes longer to pack than to box.

Let P = time for packing a system
B = time for boxing a system
D = difference in times to pack and box
a system



Write an appropriate equation.

What are we trying to find? Notice that
we can tell which of two quantities is
greater by subtracting and asking whether
the difference is positive or negative.

Remember to think about the assumptions.
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D=F-B

A system that takes longer to pack than to box will have
P > B, and so D will be positive. We want to find F(D > O).

v/ Normal Model Assumption. We are told that both
random variables are well modeled by Normal distribu-
tions, and we know that the difference of two Normal
random variables is also Normal.

v/ Independence Assumption. There is no reason to think
that the packing time for a system will affect its box-
ing time, so we can reasonably assume the two are
independent.

DO Mechanics Find the expected value.

For the difference of independent random
variables, the variance is the sum of the in-
dividual variances.

Find the standard deviation.
State what model you will use.

Sketch a picture of the Normal distri-
bution for the difference in times and
shade the region representing a difference
greater than zero.

Find the z-score. Then use a table or
technology to find the probability.

E(D) E(F - B)
= E(P) — E(B)
=9 — 6 = 3 minutes
Since the times are independent,
Var(D) = Var(F — B)
Var(F) + Var(B)
=15% + 1

var(D) = 3.25
SD(D) = V3.25 = 1.80 minutes

We can model D with N (3, 1.60).

_0-3

= —167
1.80

P(D > 0) = P(z> —167) = 0.9525

Conclusion Interpret your result in con-

REPORT

text.

MEMO
Re: Computer Systems Packing

In our second analysis, we found that just over 95% of all
the stereo systems will require more time for packing than
for boxing.

v
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9.5

The Normal Approximation for the Binomial

The Normal distribution can approximate discrete events when the number of pos-
sible events is large. In particular, it is a good model for sums of independent ran-
dom variables of which a Binomial random variable is a special case. Here’s an
example of how the Normal can be used to calculate binomial probabilities.
Suppose that the Tennessee Red Cross anticipates the need for at least 1850 units
of O-negative blood this year. It estimates that it will collect blood from 32,000
donors. How likely is the Tennessee Red Cross to meet its need? We learned how
to calculate such probabilities in Chapter 8. We could use the binomial model with
n = 32,000 and p = 0.06. The probability of getting exactly 1850 units of O-negative
blood from 32,000 donors is <312805000) X 0.06'%° X 0.94°1°. No calculator on
earth can calculate 32000 choose 1850 (it has more than 100,000 digits).” And that’s
just the beginning. The problem said az least 1850, so we would have to calculate it
again for 1851, for 1852, and all the way up to 32,000. When we’re dealing with
a large number of trials like this, making direct calculations of the probabilities
becomes tedious (or outright impossible).

The Binomial model has mean 7p = 1920 and standard deviation Vaupg ~
42.48. We can approximate its distribution with a Normal distribution using the
same mean and standard deviation. Remarkably enough, that turns out to be a
very good approximation. Using that mean and standard deviation, we can find
the probability:

1850 — 1920
= = = | = = — ~
P(X = 1850) P( = 4543 ) P(z = —1.65) ~ 0.95
There seems to be about a 95% chance that this Red Cross chapter will have
enough O-negative blood.

We can’t always use a Normal distribution to make estimates of Binomial
probabilities. The success of the approximation depends on the sample size.
Suppose we are searching for a prize in cereal boxes, where the probability of find-
ing a prize is 20%. If we buy five boxes, the actual Binomial probabilities that we
get 0, 1,2, 3,4, or 5 prizes are 33%, 41%, 20%, 5%, 1%, and 0.03 %, respectively.
The histogram just below shows that this probability model is skewed. We shouldn’t
try to estimate these probabilities by using a Normal model.

4 5

f
0 1 2 3

But if we open 50 boxes of this cereal and count the number of prizes we find,
we’ll get the histogram below. It is centered at #p = 50(0.2) = 10 prizes, as ex-
pected, and it appears to be fairly symmetric around that center.

"If your calculator can find Binom(32000, 0.06), then apparently it’s smart enough to use an
approximation.
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0 10 20 30 40 50

The third histogram (shown just below) shows the same distribution, still cen-
tered at the expected value of 10 prizes. It looks close to Normal for sure. With this
larger sample size, it appears that a Normal distribution might be a useful
approximation.

/*The continuity correction )

When we use a continuous model to model a set of discrete events, we may need to
make an adjustment called the continuity correction. We approximated the Binomial
distribution (50, 0.2) with a Normal distribution. But what does the Normal distribu-
tion say about the probability that X = 10? Every specific value in the Normal proba-
bility model has probability 0. That’s not the answer we want.

Because X is really discrete, it takes on the exact values 0, 1, 2, . . ., 50, each with pos-
itive probability. The histogram holds the secret to the correction. Look at the bin
corresponding to X = 10 in the histogram. It goes from 9.5 to 10.5. What we
really want is to find the area under the normal curve berween 9.5 and 10.5. So when
we use the Normal distribution to approximate discrete events, we go halfway to the
next value on the left and/or the right. We approximate P(X = 10) by finding
P(9.5 = X = 10.5). For a Binomial (50, 0.2), u = 10 and o = 2.83.

9.5 — 10 10.5 — 10)

SoP(9.5 = X =10.5) = P(W =z=—

= P(—0.177 = z = 0.177)
= 0.1405
By comparison, the exact Binomial probability is 0.1398.

)

A Normal distribution is a close enough approximation to the Binomial only
for a large enough number of trials. And what we mean by “large enough” depends
on the probability of success. We’d need a larger sample if the probability of suc-
cess were very low (or very high). It turns out that a Normal distribution works
pretty well if we expect to see at least 10 successes and 10 failures. That is, we check
the Success/Failure Condition.

Success/Failure Condition: A Binomial model is approximately Normal if we ex-
pect at least 10 successes and 10 failures:

np = 10 and ng = 10.
Why 10? Well, actually it’s 9, as revealed in the following Math Box.
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Math Box

Why Check np > 107?

It’s easy to see where the magic number 10 comes from. You just need to re-
member how Normal models work. The problem is that a Normal model
extends infinitely in both directions. But a Binomial model must have be-
tween 0 and 7 successes, so if we use a Normal to approximate a Binomial,
we have to cut off its tails. That’s not very important if the center of the
Normal model is so far from 0 and 7 that the lost tails have only a negligi-
ble area. More than three standard deviations should do it because a
Normal model has little probability past that.

So the mean needs to be at least 3 standard deviations from 0 and at
least 3 standard deviations from 7. Let’s look at the 0 end.

We require: mw—30c>0
Or, in other words: uw > 30
For a Binomial that’s: np > 3Vnpq
Squaring yields: ’p* > 9npg
Now simplify: np > 9q
Since ¢ = 1, we require: np > 9

For simplicity we usually demand that zp (and 7¢ for the other tail) be at least 10
to use the Normal approximation which gives the Success/Failure Condition.®

For Example Using the Normal distribution

Some LCD panels have stuck or “dead” pixels that have defective transistors and are permanently unlit. If a panel has too many
dead pixels, it must be rejected. A manufacturer knows that, when the production line is working correctly, the probability of
rejecting a panel is .07.

Questions:

a) How many screens do they expect to reject in a day’s production run of 500 screens? What is the standard deviation?

b) If they reject 40 screens today, is that a large enough number that they should be concerned that something may have gone
wrong with the production line?

c) In the past week of 5 days of production, they’ve rejected 200 screens—an average of 40 per day. Should that raise concerns?
Answers:
a) u = 0.07 X 500 = 35 is the expected number of rejects
o= Vapg = V500 X 0.07 X 0.93 = 5.7
40 — 35

b) P(X = 45) = P(z = ?> = P(z = 0.877) ~ 0.29, not an extraordinarily large number of rejects

¢) Using the Normal approximation:
w = 0.07 X 2500 = 1.75
o = V2500 x 0.07 X 0.93 = 12.757

200 — 175
12.757

P(X = 200) = P<z = > = P(z = 1.96) ~ 0.025

8Looking at the final step, we see that we need #p > 9 in the worst case, when ¢ (or p) is near 1, making the
Binomial model quite skewed. When ¢ and p are near 0.5—for example, between 0.4 and 0.6—the Binomial
model is nearly symmetric, and #p > 5 ought to be safe enough. Although we’ll always check for 10 expected
successes and failures, keep in mind that for values of p near 0.5, we can be somewhat more forgiving.
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Other Continuous Random Variables

The Normal distribution differs from the probability distributions we saw in Chap-
ter 8 because it doesn’t specify probabilities for individual values, but rather, for in-
tervals of values. When a random variable can take on any value in an interval, we
can’t model it using a discrete probability model and must use a continuous prob-
ability model instead. For any continuous random variable, the distribution of its
probability can be shown with a curve. That curve is called the probability den-
sity function (pdf), usually denoted as f{x). Technically, the curve we’ve been us-
ing to work with the Normal distribution is known as the Normal probability
density function.

0.4
0.3
0.2
0.1

0.0 } } } } } }
-3 -2 -1 0 1 2 3
Normal

Density

Figure 9.10 The standard Normal density function

(@ normal with mean 0 and standard deviation 1). The
probability of finding a z-score in any interval is the
area over that interval under the curve. For example,
the probability that the z-score falls between —1 and

1 is about 68%, which can be seen approximately from
the density function or found more precisely from a
table or technology.

Density functions must satisfy two requirements. They must stay nonnega-
tive for every possible value, and the total area under the curve must be exactly
1.0. This last requirement corresponds to the Probability Assignment Rule of
Chapter 7, which said that the total probability (equal to 1.0) must be assigned
somewhere.

Any density function can give the probability that the random variable lies in
an interval. But remember, the probability that X lies in the interval from # to & is
the area under the density function, f{x), between the values # and & and not the
value f(2) or f(b). In general, finding that area requires calculus or numerical
analysis, and is beyond the scope of this text. But for the models we’ll discuss, the
probabilities are found either from tables (the Normal) or simple computations
(Uniform).

There are many (in fact, there are an infinite number of) possible continuous
distributions, but we’ll explore only three of the most commonly used to model
business phenomena. In addition to the Normal distribution, we’ll look at the
Uniform distribution and the Exponential distribution.

~

/How can every value have probability 0?

At first it may seem illogical that each value of a continuous random variable has
probability 0. Let’s look at the standard Normal random variable, Z. We could find
(from a table, website, or computer program) that the probability that Z lies between
0 and 1 is 0.3413.

(continued)
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That’s the area under the Normal pdf (in red) between the values 0 and 1.
So, what's the probability that Z is between 0 and 1/10?

0.4
+ 03
=

0.2
0.1
0.0

it

Dens|

That area is only 0.0398. What is the chance then that Z will fall between 0 and
1/100? There’s not much area—the probability is only 0.0040. If we kept going, the

probability would keep getting smaller. The probability that Z is between 0 and
1/100,000 is less than 0.0001.
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So, what’s the probability that Z is exactly 0? Well, there’s 7o area under the curve right at
x = 0, so the probability is 0. It’s only intervals that have positive probability, but that’s
OK. In real life we never mean exactly 0.0000000000 or any other value. If you say “ex-
actly 164 pounds,” you might really mean between 163.5 and 164.5 pounds or even be-
tween 163.99 and 164.01 pounds, but realistically not 164.000000000 . . . pounds.

- J

The Uniform Distribution

We’ve already seen the discrete version of the uniform probability model. A contin-
uous uniform shares the principle that all events should be equally likely, but with a
continuous distribution we can’t talk about the probability of a particular value be-
cause each value has probability zero. Instead, for a continuous random variable X,
we say that the probability that X lies in any interval depends only on the length of
that interval. Not surprisingly the density function of a continuous uniform ran-
dom variable looks flat (see Figure 9.11).

The density function of a continuous uniform random variable defined on the
interval # to & can be defined by the formula (see Figure 9.11)

1
flx)=b—a

0 otherwise

if a=x=1b
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X

Figure 9.11  The density function of a continuous
uniform random variable on the interval from ato b.

From Figure 9.11, it’s easy to see that the probability that X lies in any interval be-
tween « and 4 is the same as any other interval of the same length. In fact, the prob-
ability is just the ratio of the length of the interval to the total length: & — 4. In
other words:

For values c and d (¢ = d) both within the interval [a, b]:
(d—¢)
(b — a)
As an example, suppose you arrive at a bus stop and want to model how long
you’ll wait for the next bus. The sign says that busses arrive about every 20 minutes,

but no other information is given. You might assume that the arrival is equally
likely to be anywhere in the next 20 minutes, and so the density function would be

Ple=X=4d)=

|

0 otherwise

and would look as shown in Figure 9.12.

0.10 —

=0.05 —

0 5 10 15 20
X

Figure 9.12 The density function of a continuous
uniform random variable on the interval [0,20]. Notice
that the mean (the balancing point) of the distribution
is at 10 minutes and that the area of the box is 1.

Just as the mean of a data distribution is the balancing point of a histogram, the
mean of any continuous random variable is the balancing point of the density func-
tion. Looking at Figure 9.12, we can see that the balancing point is halfway be-
tween the end points at 10 minutes. In general, the expected value is:

_atb

E(X) =5
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for a uniform distribution on the interval (4, 5). With 2 = 0 and b = 20, the ex-
pected value would be 10 minutes.
The variance and standard deviation are less intuitive:
(b — a)? — 32
Var(x) =~ spxy = [
12 12
Using these formulas, our bus wait will have an expected value of 10 minutes with a
— 0\
standard deviation of 20-07 _ 5.77 minutes.
12
2 Asa group, the Dutch are among the tallest people in Normal model is appropriate for the distributions of
the world. The average Dutch man is 184 cm tall—just driving times.
over 6 feet (and /th//e average Dutch woman is 170'8. cm a) How often will you arrive at work in less than
tall—just over 5'7"). .Iffa Normal m(_)del is appropriate 22 minutes?
and the standard deviation for men is about 8 cm, what b) How often will it take you more than 24 minutes?
percentage of all Dutch men will be over 2 meters ) AR o ) )
(6'6") tall? ¢) Do you think the distribution of your driving times is
' unimodal and symmetric?
3 Suppose it takes you 20 minutes, on average, to drive to d) What does this say about the accuracy of your predic-

work, with a standard deviation of 2 minutes. Suppose a

tion? Explain.

The Exponential Model

We saw in Chapter 8 that the Poisson distribution is a good model for the arrival of, or
occurrence, of events. We found, for example, the probability that x visits to our web-
site will occur within the next minute. The exponential distribution with parameter A
can be used to model the time berween those events. Its density function has the form:

flx) =A™ forx=0and >0
The use of the parameter A again is not coincidental. It highlights the relationship
between the exponential and the Poisson.

1.0 +

08 +

| Figure 9.13 The exponential density function with A = 1.

If a discrete random variable can be modeled by a Poisson model with rate A,
then the times between events can be modeled by an exponential model with the
same parameter A. The mean of the exponential is 1/A. The inverse relationship
between the two means makes intuitive sense. If A increases and we expect 7zore hits
per minute, then the expected time between hits should go down. The standard
deviation of an exponential random variable is 1/A.
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Like any continuous random variable, probabilities of an exponential random vari-
able can be found only through the density function. Fortunately, the area under the ex-
ponential density between any two values, s and ¢ (s = t), has a particularly easy form:

Ps=X=t)=e¢M—e™

In particular, by setting s to be 0, we can find the probability that the waiting time
will be less than # from

PX=t)=P0=X=t)=eM—eM=1-¢™

The function P(X = t) = F(t) is called the cumulative distribution func-
tion (cdf) of the random variable X. If arrivals of hits to our website can be well
modeled by a Poisson with A = 4/minute, then the probability that we’ll have to
wait less than 20 seconds (1/3 of a minute) is F(1/3) = P(0 = X =1/3) =
1 — ¢ *3 = 0.736. That seems about right. Arrivals are coming about every 15 sec-
onds on average, so we shouldn’t be surprised that nearly 75% of the time we won’t
have to wait more than 20 seconds for the next hit.

What Can Go Wrong?

* Probability models are still just models. Models can be useful, but they are
not reality. Think about the assumptions behind your models. Question prob-
abilities as you would data.

° Don’t assume everything’s Normal. Just because a random variable is con-
tinuous or you happen to know a mean and standard deviation doesn’t mean
that a Normal model will be useful. You must think about whether the
Normality Assumption is justified. Using a Normal model when it really
does not apply will lead to wrong answers and misleading conclusions.

A sample of CEOs has a mean total compensation of $10,307,311.87 with a
standard deviation of $17,964,615.16. Using the Normal model rule, we should
expect about 68% of the CEOs to have compensations between —$7,657,303.29
and $28,271,927.03. In fact, more than 90% of the CEOs have annual compen-
sations in this range. What went wrong? The distribution is skewed, not sym-
metric. Using the 68-95-99.7 Rule for data like these will lead to silly results.

T T 1 f f } F——t—— } } —— } —— } } } } } } —
0 10,000,000 30,000,000 50,000,000 70,000,000 90,000,000 110,000,000 130,000,000 150,000,000 170,000,000 190,000,000 210,000,000 230,000,000
D:l @O%ogo ° Oog L4 © %o ° o o

Annual Compensation ($)

* Don’t use the Normal approximation with small n. To use a Normal ap-
proximation in place of a Binomial model, there must be at least 10 expected
successes and 10 expected failures.

J
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Ethics in Action

Ithough e-government services are available

online, many Americans, especially those

who are older, prefer to deal with government

agencies in person. For this reason, the U.S.
Social Security Administration (SSA) has local offices
distributed across the country. Pat Mennoza is the
office manager for one of the larger SSA offices in
Phoenix. Since the initiation of the SSA website, his
staff has been severely reduced. Yet, because of the
number of retirees in the area, his office is one of the
busiest. Although there have been no formal com-
plaints, Pat expects that customer waiting times have
increased. He decides to keep track of customer wait
times for a one-month period in the hopes of making a
case for hiring additional staff. He finds that the aver-
age wait time is 5 minutes with a standard deviation of

his office wait longer than 5 minutes for service. The
target wait time is 10 minutes or less. Applying the
Normal probability model, Pat finds that more than
20% of customers will have to wait longer than 10
minutes! He has uncovered what he suspected. His
next step is to request additional staff based on his
findings.

ETHICAL ISSUE Waiting times are generally skewed and
therefore not usually modeled using the Normal distribution. Pat
should have checked the data to see if a Normal model was appro-
priate. Using the Normal for data that are highly skewed to the
right will inflate the probability a customer will have to wait longer
than 10 minutes. Related to Item A, ASA Ethical Guidelines.

ETHICAL SOLUTION Check reasonableness of applying the

6 minutes. He reasons that 50% of customers who visit  Normal probability model.

What Have We Learned?

Learning Objectives m Recognize normally distributed data by making a histogram and
checking whether it is unimodal, symmetric, and bell-shaped, or by
making a normal probability plot using technology and checking whether
the plot is roughly a straight line.

* The Normal model is a distribution that will be important for much of the
rest of this course.

¢ Before using a Normal model, we should check that our data are plausibly from
a normally distributed population.

* A Normal probability plot provides evidence that the data are Normally distrib-
uted if it is linear.

m Understand how to use the Normal model to judge whether a value is

extreme.

e Standardize values to make z-scores and obtain a standard scale. Then refer to
a standard Normal distribution.

* Use the 68-95-99.7 Rule as a rule-of-thumb to judge whether a value is extreme.
= Know how to refer to tables or technology to find the probability of a
value randomly selected from a Normal model falling in any interval.
* Know how to perform calculations about Normally distributed values and
probabilities.
m Recognize when independent random Normal quantities are being added
or subtracted.
® The sum or difference will also follow a Normal model
* The variance of the sum or difference will be the sum of the individual variances.
® The mean of the sum or difference will be the sum or difference, respectively, of

the means.

m Recognize when other continuous probability distributions are
appropriate models.



Terms

68-95-99.7 Rule
(or Empirical Rule)

Cumulative distribution
function (cdf)

Exponential Distribution

Normal Distribution
Normal probability plot

Probability Density Function
(pdf)

Standard Normal model or
Standard Normal distribution

Uniform Distribution

Briefcase
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In a Normal model, 68% of values fall within one standard deviation of the mean, 95% fall
within two standard deviations of the mean, and 99.7% fall within three standard deviations
of the mean. This is also approximately true for most unimodal, symmetric distributions.

A function for a continuous probability model that gives the probability of all values
below a given value.

A continuous distribution appropriate for modeling the times between events whose
occurrences follow a Poisson model.

A unimodal, symmetric, “bell-shaped” distribution that appears throughout Statistics.

A display to help assess whether a distribution of data is approximately Normal. If the plot
is nearly straight, the data satisty the Nearly Normal Condition.

A function for any continuous probability model that gives the probability of a random
value falling between any two values as the area under the pdf between those two values.

A Normal model, N(u, o) with mean w = 0 and standard deviation o = 1.

A continuous distribution that assigns a probability to any range of values (between 0
and 1) proportional to the difference between the values.

The CAPE10 index is based on the Price/Earnings (P/E) ratios of stocks. We can
examine the P/E ratios without applying the smoothing techniques used to find
the CAPE10. The file CAPE10 holds the data, giving dates, CAPE10 values, and

P/E values.
Examine the P/E values. Would you judge that a Normal model would
be appropriate for those values from the 1880s through the 1980s? Explain
(and show the plots you made.)
Now consider the more recent P/E values in this context. Do you
think they have been extreme? Explain.
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Technology Help: Making Normal Probability Plots

The best way to tell whether your data can be modeled well by a
Normal model is to make a picture or two. We’ve already talked
about making histograms. Normal probability plots are almost never
made by hand because the values of the Normal scores are tricky to
find. But most statistics software make Normal plots, though various
packages call the same plot by different names and array the infor-
mation differently.

EXCEL XLSTAT®

Excel offers a “Normal probability plot” as part of the Regression
command in the Data Analysis extension, but (as of this writing) it is
not a correct Normal probability plot and should not be used.

JMP

To make a “Normal Quantile Plot” in JMP,
e Make a histogram using Distributions from the Analyze menu.
e (lick on the drop-down menu next to the variable name.
e Choose Normal Quantile Plot from the drop-down menu.
e JMP opens the plot next to the histogram.
Comments
JMP places the ordered data on the vertical axis and the Normal

scores on the horizontal axis. The vertical axis aligns with the
histogram’s axis, a useful feature.

Exercises

To make a “Normal Probability Plot” in MINITAB,

e (Choose Probability Plot from the Graph menu.

e Select “Single” for the type of plot. Click OK.

e Enter the name of the variable in the “Graph variables” box.
Click OK.

Comments
MINITAB places the ordered data on the horizontal axis and the
Normal scores on the vertical axis.

To make a Normal “P-P plot” in SPSS,
e (Choose P-P from the Graphs menu.
e Select the variable to be displayed in the source list.
e (Click the arrow button to move the variable into the target list.
e (lick the OK button.
Comments
SPSS places the ordered data on the horizontal axis and the

Normal scores on the vertical axis. You may safely ignore the
options in the P-P dialog.

SECTION 9.1

1. An incoming MBA student took placement exams in
economics and mathematics. In economics, she scored
82 and in math 86. The overall results on the economics
exam had a mean of 72 and a standard deviation of 8,
while the mean math score was 68, with a standard devi-
ation of 12. On which exam did she do better compared
with the other students?

2. The first Statistics exam had a mean of 65 and a stan-
dard deviation of 10 points; the second had a mean of 80
and a standard deviation of 5 points. Derrick scored an
80 on both tests. Julie scored a 70 on the first test and a
90 on the second. They both totaled 160 points on the
two exams, but Julie claims that her total is better.
Explain.

3. Your company’s Human Resources department admin-
isters a test of “Executive Aptitude.” They report test
grades as z-scores, and you got a score of 2.20. What does
this mean?

4, After examining a child at his 2-year checkup, the boy’s
pediatrician said that the z-score for his height relative to
American 2-year-olds was —1.88. Write a sentence to ex-
plain to the parents what that means.

5. Your company will admit to the executive training pro-
gram only people who score in the top 3% on the executive
aptitude test discussed in Exercise 1.

a) With your z-score of 2.20, did you make the cut?
b) What do you need to assume about test scores to find
your answer in part a?



6. The pediatrician in Exercise 4 explains to the parents
that the most extreme 5% of cases often require special
treatment or attention.

a) Does this child fall into that group?
b) What do you need to assume about the heights of
2-year-olds to find your answer to part a?

SECTION 9.2

7. The Environmental Protection Agency (EPA) fuel
economy estimates for automobiles suggest a mean of
24.8 mpg and a standard deviation of 6.2 mpg for highway
driving. Assume that a Normal model can be applied.

a) Draw the model for auto fuel economy. Clearly label it,
showing what the 68-95-99.7 Rule predicts about miles
per gallon.

b) In what interval would you expect the central 68% of
autos to be found?

¢) About what percent of autos should get more than
31 mpg?

d) About what percent of cars should get between 31 and
37.2 mpg?

e) Describe the gas mileage of the worst 2.5% of all cars.

8. Some IQ) tests are standardized to a Normal model with
a mean of 100 and a standard deviation of 16.

a) Draw the model for these 1Q scores. Clearly label it,
showing what the 68-95-99.7 Rule predicts about the
scores.

b) In what interval would you expect the central 95% of
1Q scores to be found?

¢) About what percent of people should have IQ scores
above 116?

d) About what percent of people should have 1Q scores
between 68 and 84?

e) About what percent of people should have IQ scores
above 1327

9. What percent of a standard Normal model is found in
each region? Be sure to draw a picture first.

az>15

b) z < 2.25

c) -1 <z<1.15
d |z] > 0.5

10. What percent of a standard Normal model is found in
each region? Draw a picture first.

a) z > —2.05

b) z < —0.33

c) 1.2 <z<1.8

d) |z| < 1.28

11. In a standard Normal model, what value(s) of z cut(s)
off the region described? Don’t forget to draw a picture.

a) the highest 20%
b) the highest 75%
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c) the lowest 3%
d) the middle 90%

12. In a standard Normal model, what value(s) of z cut(s)
off the region described? Remember to draw a picture first.

a) the lowest 12%
b) the highest 30%
c) the highest 7%
d) the middle 50%

SECTION 9.3

13. Speeds of cars were measured as they passed one point
on a road to study whether traffic speed controls were
needed. Here’s a histogram and normal probability plot of
the measured speeds. Is a Normal model appropriate for
these data? Explain.
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14. Has the Consumer Price Index (CPI) fluctuated around
its mean according to a Normal model? Here are some dis-
plays. Is a Normal model appropriate for these data? Explain.
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SECTION 9.4

15. For a new type of tire, a NASCAR team found the av-
erage distance a set of tires would run during a race is 168
miles, with a standard deviation of 14 miles. Assume that
tire mileage is independent and follows a Normal model.

a) If the team plans to change tires twice during a 500-mile
race, what is the expected value and standard deviation of
miles remaining after two changes?

b) What is the probability they won’t have to change tires a
third time before the end of a 500-mile race?

16. In the 4 X 100 medley relay event, four swimmers
swim 100 yards, each using a different stroke. A college
team preparing for the conference championship looks at
the times their swimmers have posted and creates a model
based on the following assumptions:

® The swimmers’ performances are independent.

* Each swimmer’s times follow a Normal model.

¢ The means and standard deviations of the times (in sec-
onds) are as shown here.

Swimmer Mean | SD
1 (backstroke) 50.72 | 0.24
2 (breaststroke) | 55.51 | 0.22
3 (butterfly) 49.43 | 0.25
4 (freestyle) 4491 | 0.21

a) What are the mean and standard deviation for the relay
team’s total time in this event?

b) The team’s best time so far this season was 3:19.48.
(That’s 199.48 seconds.) What is the probability that they
will beat that time in the next event?

SECTION 9.5

17. Because many passengers who make reservations do
not show up, airlines often overbook flights (sell more tick-
ets than there are seats). A Boeing 767-400ER holds 245
passengers. If the airline believes the rate of passenger no-
shows is 5% and sells 255 tickets, is it likely they will not
have enough seats and someone will get bumped?

a) Use the Normal model to approximate the Binomial to
determine the probability of at least 246 passengers show-
ing up.

b) Should the airline change the number of tickets they sell
for this flight? Explain.

18. Shortly after the introduction of the Belgian euro coin,
newspapers around the world published articles claiming
the coin is biased. The stories were based on reports that
someone had spun the coin 250 times and gotten 140 heads—
that’s 56% heads.

a) Use the Normal model to approximate the Binomial to
determine the probability of spinning a fair coin 250 times
and getting at least 140 heads.

b) Do you think this is evidence that spinning a Belgian
euro is unfair? Would you be willing to use it at the begin-
ning of a sports event? Explain.

SECTION 9.6

19. A cable provider wants to contact customers in a par-
ticular telephone exchange to see how satisfied they are
with the new digital TV service the company has provided.
All numbers are in the 452 exchange, so there are 10,000
possible numbers from 452-0000 to 452-9999. If they se-
lect the numbers with equal probability:

a) What distribution would they use to model the selection?
b) The new business “incubator” was assigned the 200 num-
bers between 452-2500 and 452-2699, but these businesses
don’t subscribe to digital T'V. What is the probability that the
randomly selected number will be for an incubator business?
¢) Numbers above 9000 were only released for domestic
use last year, so they went to newly constructed residences.
What is the probability that a randomly selected number
will be one of these?

20. In an effort to check the quality of their cell phones, a
manufacturing manager decides to take a random sample of
10 cell phones from yesterday’s production run, which pro-
duced cell phones with serial numbers ranging (according
to when they were produced) from 43005000 to 43005999.
If each of the 1000 phones is equally likely to be selected:

a) What distribution would they use to model the selection?
b) What is the probability that a randomly selected cell
phone will be one of the last 100 to be produced?

¢) What is the probability that the first cell phone selected
is either from the last 200 to be produced or from the first
50 to be produced?

CHAPTER EXERCISES

For Exercises 21-28, use the 68-95-99.7 Rule to approxi-
mate the probabilities rather than using technology to find
the values more precisely. Answers given for probabilities
or percentages from Exercise 29 and on assume that a cal-
culator or software has been used. Answers found from
using Z-tables may vary slightly.

@ 21. Mutual fund returns. In the last quarter of 2007, a

group of 64 mutual funds had a mean return of 2.4% with
a standard deviation of 5.6%. If a Normal model can be
used to model them, what percent of the funds would you
expect to be in each region?

Be sure to draw a picture first.

a) Returns of 8.0% or more

b) Returns of 2.4% or less

¢) Returns between —8.8% and 13.6%
d) Returns of more than 19.2%



22. Human resource testing. Although controversial and
the subject of some recent law suits (e.g., Satchell et al. vs.
FedEx Express), some human resource departments admin-
ister standard IQ tests to all employees. The Stanford-
Binet test scores are well modeled by a Normal model with
mean 100 and standard deviation 16. If the applicant pool
is well modeled by this distribution, a randomly selected
applicant would have what probability of scoring in the fol-
lowing regions?

a) 100 or below

b) Above 148

c) Between 84 and 116

d) Above 132

23. Mutual funds, again. From the 64 mutual funds in
Exercise 21 with quarterly returns that are well modeled by
a Normal model with a mean of 2.4% and a standard devi-
ation of 5.6%, find the cutoff return value(s) that would
separate the

a) highest 50%.
b) highest 16%.
c) lowest 2.5%.
d) middle 68%.

24. Human resource testing, again. For the IQ test adminis-
tered by human resources and discussed in Exercise 22,
what cutoff value would separate the

a) lowest 0.15% of all applicants?
b) lowest 16%?

¢) middle 95%?

d) highest2.5%?

25. Currency exchange rates. The daily exchange rates for
the five-year period 2003 to 2008 between the euro (EUR)
and the British pound (GBP) are well modeled by a
Normal distribution with mean 1.459 euros (to pounds)
and standard deviation 0.033 euros. Given this model,
what is the probability that on a randomly selected day
during this period, the pound was worth

a) less than 1.459 euros?

b) more than 1.492 euros?

c) less than 1.393 euros?

d) Which would be more unusual, a day on which the
pound was worth less than 1.410 euros or more than
1.542 euros?

26. Stock prices. For the 900 trading days from January
2003 through July 2006, the daily closing price of IBM
stock (in $) is well modeled by a Normal model with mean
$85.60 and standard deviation $6.20. According to this
model, what is the probability that on a randomly selected
day in this period the stock price closed

a) above $91.80?
b) below $98.00?
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¢) between $73.20 and $98.00?
d) Which would be more unusual, a day on which the stock
price closed above $93 or below $70?

27. Currency exchange rates, again. For the model of the
EUR/GBP exchange rate discussed in Exercise 25, what
would the cutoff rates be that would separate the

a) highest 16% of EUR/GBP rates?
b) lowest 50%?
¢) middle 95%?
d) lowest 2.5%?

28. Stock prices, again. According to the model in Exercise 26,
what cutoff value of price would separate the

a) lowest 16% of the days?
b) highest 0.15%?

¢) middle 68%?

d) highest 50%?

29. Mutual fund probabilities. According to the Normal
model N(0.024, 0.056) describing mutual fund returns in
the 4th quarter of 2007 in Exercise 21, what percent of this
group of funds would you expect to have return

a) over 6.8%?

b) between 0% and 7.6%?
¢) more than 1%?

d) less than 0%?

30. Normal IQs. Based on the Normal model N(100, 16)
describing IQ scores from Exercise 22, what percent of
applicants would you expect to have scores

a) over 807

b) under 90?

) between 112 and 1327
d) over 125?

31. Mutual funds, once more. Based on the model N(0.024,
0.056) for quarterly returns from Exercise 21, what are the
cutoff values for the

a) highest 10% of these funds?
b) lowest 20%°?

¢) middle 40%?

d) highest 80%?

32. More IQs. In the Normal model N(100, 16) for 1Q
scores from Exercise 22, what cutoff value bounds the

a) highest 5% of all 1Qs?
b) lowest 30% of the 1Qs?
¢) middle 80% of the 1Qs?
d) lowest 90% of all 1Qs?
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33. Mutual funds, finis. Consider the Normal model N(0.024,
0.056) for returns of mutual funds in Exercise 21 one last
time.

a) What value represents the 40th percentile of these returns?
b) What value represents the 99th percentile?

¢) What's the IQR of the quarterly returns for this group
of funds?

34, 1Qs, finis. Consider the IQ model N(100, 16) one last
time.

a) What IQ represents the 15th percentile?
b) What IQ represents the 98th percentile?
¢) What’s the IQR of the IQs?

35. Parameters. Every Normal model is defined by its pa-
rameters, the mean and the standard deviation. For each
model described here, find the missing parameter. As al-
ways, start by drawing a picture.

a) u=20,45% above 30; 0 = ?

b) u = 88, 2% below 50; 0 = ?

¢) o = 5,80% below 100; u = ?

d) o = 15.6,10% above 17.2; u = ?

36. Parameters, again. Every Normal model is defined by
its parameters, the mean and the standard deviation. For
each model described here, find the missing parameter.
Don’t forget to draw a picture.

a) u = 1250, 35% below 1200; o = ?
b) u = 0.64, 12% above 0.70; 0 = ?
c) o = 0.5,90% above 10.0; u = ?
d) o = 220,3% below 202; u = ?

37. SAT or ACT? Each year thousands of high school stu-
dents take either the SAT or ACT, standardized tests used
in the college admissions process. Combined SAT scores
can go as high as 1600, while the maximum ACT compos-
ite score is 36. Since the two exams use very different
scales, comparisons of performance are difficult. (A con-
venient rule of thumb is SAT = 40 X ACT + 150; that is,
multiply an ACT score by 40 and add 150 points to esti-
mate the equivalent SAT score.) Assume that one year the
combined SAT can be modeled by N(1000, 200) and the
ACT can be modeled by N(27, 3). If an applicant to a uni-
versity has taken the SAT and scored 1260 and another stu-
dent has taken the ACT and scored 33, compare these
students scores using z-values. Which one has a higher rel-
ative score? Explain.

38. Economics. Anna, a business major, took final exams in
both Microeconomics and Macroeconomics and scored 83
on both. Her roommate Megan, also taking both courses,
scored 77 on the Micro exam and 95 on the Macro exam.
Opverall, student scores on the Micro exam had a mean of
81 and a standard deviation of 5, and the Macro scores had

a mean of 74 and a standard deviation of 15. Which stu-
dent’s overall performance was better? Explain.

39. Claims. Two companies make batteries for cell phone
manufacturers. One company claims a mean life span of
2 years, while the other company claims a mean life span of
2.5 years (assuming average use of minutes/month for the
cell phone).

a) Explain why you would also like to know the standard
deviations of the battery life spans before deciding which
brand to buy.

b) Suppose those standard deviations are 1.5 months for
the first company and 9 months for the second company.
Does this change your opinion of the batteries? Explain.

@ 40. Car speeds. The police department of a major city

needs to update its budget. For this purpose, they need to
understand the variation in their fines collected from mo-
torists for speeding. As a sample, they recorded the speeds
of cars driving past a location with a 20 mph speed limit, a
place that in the past has been known for producing fines.
The mean of 100 readings was 23.84 mph, with a standard
deviation of 3.56 mph. (The police actually recorded every
car for a two-month period. These are 100 representative
readings.)

a) How many standard deviations from the mean would a
car going the speed limit be?

b) Which would be more unusual, a car traveling 34 mph
or one going 10 mph?

41. CEOs. A business publication recently released a study
on the total number of years of experience in industry
among CEOs. The mean is provided in the article, but not
the standard deviation. Is the standard deviation most
likely to be 6 months, 6 years, or 16 years? Explain which
standard deviation is correct and why.

42. Stocks. A newsletter for investors recently reported
that the average stock price for a blue chip stock over the
past 12 months was $72. No standard deviation was given.
Is the standard deviation more likely to be $6, $16, or $60?
Explain.

43. Web visitors. A website manager has noticed that during
the evening hours, about 3 people per minute check out from
their shopping cart and make an online purchase. She be-
lieves that each purchase is independent of the others.

a) What model might you suggest to model the number of
purchases per minute?

b) What model would you use to model the time between
events?

¢) What is the mean time between purchases?

d) What is the probability that the time to the next pur-
chase will be between 1 and 2 minutes?



44, Monitoring quality. A cell phone manufacturer samples
cell phones from the assembly to test. She noticed that the
number of faulty cell phones in a production run of cell
phones is usually small and that the quality of one day’s run
seems to have no bearing on the next day.

a) What model might you use to model the number of
faulty cell phones produced in one day?

She wants to model the time between the events of produc-
ing a faulty phone. The mean number of defective cell
phones is 2 per day.

b) What model would you use to model the time between
events?

¢) What would the probability be that the time to the next
failure is 1 day or less?

d) What is the mean time between failures?

45, Lefties. A lecture hall has 200 seats with folding arm
tablets, 30 of which are designed for left-handers. The
typical size of classes that meet there is 188, and we can
assume that about 13% of students are left-handed. Use a
Normal approximation to find the probability that a right-
handed student in one of these classes is forced to use a

lefty arm tablet.

46. Seatbelts. Police estimate that 80% of drivers wear
their seatbelts. They set up a safety roadblock, stopping
cars to check for seatbelt use. If they stop 120 cars, what’s
the probability they find at least 20 drivers not wearing
their seatbelt? Use a Normal approximation.

47. Rickets. Vitamin D is essential for strong, healthy
bones. Although the bone disease rickets was largely elimi-
nated in England during the 1950s, some people there are
concerned that this generation of children is at increased
risk because they are more likely to watch TV or play com-
puter games than spend time outdoors. Recent research
indicated that about 20% of British children are deficient
in vitamin D. A company that sells vitamin D supplements
tests 320 elementary school children in one area of
the country. Use a Normal approximation to find the prob-
ability that no more than 50 of them have vitamin D
deficiency.

48. Tennis. A tennis player has taken a special course to
improve her serving. She thinks that individual serves are
independent of each other. She has been able to make a
successful first serve 70% of the time. Use a Normal ap-
proximation to find the probability she’ll make at least 65
of her first serves out of the 80 she serves in her next match
if her success percentage has not changed.

49. Low job satisfaction. Suppose that job satisfaction
scores can be modeled with N(100, 12). Human resource
departments of corporations are generally concerned if the
job satisfaction drops below a certain score. What score
would you consider to be unusually low? Explain.
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50. Low return. Exercise 21 proposes modeling quarterly re-
turns of a group of mutual funds with N(0.024, 0.056). The
manager of this group of funds would like to flag any fund
whose return is unusually low for a quarter. What level of re-
turn would you consider to be unusually low? Explain.

51. Management survey. A survey of 200 middle managers
showed a distribution of the number of hours of exercise
they participated in per week with a mean of 3.66 hours
and a standard deviation of 4.93 hours.

a) According to the Normal model, what percent of man-
agers will exercise fewer than one standard deviation below
the mean number of hours?

b) For these data, what does that mean? Explain.

¢) Explain the problem in using the Normal model for
these data.

52. Customer database. A large philanthropic organization
keeps records on the people who have contributed to their
cause. In addition to keeping records of past giving, the or-
ganization buys demographic data on neighborhoods from
the U.S. Census Bureau. Eighteen of these variables con-
cern the ethnicity of the neighborhood of the donor. Here
is a histogram and summary statistics for the percentage of
whites in the neighborhoods of 500 donors.
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a) Which is a better summary of the percentage of white
residents in the neighborhoods, the mean or the median?
Explain.

b) Which is a better summary of the spread, the IQR or
the standard deviation? Explain.

¢) From a Normal model, about what percentage of neigh-
borhoods should have a percent white residents within one
standard deviation of the mean?

d) What percentage of neighborhoods actually have a per-
cent white within one standard deviation of the mean?

e) Explain the problem in using the Normal model for
these data.
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53. Drug company. Manufacturing and selling drugs that
claim to reduce an individual’s cholesterol level is big busi-
ness. A company would like to market their drug to women
if their cholesterol is in the top 15%. Assume the choles-
terol levels of adult American women can be described by a
Normal model with a mean of 188 mg/dL and a standard
deviation of 24.

a) Draw and label the Normal model.

b) What percent of adult women do you expect to have
cholesterol levels over 200 mg/dL?

¢) What percent of adult women do you expect to have
cholesterol levels between 150 and 170 mg/dL?

d) Estimate the interquartile range of the cholesterol levels.
) Above what value are the highest 15% of women’s cho-
lesterol levels?

54, Tire company. A tire manufacturer believes that the
tread life of its snow tires can be described by a Normal
model with a mean of 32,000 miles and a standard devia-
tion of 2500 miles.

a) If you buy a set of these tires, would it be reasonable for
you to hope that they’ll last 40,000 miles? Explain.

b) Approximately what fraction of these tires can be ex-
pected to last less than 30,000 miles?

¢) Approximately what fraction of these tires can be ex-
pected to last between 30,000 and 35,000 miles?

d) Estimate the IQR for these data.

e) In planning a marketing strategy, a local tire dealer
wants to offer a refund to any customer whose tires fail to
last a certain number of miles. However, the dealer does
not want to take too big a risk. If the dealer is willing to
give refunds to no more than 1 of every 25 customers, for
what mileage can he guarantee these tires to last?

1

a) On the first test, the mean is 88 and the SD is 4, so
z = (90 — 88)/4 = 0.5. On the second test, the
mean is 75 and the SD is 5,s0z = (80 — 75)/5 =

1.0. The first test has the lower z-score, so it is
the one that will be dropped.

b) The second test is 1 standard deviation above the
mean, farther away than the first test, so it’s the
better score relative to the class.

The mean is 184 centimeters, with a standard devia-
tion of 8 centimeters. 2 meters is 200 centimeters,
which is 2 standard deviations above the mean. We
expect 5% of the men to be more than 2 standard
deviations below or above the mean, so half of those,
2.5%, are likely to be above 2 meters.

a) We know that 68% of the time we’ll be within
1 standard deviation (2 min) of 20. So 32% of the
time we’ll arrive in less than 18 or more than
22 minutes. Half of those times (16%) will be
greater than 22 minutes, so 84% will be less than
22 minutes.

b) 24 minutes is 2 standard deviations above the
mean. Because of the 95% rule, we know 2.5%
of the times will be more than 24 minutes.

¢) Traffic incidents may occasionally increase the time
it takes to get to school, so the driving times may
be skewed to the right, and there may be outliers.

d) If so, the Normal model would not be appropri-
ate and the percentages we predict would not be
accurate.
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10

Marketing Credit Cards:
The MBNA Story

When Delaware substantially raised its interest rate

ceiling in 1981, banks and other lending institutions
rushed to establish corporate headquarters there. One of
these was the Maryland Bank National Association,
which established a credit card branch in Delaware
using the acronym MBNA. Starting in 1982 with
250 employees in a vacant supermarket in Ogletown,
Delaware, MBNA grew explosively in the next
two decades.

One of the reasons for this growth was
MBNA’s use of affinity groups—issuing
cards endorsed by alumni associations,
sports teams, interest groups, and labor
unions, among others. MBNA sold
the idea to these groups by letting
them share a small percentage of the
profit. By 2006, MBNA had become
Delaware’s largest private employer.
At its peak, MBNA had more than 50 million
cardholders and had outstanding credit card loans
of $82.1 billion, making MBNA the third-largest
U.S. credit card bank.
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WHO  Cardholders of a bank’s credit card

WHAT  Whether cardholders increased
their spending by at least $800
in the subsequent month

WHEN  February 2008
WHERE United States

WHY  To predict costs and benefits of a
program offer

10.1

P
Imagine
We see only the sample we actually
drew, but if we #agine the results
of all the other possible samples
we could have drawn (by modeling
or simulating them), we can learn
more.

“In American corporate history, I doubt there are many companies
that burned as brightly, for such a short period of time, as MBNA,”
said Rep. Mike Castle, R-Del.! MBNA was bought by Bank of
America in 2005 for $35 billion. Bank of America kept the brand
briefly before issuing all cards under its own name in 2007.

nlike the early days of the credit card industry when MBNA established

itself, the environment today is intensely competitive, with companies

constantly looking for ways to attract new customers and to maximize

the profitability of the customers they already have. Many of the large
companies have millions of customers, so instead of trying out a new idea with all
their customers, they almost always conduct a pilot study or trial first, conducting a
survey or an experiment on a sample of their customers.

Credit card companies make money on their cards in three ways: they earn a
percentage of every transaction, they charge interest on balances that are not paid
in full, and they collect fees (yearly fees, late fees, etc.). To generate all three types
of revenue, the marketing departments of credit card banks constantly seek ways to
encourage customers to increase the use of their cards.

A marketing specialist at one company had an idea of offering double air miles
to their customers with an airline-affiliated card if they increased their spending by
at least $800 in the month following the offer. To forecast the cost and revenue of
the offer, the finance department needed to know what percent of customers would
actually qualify for the double miles. The marketer decided to send the offer to a
random sample of 1000 customers to find out. In that sample, she found that 211
(21.1%) of the cardholders increased their spending by more than the required
$800. But, another analyst drew a different sample of 1000 customers of whom 202
(20.2%) of the cardholders exceeded $800.

The two samples don’t agree. We know that observations vary, but how much
variability among samples should we expect to see?

Why do sample proportions vary at all> How can two samples of the same pop-
ulation measuring the same quantity get different results? The answer is funda-
mental to statistical inference. Each proportion is based on a different sample of
cardholders. The proportions vary from sample to sample because the samples are
comprised of different people.

The Distribution of Sample Proportions

We’d like to know how much proportions can vary from sample to sample.
We’ve talked about Plan, Do, and Report, but to learn more about the variability, we
have to add Imagine. When we sample, we see only the results from the actual sam-
ple that we draw, but we can imagine what we might have seen had we drawn a//
other possible random samples. What would the histogram of all those sample
proportions look like?

If we could take many random samples of 1000 cardholders, we would find the
proportion of each sample who spent more than $800 and collect all of those
proportions into a histogram. Where would you expect the center of that histogram to
be? Of course, we don’t know the answer, but it is reasonable to think that it will be at
the true proportion in the population. We probably will never know the value of the
true proportion. But it is important to us, so we’ll give it a label, p for “true proportion.”

"Delaware News Online, January 1, 2006.
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In fact, we can do better than just imagining. We can simulate. We can’t really
take all those different random samples of size 1000, but we can use a computer to
pretend to draw random samples of 1000 individuals from some population of val-
ues over and over. In this way, we can study the process of drawing many samples
from a real population. A simulation can help us understand how sample propor-
tions vary due to random sampling.

When we have only two possible outcomes for an event, the convention in
Statistics is to arbitrarily label one of them “success” and the other “failure.” Here,
a “success” would be that a customer increases card charges by at least $800, and a
“failure” would be that the customer didn’t. In the simulation, we’ll set the true
proportion of successes to a known value, draw random samples, and then record
the sample proportion of successes, which we’ll denote by p, for each sample.

"The proportion of successes in each of our simulated samples will vary from one
sample to the next, but the way in which the proportions vary shows us how the pro-
portions of real samples would vary. Because we can specify the true proportion of suc-
cesses, we can see how close each sample comes to estimating that true value. Here’s a
histogram of the proportions of cardholders who increased spending by at least $800 in
2000 independent samples of 1000 cardholders, when the true proportionisp = 0.21.
(We know this is the true value of p because in a simulation we can control it.)
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It should be no surprise that we don’t get the same proportion for each sample we
draw, even though the underlying true value, p, stays the same atp = 0.21. Since each
p comes from a random sample, we don’t expect them to all be equal to p. And since
each comes from a different independent random sample, we don’t expect them to be
equal to each other, either. The remarkable thing is that even though the p’% vary from

sample to sample, they do so in a way that we can model and understand.

The distribution of a sample proportion

A supermarket has installed “self-checkout” stations that allow customers to scan and bag their own groceries. These are
popular, but because customers occasionally encounter a problem, a staff member must be available to help out. The manager
wants to estimate what proportion of customers need help so that he can optimize the number of self-check stations per staff
monitor. He collects data from the stations for 30 days, recording the proportion of customers on each day that need help and
makes a histogram of the observed proportions.

Questions:

1. If the proportion needing help is independent from day to day, what shape would you expect his histogram to follow?

2. Is the assumption of independence reasonable?

Answers:

1. Normal, centered at the true proportion.

2. Possibly not. For example, shoppers on weekends might be less experienced than regular weekday shoppers and would then

need more help.
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10.2

Notation Alert!

We use p for the proportion in the
population and p for the observed pro-
portion in a sample. We’ll also use ¢ for
the proportion of failures (4 = 1 — p),
and ¢ for its observed value, just to
simplify some formulas.

We have now answered the
question raised at the start of the
chapter. To discover how variable
a sample proportion is, we need to
know the proportion and the size
of the sample. That’ all.

/Effect of Sample Size
Because 7 is in the denominator of
SD(p), the larger the sample, the
smaller the standard deviation. We
need a small standard deviation to
make sound business decisions, but
larger samples cost more. That
tension is a fundamental issue in
statistics.

Sampling Distributions

Sampling Distribution for Proportions

The collection of p’ may be better behaved than you expected. The histogram in
Figure 10.1 is unimodal and symmetric. It is also bell-shaped—and that means that
the Normal may be an appropriate model. It is one of the early discoveries and
successes of statistics that this distribution of sample proportions can be modeled
by the Normal.

The distribution that we displayed in Figure 10.1 is just one simulation. The
more proportions we simulate, the more the distribution settles down to a smooth
bell shape. The distribution of proportions over all possible independent samples
from the same population is called the sampling distribution of the proportions.

In fact, we can use the Normal model to describe the behavior of proportions.
With the Normal model, we can find the percentage of values falling between any two
values. But to make that work, we need to know the mean and standard deviation.

We know already that a sampling distribution of a sample proportion is cen-
tered around the true proportion, p. An amazing fact about proportions gives us the
appropriate standard deviation to use as well. It turns out that once we know the
mean, p, and the sample size, 7, we also know the standard deviation of the sam-
pling distribution as you can see from its formula:

SD(§) :W: \/7

If the true proportion of credit cardholders who increased their spending by more
than $800 is 0.21, then for samples of size 1000, we expect the distribution of
sample proportions to have a standard deviation of:

SD(p) = \/p(l_p) = \/0'21(1_0'21) — 0.0129, or about 1.3%.
" 1000

Remember that the two samples of size 1000 had proportions of 21.1% and 20.2%.
Since the standard deviation of proportions is 1.3%, these two proportions are not
even a full standard deviation apart. In other words, the two samples don’t really
disagree. Proportions of 21.1% and 20.2% from samples of 1000 are both consistent
with a true proportion of 21%. We know from Chapter 3 that this difference between
sample proportions is referred to as sampling error. Butit’s not really an error. Its just
the variability you’d expect to see from one sample to another. A better term might be
sampling variability.

Look back at Figure 10.1 to see how well the model worked in our simula-
tion. If p = 0.21, we now know that the standard deviation should be about
0.013. The 68-95-99.7 Rule from the Normal model says that 68% of the
samples will have proportions within 1 SD of the mean of 0.21. How closely
does our simulation match the predictions? The actual standard deviation of our
2000 sample proportions is 0.0129 or 1.29%. And, of the 2000 simulated
samples, 1346 of them had proportions between 0.197 and .223 (one standard
deviation on either side of 0.21). The 68-95-99.7 Rule predicts 68 %—the actual
number is 1346/2000 or 67.3%.

Now we know everything we need to know to model the sampling distribu-
tion. We know the mean and standard deviation of the sampling distribution of

proportions: they’re p, the true population proportion, and , /%. So the particular

Normal model, N <p, A /I;q), is a sampling distribution model for the sample

proportion.
We saw this worked well in a simulation, but can we rely on it in all situations?
It turns out that this model can be justified theoretically with just a little mathematics.
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It won’t work for 4/l situations, but it works for most situations that you’ll
encounter in practice. We'll provide conditions to check so you’ll know when the
model is useful.

The sampling distribution model for a proportion

Provided that the sampled values are independent and the sample size is large enough,
the sampling distribution of p is modeled by a Normal model with mean u(p) = p and

standard deviation SD(p) = , /‘%.

You want to poll a random sample of 100 shopping proportions from these samples, what shape would it
mall customers about whether they like the proposed have?

location for the new coffee shop on the third floor, with o VWhere would the center of that histogram be?

a panoramic view of the food court. Of course, you’ll get
just one number, your sample proportion, p. But if you
imagined all the possible samples of 100 customers you
could draw and imagined the histogram of all the sample

3 If you think that about half the customers are in favor of
the plan, what would the standard deviation of the sample
proportions be?

The sampling distribution model for p is valuable for a number of reasons.
First, because it is known from mathematics to be a good model (and one that gets
better and better as the sample size gets larger), we don’t need to actually draw
many samples and accumulate all those sample proportions, or even to simulate
them. The Normal sampling distribution model tells us what the distribution of
sample 