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Foreword

The appearance of materials with dimensions on the nanoscale has brought new
stimulus also to magnetism. The discoveries of giant magnetoresistance and tunnel
magnetoresistance can be seen as a result of this development.

Generally, magnetism tends to become weaker or even disappears when the
geometrical dimensions of samples are decreased. In thin films used for data
storage in magnetic recording, for example, this can lead to instability of stored
information.

However, this trend is not always to the disadvantage of possible applications. In
small nanoscale particles, for example, the occurrence of superparamagnetism leads
to hysteresis-free magnetization curves with vanishing remanence. This is useful
when the magnetic response should be given as much as possible by an external field
rather than by the “magnetic history” of the material. There are numerous examples
for this in medical applications as described in this volume. On the other hand – to
dwell a little further on the mentioned problem in data storage – new interactions
have also been discovered, which are operative on the nanoscale and can be used
to solve a given problem. Such an interaction is the interlayer exchange coupling,
which is employed in antiferromagnetically coupled (AFC) media to enhance the
stability of stored information.

Magnetic surfaces and interfaces represent further special classes of nanoscale
materials. Uncompensated spins at the surface of an antiferromagnet, for instance,
give rise to a phenomenon called “exchange bias”, which is applied in magnetic
field sensors to tailor the response curve.

For magnetic structures on the nanoscale there is also a new possibility to
affect their magnetic order by means of electrical currents. This phenomenon called
“current-induced magnetization dynamics” is foreseen to be used for writing infor-
mation. It is currently one of the most active fields of research on nanoscale mag-
netism and also offers a new method of microwave generation by the current-driven
precession of the magnetization.

Hence, a variety of new phenomena operative on the nanoscale is available to
render nanomagnetism an interesting research field and to generate the potential
for new applications. What are the systems, in which these phenomena can occur?
We mentioned already layered magnetic structures and nanoparticles. Other classes
of materials are magnetic nanowires and dots, either lithographically defined or
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vi Foreword

realized by assembling molecules and atoms such as fullerenes filled with magnetic
materials.

The field of nanomagnetism is rich indeed both from a fundamental scientific
viewpoint and with respect to applications and new devices.

Peter Grünberg
2007 Nobel Prize in Physics



Preface

This book has its genesis in the 2007 Materials Research Society (MRS) Fall
Meeting where we organized the symposium “Nanoscale Magnetic Materials and
Applications”. This symposium, with more than 200 submissions of presentations
and 30 invited talks, was one of the most successful meetings in magnetic materials
research in recent years. Ms. Elaine Tham from Springer suggested us to edit a
book based on the topics presented in this symposium. We invited a number of
presenters in the symposium to be the authors of this book which shares the title of
the symposium. Moreover, we have extended the scope of the book to other topics
as well that were not covered in the symposium.

Magnetic materials have a long history. People have been using compasses for
thousands of years. However, new magnetic materials and applications are emerging
and are proving indispensable in our daily lives and modern industries. One example
is that there are already over a billion giant magnetoresistance sensors produced
for information technology and other related applications. Hard and soft magnetic
materials are key for efficient energy conversion, especially for converting electric
energy to mechanical energy so that they are important to meet the challenges of the
depletion of fossil fuels, climate change, and global warming.

Nanotechnology is one of the most important developments in science and tech-
nology in our generation, and it has brought revolutionary progress in materi-
als processing and characterization. Current magnetic nanotechnologies have their
roots in the development of bulk materials, such as permanent magnets where
the functionality is derived from a complex nanoscale multi-phase morphology.
Nanotechnology has offered a coupling of synthesis, theory, and characterization
of materials at the nanoscale that enables materials design to evolve beyond ear-
lier Edisonian approaches. By its very nature, magnetic materials are a class of
nanoscale materials. Although early researchers did not explicitly work on the
nanoscale, theoretical research revealed some time ago that nanoscale correlations
exist in magnetic materials and control their properties. Several important charac-
teristic dimensions in magnetism are in the nanoscale range such as the magnetic
domain wall thickness and the “exchange length” in hard magnetic phases. This
highlights why the research and development of new nanoscale magnetic materials
are important and will lead to enhanced performance and new functionality. Some
recent examples highlighted in this book include patterned magnetic recording
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media and exchange-coupled nanocomposite magnets, where intense worldwide
efforts are underway to significantly improve the areal density of data storage and
the energy product of permanent magnets, respectively.

This book covers many of the exciting areas in nanoscale magnetic materi-
als and applications. Readers will find topics in the book including theoretical
work on novel magnetic structures, characterization of magnetic structures, single-
phase materials and nanocomposite magnets, spintronic materials, domain structure
and domain wall motion, magnetic nanoparticles and patterned magnetic record-
ing media, magnetocaloric effect, and shape memory effect. The book also cov-
ers the most important emerging applications of advanced materials. The appli-
cations include new devices based on domain wall motion driven by current or
fields, new magnetic sensors based on giant magnetoresistance and tunneling mag-
netoresistance, soft and hard magnetic materials for specific applications, thin-film
applications in micro-electro-mechanical systems, and nanoparticle applications in
biomedicine. We hope that this new book provides a comprehensive view of recent
progress in all the related fields.

While attempting to present the most exciting developments in materials research
and device applications, discussions in depth about the novel phenomena and
emerging new materials are also presented in the book, such as the controllable
exchange bias and inter-phase exchange interactions. Though more work is needed
to understand the issues, we hope that this book gives a good introduction to future
advancement.

We thank Prof. Peter Grünberg, the 2007 Nobel Laureate in Physics, for giving
his insightful and visionary foreword to this book. We thank Ms. Elaine Tham and
Ms. Lauren Danahy from Springer who initiated this book and did a great deal of
work to bring it to completion. Mrs. Grace Liu has worked hard in collecting all
the manuscripts, figures, and related paperwork. Finally, we thank all of our authors
who contributed their very informative and in-depth chapters which made this new
book a reality.

Arlington, TX, USA J. Ping Liu
La Jolla, CA, USA Eric Fullerton
Dresden, Germany Oliver Gutfleisch
Lincoln, NE, USA David J. Sellmyer
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Carlos Bárcena, Amandeep K. Sra, and Jinming Gao
20.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 591
20.2 Nanoparticle Classification . . . . . . . . . . . . . . . . . . . 592
20.3 Syntheses of SPIO Nanoparticles . . . . . . . . . . . . . . . . 593

20.3.1 Co-precipitation . . . . . . . . . . . . . . . . . . . . 593
20.3.2 Microemulsion . . . . . . . . . . . . . . . . . . . . . 594
20.3.3 Thermal Decomposition . . . . . . . . . . . . . . . . 595
20.3.4 Alternative Methods . . . . . . . . . . . . . . . . . . 596

20.4 Surface Modifications of Magnetic Nanoparticles . . . . . . . 596
20.4.1 Organic and Polymeric Stabilizers . . . . . . . . . . . 597
20.4.2 Inorganic Molecules . . . . . . . . . . . . . . . . . . 598

20.5 Pharmacokinetics and Toxicology . . . . . . . . . . . . . . . 600
20.6 Biomedical Applications of Magnetic Nanoparticles . . . . . . 603

20.6.1 Magnetic Resonance Imaging . . . . . . . . . . . . . 603
20.6.2 Therapeutic Applications . . . . . . . . . . . . . . . 612

20.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 616
Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 616
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 618

21 Nano-Magnetophotonics . . . . . . . . . . . . . . . . . . . . . . . 627
Mitsuteru Inoue, Alexander Khanikaev, and Alexander Baryshev
21.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 627
21.2 Magnetophotonic Crystals . . . . . . . . . . . . . . . . . . . 628

21.2.1 1D MPCs Composed of Alternating Magnetic
and Dielectric Layers . . . . . . . . . . . . . . . . . 629

21.2.2 Microcavity-Type 1D MPCs . . . . . . . . . . . . . . 633
21.2.3 Photonic Band Structure and Eigenmodes of

2D MPCs . . . . . . . . . . . . . . . . . . . . . . . . 635



Contents xix

21.2.4 Faraday Rotation of Three-Dimensional
Magnetophotonic Crystals . . . . . . . . . . . . . . . 637

21.2.5 Nonlinear Optical and Magneto-Optical Properties . . 640
21.2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . 641

21.3 Magnetorefractive Effect in Nanostructures . . . . . . . . . . 641
21.3.1 Magnetorefractive Effect in

Nanostructures and Manganites . . . . . . . . . . . . 642
21.3.2 Enhancement of the MRE in Magnetophotonic

Crystals . . . . . . . . . . . . . . . . . . . . . . . . 644
21.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . 647

21.4 Plasmon-Enhanced Magneto-Optical Responses . . . . . . . . 647
21.4.1 Garnet–Noble Metal Nanocomposites . . . . . . . . . 648
21.4.2 Metal–Garnet Structures Supporting

Transmission Resonances . . . . . . . . . . . . . . . 651
21.4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . 653

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 653

22 Hard Magnetic Materials for MEMS Applications . . . . . . . . . 661
Nora M. Dempsey
22.1 An Introduction to MEMS . . . . . . . . . . . . . . . . . . . 661

22.1.1 What Are MEMS? . . . . . . . . . . . . . . . . . . . 661
22.1.2 How Are MEMS Made? . . . . . . . . . . . . . . . . 662

22.2 Magnetic MEMS . . . . . . . . . . . . . . . . . . . . . . . . 662
22.2.1 Downscaling Magnetic Systems . . . . . . . . . . . . 663
22.2.2 Prototype Magnetic MEMS . . . . . . . . . . . . . . 665

22.3 Permanent Magnets . . . . . . . . . . . . . . . . . . . . . . . 666
22.4 Fabrication of μ-Magnets: Top-Down Routes . . . . . . . . . 667

22.4.1 Bulk Processed Magnets . . . . . . . . . . . . . . . . 668
22.4.2 Bulk Processed Hard Magnetic Powders . . . . . . . 669

22.5 Fabrication of Thick Hard Magnetic Films . . . . . . . . . . . 671
22.5.1 Electrodeposition . . . . . . . . . . . . . . . . . . . 672
22.5.2 Sputtering . . . . . . . . . . . . . . . . . . . . . . . 672
22.5.3 Pulsed Laser Deposition (PLD) . . . . . . . . . . . . 675

22.6 Micro-Patterning of Thick Hard Magnetic Films . . . . . . . . 676
22.6.1 Topographically Patterned Films . . . . . . . . . . . 676
22.6.2 Crystallographically Patterned Films . . . . . . . . . 679

22.7 Conclusions and Perspectives . . . . . . . . . . . . . . . . . . 680
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 680

23 Solid-State Magnetic Sensors for Bioapplications . . . . . . . . . 685
Goran Mihajlović and Stephan von Molnár
23.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 685
23.2 Magnetic Sensors Based on GMR Effect . . . . . . . . . . . . 687

23.2.1 GMR Sensors . . . . . . . . . . . . . . . . . . . . . 689
23.2.2 Spin Valve Sensors . . . . . . . . . . . . . . . . . . . 693



xx Contents

23.2.3 GMR and Spin Valve Sensors for Detection of
Nanoparticles . . . . . . . . . . . . . . . . . . . . . 695

23.3 MTJ Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . 697
23.4 Sensors Based on AMR Effect . . . . . . . . . . . . . . . . . 700

23.4.1 AMR Ring Sensors . . . . . . . . . . . . . . . . . . 700
23.4.2 Planar Hall Effect Sensors . . . . . . . . . . . . . . . 700

23.5 Hall Effect Sensors . . . . . . . . . . . . . . . . . . . . . . . 702
23.6 GMI Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . 706
23.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 707
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 708

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 711



Contributors

Thomas R. Albrecht Hitachi Global Storage Technologies, San Jose Research
Center, San Jose, CA 95123, USA, Thomas.Albrecht@hitachigst.com
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Chapter 1
Spin Dynamics: Fast Switching of Macro-spins

X.R. Wang, Z.Z. Sun, and J. Lu

Abstract Recent progress on the theoretical studies of fast magnetization reversal
of Stoner particles is reviewed. The following results are discussed: (1) The Stoner–
Wohlfarth (SW) limit becomes exact when the damping constant is infinitely large.
Under the limit, magnetization moves along the steepest energy descent path. (2) For
a given magnetic anisotropy, there is a critical damping constant, above which the
minimal switching field is the same as that of the SW-limit. (3) The field of a ballistic
magnetization reversal should be along a certain direction window in the presence
of energy dissipation. (4) Since a time-dependent magnetic field can be an energy
source, two new reversal strategies are possible. One is to use a field following
magnetization motion, and the other is to use a circularly polarized microwave near
the ferromagnetic resonance frequency. The critical switching fields of both strate-
gies are substantially lower than that of precessional reversal for realistic materials.
(5) The theoretical limits for both field-induced and current-induced magnetization
reversal are presented for uniaxial Stoner particles.

1.1 Introduction

Spin dynamics is an old and important subject rooted in magnetism and the
nuclear/electron-spin/ferromagnetic resonances that have wide applications in
physics, information processing, chemistry, biology, and medicine [1–5]. In the field
of magnetic data storage [4], magnetization reversal has received a lot of attention
because data input and output involve switching the magnetization of magnetic stor-
age cells that are important components of modern computers. The typical switching
time with currently used technology is of the order of nanoseconds. If one wants to
have a faster computer (modern electronic computers are working at a clock speed
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of the order of GHz) with magnetic random access memory (MRAM), the conven-
tional magnetization reversal method shall be a bottleneck. Thus, fast magnetization
switching shall be of great importance for future development of high-speed infor-
mation industry.

Magnetization reversal is a very complicated problem in bulk material [5]
because it can be achieved in many different ways. For example, magnetization
reversal can go through bucking and curling modes, coherent rotation, and/or
domain nucleation and domain wall propagation. Recent technological advances
allow us to fabricate magnetic nano-particles [6] that are believed to be useful
for high-density information storage [7–10]. For a magnetic nano-particle, strong
exchange interactions keep the magnetic moments of atoms rigid, creating just a
single magnetic domain, such that the constituent spins rotate in unison. Such a
nano-particle is often called a Stoner–Wohlfarth (SW) or Stoner particle. The under-
standing of magnetization reversal of a Stoner particle should be relatively simple
in comparison with that of a bulk system, yet important in nano-technologies [4] as
a consequence of the miniaturization into the nano-meter scale.

Magnetization reversal of macro-spins (of Stoner particles) is known as the SW
problem because it was first studied by Stoner and Wohlfarth in 1948 [11]. One cur-
rent topic in nanomagnetism is the control and manipulation of the magnetization of
Stoner particles, and magnetization reversal is one of the basic operations. Magneti-
zation state can be manipulated by a magnetic field [11–22], or by a spin-polarized
electric current [23–28] through so-called spin-transfer torque (STT), or by a laser
light [30]. In terms of applications, manipulation by a magnetic field and/or a spin-
polarized electric current dominates and will continue to dominate the information
storage industry. Examples are field-driven and current-driven MRAM. Important
issues in applications are scalability, power consumption, and speed. These issues
relate to the problems of lowering the critical field/current required to reverse a
magnetization [4], as well as to the problems of designing a field/current pulse such
that the magnetization can be switched from one state to another extremely quickly
[21, 29].

Regarding the issue of minimal switching field, Stoner and Wohlfarth [11]
showed that a static field larger than the so-called SW-limit can switch a magne-
tization from its initial state to the target one. The idea is to make the target state
to be the only energy minimum. Thus the system rolls down to the target state.
However, the system can only gradually dissipate its energy during a precessional
motion so that the magnetization moves around the precession axis many times
(ringing phenomenon or ringing mode) [12–16, 21, 22] before reaching the target
state. As a result, it takes typically nanoseconds to switch a magnetization at a field
of teslas. Subsequent theoretical and experimental studies [14, 15] have shown
that the minimal switching field can be smaller than the SW-limit. The energy
consideration alone in the SW theory is not adequate, and one has to take into
account magnetization dynamics. The magnetization dynamics of a nano-structure
is governed by the so-called Landau–Lifshitz–Gilbert (LLG) equation that does
not have a general analytical solution. Most theoretical work in the field has
relied on numerical calculations, and most reversal schemes [21, 27, 28] have
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been proposed on a hunch. Ideas include thermal assistance [27] and sample
designs [28].

Regarding the issue of switching time, picoseconds magnetization switching has
been observed recently in experiments [14, 15] by using pulsed magnetic fields. This
approach has received much theoretical attention [12, 17–19]. Numerical investi-
gations [12] showed that the switching time can be substantially reduced because
ringing effect is avoided so that the magnetization moves along a so-called ballistic
trajectory [19]. The precessional magnetization reversal provides not only a shorter
time but also a lower switching field (well below the SW-limit), as found in the
early numerical calculations [12]. In the absence of energy dissipation, precessional
magnetization switching can also be investigated analytically. Analytical results for
the minimal field were obtained by Porter [20].

There are already many nice reviews and books on the general subject of spin
dynamics, and we shall not try to make a thorough review on the subject. Instead,
we concentrate on the recent theoretical progress on two issues of the SW prob-
lem. One is how to make magnetization reversal fast, and the other is how to lower
the switching field/current. For those readers who want to know more about many
other aspects of spin dynamics, they may read several nice books [1–4] on the sub-
ject. The outline of this chapter is as follows. A brief introduction of spin and its
kinetics and dynamics subjected to different interactions are given in Section 1.2.
These include the dynamics of an isolated spin (without damping) and the dynam-
ics of a macro-spin in contact with the environments (with damping through spin
relaxation and spin decoherence). Spin current as a result of spin kinetics is also
discussed. Section 1.3 is about magnetization reversal by a static magnetic field.
The existence of a critical damping constant, above which the SW theory predicts
correctly the switching field, is discussed, and a direction window for ballistic rever-
sal is explained. Section 1.4 is about the macro-spin reversal by a time-dependent
magnetic field. The fundamental difference between a static magnetic field and a
time-dependent magnetic field is revealed. Based on the fact that a time-dependent
magnetic field can be an energy source, two strategies with substantial lower (than
the precessional one) critical switching field are discussed. The theoretical limits of
the critical switching field or current out of all possible designs, together with the
optimal reversal trajectory, are also given. Section 1.5 is a short summary.

1.2 Spin and Its Kinetics and Dynamics

1.2.1 Basic Concepts of Spin

Like electric charge, spin and the associated magnetic moment are fundamental
properties (intrinsic quantum numbers) of elementary particles. The spin quantum
number relates to many phenomena in elementary particle physics as well as in
nuclear, atomic, solid state, and statistical physics. Spin is one type of angular
momentum which does not have a classical analogy, but one may tentatively view
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a spin coming from a spinning motion of a particle. From the symmetry transfor-
mation viewpoint, spin is one class of generators of spatial rotation transformations,
while electric charge is the generator of so-called U(1) gauge symmetry transfor-
mations. Spin has three components, s1, s2, and s3 that generate rotations around x-,
y-, and z-axis. Unlike electric charge being a scalar, the expectation value of a spin
operator �s is a vector. According to quantum mechanics, spin operators �s satisfies
the following fundamental commutation relations

[s j , sk] = i�ε jkl sl, (1.1)

where ε jkl is an antisymmetric tensor on three indices, for which ε jkl = 0 except
for ε123 = ε231 = ε312 = 1 and ε321 = ε213 = ε132 = −1. This symmetry viewpoint
explains well why spin is a good quantum number of an elementary particle that has
an intrinsic rotational symmetry. From quantum mechanics, it is known that a spin
can take only integers or half-integers values of �.

Following classical electrodynamics, the magnetic moment of a charged particle
moving in a circular orbit is given by

�M = q

2me

�L, �L = �r × �p, (1.2)

where q and me are the charge and the mass of the particle, respectively. �L is the
orbital angular momentum of a particle at position �r with momentum �p. Although
the magnetic moments of elementary particles and their spins do not follow exactly
the above equation, they are related to each other by

�M = g
q

2me
�s (1.3)

with g a fundamental parameter for a given particle.

1.2.2 Kinetics of Spin: Spin Current

Just as the flow of charge generates electric current, so the flow of spin in space
creates a spin current. Different from the electric current density which is a vec-
tor, spin current density is a rank-2 tensor because of the vector nature of spin.
As mentioned earlier, spin is only one type of angular momenta. All particles can
have orbital angular momentums besides spins. An electron can exchange its spin
with its orbital angular momentum through spin–orbit interaction or exchange its
spin angular momentum with the angular momenta of other electrons and/or parti-
cles through particle–particle interactions. As a result, spin current is very fragile,
not continuous, and does not even conserve because the spin state of an electron is
seldom stationary. To see why the spin current behaves like this, it may be helpful
to understand why an electric current reaches easily the continuity condition. The
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reason is not only due to the charge conservation (otherwise, the spin current should
also be very robust) but also because of both charge quantization and large Coulomb
interaction. Each type of particle carries only a fixed number of charges. For exam-
ple, all electrons have one negative charge. Large Coulomb interaction prevents any
real material from either absorbing or releasing excessive charges. In comparison,
an electron can be in any innumerable number of possible spin states, and there is
no interaction to prevent angular momentum accumulation and transformation from
one object to another.

The differences in the electric current and spin current make the study of spin
current much more challenging than that of electric current. In fact, even the issue
of a proper definition of the spin current has been an active issue of debate recently
in the spintronics community [31–33]. Interested readers are referred to the literature
[31–33] for a full discussion.

1.2.3 Dynamics of Spin: Bloch Equation, Landau–Lifshitz
Equation, and Landau–Lifshitz–Gilbert Equation

Consider a spin �s under the influence of its Hamiltonian W (�s). The dynamics of �s is
governed by the Heisenberg equation if �s can be regarded as a closed system

d�s
dt

= 1

i�

[�s,W (�s)
]
. (1.4)

It is straightforward to evaluate the commutator, and Eq. (1.4) becomes

d�s
dt

= γ �s × �Ht , (1.5)

where γ = 2.21×105(rad/s)/(A/m) is the gyromagnetic ratio, and the effective field
�Ht = −∇�s W (�s)

/
γ comes from external magnetic fields and from various magnetic

anisotropy energies [5]. If one takes the expectation value of the above equation
with respect to the spin state, and assumes 〈−γ �s × �Ht 〉 = −γ 〈�s〉 × 〈 �Ht 〉, then
the magnetization of an isolated spin, �M ≡ γ 〈�s〉, satisfies the following dynamic
equation

d �M
dt

= −γ �M × �Ht . (1.6)

Classically, �Ht = −∇ �M W ( �M)/μ0, where μ0 = 4π × 10−7 N/A2 is the vacuum
magnetic permeability, and W ( �M) is the classical magnetic energy density.
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1.2.3.1 Bloch Equation

Equation (1.6) is called the Bloch equation of an isolated spin by the nuclear mag-
netic resonance (NMR) and quantum optics scientific community because of the
critical contributions of F. Bloch on these subjects. It is also known as the Landau–
Lifshitz equation without dissipation in magnetism. Equation (1.6) is correct only
for isolated spins, which is not the case for most realistic systems. Spins in a sample
made up by condensed matter experience various interactions with other dynami-
cal degree of freedoms of the sample and its environment. These interactions create
internal magnetic fields. Due to the dynamical nature of the environments, these
internal fields not only contribute an averaged field to the total magnetic field �Ht but
also exert residual fluctuating fields on the spins. These fluctuating fields, originated
in the infinite number of degrees of freedom of the environment as well as their ther-
mal and the quantum fluctuations, can lead to both spin relaxation and spin decoher-
ence, meaning that the spin magnetization will approach to a preferred equilibrium
value Mz0 along the z-axis which is selected by either external magnetic field or
sample anisotropy. The physics is as what was explicitly demonstrated in Reference
[34]: A random field perpendicular to the z-axis, which produces an off-diagonal
term in the Hamiltonian, can induce transitions between different spin states. The
randomness in the transitions and the spontaneous decay of quantum fluctuations
leads the spin magnetization to take an equilibrium statistical value. The fluctuating
field along the z-direction makes the spin precession random, which gives rise to
spin decoherence.

If one takes into account spin relaxation and spin decoherence in the spin dynam-
ics, the proper way to describe the magnetization dynamics is the so-called Bloch
equation with spin relaxation and spin decoherence.

d Mz

dt
= −γ (Mx Hty − My Htx ) − Mz − Mz0

T1

d Mx

dt
= −γ (My Htz − Mz Hty) − Mx

T2

d My

dt
= −γ (Mz Htx − Mx Htz) − My

T2

(1.7)

where T1 and T2 are called spin relaxation time and spin decoherence time, respec-
tively. T1 is the typical time for an initial non-equilibrium Mz to reach the equilib-
rium value Mz0, and T2 is the typical time for a magnetization to lose the memory
of its initial precession position. The above equation is the starting point of usual
NMR analysis because the NMR signal is related to the average magnetization �M
of an ensemble of spins.

1.2.3.2 Landau–Lifshitz Equation and Landau–Lifshitz–Gilbert Equation

The Bloch equation describes well the magnetization dynamics of an ensemble
of non-interacting or weakly interacting spins, but it does not capture the proper
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physics of a strongly interacting spin system such as a piece of magnet. This is
because the magnetization magnitude of a magnet shall not change with time, and
Eq. (1.7) does not preserve the magnitude of the magnetization. To take into account
the dissipative effect of the environment, Landau and Lifshitz [35] introduced a
phenomenological term, αγ �m × ( �M × �Ht ), where α is a dimensionless phenomeno-
logical parameter measuring the damping strength, and �m is the unit vector of �M .
Equation (1.6) with this damping term becomes

d �M
dt

= −γ �M × �Ht − αγ �m × ( �M × �Ht ). (1.8)

Equation (1.8) is called the Landau–Lifshitz (LL) equation.
Later Gilbert [36] proposed an alternative way to include dissipation. Similar to

Ohm’s law in electron transport, Gilbert assumed a friction field of −α(d �m/
dt) on

a moving magnetization due to the dissipation. This friction field generates a torque
on the magnetization. Thus Eq. (1.6) should be modified as

d �M
dt

= −γ �M × �Ht + α �M × d �m
dt
. (1.9)

This equation is called the Landau–Lifshitz–Gilbert (LLG) equation that can also
be written as

(1 + α2)
d �M
dt

= −γ �M × �Ht − αγ �m × ( �M × �Ht ). (1.10)

Although Eqs. (1.10) and (1.8) have the same mathematical form, the two
approaches to the dissipation are fundamentally different. According to Eq. (1.10),
the change rate of the magnetization goes to zero as α → ∞, and the magnetization
shall move along the dissipation direction of −�m × ( �M × �Ht ) when α → ∞. How-
ever, Eq. (1.8) says that the rate change of the magnetization becomes infinity at
infinite damping, and it does not make any sense. Thus LL’s approach to dissipation
is not physical! It is generally accepted that LLG equation is the right description of
magnetization dynamics for a magnet, and it is the starting point in our discussion
of magnetization reversal of Stoner particles.

Fig. 1.1 An STT structure.
Note that the direction of the
electrical current is opposite
to that of electron flow
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Equation (1.9) contains only a torque from a magnetic field. To include the inter-
action between a spin-polarized electric current and the magnetization, one needs to
add the so-called spin-transfer torque (STT) to Eq. (1.10). The idea of STT was inde-
pendently suggested [23] by Slonczewski and Berger in 1996, and it was verified by
several experiments [26]. In order to see the origin of the STT, consider a mag-
netic multilayer structure of nano-meter scale as illustrated in Fig. 1.1. It consists of
two ferromagnets sandwiched in three nonmagnetic metallic layers. Electrons flow
along the ẑ direction (from the left to the right) in the sample (the current I is in
the opposite direction, −ẑ, as shown in Fig. 1.1). The first ferromagnet F1 is usually
very thick so that the current does not affect its magnetization �M1. Electrons are
polarized along �M1 after they pass through F1 and retain their polarizations before
entering the second ferromagnet F when the thickness of the spacer layer between
F1 and F is much smaller than the spin diffusion length. The polarized electrons
transfer their spin angular momentums to F, resulting in so-called STT [23]. This
STT can affect the dynamics of magnetization �M of F when it is thin enough. The-
oretical studies [23–25] show that the STT Γ is proportional to the current with the
following form

Γ ≡
[

d( �MV )

dt

]

ST T

= γ�I

μ0e
g(P, �m · ŝ) �m × ( �m × ŝ), (1.11)

where ŝ is the unit vector of the current polarization direction (along �M1). V and e
denote the volume of F and the electron charge, respectively. The exact microscopic
formulation of the STT is still a subject of study and debate [24, 25]. Different
theories differ themselves in different expressions of the function g that depends on
the degree of the current polarization P and relative angle between �m and ŝ. All
experimental investigations [26] so far are consistent with the result of Slonczewski
[23], which will be used throughout this study,

g(P, �m · ŝ) = 4P3/2

(1 + P)3(3 + �m · ŝ) − 16P3/2
. (1.12)

Equation (1.9) including the STT becomes the following generalized LLG
equation

d �M
dt

= −γ �M × �Ht + α �M × d �m
dt

+ γ aI �M × ( �M × ŝ), (1.13)

where aI = �Ig
/

(μ0eM2 V ) is a dimensionless parameter. This equation is the
starting point of most studies of magnetization dynamics of Stoner particles in the
presence of both a magnetic field and a spin-polarized electric current. Because
the magnitude of �M does not change with time, �M can be described by the polar
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angle θ and the azimuthal angle φ in spherical coordinates, and Eq. (1.13) can be
rewritten in a dimensionless form

(1 + α2)
d �m
dt

= −�m × �h1 − �m × ( �m × �h2), (1.14)

where

�h1 = �ht + αaI ŝ,
�h2 = α�ht − aI ŝ,

and t in Eq. (1.14) is measured in units of (γM)−1. The magnetization and the mag-
netic field are in the units of M . The total field �ht = �h + �hi includes both applied
magnetic field �h and internal field �hi due to the magnetic anisotropy energy density
w( �m) (which is in unit of μ0 M2), �hi = −∇�mw( �m). Different particles are character-
ized by different magnetic anisotropy. Let êr , êθ , and êφ be the three spherical unit
vectors of �m. In terms of θ and φ, Eq. (1.14) can be written as

(1 + α2)θ̇ = ht,φ + αht,θ + aI (αsφ − sθ ),

(1 + α2) sin θφ̇ = αht,φ − ht,θ − aI (αsθ + sφ).
(1.15)

Here ht,θ , ht,φ and sθ , sφ, sr are the êθ , êφ , and êr components of �ht and ŝ, respec-
tively.

Both LL and LLG equations are semi-classical. The description should be inade-
quate when quantum effects become important. This may occur for extremely small
particles, or in the case that spin wave excitation can affect spin dynamics. So far, a
quantum version of the LLG equation is still missing.

1.3 Macro-spin Reversal with a Static Magnetic Field

This section is about the magnetization reversal of a uniaxial particle by a static
magnetic field in the absence of an electric current. Thus, there is no STT, aI = 0.
A uniaxial model of w(mx ) = −k2m2

x

/
2 − k4m4

x

/
4 − hx mx − hzmz will be used

to illustrate the results whenever a detailed magnetic anisotropy is needed. In the
model, k2 and k4 are model parameters characterizing the potential barrier and the
shape of the potential landscape. Two parameters are needed to model different
uniaxial Stoner particles since one of the parameters can be eliminated by choosing
a proper time scale in Eq. (1.14).

1.3.1 A Nonlinear Dynamics Picture of Magnetization Reversal

The magnetization reversal of Stoner particles can be conveniently described by the
terminology of nonlinear dynamics. The phase space related to the magnetization
is a two-dimensional (2D) plane of polar angle θ and azimuthal angle φ, shown
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in Fig. 1.2a. In the θ − φ plane, each point corresponds to a particular state of
the magnetization. A magnetization state will in general move to new states due
to its dynamics. Its motion can be described by a trajectory in the phase plane,
called phase flow. The phase flow for a dissipative system ends at a few types of
destinies (attractors), including fixed points, limit cycles, or strange attractors. They
correspond to stable states and periodic, aperiodic, and chaotic motions [38]. In a
2D phase plane, however, the strange attractor solution is not allowed.

Fig. 1.2 (a) z-axis is along the total magnetic field �ht . −�m × �ht points to the precession
direction, and −�m × ( �m × �ht ) decides the dissipation direction. (b) The θ − φ phase plane
for the magnetization of a Stoner particle. Points A and B represent the initial and the target state,
respectively. Two shadowed areas denote schematically basins of two stable fixed points A and B.
The solid curve L1 and dashed curve L2 illustrate two different phase flows from A to B

The only attractor relevant to the magnetization reversal of Stoner particles
under a static field is fixed points. The magnetization reversal problem is as fol-
lows: Before applying an external magnetic field, there are two stable fixed points
(denoted by A and B in Fig. 1.2b), corresponding to magnetizations, say �m0 (point
A) and −�m0 (point B), along its easy axis. The phase plane can be divided into two
parts, called basins of attractors. One is around A and the other around B, denoted
by shadowed areas in Fig. 1.2b. The system in basin A(B) will end up at state A(B).
Initially, the magnetization is �m0, and the goal is to apply a small external field to
switch the magnetization to −�m0 fast.

The conventional magnetization switching is based on a damping mechanism.
From the viewpoint of nonlinear dynamics, the idea behind the method is to con-
struct the external magnetic field in such a way that the target state is the only stable
fixed point. In other words, basin A (Fig. 1.2b) is reduced to zero and the whole
(except probably a few isolated points) phase plane is the target state basin (basin
B). The minimal reversal field (SW-limit) is the one at which basin A shrinks to a
point. Since the initial and the target states have very large energy difference, the
extra energy must be dumped into the lattice during a spiral motion before the sys-
tem reaches the final state. The system first spirals out of A, and then spirals toward
B, denoted by phase flow L2 in Fig. 1.2b. This spiral motion is often referred [19]
to as ringing effect. The reversal time is largely determined by the effectiveness of
energy dissipation – damping is good!
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In the precessional magnetization reversal, one applies a short magnetic field
pulse perpendicular to the magnetization such that both initial and final states are not
fixed points, and system will start to flow in the phase plane. In order to switch the
magnetization, one needs to let the system to reach the basin of the final state (basin
B) such that the system will flow to the target state after the pulse field is switched
off. Ideally, one wants both initial and target states on its precessional path. This is
a non-damping method, and the reversal time does not rely on the spin relaxation
time. There are several ways with different control precisions to move the system
to the desired state. One way is to apply a perpendicular pulse field to “kick” the
system to basin B. In comparison with the conventional method, the spiral motion
out of the initial state is replaced by a ballistic [19] motion. However, the system
relies on ringing effect to reach the final state. It was shown [12] that the switching
time can be reduced substantially, but it is still hundreds of picoseconds for a normal
magnetic particle due to the ringing effect in the last stage of magnetization reversal.
More efficient reversal is the so-called ballistic reversal in which both the initial and
the target states are on the same phase flow trajectory as schematically illustrated by
the solid line L1 connecting points A and B with an arrow in Fig. 1.2b. The typical
time for a precession of 180◦ in a field of teslas is on the order of picoseconds for
usual magnetic materials so a picoseconds magnetic field pulse is required in this
method. The damping is bad in this approach, and a precise control of the pulse
duration is required.

From the computational point of view, the magnetization reversal time can be
evaluated as soon as the phase flow connecting the initial and the target states is
found. Since the time for the magnetization to travel a small section dl of the trajec-
tory equals dl divided by the phase velocity

√
θ̇2 + φ̇2, the reversal time is

t =
∫ B

A

dl(θ, φ)
√
θ̇2 + φ̇2

. (1.16)

In the language of nonlinear dynamics, an external field modifies the dynam-
ics by changing the phase velocity field. This velocity field is in general a con-
tinuous function of the external field. A phase flow between the initial and target
states could only be set up when the external field is strong enough because the
initial and final states are two stable fixed points with equally large basins at the
beginning. The minimal switching field is the critical one at which such a flow is
created.

1.3.2 The Exactness of SW-Limit at Infinitely Large Dissipation

The conventional method is based on damping. Its classical result is the so-called
SW-limit. For a uniaxial model with the easy axis along the x-axis and magnetic
field in the xz-plane, the SW-limit is obtained by assuming that the magnetization
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moves in the xz-plane during its reversal. The minimal switching field is given
by [11]

dw
/

dmx = 0, (1.17)

d2w
/

dm2
x = 0, (1.18)

with m2
x + m2

z = 1. The SW-limit[11] for k2 �= 0 and k4 = 0 is

(hx
/

k2)2/3 + (hz
/

k2)2/3 = 1, (1.19)

corresponding to the solid line in Fig. 1.3. The SW-limits for various choices of k4

are also plotted in Fig. 1.3.

–1 0 1

–1

0

1

hx (Unit: k2)

h z
 (

U
ni

t: 
k 2

)

k4 = 0
k4 = k2/8

k4 = k2/4
k4 = k2/2

Fig. 1.3 The SW-limit for
various choices of k2, k4.
Solid curve: k4 = 0 ;
dash–dot curve: k4 = k2/8 ;
dotted curve: k4 = k2/4 ;
dashed curve: k4 = k2/2

The original SW-limit was derived in the static case [11]. As shown in the dynam-
ical Eq. (1.10), the first term on the right hand side (RHS) will lift the magnetization
away from the xz-plane. Thus the assumption of the SW-limit that the magnetiza-
tion moves in the xz-plane is only true when this term can be neglected. This will
happen when the damping constant becomes infinite (α → ∞). In this case, the
magnetization will move toward the total field as denoted by the big circle (dot–
dash) passing through the north–south poles in Fig. 1.2a. This is the steepest energy
descent path for the magnetization. Thus, the minimal switching field in the SW-
limit corresponds to the one at which there is only one minimum in the energy
landscape.
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1.3.3 Critical Value of Damping Constant

In a realistic system, as damping constant is not infinitely large, the magnetization
does not need to move along the steepest energy descent path. As a result, a sys-
tem may still move from the initial state to the local minimum located near the
target state even when an external field is smaller than the SW-limit. Thus, after the
external field is removed, the system will move toward the target state through a
ringing mode, achieving the magnetization switching. As it was shown in many pre-
vious studies [12, 20], the minimal switching field can be smaller than the SW-limit.
Numerical calculations [12] show that when the damping constant α < 1, magne-
tization switching can occur well below the SW-limit. While α ≥ 1, the minimal
switching field is the SW-limit. Thus, it implies a critical αc exists, above which the
minimal switching field is given by the SW-limit. In Reference [12], αc = 1. It can
be shown [21] that there is indeed a critical damping constant for a given magnetic
anisotropy. But this critical value can be different for different anisotropy, and α = 1
is not special.

To understand the origin of αc, let us consider energy landscape under different
external field. As it was mentioned in the previous section, there is only one sta-
ble fixed point when h > hSW . Asymptotically, the system shall always end up at
the fixed point for any non-zero damping. Thus, if one switches off the field after
it reaches the fixed point, the system will surely move to the target state (state B).
There is also a h1(< hSW ) at which the initial state energy equals that at the saddle
point between two stable fixed points. Thus there is no way to switch the magneti-
zation when h < h1 because the initial energy of the system is too low to climb over
the potential barrier. h1 can be determined from the following equations

dw
/

dmx = 0, (1.20)

w(mx ) = wA, (1.21)

where wA is the energy of the initial state (mx = 1). For a field h between h1 and
hSW , h1 < h < hSW , there exist two stable fixed points. Furthermore, the energy
of the initial state is higher than that of the saddle point. Figure 1.4 is a schematic
3D plot of the energy landscape for the case of h1 < h < hSW . Point A denotes
the initial state whose energy is supposed to be higher than that of the saddle point
(SP). The flow starting from A will eventually end at either of two fixed points,
depending on the value of α. When α is infinity, the system will evolve into the
minimum, near the initial state along the steepest descent path, as shown by line
R1. For the opposite extreme of zero damping (α = 0), the system will move along
an equal potential contour (line R4) surrounding the two minima (fixed points).
For small α, the magnetization can make many turns around the two local minima
before it falls into either one. So there is a special α = αi with which the system
just touches the saddle point (SP) when it rolls down from A, denoted by dotted line
R3. For α > αi , energy damping is too strong for the system to “climb” over the
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saddle point, denoted by line R2. Value αi depends obviously on the magnetic field,
and critical damping constant αc is the value of αi at h = hSW .

Fig. 1.4 The schematic 3D energy landscape plot of the case h1 < h < hSW . Point A denotes
the initial state, whose energy is supposed to be higher than that of the saddle point (SP). Lines R1,
R2, R3, and R4 show schematically four typical evolution trajectories for α = ∞,> αi , αi , and
0, respectively

One may also understand the result from Fig. 1.5 of trajectories of various α in
the energy contour plot at h = hSW along 135◦ to +x-axis. The result in the figure
is for the uniaxial model with k2 = 2 and k4 = 0. As mentioned early, the saddle
point and one minimum merge together at hSW to form an inflexion point denoted
by T in Fig. 1.5. It is clear that all trajectories with α > αc pass through T while all
those with α < αc do not. All curves of α > αc terminate at T because the system
shall not move at a saddle point. But any small fluctuation will result in the system
to leave T and to end up in FP.

In order to demonstrate the correctness of our reasoning for αc, and the depen-
dence of the value of αc on the magnetic anisotropy, we carried out numerical
calculations on the uniaxial magnetic anisotropy model with different ratio
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of k4
/

k2. Figure 1.6 is α dependence of the minimal switching field for
k4
/

k2 = 0; 1
/

8; 1
/

4; 1
/

2, respectively. Indeed, all curves (depend only on the ratio
of k4

/
k2) saturate to their corresponding SW-limit values hSW after α is greater than

certain values αc. Furthermore, αc varies from αc = 1 for k4 = 0 to αc = 0.94 for
k4 = k2

/
2. Thus, αc = 1 is not special at all!
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1.3.4 Ballistic Reversal

We would like to discuss the field direction in a ballistic reversal. Without dissi-
pation, LLG equation is a conservative system. A phase flow is an equal potential
curve. As it was pointed out in Reference [22], only a perpendicular field is possible
to connect the initial and the target states ballistically. Different from the conserva-
tive case [22], the system starting from A will never pass through the target state B in
the presence of dissipation. Even under an infinitely large field, the energy loss dur-
ing a 180◦ precession is not negligible. Although 180◦ precession time τ decreases
as inverse of magnetic field, τ ∼ π (1 + α2)

/
h when h >> 1 and α << 1, the

energy dissipation rate goes as dw
/

dt = − α
1+α2 | �m × �ht |2 ∝ h2, thus the energy

loss during τ is proportional to field h[21]! In order to connect A and B ballistically,
one has to create a small energy difference between A and B such that the energy
dissipated on its way from A to B equals the energy difference.

On the other hand, Eq. (1.14) can be solved exactly in the absence of magnetic
anisotropy (k2 = k4 = 0) [37] with solution φ = ht

/
(1 + α2) and cos θ =

[(1 + cos θ0)e2αht
/

(1+α2) − 1 + cos θ0]/[(1 + cos θ0)e2αht
/

(1+α2) + 1 − cos θ0],
where θ0 is the initial angle between the field and the magnetization (we
assume the field is along the z-axis). Thus the field in a ballistic rever-
sal should be along direction θ satisfying − cos θ = [(1 + cos θ )e2απ − 1 +
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cos θ ]
/

[(1 + cos θ )e2απ + 1 − cos θ ]. It is interesting to notice that the solution is
unique and the angle is tan(θ

/
2) = eαπ/2.

Given a damping constant α and magnetic anisotropy, a 180◦-precession time

τ (h, β) is a function of field strength h ≡
√

h2
x + h2

z and its angle β to the z-axis

(β relates to θ by θ = π
/

2 + β). Thus the energy dissipated Δε(h, β) = ∫ τ
0

dw
dt dt

during τ is also a function of h and β. For h >> 1, the above isotropic solution
is good because the magnetic anisotropy can be neglected. Under the limit, Δε is
2 h{1/[1 + tan2(β

/
2 + π

/
4)e−2απ ] − 1

/
[1 + tan2(β

/
2 + π

/
4)]}. The energy dif-

ference ΔE(h, β) between A and B is 2 h sinβ. Therefore, a ballistic path must
satisfy Δε = ΔE (a necessary condition but not a sufficient one). Due to the
symmetric reason, one needs to consider only β ∈ (0, π

/
2). Without energy dis-

sipation, the only solution is β = 0 and any h larger than certain minimal value.
With large field (h >> 1) and energy dissipation (α �= 0), the approximate solution
is tan(β

/
2 + π

/
4) = eαπ/2, the same as the isotropic solution tan(θ

/
2) = eαπ/2.

For α �= 0 and k2 �= 0, we cannot solve Δε = ΔE analytically. The field configura-
tion of the ballistic connection between A and B was found numerically. The results
were displayed as in Fig. 1.7.

Fig. 1.7 Ballistic reversal for magnetic anisotropy k2 = 2 and k4 = 0 . (a) The upper and lower
bounds of β as a function of damping constant α . The solid line is tan(β/2 + π /4) = eαπ /2 . (b)
The window width Δβ vs. α . Insets: The magnetic field and the corresponding reversal time as
a function of β in the ballistic direction window. β ∈ (0.134, 0.156) for α = 0.1 (upper left),
β ∈ (1.165, 1.243) for α = 1 (lower right). The dashed lines are used to guide eyes

Surprisingly, the field can be applied in a range of direction, i.e., a direction
window. Given β in this direction window, h is uniquely determined. Both the lower
and the upper bounds of this β-window increase with the damping constant. Figure
1.7a is the plot of the upper and the lower bounds of β as a function of α. The
solid line is tan(β

/
2 + π

/
4) = eαπ/2, which is indeed one bound of the window.

The width of the window depends both on the damping constant and the magnetic
anisotropy. At the zero and the infinite damping constant, the width is zero. The
width is also zero in the absence of magnetic anisotropy as indicated by the exact
solution given earlier. Thus, the width is expected to oscillate with α for a given
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magnetic anisotropy. This oscillation was indeed observed in numerical calculations
as shown in Fig. 1.7b for k2 = 2, k4 = 0. The upper-left inset of Fig. 1.7b is the
field and the corresponding reversal time in the direction window for α = 0.1 and
k2 = 2, k4 = 0. In this particular case, β is between 0.134 and 0.156. One sees that
h increases while the reversal time decreases with β. The similar plot for α = 1 is
shown in the lower-right inset of Fig. 1.7b. Opposite to the case of small α(= 0.1), h
decreases and the reversal time increases with β. Thus one should compare the lower
bound for α < 0.57 and the upper bound for α > 0.57 with tan(β

/
2 + π

/
4) =

eαπ/2 since it is expected to be exact for h → ∞ when the magnetic anisotropy
can be neglected. An excellent agreement was shown in Fig. 1.7a. Figure 1.7b is
the window width Δβ as a function of α. Our numerical results indicate that the
perpendicular configuration employed in the current experiments [14, 15] cannot
achieve a fully ballistic reversal. It should be pointed out that the above results are
for the precise ballistic magnetization reversal. As we mentioned early, other field
can also switch magnetization if one will also like to use the ringing effect at certain
stages during the reversal process.

1.4 Macro-spin Reversal with a Time-Dependent Magnetic Field

EΔ

SP

(a) (b)

A B B

A

(d)(c)

SP

B A B

SP

A

Fig. 1.8 Energy surface of a uniaxial magnetic particle in various schemes. S P denotes the
saddle point between two minima. (a) In the absence of magnetic fields: A and B are the two
minima, separated by a potential barrier ΔE . (b) At the SW-limit: Target state B is the only
minimum. (c) Precessional magnetization reversal: The particle energy at A is higher than that at
S P so that it can pass through S P under its own dynamics. (d) New strategy: Time-dependent
fields pump the energy into a Stoner particle so that the particle climbs over the potential barrier to
reverse its magnetization

In order to show that the magnetization reversal by a time-depenent external
magnetic field is qualitatively different from that by a constant field, it is useful to
consider the energy change rate when aI = 0. From Eq. (1.13), one on show [21]

dw

dt
= − α

1 + α2

∣∣∣ �m × �ht

∣∣∣
2
− �m · �̇h, (1.22)
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where �̇h is the time derivative of �h. If the external field is time independent, the
second term on the RHS vanishes, and hence the energy will always decrease. In
other words, a constant field cannot be energy source. Conversely, a time-dependent
field could supply energy to a particle. According to Eq. (1.22), the second term on
the RHS can be either positive or negative depending on the relative direction of �m
and �̇h. This second term can even be larger than the first one so that the particle’s
energy increases during its motion. In other words, a time-dependent magnetic field
can be an energy source such that the particle can constantly obtain energy from the
field and reach its target state. This provides new ways to reverse a magnetization.
Pictorially, one can view different reversal strategies in Fig. 1.8. In the absence of
magnetic fields, two energy minima (points A and B in Fig. 1.8a), separated by a
potential barrier ΔE , are along the easy axis of a magnetic particle. At the SW-limit,
the original minimum near the initial state A disappears (Fig. 1.8b), and the particle
will end up at its unique minimum near the target state B. In the precessional reversal
as illustrated in Fig. 1.8c, magnetization reversal may occur when the particle energy
at A is higher than the saddle point S P. New strategies are to pump energy into a
Stoner particle so that the particle can climb over the potential barrier to reverse its
magnetization as illustrated in Fig. 1.8d.

1.4.1 Strategy I: Field Following the Magnetization Motion

−�m · �̇h is a maximum when �m and �̇h are in the opposite direction. From | �m| = 1, it
is known that �m and �̇m are orthogonal to each other, which leads to �m · �̈m = − �̇m · �̇m.
The second term on the RHS of Eq. (1.22) is the maximum when �h = h0 �̇m/∣∣ �̇m∣∣ for
a fixed h0. Then, from Eqs. (1.13) to (1.22), the maximal rate of energy increase is

dw

dt
=

∣∣∣ �m × �ht

∣∣∣
√

1 + α2

(
h0 − α√

1 + α2

∣∣∣ �m × �ht

∣∣∣
)
. (1.23)

It should be highlighted that �h is only well defined when �̇m �= 0. Thus, in a
numerical calculation, some numerical difficulties will exist when the system is near
the extremes or the saddle points. Special care must be taken at these points.

The field of magnitude h0 noncollinear with the magnetization was applied to
drive the system out of its initial minimum. Fluctuations may also drive the system
out of the minimum, but fluctuations are inefficient. When the system is out of the
minimum and �̇m �= 0, a time-dependent field �h = h0 �̇m/∣∣ �̇m∣∣ is applied such that
ẇ > 0. The system will climb the energy landscape from the bottom. When the
system energy is very close to the saddle point, the field of magnitude h0 can be
rotated to noncollinear with the magnetization, say π

/
4 to the direction of the target

state so that problems of �̇m = 0 are avoided and the system can move closer to
the target state. When the system has overcome the potential barrier between the
initial and target state and stays inside the basin of the target state, the field can be
turned off or applied in the opposite direction to the motion of the magnetization,
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i.e., �h = −h0 �̇m/∣∣ �̇m∣
∣. In the first case, the system will reach the target state through

the ringing motion caused by the energy dissipation, often due to the spin–lattice
relaxation. In the second case, the system will move faster toward the target state
because both terms on the RHS of Eq. (1.22) will be negative, resulting in a faster
energy release from the particle.

This strategy is schematically illustrated in Fig. 1.8d. The particle first spins out
of its initial minimum by extracting energy from the field, and then spins into the
target state by both energy dissipation and energy release (to the field). Since the
energy gain from the field is partially compensated by the energy dissipation dur-
ing the spinning-out process while both the field and the damping consume energy
in the spinning-in motion, the particle moves out of its initial minimum slowly in
comparison with its motion toward the target state.

For simplicity, consider the case of a uniaxial magnetic anisotropy with the easy
axis lying along the x-axis whose magnetic anisotropy is w( �m, �h),

w( �m, �h) = −1

2
km2

x − mx hx − myhy − mzhz, (1.24)

where hx , hy , and hz are the applied magnetic fields along x-, y-, and z-axis, respec-
tively. k > 0 is the parameter measuring the strength of the anisotropy. To find the
minimal switching field for the uniaxial anisotropy of Eq. (1.24), one notes from Eq.
(1.14) (with aI = 0) that �̇m is linear in the magnetic field, and each field generates
two motions for �m. The first one is a precession around the field, and the second one
toward the field. Under the influence of the internal field (along the x-axis) and of
the applied field �h = h0 �̇m/∣∣ �̇m∣∣, the system evolves into a steady precession state for
a small h0 because the precession motion due to the applied field can exactly cancel
the damping motion due to the internal field. The net motion (sum of precession
around the internal field and damping motion due to the applied field) is a preces-
sion around the x-axis (easy axis). In this motion, the energy loss due to damping
and the energy gain from the time-dependent external field are equal. The balance
equation is

h0 − kα cos η sin η = 0, (1.25)

where η is the angle between the magnetization and the x-axis. The initial state is
around η = 0, any stable precession motion must be destroyed in order to push the
system over the saddle point at η = π

/
2. Since Eq. (1.25) has solutions only for

h0 ≤ αk
/

2, the critical field is

hc = αk
/

2. (1.26)

It is of interest to note that the minimal reversal field is proportional to the damp-
ing constant, and approach zero when the damping constant goes to zero irrespective
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of how large the magnetic anisotropy. For an arbitrary magnetic anisotropy, it may
not be possible to find the analytical expression for the minimal reversal field and
should thus use numerical calculations. To demonstrate that this can indeed be done
numerically, a calculation for the magnetic anisotropy of Eq. (1.24) has been per-
formed. The result of the minimal reversal field vs. damping constant α is plotted
in Fig. 1.9. For comparison, the minimal reversal field for a time-independent mag-
netic field laying at 135◦ from the x-axis has been plotted. As it was explained
in Reference [21], the minimal reversal field is smaller than the SW-limit for a
small damping constant α < αc (which is 1 for the model given by Eq. (1.24))
and equals to the SW-limit for α > αc. It is clear that the new strategy is superior
to that of SW or precessional reversal scheme only for α < 1, and it is worse for
larger α.
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Fig. 1.9 The minimal
reversal field (in unit k/2 ) vs.
the damping constant. The
diamond symbols are the
numerical results of the new
strategy for the uniaxial
model of Eq. (1.24). The solid
curve is the analytical results.
For comparison, the dashed
line is the minimal reversal
field under a constant field
135◦ to the x-axis for the
same magnetic anisotropy

To see the type of field to be used in this new strategy, the trajectory of the system
is numerically calculated and the time-dependent magnetic field is recorded. The
results for k = 2, α = 0.1, and h0 = 0.11 > hc are given in Fig. 1.10. Figure 1.10a
is the phase flow of the system starting from a point very close to the left minimum.
As explained early, the particle moves many turns in the left half of the phase plane
before it crosses the potential barrier (the saddle point on the middle line), while it
moves toward the right minimum (the target state) much faster (with fewer turns).
Figure 10(b–d) are the corresponding time dependence of x-, y-, and z-components
of the magnetic field. The oscillatory nature of hy and hz reflects the spinning motion
around minima. In general the spinning periods along different paths vary. Thus
the time-dependent magnetic field contains many different frequencies as can be
seen from the Fourier transform of hi (t), i = x, y, z shown in the insets of Fig.
1.10(b–d). For Co-film parameters of MS = 1.36 × 106 A

/
m[14], the time unit is

approximately (γMS)−1 = 3.33 ps. Correspondingly, the field consists of circularly
polarized microwaves of about 100 G H z.
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Fig. 1.10 (a) The phase flow under the new strategy with k = 2, α = 0.1 , and h0 = 0.11. Just
as illustrated in Fig. 1.8(d), the phase flow shows a slow spin-out motion near the initial state and
a fast spin-in motion near the target state. (b–d) The time-dependent reversal field with the same
parameter as that in (a). Insets: The corresponding Fourier transforms

1.4.2 Strategy II: Synchronizing the Magnetization Motion
with a Circularly Polarized Microwave

Another way to utilize Eq. (1.22) is to synchronize the magnetization motion with
a circularly polarized microwave. Synchronization is a general phenomenon in non-
linear dynamics [39]. Since a magnetization in the absence of a damping will pre-
cess around its easy axis, the magnetization motion should be easily synchronized
with a circularly polarized microwave near the FMR frequency and propagating
along the easy axis. After the synchronization, the magnetization starting from its
initial minimum obtains energy from the microwave. The magnetization reversal is
achieved if the synchronized state can go over the saddle point and into the basin
of the target state. A nonlinear dynamic system under an external periodic field
may undergo a non-periodic motion other than synchronization [39]. In general, the
reversal criterion is The magnetization is reversed if the system can cross the saddle
point.

For the uniaxial particle of Eq. (1.24), one can use k
/

2 as the field scale (set to 1).
Under a circularly polarized microwave of amplitude h0 and frequency ω

�h(t) = h0[cos(ωt)ŷ + sin(ωt)ẑ], (1.27)

synchronized motion is

�m(t) = cos ηx̂ + sin η[cos(ωt + ϕ)ŷ + sin(ωt + ϕ)ẑ], (1.28)
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where η is the precessional angle between �m and the x-axis. ϕ is the locking phase
in the synchronized motion. Substitute Eqs. (1.24), (1.27), and (1.28) into Eq. (1.14)
with aI = 0, η and ϕ satisfy

sin η
√
α2ω2 + (2 − ω

/
cos η)2 = h0, (1.29)

sinϕ = −αω sin η
/

h0, (1.30)

where η ∈ [0, π ]. For fixed (h0, ω, α), η and ϕ may have multiple solutions. As
illustrated in Fig. 1.11, the solutions of η (solid lines) are plotted as a function of
h0 for ω = 1 and α = 0.1. The dashed lines denote the corresponding ϕ. Multi-
ple solutions of η, ϕ are evident. For example, there are four solutions of η when
h0 ∈ [0.09, 0.45]. Numerically, it can be shown that two solutions around η = 1 are
unstable, while the other two near η = 0, π are stable. Thus, the system shall even-
tually end up at one of the two stable solutions. Which one the system will choose
depends on the initial condition. For a given initial condition, the system picks the
solution near η = π (magnetization reversed) when h0 is larger than a critical value
called the minimal switching field.
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Fig. 1.11 Graphic
demonstration of multiple
synchronization solutions.
The solid lines are from Eq.
(1.29) and the dashed lines
are from Eq. (1.30). The
graph is plotted at α = 0.1
and ω = 1

A nonlinear dynamic system under an external periodic field may undergo a non-
synchronized motion. Unfortunately, a non-synchronized motion is, in general, hard
to define analytically. Usually, reliance must be placed on the numerical method. In
terms of the LLG equation under a circularly polarized microwave of Eq. (1.15), it
is straight forward [21] to calculate numerically �m(t) starting from �m(0) = x̂ . The
upper inset of Fig. 1.12 is the trajectory of �m(t) after long time in mx mymz space
for h0 = 0.35, ω = 1, and α = 0.1. A simple closed loop in a plane parallel to
the yz-plane indicates that this is a synchronized motion. Alternatively, the lower
right inset of Fig. 1.12 is the long-time trajectory of �m(t) for h0 = 0.35, ω = 1.2,
and α = 0.1. Its motion is very complicated, corresponding to a non-synchronized
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motion. It is found that whether the motion is synchronized or not is sensitive to the
microwave frequency. For example, all motions for ω = 1 are synchronized while
both synchronized and non-synchronized motions are possible for ω = 1.2. The
motion is non-synchronized for h0 in the range of [0.27, 0.42] while it is synchro-
nized for other values of h0. Figure 1.12 is mx of synchronized motions as a function
of h0 for ω = 1 and 1.2.
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Fig. 1.12 mx of synchronized motion vs. h0 for α = 0.1 and ω = 1 (filled squares); 1.2
(open circles). Non-synchronized motion when h0 ∈ [0.27, 0.42] (between two dash-dotted lines)
is found for ω = 1.2 . Upper inset: Long-time trajectory of �m(t) for ω = 1 and h0 = 0.35.
Lower inset: Long-time trajectory of �m(t) for ω = 1.2 and h0 = 0.35

Using the reversal criterion given earlier, the minimal switching field hc in Fig.
1.12 is about 0.375 for ω = 1 because mx in the synchronized motion is negative
when h0 > 0.375. For ω = 1.2, the minimal switching field takes a value at which
the magnetization undergoes a non-synchronized motion. Numerically, it can be
shown that �m crosses the yz-plane when h0 ≥ 0.285. Thus, the minimal switching
field is determined as hc = 0.285 for ω = 1.2. The reason that the value of the mini-
mal switching field is so sensitive to the microwave frequency is because a switching
field, as illustrated in Fig. 1.8d, needs to overcome the dissipation which is related to
the motion of the magnetization. To reveal the frequency dependence of the minimal
switching field, Fig. 1.13 shows the minimal switching field hc vs. the microwave
frequency ω for various α = 0, 0.001, 0.1, 1, and 1.5. ω = 0 corresponds to the case
of a static field along the y-axis. The curve of α = 0 intersects the hc-axis at hc = 1
which agrees with the exact minimal switching field hc = 1[21]. The intersections
of all other curves of α �= 0 are the same as those with a static field [12,21]. When
α ≥ 1, it becomes the SW-limit hc = 2. For a given α, Fig. 1.13 shows the existence
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of an optimal microwave frequency, ωc, at which the minimal switching field is the
smallest. Far from the optimal frequency, the minimal switching field can be larger
than the SW-limit. The inset of Fig. 1.13 is ωc vs. α. The optimal frequency is near
the natural precessional frequency at which the dissipation is a maximum.
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Fig. 1.13 The minimal
switching field hcvs.ω for
various damping constant
α = 0; 0.001; 0.1; 1; and1.5.
Inset: The optimal frequency
ωc vs. α
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Fig. 1.14 hc vs. α for the
uniaxial model of Eq. (1.24)
under different reversal
schemes. Square symbols are
the numerical results of hc at
the optimal frequency in the
present strategy with a
circularly polarized
microwave. The dashed line
is hc under a non-collinear
static field of 135◦ to the
easy axis. It saturates to the
SW-limit beyond α = 1 [21]

The minimal switching field is lowest at the optimal frequency ωc. The square
symbols in Fig. 1.14 are the minimal switching fields at ωc. They are approximately
linear in α, hc ≈ 0.23 + 0.58α. This approximate linear relation is related to the
fact that the damping (field) is proportional to α. For comparisons, the minimal
switching fields of a precessional magnetization reversal under a static magnetic
field and the SW-limit are also plotted in Fig. 1.14. It can be seen that for small
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damping, the smallest (at the optimal frequency) minimal switching field can be
much smaller than that in the precessional magnetization reversal.

1.4.3 Theoretical Limits of Switching Field/Current and Optimal
Reversal Pulses

After examining the above two strategies based on Eq. (1.22), it is natural to ask the
question whether there exists a theoretical limit in the critical switching field out of
all possible reversal magnetic field pulses. There are infinite number of paths that
connect the initial and the target states. Each of these paths could be used as a mag-
netization reversal path. We shall show, at least for the uniaxial Stoner particles, that
there exists [29] indeed an optimal path along which the critical switching field is
the smallest. Let �hL ,s(t) be the magnetic field pulse of design s along magnetization
reversal route L . We can define the following quantities.

Definition of switching field H L ,s : The switching field H L ,s of design s along
route L is defined to be the largest magnitude of �hL ,s(t) for all t , i.e., H L ,s =
max

{∣∣∣�hL ,s(t)
∣∣∣ ; ∀t

}
.

Definition of minimal switching field H L on reversal route L: The minimal switch-
ing field H L along route L is defined to be the smallest value of H L ,s for
all possible designs s that will force the magnetization to move along L , i.e.,
H L = min

{
H L ,s ; ∀s

}
.

Definition of theoretical limit of minimal switching field Hc: The switching field
limit Hc is defined as the smallest value of H L out of all possible routes, i.e., Hc =
min

{
H L ; ∀L

}
.

Claim 1: For a given uniaxial magnetic anisotropy of w(cos θ ), the theoretical
limit of the minimal switching field is given by Hc = α√

1+α2
Q, where Q =

max { f (cos θ ) sin θ} , θ ∈ [0, π ] and f (cos θ ) = − ∂w(cos θ)
∂(cos θ) .

Proof: To find the lowest possible switching field, it should be noticed that field
along the radius direction hr of an external field does not appear in Eq. (1.15) when
aI = 0. Thus one can lower the switching field by setting hr = 0, and the magnitude

of the external field is h =
√

h2
θ + h2

φ . θ̇ and φ̇ are fully determined by hθ and hφ

and vice versa. It can be shown that h2 can be expressed in terms of θ , φ, θ̇ , and φ̇.

g ≡ h2 = (1 + α2)θ̇2 + 2α f (cos θ ) sin θ θ̇

+ (α sin θφ̇)2 + sin2 θ [φ̇ − f (cos θ )]2.
(1.31)

Here g(θ̇ , θ, φ̇) does not depend explicitly on φ for a uniaxial model.
In order to find the minimum of g, it can be shown that φ must obey the following

equation:
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φ̇ = f (cos θ )
/

(1 + α2), (1.32)

which is from
(
∂g

/
∂φ̇

)∣∣
(θ̇ ,θ) = 0 and

(
∂2 g

/
∂φ̇2

)∣∣
(θ̇ ,θ) > 0.

Equation (1.32) is a necessary condition for the smallest minimal switching field.
This can be understood as follows. Assume Hc is the minimal switching field along
reversal path L described by θ (t) = θ1(t) and φ(t) = φ1(t) (i.e., Hc is the maximum
magnitude of the external field that generates the motion of θ1(t) and φ1(t)). If φ1(t)
does not satisfy Eq. (1.32), then one can construct another reversal path L specified
by θ (t) = θ1(t) and φ(t) = φ2(t), where φ2(t) satisfies Eq. (1.32). Because θ (t) and
θ̇ are exactly the same on both paths L and L∗ at an arbitrary time t , the values of
g(t) shall be smaller on L∗ than those on L at any t . Thus, the maximum g∗ = (H∗

c )2

of g on L∗ will be also smaller than that (H 2
c ) on L , i.e., H∗

c < Hc. But this is in
contradiction with the assumption that Hc is the theoretical limit of the minimal
switching field. Hence, φ(t) must obey Eq. (1.32) on the optimal path that generates
the smallest switching field, Hc.

Substituting Eq. (1.32) into Eq. (1.31), we have

h2 =
[√

1 + α2θ̇ + α f (cos θ ) sin θ√
1 + α2

]2

. (1.33)

In order to complete a magnetization reversal, the trajectory must pass through
all values of 0 ≤ θ ≤ π . In particular, it must pass through whatever value of θ
in that range maximizes f (cos θ ) sin θ on that range. At that maximizing value of
θ , the trajectory must be such that θ is non-decreasing, that is, θ̇ ≥ 0, so that the
trajectory is proceeding in the correct direction. Substituting these constraints into
Eq. (1.5), we see that at that point in the trajectory, h must be at least αQ

/√
1 + α2,

where Q = max { f (cos θ ) sin θ} , θ ∈ [0, π ] Q.E.D.
To have a better picture about what this theoretical limit Hc is, we consider a

well-studied uniaxial model, w( �m) = −km2
z

/
2, or f = k cos θ . It is easy to show

that the largest h is at θ = π
/

4 so that Q = k
/

2, and

Hc = α√
1 + α2

k

2
. (1.34)

At small damping, Hc is proportional to the damping constant that is what we
obtained in strategy I. At the large damping, Hc approaches the SW-limit [21] when
a non-collinear static switching field is 135◦ from the easy axis. The solid curve
in Fig. 1.15 is Hc vs. α. For comparison, the minimal switching fields from other
reversal schemes are also plotted. The dotted line is the minimal switching field
of strategy I when the applied field is always parallel to the motion of the magne-
tization [29]. The curve in square symbols is the minimal switching field when a
circularly polarized microwave at optimal frequencies is applied [29]. The dashed
line is minimal switching field under a non-collinear static field of 135◦ to the easy
axis. It saturates to the SW field beyond αc [12, 21].
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Although the theoretical limit of the switching field is academically important
because it provides a low bound to the switching field so that one can use the the-
orem to evaluate the quality of one particular strategy, a design using a field at the
theoretical limit would not be interesting from a practical point of view because
the switching time would be infinite long. Thus, it is more important to design a
reversal path and a field pulse such that the reversal time is the shortest when the
field magnitude H (H > Hc) is given. An exact result is given by the following
theorem.

Claim 2: Suppose a field magnitude H does not depend on time and H > Hc. The
optimal reversal path (connects θ = 0 and θ = π ) that gives the shortest switching
time is the magnetization trajectory generated by the following field pulse �h(t),

hr (t) = 0,

hθ (t) = αH /
√

1 + α2,

hφ(t) = H /
√

1 + α2 = hθ
/
α.

(1.35)

Proof: The reversal time from A to B (Fig. 1.2b) is T ≡ ∫ π
0 dθ

/
θ̇ . According to Eq.

(1.15), one needs (hφ + αhθ ) to be as large as possible in order to make θ̇ maximal
at an arbitrary θ . Since H 2 = h2

r + h2
θ + h2

φ , one has the following identity:

(1 + α2)H 2 = (1 + α2)h2
r + (hφ + αhθ )

2 + (hθ − αhφ)2. (1.36)

Thus, (hφ + αhθ ) reaches the maximum of
√

1 + α2 H when hr = 0 and hθ = αhφ ,
which lead to Eq. (1.35). Q.E.D.

Under the optimal design of (1.35), φ(t) and θ (t) satisfy, respectively, Eq. (1.32)
and

θ̇ = H /
√

1 + α2 − α f (cos θ ) sin θ
/

(1 + α2). (1.37)
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For uniaxial magnetic anisotropy w( �m) = −km2
z

/
2, it is straightforward to inte-

grate Eq. (1.37) and to find the reversal time T ,

T = 2

k

(1 + α2)π
√

4(1 + α2)H 2
/

k2 − α2
. (1.38)

In the weak damping limit α → 0, T ≈ π
/

H while in the large damping limit

α → ∞, T ≈ απ√
H 2−k2

/
4

→ ∞. For the large field H → ∞, T ≈ √
1 + α2π

/
H ,

inversely proportional to the field strength. Thus, it is better to make α as small as
possible. Then the critical field is low, and the speed is fast (T ∼ π

/
H ). Figure

1.16 shows the field dependence of the switching time for α = 0.1, where T and H
are in the units of 2

/
k and k

/
2, respectively.
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Fig. 1.16 The field
dependence of T under the
optimal field pulse Eq. (1.35)
for α = 0.1 . The field is in
the unit of k/2 , and the unit
for time is 2/k

The above results can also be generalized to the current-induced magnetization
reversal where aI �= 0 and �h = 0. Assume C L ,q (t)ŝ(t) be the polarized electric cur-
rent pulse of design q along magnetization reversal route L and C L ,q (t) be the cur-
rent amplitude, similar to the field case, three interesting quantities can be defined:

Switching current I L ,q : The switching current I L ,q of design q along route L is
defined to be the maximum of

∣∣C L ,q (t)
∣∣ for all t , i.e., I L ,q = max

{∣∣C L ,q (t)
∣∣ ; ∀t

}
.

Critical current I L of reversal route L: The critical current I L along route L is
defined to be the smallest value of I L ,q for all possible designs q that will force the
magnetization to move along L , i.e., I L = min

{
I L ,q ; ∀q

}
.

Theoretical limit of critical currents Ic: The critical current limit Ic is defined as the
smallest value of I L out of all possible routes, i.e., Ic = min

{
I L ; ∀L

}
.
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Claim 3: Under the constraint of the constant current magnitude and constant polar-
ization degree P , the optimal time-dependent polarization direction of the current
for a uniaxial particle of w(cos θ ) is

s∗
r = (1+P)3

16P3/2−3(1+P)3

s∗
φ = −αs∗

θ = α√
1+α2

√
1 − s∗2

r

(1.39)

such that the reversal time from θ = 0 to θ = π is the shortest.

Proof: According to Eq. (1.15), different ŝ(t) generates different angular velocities
for θ and φ, and the magnetization reversal time from θ = 0 to θ = π is given
by T ≡ ∫ π

0 dθ
/
θ̇ . In order to find the optimal ŝ(t) that minimizes T , one only

needs aI (αsφ − sθ ) or g(P, sr )(αsφ − sθ ) to be maximum such that θ̇ , according to
Eq. (1.15), will be the largest at any θ . This observation is important, and it can be
applied to other function forms of g. Because s2

r + s2
θ + s2

φ = 1, the maximum of
g(P, sr )(αsφ − sθ ) can be obtained from the standard Lagrange multiplier method
in which one introduces F ≡ g(P, sr )(αsφ − sθ ) − λ(s2

r + s2
θ + s2

φ). By setting the
partial derivatives of F with respect to si (i = r, θ, φ) to zeros, the maximum of
g(P, sr )(αsφ − sθ ) is

[
g(P, sr )(αsφ − sθ )

]
max =

√
1 + α2G(P), (1.40)

where

G(P) = g(P, s∗
r )
√

1 − s∗2
r (1.41)

and the optimal ŝ∗ is given by Eq. (1.39). Q.E.D.

Claim 4: The theoretical limit of critical currents is

Ic = μ0eM2 V

�G(P)

α√
1 + α2

Q. (1.42)

Here Q ≡ max { f (cos θ ) sin θ} for θ ∈ [0, π ], f (cos θ ) = − ∂w(cos θ)
∂(cos θ) , and G(P) is

give by Eqs. (1.41) and (1.39).

Proof: Under the optimal design of Eq. (1.39), θ (t) and φ(t) satisfy, respectively,

θ̇ = �I

μ0eM2 V

G(P)√
1 + α2

− α f (cos θ ) sin θ

1 + α2
(1.43)

and

φ̇ = f (cos θ )
/

(1 + α2). (1.44)

For the uniaxial model, the limit Ic of critical current is the smallest value of I
making θ̇ (Eq. (1.43)) zero for certain θ . This is because θ̇ cannot be negative if the
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magnetization of a uniaxial particle moves from θ = 0 to θ = π . The first term
in Eq. (1.43) must exceed the second term due to magnetic anisotropy for all θ s
(∈ [0, π ]) in a reversal. Since Eq. (1.43) is the largest possible velocity, one has
Ic = μ0eM2 V

�G(P)
α√

1+α2
max { f (cos θ ) sin θ}. Q.E.D.

It is proper to make a few remarks here. (1) According to Eq. (1.39), s∗
r = −1

and s∗
θ = s∗

φ = 0 when P = 1. Then it seems that θ̇ = 0 at θ = 0 and π accord-
ing to Eq. (1.15). But this is not correct since aI diverges at sr = −1 for P = 1.
In fact, θ̇ diverges under the limit of sr → −1 at P = 1. This peculiar feature of
Slonczewski’s formula (Eq. (1.12)) may be an artifact which is a subject of debate
[25]. (2) The relative direction of the current polarization and the magnetization in
an optimal pulse does not change with time. (3) Although the optimal ŝ∗ appears to
depend only on damping constant α and P , not on f (cos θ ), it is in fact time depen-
dent because ŝ is expressed in a moving frame whose coordinate units êr , êθ , êφ vary
with the time. (4) From Eqs. (1.43) and (1.44), the optimal reversal route is given by

dθ

dφ
= αQ

f (cos θ )

[
I
/

Ic − f (cos θ ) sin θ
/

Q
]
.

Thus, a solution passing through θ = 0 and π simultaneously exists when and
only when I > Ic. For I < Ic, the system undergoes a stable precession motion
[24] (θ satisfies I

/
Ic = f (cos θ ) sin θ

/
Q) even under a pulse of Eq. (1.39).

The evolution of �m under the optimal polarization pulse (meaningful only for
I > Ic) is determined by θ̇ = αQ

[
I
/

Ic − f (cos θ ) sin θ
/

Q
]/

(1 + α2) and
φ̇ = f (cos θ )

/
(1 + α2). It is clear that magnetic anisotropy f (cos θ ) shall influence

the evolution of �m which in turn influences the time dependence of ŝ∗. Thus, if they
were to change f (cos θ ) and nothing else, the time-dependent ŝ∗ would be different.

One notices that the derivation of Ic (Eq. (1.42)) does not require constant I and
P . The result should be the same even for the time-dependent I and P as long as
STT is proportional to I and g. To see how far that the best value of critical cur-
rents is from the theoretical limit in the most advanced strategy where the current
polarization direction is fixed [28], let us compare it with the critical current limit
of Eq. (1.42) for w( �m) = −km2

z

/
2. The theoretical limit of critical currents from

Eq. (1.42) is Ic = μ0eM2 V

2�G(P)

αk√
1 + α2

. It is known [28] that the critical current for

the polarization direction ŝ parallel to the easy axis of �m (parallel configuration)
is smaller than that when ŝ is perpendicular to the easy axis (perpendicular con-
figuration). The critical current in the parallel configuration for the same magnetic
anisotropy is [23,28]

Ic = μ0eM2 V

�g(P, 1)
αk. (1.45)

Figure 1.17 is the plot of Ic vs. damping constant α for P = 0.4 which is a real-
istic value for magnetic materials. The dashed line is of Eq. (1.45), and the solid
line is the theoretical limit of the critical current which saturates to a constant at
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Fig. 1.17 Ic vs. α for
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large α limit. At α = 0.1, critical current limit Ic is about one fourth of that given
by Eq. (1.45), showing a large room for the improvement. The difference between
Eqs. (1.42) and (1.45) depends on the degree of polarization P . Figure 1.18 is Ic vs.
P at α = 0.1. It should be pointed out that zero Ic in Eq. (1.42) at P = 1 is an artifi-
cial result originated from the divergence of g(1, x) at x = −1 in the Slonczewski’s
theory [23]. This divergence is removed in other formulations of g [25].
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The reversal time T is obtained by integrating Eq. (1.43) from θ = 0 to θ = π

(Ic is given in Eq. (1.42)),

T = 2

k

(1 + α2)π

α

√
(I
/

Ic)2 − 1
. (I > Ic) (1.46)

In the weak damping limit (α → 0) or large current limit (I → ∞), T ∝ π
/

I .
To have an idea about the order of magnitudes for the critical current limit and the
time scale considered here in a realistic set-up, let us consider a Co nano-structure
[28] of 3 nm thick and lateral dimension of 30 × 60(nm)2. Other parameters [28]
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are α = 0.01, M = 1.4 × 106 A
/

m, k = 7 × 104 J
/

m3, and P = 0.4. Then, the
theoretical limit of critical currents is about Ic ≈ 18μA (current density of about
106 A

/
(cm)2) compared with 80μA from Eq. (1.45). The optimal switching time is

about 360 ps for I = 1.8 m A > Ic (current density of 108 A
/

(cm)2). This switching
time is shorter than the typical experimental value of order of several nano-seconds
[26, 28].

1.5 Summary

In summary, we discussed several theoretical results obtained on the fast magneti-
zation reversal of Stoner particles. For the reversal by a static magnetic field, SW-
theory is the special solution of the LLG equation in the infinite damping limit.
The existence of a critical damping constant above which the SW-limit is exact is
explained. In terms of ballistic reversal, the existence of a direction window is pro-
posed. For the reversal by a time-dependent magnetic field, two new strategies were
proposed based on the fact that a time-dependent magnetic field can be an energy
source. One strategy is to use a field following the magnetization motion, and the
other one is to use a circularly polarized microwave near the FMR frequency to syn-
chronize the magnetization motion. Both strategies can substantially reduce the crit-
ical switching field. Furthermore, theoretical limits on the switching field, switching
current, and switching time were obtained for uniaxial Stoner particles. The limits
could be used as a benchmark to evaluate different reversal scheme besides other
possible usages.
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Chapter 2
Core–Shell Magnetic Nanoclusters

Jinlan Wang and X.C. Zeng

Abstract Nanoclusters, aggregates of a few tens to millions of atoms or molecules,
have been extensively studied over the past decades. Core–shell nanoclusters have
received increasing attention because of their tunable physical and chemical prop-
erties through controlling chemical composition and relative sizes of core and shell.
The magnetic core–shell nanoclusters are of particular interests because these het-
erogeneous nanostructures offer opportunities for developing devices and cluster-
assembled materials with new functions for magnetic recording, bio, and medical
applications.

The purpose of this review is to report latest progress in the experimental and
theoretical studies of bimetallic magnetic core–shell nanoclusters (e.g., at least one
component of the constitution is magnetic). Due to page limit, a concise survey of
synthetic techniques and main experimental characterizations for magnetic proper-
ties is presented. A more detailed overview is given to previous theoretical work.

2.1 Introduction

Nanolusters (or nanoparticles), aggregates of a few tens to millions of atoms or
molecules, have attracted enormous interest from either basic science or application
point of view in the past decades. From basic science point of view, nanoclusters are
species intermediate in size between microscopic atoms or molecules and macro-
scopic bulk matter, and these may be considered as new forms of matter or super-
atoms that display properties very different from their molecular and bulk coun-
terparts. Small nanoclusters can show strongly size-dependent characteristics, for
example, their structures can vary dramatically with size. Among others, manifesta-
tion of this strong-size dependence includes behavior of “magic number” clusters,
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metal–nonmetal transition, nonmagnetic–magnetic transition, red or blue shift of
optical gap, and selective catalysis [1, 11, 12, 24, 31, 42, 60]. The intriguing prop-
erties of nanoclusters stem from their finite size, large surface-to-volume ratio, and
quantum effect. From application point of view, highly stable nanoclusters can serve
as building blocks for assembly of new materials and for design of nano-devices.
Size-dependent characteristics also open a possibility for tailoring properties of nan-
oclusters by precisely controlling the formation process.

Nanoclusters are usually produced from mass-selective cluster beams and can
be studied in the gas phase, or within an inert matrix, or adsorbed onto a surface.
Many technologies such as mass spectrometry; ion mobility spectrometry; photo-
and collision-induced dissociation; photoionization, photoelectron, and infrared
spectroscopies; electron paramagnetic resonance; Stern–Galach molecular-beam
deflection; and optical spectroscopy have been advanced to measure the energy,
ionization potential, electron affinity, magnetic moment, and optical absorption of
nanoclusters.

Theoretical computations have also played a key role in the cluster science since
certain properties of nanoclusters are difficult to measure, and many conventional
theories developed for treatment of atomic/molecular systems or bulk matter are
inapplicable to nanoscale systems. Common computational tools include empiri-
cal potential methods such as molecular dynamics and Monte Carlo simulation,
semi-empirical methods such as tight-binding approximation, and first-principles
methods or ab initio electronic structure calculations such as density functional the-
ory and molecular orbital methods. In particular, the density functional theory has
become a de facto tool for the study of nanoclusters with more than a few tens of
atoms.

Current investigations in cluster science can be loosely categorized into two main
areas. One is to understand how the structures and properties of the matter evolve
from isolated atom or molecule to nanoparticle and to the bulk as the size increases.
Another is to explore new cluster-assembled materials for practical applications,
such as novel electronic and optical devices, chemical sensors, and efficient and
selective catalysts.

Core–shell nanoclusters have recently received considerable attention owing to
their physical and chemical properties that are strongly dependent on the structure
of the core, shell, and interface. This structure dependence opens possibility for tun-
ing properties by controlling their chemical composition and relative size of the core
and shell. The core–shell magnetic nanoclusters are of special interests since the het-
erogeneous nanostructures offer opportunities for developing devices and cluster-
assembled materials with new functions for magnetic recording, bio, and medical
applications. In fact, superparamagnetic nanoparticles with suitable biocompatible
coatings have important implications in biology, biotechnology, and other biomedi-
cal disciplines [36, 44, 35].

The purpose of this review is to survey most recent studies on bimetallic mag-
netic core–shell nanoclusters. Toward this end, we will mainly focus on core–shell
nanoclusters with at least one component of the constitution being magnetic. Other
fascinating topics – for example, binary clusters and nanoalloys, whose structures
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are neither core–shell nor magnetic – are completely left out for space reasons. The
metal-oxide core–shell clusters are also not discussed in this chapter, although these
species can be magnetic. Readers interested in these topics are referred to [8, 10,
17, 41, 43]. Nevertheless, even on the topics that we are focusing we do not claim
to be exhaustive. If some contributions are left out, we apologize in advance. We
will review previous experimental and theoretical studies: On the experimental part,
we present a brief summary of known synthetic technology and measured magnetic
properties. On the theoretical part, we provide more detailed review since much less
theoretical work has been published in the literature.

The review is organized as follows. In Section 2.2, we give a short description of
the experimental techniques for the fabrication of core–shell nanoclusters, as well
as a survey of previous analysis and characterization of clusters’ structures, compo-
nents, size, and magnetic properties. In Section 2.3, we summarize previous theo-
retical work on the core–shell clusters and discuss their structural, electronic, and
magnetic properties with different core and shell. Specifically, magnetic systems
including iron-, cobalt-, nickel-, manganese-based core–shell clusters are discussed
in detail. In Section 2.4, we conclude by providing an outlook for future research
about core–shell nanoclusters.

2.2 Experimental Studies of Core–Shell Magnetic Clusters

In this section, we survey the recent progress in fabrication and characterization of
magnetic core–shell nanoclusters. The main focuses are placed on three prototype
magnetic core/shell nanoclusters, i.e., iron-, cobalt-, nickel-core-based nanoclusters.
A list of previous experimental and theoretical studies on the core/shell magnetic
nanoclusters is presented in Table 2.1.

Table 2.1 Summary of the recent experimental and theoretical studies on the core–shell magnetic
nanoclusters

Clusters References

Fe@Au [2, 48, 15, 13, 14, 63, 64, 40, 16, 20, 7, 62, 57, 45]
Co@Au [48, 3, 4, 5, 6, 39, 61, 9, 58]
Co@Ag [50, 29, 56, 26, 32, 51, 25, 27, 65, 57]
Co@Cu [29, 39, 30, 27, 65]
Co@Pt [46, 47, 39, 34]
Co@Pd [3, 4, 5, 6, 39]
Ni@Au [3, 4, 5, 6, 18]
Ni@Ag [3, 4, 5, 6, 53, 28, 19, 38, 18]
Ni@Pd [53]
Pt@Co [54]
Mn@Au [58]
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2.2.1 Iron-Based (Fe@Au) Core–Shell Nanoclusters

Nanometer-sized magnetic particles of iron show promise for practical applica-
tions in catalysis, magnetic recording, magnetic fluids, and biomedical applications.
However, pure iron nanoparticles are chemically unstable in the air and easily oxi-
dized, which limits their utility. To protect the particles from oxidation, one way is
to coat the particles with another inert layer, namely, making a core–shell structure.
The core–shell structure is capable of maintaining favorable magnetic properties
of metal iron while preventing the nanoparticles from oxidation. Materials such as
metal-oxide (iron oxide), inorganic compound (SiO2), and noble metal (gold and
silver) are commonly used as the coating for iron nanoparticles.

Gold has been one of the popular coating materials owing to its chemical inert-
ness, bio-compatibility, non-toxic, and diverse cluster geometries such as planar
sheets, cages, and tubes [49, 33, 59, 37]. Indeed, it has been found that gold-
coated nanoparticles are more resistant to oxidation and corrosion, compared to the
uncoated particles. The gold coating (shell) tends to distribute more uniformly on
the spherical particles than on the acicular ones. More importantly, the gold coat-
ing is capable of retaining many favorable magnetic properties (such as coercivity
or blocking temperature) of the core. The iron-core gold-shell Fe@Au nanoparti-
cles are of particular importance owing to their potential biodiagnostic applications,
such as rapid magnetic separation and concentration of biomaterials.

Paulus et al. [48] has fabricated Fe@Au colloidal particles (stabilized by organic
ligands) with average sizes of 2 nm and 5.1 nm. They found that the Fe@Au
nanopaticles are superparamagnetic at room temperature with the blocking temper-
ature TB∼40 K . The magnetic anisotropy of Fe@Au is larger than the bulk, which
might be caused by the formation of inhomogeneous Fe/Au alloy.

Lin et al. [40] have developed a unique reverse-micelle method to synthesize
gold-coated iron (Fe@Au) nanoparticles as illustrated in Fig. 2.1. The average size
of Fe@Au nanoparticles is about 10 nm. These nanoparticles are characterized by
a combination of transmission electron microscopy (TEM), energy dispersive spec-
troscopy (EDS), X-ray diffraction (XRD), ultraviolet-visible spectroscopy (UV/vis),
and quantum design superconducting quantum interference device (SQUID) mag-
netometry. The absence of oxygen and iron oxide, based on the EDS and
XRD measurements, confirms a complete coating of the iron core by the gold
shell. The authors have also found that a red shift and broadening occurs in
the absorption band of the Fe@Au colloid as compared to that of pure gold
particles.

Particularly interesting is that these Fe@Au nanoparticles are superparamagnetic
with TB∼42 K . At 300 K, no coercivity (Hc) and remanence (Mr ) are observed,
while they are 728 Oe and 4.12 emu/g at 2 K, respectively (see Fig. 2.2).

The authors have also investigated self-assembly of the Fe@Au nanoparticles in
a magnetic field for potential biomedical applications. The Fe@Au nanoparticles
formed parallel chains with length ranging from 5 to 30 nm, and each chain can
be considered as a single magnetic domain. Under the influence of the external
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2.4mL 0.5M FeSO4 aq.
6.0g CTAB, 5.0g 1-Butanol
15.0g Octane

1.8mL 0.44M HAuCl4 aq.
3.0g CTAB, 2.5g 1-Butanol
1.0g Octane

1.8mL 1.6M NaBH4 aq.
3.0g CTAB, 2.5g 1-Butanol
10.0g Octane

2.4mL 1.0M NaBH4 aq.
6.0g CTAB, 5.0g 1-Butanol
15.0g Octane

Mix

Fe@ Au nanoparticles

Fe nanoparticles

Ar

Ar

(1) (2)

Fig. 2.1 Schematic diagram showing the reverse-micelle method for preparation of Fe@Au
nanoparticles. Reproduced with permission from J. Solid State Chem. 159, 26–31 (2001) Copy-
right 2001 Elsevier

magnetic field, these single domains are aligned along the direction of the magnetic
field to form even longer parallel chains.

Other researchers [15, 13, 14, 63, 64, 16, 45] have also successfully fabricated
different sized Fe@Au nanoparticles using the same method and characterized them
with XRD, UV/vis, and TEM techniques. Zhou et al. [63] obtained the average
particle size of the core–shell structure about 8 nm, with about 6 nm diameter core
and 1–2 nm thick shell. Carpenter [16] synthesized nanoparticles with a 7 nm core
in diameter and a 1 nm thick shell. These Fe@Au nanoparticles are found to be air
stable, and their magnetic properties are enhanced.

Chen et al. [20] have synthesized gold-coated acicular and spherical iron-based
nanoparticles by using a mild chemical reduction process. Iron core nanoparticles
are synthesized by simultaneous thermal decomposition of Fe(CO)5 and polyol
reduction of Co(acac)3 in dioctyl ether before coating. The acicular iron particles
are coated with gold from the gentle chemical reduction of an organo-gold com-
pound in nonaqueous solvents. TEM and alternative gradient magnetometry studies
indicate that the small particles have relatively uniform coatings, while for the larger
particles, many gold surfaces have been decorated. Compared with uncoated parti-
cles, gold-coated commercial iron particles show good corrosion resistance even in
a 1.03 M HCl solution at 80◦C for 12 h. Additionally, although the Fe@Au particles
possess a very small coercivity because of slight oxidation, the magnetic moment is
still larger than that of pure iron oxide.

Ban et al. [7] have successfully synthesized Fe@Au nanoparticles (about 11 nm
core of Fe and 2.5 nm shell of Au) by the partial replacement reaction in a polar apro-
tic solvent. High-resolution transmission electron microscopy (HRTEM) studies
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confirm the core–shell structures with different crystal lattices: Fe (110 and 200
lattice planes) and Au (111 and 200 lattice planes). SQUID magnetometry reveals
that particle magnetic properties are not significantly affected by the thickness of Au
shell. The produced Fe@Au nanoparticles exhibit a red shift in absorption band as
compared to pure gold nanoparticles, due to the surface plasmon resonance. Inter-
estingly, the Fe@Au nanoparticles are ferromagnetic at room temperature.

Cho et al. [23] have reported chemical synthesis of Fe@Au nanoparticles using a
reverse-micelle method through the reduction of an aqueous solution. The blocking
temperature of the particles TB is about 150 K, which is much higher than that of
50 K obtained by O′Connor group. A negative giant magnetoresistance effect has
been observed, and the particles are metallic, which imply a metallic α-Fe core.
However, the Mössbauer studies on the samples a month later have confirmed the
occurrence of oxidation over time, which indicates that the Fe core is not fully cov-
ered by the Au shell or that the Au shell is permeable to oxygen. Therefore, the
authors have proposed that the formation of α-Fe core Au-shell structure and subse-
quently the Fe core oxidizes.

Later, however, the authors have found that the structure of Fe@Au nanopar-
ticles might be not as simple as reported earlier. To investigate the growth mech-
anisms and oxidation-resistant characteristics of the Fe@Au core–shell structure,
Cho et al. [21] used the same synthetic method to fabricate a large enough Fe core
coated with gold shell (about 19 nm). TEM, EDX, XRD, Mössbauer spectroscopy,
and inductively coupled plasma studies demonstrated the Fe@Au core–shell struc-
tures and the presence of the Fe and Au phases. From atomic-resolution Z-contrast
imaging and electron energy loss spectroscopy (EELS) in a scanning transmission
electron microscope (STEM) studies, the Au shell grows by nucleating at selected
site on the surface of the Fe core before coalescing, and the surface is rough. The
authors further found that the magnetic moments of the nanoparticles, in the loose
powder form, decrease over time due to oxidation (see Fig. 2.3). On the other hand,

(A) (B)

Fig. 2.3 (A) First quadrant of the magnetic hysteresis loop at 5 K. From the top, each curve
indicates the measurement with a 1-day interval, right after synthesis. (B) Decay of saturation
magnetization of exposed Fe/Au nanoparticles over time. Reproduced with permission from Chem.
Mater., 17, 3181–3186 (2005). Copyright 2005 American Chemical Society
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electrical transport measurements showed that the particles in the pressed pellet
form are fairly stable for the resistance, and magnetoresistance does not change
over time.

Cho et al. [22] have further investigated the Fe@Au nanoparticles using both
the conventional- and synchrotron-based X-ray diffraction and the magnetic and
Mössbauer spectral techniques. The powder X-ray diffraction patterns indicate the
presence of crystalline α-iron and gold and the absence of any crystalline iron oxides
or other crystalline products. However, the Mössbauer spectra of both uncoated iron
nanoparticles and the Fe@Au nanoparticles showed that three major iron-containing
components are found (see Fig. 2.4). Of the iron components, 16% and 40% are
represented by the expected α-iron phase in the uncoated and gold-coated iron
nanoparticles, respectively. The other byproducts are an amorphous Fe1−x Bx alloy
and Fe(III) oxide as well as paramagnetic Fe(II) and Fe(III) components. These
results indicate that the produced Fe@Au nanoparticles through reverse micelles
are far more complicated than had been believed.

Fig. 2.4 Mössbauer spectra of the iron (left panel) and the Fe@Au (right panel) nanoparticles
prepared in a reverse micelle. The Fe(II), Fe(III), R-iron, and Fe0.73 B0.27 components are shown
in different colors (see original article). They are obtained within a week and approximately 2
weeks after synthesis for gold-coated and uncoated iron particles. Reproduced with permission
from Chem. Mater. 18, 960–967 (2006). Copyright 2006 American Chemical Society

Zhang et al. [62] have exploited a laser ablation technique to synthesize the
Fe@Au core–shell nanoparticles. This technique includes three steps. The first step
is to make both the Fe core and the Au shell by using the laser ablation method sep-
arately. The second step is to prepare the Fe core through a wet chemistry method
and to be subsequently coated with Au shell by laser ablation of Au powder. The
third step is magnetic extraction/acid washing for sample purification. The main
advantage of this fabrication technique is the second step, which provides a higher
overall yield and better control of the size of the magnetic core. Their studies indi-
cate that although the effect of irradiation is complicated, the most possible coating
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process is that Au particles are fragmented into small Au clusters and deposited onto
the iron core through repeated heating and melting. The laser-irradiated mixture
Fe-containing nanoparticles were separated by magnetic extraction techniques, and
the uncoated or incompletely Au-coated nanoparticles were washed away through
acid washing. The detailed synthesized process is illustrated in Fig. 2.5.

Oil Phase

hν

Re-dispersed in H2O with
surfactant (CTAB)

Re-dispersed in H2O
with surfactant (CTAB)

Remove surfactants;
Acid washing

Magnetic
confinement

H2O

H2O

H2O

(a)

(c) (d)

(b)

Fe

Au

Fig. 2.5 Experimental process for fabrication of Fe@Au magnetic core–shell nanoparticles.
Reproduced with permission from J. Phys. Chem. B. 110, 7122–7128 (2006). Copyright 2006
American Chemical Society

The samples have been characterized during and up to several months after
synthesis by HRTEM, HAADF STEM, EDX, XRD, UV-vis, inductively coupled
plasma atomic emission spectroscopy, and SQUID magnetometry. The red-shifted
and much broadened spectra are observed in the absorption band structure of the
Fe@Au nanoparticles due to the surface plasmon resonance, a reflection of the shell-
thickness effect. The Au shell is about 3-nm diameter with fcc structure and the lat-
tice interplanar distance of 2.36 Å. The core is about 18-nm diameter bcc Fe single
domain with the lattice interplanar distance of 2.03 Å. The nanoparticles are super-
paramagnetic at 300 K with a high blocking temperature TB of 170 K and exhibit
excellent long-term oxidation resistance. After 4 months of shelf storage in normal
laboratory conditions, high-saturation magnetization is found (210 emu/g), which is
about 96% of the Fe bulk value.

As discussed above, the Fe@Au nanoparticles have some unique advantages:
first, they can be easily prepared in either aqueous or organic medium. Second, the
particles often have high saturation magnetization, as compared with iron oxide and
other magnetic material. Third, because of diverse surface functionality of gold,
gold-coated iron nanoparticles have increased functionality.
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2.2.2 Cobalt-Based Core–Shell Nanoclusters

2.2.2.1 Co@Pt Core–Shell Nanoalloys

Park et al. [46] have exploited redox transmetalation reaction techniques for the first
time to synthesize CocorePtshell nanoalloys under 10 nm. As shown in Scheme 2.1,
first, the Co nanoparticles are prepared from the thermolysis of Co2(CO)8 in toluene
solution. Next, the CocorePtshell nanoparticles are synthesized by refluxing 6.33 nm
Co nanoparticle colloids (0.5 mmol) and Pt(hfac)2 (0.25 mmol) in a nonane solution
containing 0.06 mL of C12H25NC as a stabilizer. After 8 h of reflux, the core–shell
nanoparticles are isolated from the dark red–black solution in powder form after
adding ethanol and centrifugation. Last, reaction byproduct Co(hfac)2 is separated
from the core–shell nanoparticles.

Co nanoparticle CocorePtshell nanoalloy

Δ
Pt(hfac)2 + Co(hfac)2

Scheme 2.1 Synthetic route of core–shell nanoalloys via modified redox transmetalation reaction.
Reproduced with permission from J. Am. Chem. Soc. 123, 5743–5746 (2001). Copyright 2001
American Chemical Society

Magnetic studies of the CocorePtshell nanoparticles indicate that they retain most
magnetic properties of pure Co core and are not significantly affected by the Pt shell.
The block temperature of this sample is about 15 K and a coercivity is 330 Oe at 5 K,
which are less than the pure Co nanoparticles but are close to those of nanoparticles
with similar size to the Cocore.

Later, Park et al. [47] have exploited a similar redox transmetalation reaction
technique to fabricate similar-sized CocorePtshell nanostructures (Scheme 2.2) and
studied their magnetic properties and thermally induced dynamic phase transition
behavior.

Scheme 2.2 Synthetic routes of CocorePtshell nanoalloys via modified redox transmetalation
reaction. Reproduced with permission from J. Am. Chem. Soc. 126, 9072–9078 (2004). Copyright
2004 American Chemical Society
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The CocorePtshell nanoparticles are superparamagnetic with zero magnetic coer-
civity (Hc) at room temperature, and 330 Oe at 5 K. In particular, the Hc is consider-
ably improved to 1300 and to 7000 after the CocorePtshell nanoparticles are annealed
at 600 and 700

◦
C for 12 h. Moreover, the particle annealed at 700

◦
C shows ferro-

magnetism with an Hc of 5300 Oe at room temperature (Fig. 2.6).
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Fig. 2.6 XRD analysis and
magnetic properties of
CocorePtshell nanoparticles.
(a) XRD pattern of
CocorePtshell nanoparticles
annealed at 700

◦
C for 12 h.

All peaks are well matched to
reference fct Co1Pt1 alloys
(dashed line). (b) Thermal
alloying of CocorePtshell

nanoparticles to anisotropic
fct structure. Hysteresis loops
of CocorePtshell nanoparticles
measured at 300 K (c) before
and (d) after the annealing
process at 700◦C. The
magnetic coercivity of the
nanoparticles is significantly
enhanced from 0 to 5300 Oe,
exhibiting room-temperature
ferromagnetism. Reproduced
with permission from J. Am.
Chem. Soc. 126, 9072–9078
(2004). Copyright 2004
American Chemical Society



46 J. Wang and X.C. Zeng

Jun et al. [34] have demonstrated Co@Pt core–shell nanoparticles can be effec-
tively served as a bifunctional nanoplatform for the hydrogenation of a number of
unsaturated organic molecules under mild conditions, and also for the magnetic sep-
aration and recycling ability. They also prepared Co@Pt nanoparticles via the redox
transmetalation reaction process between Pt(hfac)2 and cobalt particles. The plat-
inum shell surface is stabilized by dodecyl isocyanide capping molecules (Fig. 2.7).
The average particle size is 6.4 nm, while the diameter of a cobalt core is 4.6 nm; the
overall stoichiometry is Co0.45Pt0.55. Elemental analysis and HRTEM study indicate
that the thickness of the Pt layer is about ∼0.9 nm, corresponding to ∼4 layers of
Pt. The core–shell nanoparticles exhibit superparamagnetic behavior at room tem-
perature with the blocking temperature TB∼15 K and a coercivity Hc ∼ 660 Oe
at 5 K

Fig. 2.7 The dual functionality of Co@Pt core–shell nanoparticles. Insert: The HRTEM image of
a single nanoparticle. The 2.27 Å represents the lattice constant of the Pt shell. [35] – Reproduced
by permission of The Royal Society of Chemistry

2.2.2.2 Co@Au, Co@Pd, Co@Pt, and Co@Cu Nanoparticles

Lee et al. [39] have successfully fabricated Co@Au, Co@Pd, Co@Pt, and
Co@Cu core–shell nanostructures by using the redox transmetalation reac-
tion technique. During the transmetalation processes, metal ions MII(MII =
Au3+,Pd2+,Pt2+, or Cu2+) of the reactant metal complexes (MII − Li) are reduced
on the surface of MI (MI = Co in this work) nanoparticles, while neutral MI(Co)
atoms are oxidized to MI

y+(Co2+) accompanying the formation a Co–ligand com-
plex (MI − Lj) as a resultant reaction byproduct (Scheme 2.3). Repeating this pro-
cess leads to a complete covering of Co core by MI I shell layers. The advantage
of this technique is that the original Co nanoparticles are retained because of shell
layer formation and core metal consumption occur simultaneously.

EDS studies indicate that the nanoparticle is estimated to have a 5.7 nm Co core
and 0.4 nm Au shell with Co/Au ratio of 79:21 for Co@Au; 4.9 nm Co core and
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Scheme 2.3 Schematic of core–shell nanoparticle formation via redox transmetalation processes.
Reproduced with permission from J. Am. Chem. Soc. 127, 16090–16097 (2005). Copyright 2005
American Chemical Society

0.9 nm Pd shell with Co/Pd ratio of 47:53 for Co@Pd; the Co/Pt ratio of 45:55 with
4.6 nm Co core and 0.9 nm Pt shell for Co@Pt; and 5.2 nm Co core shell and 0.7 nm
Cu shell with the ratio of 54:46 for Co@Cu nanostructure. The HRTEM studies
further confirm the formation of the shell of Au, Pd, Pt, and Cu on Co nanoparticles
by their good coincidence with the corresponding lattice parameters for their fcc
(111) plane.

SQUID magnetometer measurements are performed on these core–shell struc-
tures and show coercivity (Hc) of 2090 Oe for pure Co nanoparticles, 1310 Oe for
Co@Au, 840 Oe for Co@Cu, 660 Oe for Co@Pt, and 740 Oe for Co@Pd core–shell
nanoparticles, respectively (Fig. 2.8). Taking into account that average diameter of
cobalt for Co, Co@Au, Co@Cu, Co@Pt, and Co@Pd is estimated to be 6.5, 5.7,
5.2, 4.7, and 4.9 nm, respectively, the Hc trend suggests that core–shell nanoparti-
cles with larger Co core sizes have higher coercivity. Therefore, the magnetism of
the core–shell nanoparticles mainly stems from the magnetic core while the noble
metal shell layer has little effect on it. Superparamagnetic behavior is observed for
all of these nanoparticles at room temperature.

2.2.2.3 Pt@Co Core–Shell Nanoclusters

Sobal et al. [54] have developed a new two-stage route to synthesize monodisperse,
controllable Pt@Co core–shell structures. The first step is to prepare definite diam-
eter pure platinum particles. The second step involves thermal decomposition of
cobalt carbonyl on the Pt seeds. The thickness of the Co shell can be controlled
by varying the amount of dicobalt dicarbonyl. For the ratio Pt:Co2(CO)8 1:4, the
average diameter of the spherical bimetallic particles is 7.5 nm with the maximum
thickness of Co (2.3±0.2 nm). In the case of Pt/Co2(CO)8 1:5, incomplete coverage
was observed due to cobalt island formation on the platinum surface. The particles
exhibit superparamagnetic behavior at room temperature, and the blocking temper-
ature TB is between 175 and 225 K.

2.2.2.4 Co@Cu Core–Shell Nanoclusters

Guo et al. [30] have fabricated Co@Cu core–shell nanoparticles by using a dis-
placement method in aqueous solution at room temperature. The nanoparticles
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Fig. 2.8 Hysteresis loops of (a) Co nanoparticles and core–shell nanoparticles (b) Co@Au,
(c) Co@Pd, (d) Co@Cu, and (e) Co@Pt at 5 K on a SQUID magnetometer. (f) Hysteresis
loop of Co@Cu nanoparticles at 300 K shows superparamagnetism. Reproduced with permis-
sion from J. Am. Chem. Soc. 127, 16090–16097 (2005). Copyright 2005 American Chemical
Society

were fabricated through a wet chemical scheme by using the surfactant sulfo-
betaine, dodecyldimethyl (3-sulfopropyl) ammonium hydroxide (98%) in tetrahy-
drofuran. Cobalt oxide was not present in the nanoparticles upon exposure to air
through X-ray absorption near-edge structure analysis. The relative high blocking
temperature (TB∼235 K ) was found for the Co@Cu nanoparticles, indicating the
coating enhanced the magnetic properties of the nanoparticles.
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2.2.2.5 Co@Ag Core/Shell Nanoclusters

Sobal et al. [54] have fabricated monodisperse bimetallic Ag@Co core–shell
nanoparticles by using colloid chemistry methods. These nanoparticles exhibit opti-
cal and magnetic behavior significantly different from that of pure Ag and Co met-
als. In addition, the presence of a noble metal appears to improve the stability of
nanosized Co against oxidation.

Rivasa et al. [50] have prepared Co@Ag nanoparticles through a microemulsion
method in an inert atmosphere. The size of the nanoparticles is controlled by the
water droplets of the microemulsions. This whole procedure can be divided to two
steps. The first step is to produce the magnetic core by mixing two water-in-oil
microemulsions containing the reactants dissolved in the aqueous phase. The second
step is to coat the core with Ag through successive reactions in microemulsions. The
reaction takes place inside the droplets, which controls the final size of the particles.
Subsequently, silver ions are adsorbed onto these particles and finally are reduced
to produce a silver shell. The produced samples contain 3.3–40.5 vol% Co, and the
average size of the particles is about 15–60 nm.

The authors have also investigated the temperature dependence of the magnetiza-
tion and found that the magnetic properties are strongly dependent on the annealing
temperature. The study shows coercive fields as high as Hc = 600 Oe at room
temperature after thermal treatments (TA ≈ 500 deg C).

Later, Rivasa et al. [51] have synthesized Co@Ag core–shell nanoparticles with
the same technique and explored magnetic behavior vs. heat treatment. This study
confirms that under the experimental conditions, the size of the Co nuclei is deter-
mined by the reactant concentration, whereas microemulsion droplet size controls
the Ag covering.

2.2.2.6 Co@Au Core–Shell Nanoclusters

Paulus et al. [48] have presented a detailed experimental study of Co colloidal par-
ticles stabilized by organic ligands with and without gold coating. The magnetic
anisotropy of the Co@Au particles was found to be highly reduced, to a value very
close to the bulk.

Xu and Wang [61] have fabricated Co@Au core–shell nanoparticles directly
from gas phase by using a physical-vapor-deposition-based nanocluster deposition
technique. The synthesized Co–Au nanoparticles are Co82.7Au17.3 at.% with the
size ranging from 5 to 15 nm in diameter and an average size of about 12 nm. The
composition ratio in the particles can be adjusted by changing the ratio of sputtered
areas of Co and Au in the target. The advantage of this method is that it can precisely
control conditions for particle formation, thus good control of phase, size, and size
distribution of particles.

Low-temperature and room-temperature hysteresis loops show that the Co–Au
nanoparticles retain the magnetic properties of pure Co core. At room tempera-
ture, the Co–Au nanoparticles show superparamagnetic behavior with a very high
blocking temperature TB∼290 K . A field-cooled low-temperature hysteresis loop
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of Co–Au nanoparticles at 50 K indicates the existence of oxide, and Au shell does
not fully cover the Co core.

To avoid the formation of the interface between the core and the shell in the redox
transmetalation reaction process, Bao et al. [9] have synthesized Co–Au core–shell
nanoparticles by using an organo-gold compound as precursor in a nonpolar solvent.
No diffraction pattern of cobalt oxide was observed in XRD, which confirmed that
these produced Co–Au core–shell nanoparticles are stable in organic solution and
last up to several months. However, their stabilities are reduced in aqueous solution,
which are mainly caused by the reaction of cobalt and thiol groups.

TEM, HRTEM, and Z-contrast imaging studies show that the core–shell structure
is about 9 nm and a single-crystal Co core is surrounded by multiple gold grains,
forming a raspberry structure, and the core diameter is 5–6 nm, close to the size of
the cobalt seeds used during synthesis, and the shell is roughly 1.5–2.0 nm thick. The
particles are superparamagnetic at room temperature and the blocking temperature
TB is about 55 K. The UV-visible absorption spectra of these nanoparticles show a
red shift to 680 nm because of the surface plasmon resonance enhanced absorption.

2.2.3 Ni-Based Core–Shell Nanoclusters

2.2.3.1 Ni@Pd Core–Shell Nanoclusters

Sao-Joao et al. [53] have successfully fabricated Pd–Ni core–shell nanoparticles
with the average size (5–7 nm) through decomposition of metalorganic compounds.
TEM, EDS, HRTEM, energy-filtered microscopy (EFTEM), and XPS studies indi-
cate that the physical and chemical properties of the Pd shell are sensitively depen-
dent on its electronic properties, which are influenced by the presence of the Ni core
and by the deformation in the Pd lattice. The catalytic properties of the pure metal
and the bimetallic particles, toward CO oxidation, have been investigated. The core–
shell clusters show similar catalytic activities toward the CO oxidation as the case of
pure Pd clusters, i.e., no increase of reactivity is observed on the Ni@Pd core–shell
structure, which might be caused by the presence of edges in the small particles.

2.2.3.2 Ni@Ag Core–Shell Nanoclusters

Chen et al. [19, 38] have successfully fabricated Ni@Ag core–shell nanoparticles by
successive hydrazine reduction of metal salts in ethylene glycol without the addition
of protective agents. To prohibit the particles from coalescing, the appropriate nickel
concentration for the coating of Ag nanoshells should be less than 1.0 mm. The TEM
and XPS on surface composition studies indicated that Ni cores are fully covered
by Ag nanoshells, and the shell thickness could be controlled by the silver nitrate
concentration. The EDP and XRD analyses reveal that both Ni cores and Ag shells
have an fcc structure.

Later, Chen et al. [38] have further developed this synthetic technique by
using polyethyleneimine (PEI) as a protective agent to fabricate Ni-core/Ag-shell



2 Core–Shell Magnetic Nanoclusters 51

(Ni@Ag) nanoparticles. The produced Ni@Ag nanoparticles are monodisperse, and
the core is about 6.2 nm in diameter, and the shell thickness is about 0.85 nm. In the
nickel concentration of 0.25–25 mM, the size of the Ni@Ag nanoparticles shows no
significant change for different thickness of Ag coating. X-ray photoelectron spec-
troscopy indicates both Ni cores and Ag shells have an fcc structure, and the Ni
cores are fully covered by Ag shells. Moreover, a peak was observed at 430 nm in
the absorption band of the Ni@Ag nanoparticles, which is consistent with the char-
acteristic spectra of Ag nanoparticles. The sample is nearly superparamagnetic. The
saturation magnetization (Ms), remanent magnetization (Mr ), and coercivity Hc are
17.2 emu g−1, 4.0 emu g−1, and 81 Oe, respectively, based on the weight of Ni
cores. The coating of Ag shells leads to a decrease of Ms and Mr, which indicates
that the formed Ni–Ag interface plays a quenching role on the magnetic moment.
The thermal and XRD analyses indicate that the Ag shells provide a better anti-
oxidation protection to Ni@Ag nanoparticles as compared to the case of pure Ni
nanoparticles.

2.2.3.3 Ni@Au Core–Shell Nanoclusters

Chen et al. [18] have developed a redox transmetalation method by combining
with a reverse-microemulsion technique to synthesize Ni–Au core–shell nanopar-
ticles. The obtained size of the nanoparticles ranges from 15 to 30 nm in diameters,
with 5–10 nm core diameters and 5–10 nm shell thickness. A red-shift absorption to
590 nm was observed in this core–shell structure as compared to pure gold nanopar-
ticles due to the enhanced surface plasmon resonance absorption. The blocking
temperature of the nanoparticles is 16 K, and the superparamagnetic behavior was
detected at room temperature. The saturation magnetization, remanent magnetiza-
tion, and coercivity at 5 K are 9.0 emu/g, 4.1 emu/g, and 2 kOe, respectively, which
are dramatically smaller than that of 55 emu/g at 300 K for bulk nickel metal. This
reduction in moment might stem from the small size effect, the oxidation of the Ni
cores, the increased surface of the nanoparticles, the crystal lattice defects, etc.

2.3 Theoretical Studies of Bimetallic Magnetic Core–Shell
Nanoclusters

In contrast to extensive experimental studies of bimetallic core/shell nanostructures,
theoretical studies are much less (Table 2.1). In this section, we will give a more
detailed survey on previously reported theoretical results.

2.3.1 Iron-Based (Fe@Au) Core–Shell Nanoclusters

Sun et al. [56] have reported the first theoretical study of gold-coated iron nan-
oclusters using a gradient-corrected density functional theory (DFT). Specifically,
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the authors used a combination of the Becke exchange functional and the Perdew–
Wang correlation functional (BPW91), and a plane-wave basis set with the pro-
jector augmented plane-wave (PAW) method. The authors focused on the effect
of gold coating on the structural and magnetic properties of the iron core of var-
ious sizes, as well as chemical reaction of uncoated and coated iron clusters with
oxygen.

Calculated magnetic moments of clusters Fe1@Au1, Fe1@Au12, and
Fe1@Au12@Au30@Au12 (Fig. 2.9) are 3.44, 3.0, and 3.0 μB, respectively.
These values are all greater than the bulk value of 2.2 μB/atom, indicating
that the gold shells provide an enhancement effect on the magnetism of iron
atom.

Fig. 2.9 Geometries of Fe
atom enclosed in gold shells.
Reproduced from [57].
Copyright (2006) by the
American Physical Society

The authors have also examined whether a Fe13 core can remain magnetic with
a gold shell of two different thicknesses, namely, Fe13@Au42 and Fe13@Au134.
Main results of their calculation for Fe13, Fe13@Au42, and Fe13@Au134 are given
in Table 2.2. For Fe13@Au42, the lowest-energy structure is an icosahedron with
Ih symmetry, although bare Fe13 itself is a distorted icosahedron, which indicates
that the gold coating results in a structural change of the iron core. Meanwhile, the
magnetic moment of the Fe13 core is more or less preserved even though the Fe–Fe
bond length is expanded by 3.2% with the gold coating. Covering additional gold
shells to Fe13@Au42 has little effect on the bond length and magnetic moment of
the Fe13 core. The induced magnetic moment within the Au shell is mainly at the
Au/Fe interfacial layer, and the outermost Au layer shows no magnetic moment.
Hence, the thickness of the gold shell has a negligible effect on the magnetic
moment of the Fe13 core and little influence on the induced moment within the gold
coating.

Sun et al. have also studied the oxidation of Fe13 and Fe13@Au42 nanoclusters
and found that O2 dissociates and the atomic O binds strongly with the outer Fe
atoms with a binding energy of 8.04 eV. The total magnetic moment of Fe13O2 is
38 μB, less than that of the pure Fe13. As for Fe13@Au42, oxygen remains molecular,
and the adsorption energy of O2 to the cluster is small (< 0.25 eV), indicating that
gold coating prevents the iron core from oxidation.
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Table 2.2 Bond lengths (in Å) and magnetic moment (in μB) of Fe13 and the Fe@Au core–shell
nanoclusters. Reproduced from [56]. Copyright (2006) by the American Physical Society

2.3.2 Cobalt-Based Core–Shell Nanoclusters

2.3.2.1 Co@Cu, Co@Ag Core–Shell Nanoclusters

Guevara et al. [29] have explored electronic and magnetic properties of Co cluster
coated with Cu and Ag (CoN X M , X = Cu, Ag, and N + M up to 405) using a
parametrized tight-binding Hamiltonian method. The noble-metal coating has the
structure of an fcc lattice. In the case of Co@Cu clusters, both the average and
the total magnetic moments show an oscillatory behavior as a function of coating
thickness, as shown in Fig. 2.10. Because of hybridization with the Cu atoms, the
moment of the core–shell cluster is attenuated in comparison with the bare Co13

cluster. For some special coatings, Cu is antiferromagnetic (AFM) to Co and thus
yields smaller magnetic moment per Co atom, and in some cases even smaller than
that of bulk Co. They also found that a rather open or corrugated cluster surface
induces a ferromagnetic polarization.

For the Co@Ag core–shell clusters, the total magnetic moment depends not only
on the number of Co atoms but also on the number of surrounding Ag atoms as well
as the shape of the Ag shell, as shown in Fig. 2.11. Moreover, Guevara et al. have
found that the spin on Ag is antiparallel to that on Co for various coatings, thereby
giving smaller total magnetic moment of the core–shell clusters than that of pure Co
clusters. In contrast to the Cu coating, the magnetization of Co core per atom within
the Ag coating is larger than that of bulk Co value. A few cases of ferromagnetic
polarization are also identified and these are due to a corrugated outer Ag shell with
several poorly coordinated Ag atoms (spikes).
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2.3.2.2 Pd@Ag, Ni@Ag, Ni@Au, Co@Au Core–Shell Nanoclusters

Baletto et al. [3–6] have investigated the growth of Pd@Ag and Ni@Ag core–shell
structures using molecular dynamics simulation and empirical many-body potentials
derived within the second-moment approximation to the tight-binding model. Their
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studies suggest that very stable core–shell structures can form over a wide range of
temperatures. A novel multi-shell A–B–A structure can also form by inverse depo-
sition of B atoms above A cores. The growth of A–B–A structures depends on the
structure of the initial A core and the temperature. If the initial A core is an fcc
cluster, the A–B–A multi-shell structures can be achieved for all three bimetallic
systems (Ni/Ag and Pd/Ag) in different temperature ranges. On the contrary, the A–
B–A structures cannot form by deposition on the Ih cores, where normal core–shell
structures grow instead. The growth of the intermediate B shell is triggered by the
fact that the most favorable positions for isolated B impurities inside A clusters are
located just one layer beneath the cluster surface.

Rossi et al. [52, 28] have identified a new family of magic-number polyicosahe-
dral core–shell clusters, Ni@Ag, by using a genetic algorithm coupled with DFT
calculation (Fig. 2.12). The authors have demonstrated that these core–shell clus-
ters are very stable on basis of energetic, electronic energy gap, and thermodynamic
information. More interestingly, these core–shell clusters can have higher melting
points than the corresponding pure clusters.

Several other theoretical studies have shown that Ag–Co, Au–Ni, and Au–Co
particles tend to form core–shell structures, while Ag–Pd and Au–Cu tend to mix in

Fig. 2.12 Magic-number
core–shell pIh clusters.
Reproduced from [52].
Copyright (2004) by the
American Physical Society
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bulk alloy phases. Many calculations have also shown that magnetic effects desta-
bilize the core–shell arrangement of Ag–Co and Au–Co bimetallic clusters.

Hoof et al. [32] have employed Metropolis Monte Carlo and molecular mechan-
ics methods and embedded atom potentials to study the structural and thermody-
namic equilibrium states of isolated Ag–Co nanoparticles with the size ranging from
200 to 3000 atoms and temperature ranging from 0 to 1500 K. The authors have
obtained a lower and an upper limit to the Co concentration for the occurrence of
core–shell structure. The lower limit is determined from the balance between Co–
Co binding interaction and the stress of the Ag lattice. The upper limit is associated
with the wetting of the Co core by Ag shell. In the core–shell structure, the Co core
expands within 2% while the Ag lattice contracts. The Co core melts at a tempera-
ture <1500 K, and the melting is insensitive to the thickness of the Ag shell. Since
the melting temperature of the Ag shell is fairly lower than that of the Co core, a
solid core covered by a liquid shell can be observed. The coexistence of a liquid
layer and a solid center is found within the Co core, and the thickness of the liquid
layer increases with increasing the temperature. As the temperature is increased, the
Ag shell may undergo a crystal to amorphous transition followed by an amorphous
to liquid transition, depending on its thickness. A detailed melting process is shown
in Fig. 2.13, where the disordering of the core starts at the interface and proceeds
toward the center as the temperature is increased.

Fig. 2.13 Cuts through
equilibrium Ag2250Co750

cluster configurations at
several temperatures. Dark
spheres: Co atoms; light
spheres: Ag atoms.
Reproduced from [32].
Copyright (2005) by the
American Physical Society
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Hou and coworkers [27, 65] have shown that the equilibrium atomic configura-
tions of Ag–Co and Cu–Co are determined by the binding and interfacial config-
uration energies. Thermal vibrational entropy plays an important role in the bal-
ance of energy contributions to thermodynamic equilibrium. Core–shell Ag–Co and
“onionlike” Cu–Co equilibrium configurations were observed, which can be altered
by adjusting composition and temperature.

Hou and coworkers [26, 57] have also explored the slowing down process (depo-
sition) of Co285Ag301 nanoclusters on an Ag (100) substrate using classical molec-
ular dynamics simulation. The kinetic energies of the nanoclusters range from
0.25 eV to 1.5 eV per atom to mimic the low-energy cluster beam deposition and
aerosol-focused beam techniques. Initial Co285Ag301 has a core–shell structure with
one complete Ag monolayer covering the Co core. The cluster undergoes partial
accommodation and partially retains a “memory” of its initial morphology. As a
result of the impact, the substrate undergoes significant damage, while the degree of
damage depends on the slowing down energy.

Using the same simulation methods, the authors extended their study to clusters
with no special morphology when deposited on the Ag (100) surface. The effect of
size and deposition energy was systematically examined. The authors have found
that the interface formed between the Ag matrix and the core–shell Co@Ag nan-
oclusters is no more than a few atomic layers thick and that both the cobalt core and
the silver shell display limited epitaxy with the substrate. The effect is not much
energy dependent but is strong for the Ag shell than for the Co core.

Dorfbauer et al. [25] have explored structures of Cox Ag1−x nanoparticles (864
atoms, 2.8 nm) by using molecular dynamics simulation with an embedded atom
potential. Starting from a completely random distribution of Co and Ag atoms, the
clusters are heated up to 1300 K and then cooled down to form Co core and Ag shell
structures. Radial distribution function (RDF) analysis suggests the coexistence of
both hcp-like and fcc-like stackings in the Co core.

We [58] have recently explored the structure and magnetic properties of gold-
coated Co13 icosahedral anionic clusters [Co13@Au20]− using a gradient-corrected
DFT. First, we searched for the lowest-energy states of the uncoated Co13

− and
gold-coated [Co13@Au20]− clusters over a broad range of total spin magnetic
moment Sz values, from 2 to 38 μB. Main results are summarized as follows:
The [Co13@Au20]− anion cluster is a perfect Ih structure (Fig. 2.14). The Co–Co,

Fig. 2.14 Optimized
geometry of
[TM13@Au20]−, TM=Mn
and Co. Dark color represents
the TM core, while light color
depicts the goal shell
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Co–Au, and Au–Au bond lengths in the lowest-energy structure are 2.45, 2.61, and
2.89 Å, respectively. These bond lengths can vary, depending on the total magnetic
moment. In general, the Co–Co and Au–Au bond lengths increase as the magnetic
moment increases, while the Co–Au bond lengths display a complicated variation
pattern although in the higher magnetic states the bond lengths are usually longer.

More interestingly, the magnetic moment of [Co13@Au20]− is significantly
reduced compared to the bare Co13

−, that is, from 30 to 20 μB with the gold coat-
ing, 33% less than the optimal value (30 μB) of the bare Co13

− (see Fig. 2.15).
This result indicates that the gold coating can have an attenuation effect on the mag-
netism of strongly magnetic clusters. Paulus et al. [48] have also found the magnetic
anisotropy of the Co@Au particles being greatly reduced, to a value very close to
the bulk.

Mullliken population analysis on Co13
− and [Co13@Au20]− confirms that the

main magnetic moment of [Co13@Au20]− originates from the contribution of Co
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atoms. The local atomic spins on each Au atom are nearly zero, but close to 2.0 μB

on each Co atom. The Co atoms are ferromagnetically ordered in both uncoated and
gold-coated Co13

−, although the moment Sz in the uncoated cluster is larger (2.33
vs. 1.59 μB for surface Co atoms, and 2.06 vs. 1.89 μB for the central Co atom).
Another source for the reduction of the total Sz of [Co13@Au20]− is the antiparallel
ordering of the spin moments of all Au atoms (0.05 μB per Au) with respect to the
moment of the Co13

− core.

2.3.3 Mn-Based Core–Shell Nanoclusters: [Mn13@Au20] –

Using the same computational scheme [58], we have also studied the structure
and magnetic properties of gold-coated Mn13 anionic cluster [Mn13@Au20]−. The
lowest-energy configuration of [Mn13@Au20]− is a slightly distorted icosahedral
structure (Cs) with a very large total Sz of 44 μB (see Fig. 2.16). The low spin state
with the total Sz of 2 μB at the same symmetry (Cs) is the second lowest-energy
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configuration whose energy is only 0.071 eV higher. Other high spin states such as
Sz = 36, 42, 52, 54 μB are found as deep local minima whose energy is 0.133, 0.182,
0.253, 0.277 eV higher, respectively, than the lowest-energy state (Fig. 2.16).

The average bond lengths of Mn–Mn, Mn–Au, and Au–Au in the lowest-energy
configuration are 2.76, 2.61, and 2.95 Å, respectively. Different spin-correlated
behavior for the bond lengths of Mn–Mn, Mn–Au, and Au–Au are observed. The
Mn–Mn bond lengths are more spin-sensitive at high spin states, while the Au–
Au bond lengths are more spin-sensitive at the low spin states. The Mn–Au bond
lengths are very sensitive to the spin states in general, and they decrease as the mag-
netic moments increase from 2.635 to 2.602 Å.

Mullliken population analysis on [Mn13@Au20]− shows that the local atomic
spins on each Au atom vary from −0.24 to 0.20 μB, and most are nearly zero, while
they are around 4.0 μB on every Mn atom.

Most interestingly, [Mn13@Au20]− exhibits a giant magnetic moment (44 μB),
whose corresponding lowest-energy state has a ferrimagnetic arrangement where
one surface Mn atom is antiparallel to the rest eleven surface atoms with the local
moment of −3.877 and 3.949 μB, respectively, and the core Mn atom possesses
a local moment of 2.679 μB. For the state of SZ = 2μB, six surface Mn atoms
are antiparallel to the rest six surface atoms with the atomic moment of 3.927
and −4.104 μB, respectively. The core Mn atom possesses a small moment of 3.066
μB. In the case of Sz = 36 μB, two symmetric apex Mn atoms are antiparalleled
(−3.770 μB) to the rest eleven Mn atoms (3.981 μB for the surface atoms and 2.575
μB for the core atom). In the case of SZ = 52 and 54 μB, all the Mn atoms are
paralleled, and the local moment of Mn atoms is around 4.0 μB. In contrast, the
bare Mn13

− favors a ferrimagnetic ordering with a net total moment of 2 μB, where
six surface Mn atoms have antiparallel spin arrangements (−3.63 μB) to the rest
six surface Mn atoms (3.85 μB), and the core atom possesses 1.09 μB. The ferro-
magnetic state of Mn13

− has a total Sz of 52 μB, while the core Mn atom possesses
0.94 μB and the twelve surface Mn atoms have the atomic moment of 3.72–4.59 μB

(Fig. 2.17).

2.4 Summary

As summarized in previous sections, the core–shell magnetic clusters often exhibit
new physical and chemical properties compared to their single-component coun-
terparts. In many cases, the noble metal coating not only can enhance magnetic
properties with large coercivity and high blocking temperature but also can provide
sufficient resistance to the oxidation of the magnetic core. These added values in
core–shell clusters pave the way for the applications of the magnetic nanoparticles
in future information and biological technologies such as information storage, mag-
netic sensors, bioseparation, and drug delivery. Although a variety of physical and
chemical techniques have been employed for their fabrication, challenges in pro-
ducing uniformly coated and highly stable core–shell nanoparticles (e.g., without



2 Core–Shell Magnetic Nanoclusters 61

Mn13
– 

Mn13 in [Mn13@Au20]
–

–3.88

2.74

3.88 ~ 4.02

–3.76 ~ –4.25

3.07

3.86 ~ 3.96

–3.77

2.58

3.95 ~ 4.0

3.83 ~ 3.99 4.03

3.09 3.142.62

3.72 ~ 3.99

–4.01

3.72~4.59

0.94

3.85

1.09

2μB , 0eV

44μB , 0eV

42μB , 0.18eV 52μB , 0.253eV 54μB , 0.277eV

2μB , 0.07eV 36μB , 0.13eV

52μB , 2.19eV

–3.62

Fig. 2.17 Local spin on bare and coated Mn13
− clusters in different spin states Mn13

− Mn13

in [Mn13@Au20]−

aggregation associated with their production) have limited wide application of the
core–shell nanolclusters (or nanoparticles).

On the other hand, compared to the large amount of literature in fabrication and
characterization of core–shell magnetic nanoclusters, theoretical work on the core–
shell clusters is considerably less in the literature, especially on the study of nano-
magnetism based on first-principles theory. Better understanding of core–shell mag-
netic clusters, including their structures (morphology), growth mechanics, magnetic,
electronic, and optical properties are greatly needed and will definitely benefit both
basic science and application. Another issue that limits extensive first-principles
studies is that the core–shell nanoclusters produced in most experiments are a few to
a few tens nanometers in sizes, which are beyond computational capability for the
first-principles studies in most researchers’ laboratory. However, the gap between
the two sides is narrowing as smaller-sized core–shell clusters can be produced and
characterized more routinely, and more efficient computational methodologies as
well as more powerful computers are under development. We are optimistic that a
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great surge in joint theoretical/experimental studies will come up in the near future,
which undoubtedly will expedite our understanding and utilizing this novel form of
matter.
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Chapter 3
Designed Magnetic Nanostructures

A. Enders, R. Skomski, and D.J. Sellmyer

Abstract The fabrication, structure, and magnetism of a variety of designed
nanostructures are reviewed, from self-assembled thin-film structures and magnetic
surface alloys to core–shell nanoparticles and clusters embedded in bulk matrices.
The integration of clusters and other nanoscale building blocks in complex two- and
three-dimensional nanostructures leads to new physics and new applications. Some
explicitly discussed examples are interactions of surface-supported or embedded
impurities and clusters, the behavior of quantum states in free and embedded clus-
ters, the preasymptotic coupling of transition-metal dots through substrates, inverted
hysteresis loops (proteresis) in core–shell nanoparticles, and nanoscale entangle-
ment of anisotropic magnetic nanodots for future quantum information processing.

3.1 Introduction

Magnetic nanostructures form a broad range of geometries, chemical compositions,
and internal structures, with intriguing physical properties and important applica-
tions [1–6]. Aside from thin films and multilayers, which are often considered as
a separate field, there are natural or artificial dots, antidots, wires, and rings. Some
examples of more complex nanostructures are core–shell particles [7, 8], includ-
ing encapsulated transition-metal atoms or cluster-assembled solids such as CrSi12

[9], various types of thin films [5, 10–16], doped clusters [17], and nanotubes [18].
Some bulk magnets may also be considered as embedded nanostructures, as exem-
plified by Sm–Co permanent magnets [3, 19, 20]. The structural features are on
length scales ranging from less than 1 nm to several 100 nm [3, 18], and the involved
magnetic substances range from magnetic elements (Fe, Co, Ni) and alloys (such as

A. Enders (B)
Department of Physics and Astronomy and Nebraska Center for Materials and Nanoscience,
University of Nebraska, Lincoln, NE 68508, USA
e-mail: axel@unl.edu

67J.P. Liu et al. (eds.), Nanoscale Magnetic Materials and Applications,
DOI 10.1007/978-0-387-85600-1 3, C© Springer Science+Business Media, LLC 2009



68 A. Enders et al.

permalloy, L10 alloys, and rare-earth transition-metal intermetallics) to oxides and
complicated compounds.

Non-interacting structures are interesting research subjects [21] and have impor-
tant applications. For example, FePt nanoparticles with sizes down to 3 nm are of
interest in permanent magnetism [22] but require coating by a thin shell or embed-
ding in a matrix. A large volume fraction of the particles is necessary, because, the
key figure of merit in permanent magnetism is the energy product, which scales
as the square of the saturation magnetization Ms = m/V in sufficiently hard mag-
nets [23]. Another example is catalysis, which is usually realized by non-magnetic
transition-metal surfaces [7]. The catalytic activity of a material [24] reflects sub-
tle details of the electronic structure, which is easily modified by nanostructuring
[25]. The confinement of electrons on a length scale of the order of 10 nm makes
the electronic band-structure quasi-continuous, with level spacings and shifts suffi-
ciently large to potentially interfere with the catalytic performance or the magnetic
properties [26]. Other applications involving non-interacting nanoparticles are in
optics, biomedicine [27], and magnetic recording (bit-patterned media) [28]. In the
last case, a high-areal density of magnetic elements is required, and the suppres-
sion or management of the inter-particle interactions is an important, yet nontrivial
task [4, 16, 29]. Figure 3.1 shows some elementary nanostructures, which can be
produced in various homogeneous and inhomogeneous chemical compositions.

Fig. 3.1 This cartoon shows some simple nanostructures: (a,b) nanowires, (c) nanorings,
(d) nanotube, (e,f) nanoparticles, (g) nanoparticle chain, (h) nanojunction, and (j) thin film. Chains
of magnetite nanoparticles (g) naturally occur in the brains of animal such as bees and doves, where
they may contribute to the spatial orientation during migration

The magnetic properties of the nanostructures in Fig. 3.1 are strongly influenced
by their particular shape. But if the size of a metallic structure is decreased to only a
few nanometers, then coordination effects become observable and exploitable. The
reduced coordination results in an electronic structure different from that of bulk or
single atoms. Fundamental magnetic properties, such as spin and orbital moments
or magnetic anisotropy, are thus found to depend on the sample size and shape.
For instance, clusters of Fe, Ni and Co in the gas phase show enhanced magnetic
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moments per atom [30, 31], the magnetic anisotropy of clusters strongly depends
on the number of atoms forming it [32, 33], and a magnetic moment is found in
ultrathin layers of Rh, which is non-magnetic in the bulk [34]. But not only new
magnetic and electronic properties emerge; also the structure [35], the reactivity
[36] or thermal properties can deviate drastically from bulk behavior.

For surface-supported or embedded nanostructures, the mere size and shape are
only among many other quantities that determine their properties. Also, mutual
interactions [37], interactions with the substrate [38] or with ligands, capping lay-
ers, etc. influence their magnetic and electronic behavior, offering a wealth of pos-
sibilities to manipulate their magnetic properties. The desire emerges to use them
in future devices such as patterned storage media, calling for the further study of
nanoscale clusters deposited on surfaces. First experiments addressing the magnetic
and structural cluster properties after deposition have been performed with rather
large clusters consisting of N > 100 atoms [39, 40]. It turns out that size effects
in the spin and orbital magnetic moments or the anisotropy energy become only
observable in clusters of a few atoms in size. In fact, nanomagnetism is intermedi-
ate between atomic-scale magnetism and macroscopic magnetism (Maxwell′s equa-
tions) but cannot be considered as a superposition of the two limits [3]. Not only the
size but also their areal density [41], the interaction with the substrate or a cover
layer [42, 43], and the electronic exchange and hybridization during alloy formation
decisively determine the magnetic cluster properties.

One aspect of the quest for new structures, new physics, and new applications
is the development of complex nanostructures. Such structures can be used for
logic operations [44, 45], exchange spring and other composite media for mag-
netic recording [23, 46–53], multiferroics [54], and can be rather exotic, such as
three-dimensional arrays and hybrids involving living cells and magnetic nanos-
tructures. The ultimate goal is the creation of complicated three-dimensional objects
from nanoscale building blocks, and the hope is that complex structure and chem-
ical composition results in complex interactions, and ultimately in useful proper-
ties or additional functionality. The achievable level of complexity of nanostruc-
tures depends on advances in fabrication and synthesis [55]. Intriguingly, new struc-
tures are often discovered in other areas of nanotechnology [56] but then develop
into magnetic structures with very different physical properties, such as magnetic
nanotubes [18].

The length scales considered in this review range from less than 1 nm to several
100 nm, although is in most cases the feature size are 5–20 nm. A natural length
scale is ao/α = 7.2 nm [3, 57, 58], where a is Bohr’s hydrogen radius and α = 1/137
is Sommerfeld’s fine-structure constant. Basically, this length scale determines the
range of magnetic interactions and distinguishes nanostructures from macroscopic
magnets.

The thermal stability of the magnetization direction in nanostructures is a critical
for applications as magnetic recording media [46, 59]. For a small particle of vol-
ume V and anisotropy K, the relaxation time τ = τo exp(KV/kBT), where τo ∼10–10

s. The particle volume is usually limited, so that room temperature thermal stabil-
ity requires the control and enhancement of the anisotropy, including surface and
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interface anisotropy contributions [3]. Quantum-mechanical effects such as entan-
glement are even more demanding and require temperatures of 4.2 K or below. Ther-
mally stable hard-magnetic nanoparticles can now be produced down to 3 nm [22],
but some of the other nanostructures discussed here are of the low-temperature type.

In this chapter, we review synthesis strategies with prospect of success for the
fabrication of moderately complex nanometer- and sub-nanometer scale structures
and discuss relevant interactions and effects that determine the magnetic behavior
of such structures as a result of their complexity.

3.2 Structure, Chemistry, and Geometry

Some nanostructures occur naturally—in minerals and biological systems—or are
easily produced by bulk-processing methods. However, in most cases the struc-
tures are produced artificially, by using methods such as pulsed laser deposition
(PLD), cluster deposition [60, 64], lithography [5], patterning using nanomasks and
templates such as porous alumina [61], focused ion-beam milling (FIB) [45, 62],
molecular-beam epitaxy (MBE), ball milling, STM deposition [63], melt spinning,
lithography, and chemical vapor deposition (CVD). More recently, supramolecu-
lar chemistry [66] and self-assembly [65] have attracted special attention, as they
allow for the fabrication of complex surface-supported structures with nearly atomic
precision.

There is a crucial distinction between top-down and bottom-up methods. Top-
down methods start from relatively big structural units and use methods such as
cutting and milling to decrease the structure size. Examples of top-down methods
are traditional microfabrication and lithography. By contrast, bottom-up methods
start from very small units like atoms, molecules, or small clusters and implement
concepts such as self-assembly and ‘lock-and-key’ type molecular recognition, with
the goal to increase the structure size. It is anticipated that devices based on func-
tional self-assembled structures will become available by combining both top-down
and bottom-up fabrication steps [55]. A summary of all available techniques would
go far beyond the scope of this chapter, but a few methods will be described as we
go along.

The processing, analysis, or application of nanostructures requires their depo-
sition on a surface, embedding in a matrix (Fig. 3.2), or incorporation into a more
complicated structure (Fig. 3.3). Nanoscale embedding is characterized by interface-
specific features that go beyond the short-range atomic order observed in many inter-
metallic compounds. The collective ferromagnetic behavior of Fe nanodots on Cu
surfaces [38] or the canted uniaxial anisotropy of Fe or Co atoms at Pt step edges
[67, 68] is direct consequences of embedding, i.e., the interaction of the nanos-
tructure with the supporting host. A counter-example is rare-earth transition-metal
alloys, where the relatively big rare-earth atoms tend to be surrounded by a large
number of transition-metal atoms. These groups of atoms look like clusters—and
some properties, such as the rare-earth anisotropy, can be interpreted as cluster
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Fig. 3.2 Some types of embedding: (a) free isolated clusters, (b) free coated clusters, (c) ran-
domly distributed clusters on a substrate (top view), (d) ordered nanonparticles on a substrate, and
(e) simplified side view of a high-density recording medium

properties [69]—but the electronic structure of these units is very different from
that of true clusters (Section 3.1).

An important practical point is the packing fraction of the clusters, which is
roughly proportional to the magnetization M. Figures of merit of magnetic mate-
rials depend on M, as exemplified by the energy product of permanent magnets,
which is quadratic in M. The packing also affects the hysteresis, especially via the
demagnetizing factor [70]. Magnetic recording requires high-areal densities [29],
but interactions between particles lead to harmful cooperative effects [4]. However,
while we consider interactions, a detailed discussion of packing and compression
issues goes beyond the scope of this chapter.

3.2.1 Synthesis of Supported Nanostructures

All bottom-up strategies for the fabrication of metallic nanostructures at surfaces
are essentially based on growth phenomena. Atoms or molecules are deposited on
the substrate in vacuum and nanoscale structures evolve as the result of a multitude
of atomistic processes. Key processes during epitaxial growth are the surface diffu-
sion of single adatoms, including diffusion on terraces, over steps, along edges, and
across corners. Each diffusion step is thermally activated, with the respective rate
depending exponentially on corresponding potential energy barrier. The shape and
size of nanostructures are largely determined by the competition of active diffusion
processes, and the growth temperature is the key for shaping the growing aggre-
gates. The control over the epitaxial growth can be further increased by exploit-
ing structured surfaces, such as stepped, reconstructed, or corrugated surfaces, as
nanotemplates. Such surfaces offer predefined nucleation sites and the position of
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each nanostructure is hence exactly defined by the template with nanometer accu-
racy (recent overview in [65]). However, surface free energies, lattice mismatch, or
structural imperfections set limits to the epitaxial growth and most of the growth
strategies work only for a few model systems.

Fig. 3.3 STM images of surface-supported nanostructures of increasing complexity. From left:
Fe clusters on Pt [71]; 2D core–shell particles of Fe cores (grey) with Pt shell (bright) on Pt sub-
strate (dark) [72]; Co clusters, deposited on corrugated boron nitride template surface [73]; and
Mononuclear Fe(TPA)4 clover-leaf compounds from Fe-directed assembly of terephthalate orga-
nized in regular superlattices on Cu(100) [74, 75]

The complications associated with epitaxy can be overcome with cluster deposi-
tion methods, to fabricate cluster layers or cluster-assembled nanocomposites [64].
Here, the clusters are formed before they make contact with the surface. Mainly
two techniques are established, which are soft-landing of clusters formed in the
gas phase [76] and buffer-layer-assisted cluster growth (BLAG) [77–79]. Both tech-
niques are, in principle, suitable to form clusters of almost any material on any
substrate [80]. Advantages of BLAG are that (i) no experimental equipment beyond
the standard molecular-beam epitaxy tools are required, (ii) it can be used to deposit
clusters on nanotemplate surfaces, such as stepped substrates [81] or corrugated
boron nitride monolayers ([82] and Fig. 3.3), to achieve controlled, ordered cluster
arrangements, and (iii) the cluster formation is a parallel process and high cluster
coverage can be achieved during a short preparation step. In contrast, the flux of
dedicated cluster sources is limited by the mass filtering, but they usually give clus-
ters with much narrower size distribution. Recent overviews over fabrication and
properties of surface-supported clusters can be found in Refs. [83, 84]. A direct
comparison between deposited and epitaxial Fe clusters illustrates best the effect
of direct overlayer-substrate interaction during preparation and can be found, for
instance, in Ref. [85].

Buffer-layer-assisted cluster fabrication requires pre-coating the substrate by a
noble gas layer, such as Xe, at low temperature. Metal deposited on this buffer layer
is mobile enough already at such low temperatures to form small clusters [79].
Warming up the substrate to 90 K causes evaporation of the Xe layer. The clus-
ters coalesce during the Xe sublimation and thus grow in size, until making contact
with the surface. The final cluster size and the size distribution depend mainly on
the initial thickness of the Xe layer and on the metal coverage. Still on the Xe layer
the cluster structure can partly relax. Figure 3.4 indicates that the site occupancy
depends on size of the embedded particles. The corresponding statistical mechanics
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is nontrivial and similar to the description of Krypton on graphite by the q = 3
Potts model [86]. We will return to these methods in the context of Fe–Pt thin-film
nanostructures (Section 3.2.2).

Molecular self-assembly on metal surfaces is a powerful means to realize
structurally complex nanosystems [55, 66, 87, 88]. Molecular networks are formed
during the deposition of specific organic molecules on single crystalline metal sur-
faces under ultrahigh vacuum. Desired architectures can be obtained by controlling
non-covalent interactions, such as hydrogen bonding, ionic bonding, and metal–
ligand interactions, with the functional groups of the molecules. A particular class of
network structures, the so-called metal–organic coordination systems (see Fig.3.3,
right), is obtained by the co-deposition of functionalized organic molecules and
metal atoms. The self-assembly depends here on coordination bondings between
the two species. Metal–organic systems represent a fascinating form of magnetic
material, as they are a lattice of metal centers with the lattice spacings defined by
the molecules and interactions mediated by molecules and the surface. The symme-
try of the networks can be controlled in a wide range by the design of the molecules
and the preparation conditions [89–93].

3.2.2 Case Study: Fe Clusters on Pt Surfaces

The clusters of Fe, shown in the STM images in Fig. 3.4, have been produced by
buffer-layer-assisted growth on pristine metal surfaces [71]. The cluster size and
areal density are controlled during BLAG mainly by two parameters, namely by
the thickness of the Xe buffer layer and by the coverage of the cluster material.
The smallest clusters in Fig. 3.4, of less than 2 nm diameter, can be formed with
0.05 monolayers (ML) Fe and 2 ML Xe (a). For the images (b–d), 2 ML Fe and
buffer layers of varied thickness between 5 and 45 ML have been used. We see
that higher Xe layer thicknesses or higher Fe coverages result in larger clusters.
The cluster density can also be controlled via both the Fe and the Xe coverage, and
higher cluster densities are achieved with thin Xe layers and comparatively large Fe
coverage (Fig. 3.4b). The diameter of the clusters of flattened hemispherical shape
increases from 2.0 ± 1.0 to 9.9 ± 7.6 nm, from (a) to (d). Since STM tends to

Fig. 3.4 Scanning tunneling microscopy (STM) pictures of Fe clusters fabricated by buffer-layer-
assisted growth. (a) 0.05 ML Fe on Ag(111) using 2 ML Xe, (b–d) 2 ML Fe on Pt(997) using Xe
buffer layers of 5, 18, and 45 ML thickness
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overestimate the cluster size due to well-known tip convolution effects, the quoted
cluster sizes are an upper limit. Without the Xe layer, the Fe is found to grow in the
Volmer–Weber mode at substrate temperatures of 300 K and below [85]. Rough Fe
films are obtained in this case with an average island size depending on the nominal
Fe coverage.

Fe and Pt are known to form structurally and magnetically interesting phases in
the bulk, such as Fe3Pt (cubic Cu3Au structure) and FePt (tetragonal L10 structure).
The latter has a rather high magnetic anisotropy of about 5 MJ/m3, which makes
it suitable for ultrahigh-density magnetic recording [3, 94]. L10-ordered FePt can
also be produced in thin-film form, although stacking sequences different from the
original ABAB stacking yield modified electronic properties. However, supported
growth offers completely new possibilities to form also other Fe–Pt structures of
different stoichiometry, geometry, and coordination. Fe–Pt sub-nanostructures can
been realized, for instance, on flat Pt(111) or the vicinal Pt(997) Pt surfaces, by
exploiting simple rules of epitaxial growth [65]. By controlling only the growth tem-
perature and the Fe coverage, low-coordinated atoms, dots, and wires of Fe on the Pt,
as well as ordered or disordered FePt surface alloys can be formed (Fig. 3.5) [95].
The local atomic environment in all these structures is different from bulk alloys.
The iron partially spin polarizes the Pt, which then exhibits spin, orbital moment,
and magnetic anisotropy and contributes to, if not dictates, the magnetism of the Fe
[96, 97].

In a thermodynamic sense, zero- and one-dimensional structures (dots and long
wires) do not exhibit long-range ferromagnetic order but are paramagnetic. How-
ever, the interaction between wires and dots, realized by the Pt atoms, can make
the system ferromagnetic. A very simple example is one fcc(111) monolayer of Fe
atoms where every second monatomic row is replaced by Pt atoms, similar to the
surface alloy in the right part of Fig. 3.5. Denoting the respective Fe–Fe and Fe–Pt
exchange interactions by J and J∗ � J yields the mean-field Curie temperature

Tc = 2(J + J ∗2/J )/kB (3.1)

It can be shown that the corrections to the mean-field approximation are comparable
to the mean-field result itself [99], which makes even the simplest surface alloys
quite intriguing.

A nontrivial question is the onset of ferromagnetism in low-dimensional systems.
It can be shown exactly that one-dimensional ‘ferromagnets’ are actually paramag-
netic [100–102]. The proof for thin-film stripes of width w and thickness t is similar
to the argumentation for the Ising model [100], except that the Ising bonds J must
be replaced by effective exchange bonds scaling as Jeff = 4tw(AKeff)1/2, where A
and Keff are the exchange stiffness and effective anisotropy, respectively [3] of the
film. Kinetic barriers to reaching equilibrium, as considered in [67], are irrelevant to
the problem, because ferromagnetism is defined as an equilibrium property. A slow
approach toward equilibrium may mimic ferromagnetic order. The kinetics merely
decides how long it takes to establish equilibrium [102] and structures larger than
1 or 2 nm behave bulk like.
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Fig. 3.5 Top-view on magnetic Fe–Pt surface structures (schematic). The brightest colors represent
Fe atoms and darker colors represent Pt atoms in different layers. A variety of different Fe–Pt
nanostructures can be fabricated by controlling only the substrate temperature during Fe deposition
(T) and the Fe coverage (θFe). The increased mobility at higher temperatures promotes chain or
stripe formation on Pt(997) or compact cluster formation on Pt(111), and eventually surface and
bulk alloying [98]

3.2.3 Structure of Embedded Clusters

Let us now discuss the structure and properties of clusters that are embedded in
a matrix. Such cluster systems, for example Fe-Pt, Co-O, Mn-Au and Ti-O, can
be produced by cluster deposition (Sect. 3.2.1) and other methods. The formation
of clusters in a solid matrix can often be considered as an addition of substitu-
tional or interstitial atoms. Figure 3.6 shows that here is a major distinction between
coherently embedded and precipitated clusters. In dilute magnetic oxides and other
systems, there may be segregated phases with distinct lattice parameters and struc-
tures (d), or coherent clustering with some lattice strain but without topological
disruption of the lattice (c). This phenomenon applies to both substitutional and
interstitial atoms and has many parallels in other areas of magnetism (C in Fe, N in
Sm2Fe17N3). It is related to spinodal decomposition and involves phenomena such
as negative diffusion constants (see below). In many cases, the site occupancy is ran-
dom (not shown in Fig. 3.6), and there is a general trend toward randomness above
a structural ordering temperature Tc. The mean-field description of this transition is
known as the Gorsky–Bragg–Williams model and predicts that Tc is proportional to
the interatomic interaction strength.

The model is actually very similar to the spin-1/2 Ising mean-field model, except
that the average spin variables si = ± 1 (or ↑ and ↓) are replaced by the concentra-
tion ci = 0 (A-atom) and ci = 1 (B-atom). The relation between ci and si is therefore
ci = (1 + si)/2, and the mean-field equation

< s >= tanh

(
z J < s > +h

kBT

)
(3.2a)
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Fig. 3.6 Embedding of atoms in a matrix: (a) solid solution, (b) alloy, (c) coherent embedding,
and (d) incoherent embedding or precipitation. These mechanisms are realized in a variety of
nanostructures, including dilute magnetic semiconductors

becomes

< c >= 1

1 + exp

(
4z J < c > +h − 2z J

kBT

) (3.2b)

In the latter equation, J is a (non-magnetic) net interaction energy between A and
B atoms. The external field (or force) variable h has the character of a chemical
potential and fixes the total numbers of A and B atoms [103]. In both cases, z is the
number of nearest neighbors (z = 4 in the simplified model of Fig. 3.6b), and the
mean-field ordering temperature Tc = z|J|/kB. Above Tc, the structures of (b) and
(c) are destroyed.

Treating the dynamics of the structures on a mean-field level amounts to the
introduction of an effective diffusion constant [105, 206],

D = Do

(
1 − 4c(1 − c)

Tc

T

)
(3.3)

where Do is the interaction-free diffusivity and c = <c> is the concentration of the
impurity atoms. An important special case is spinodal decomposition, that is, the
transition from Fig. 3.6a to c.

A striking feature of (3.3) is the prediction of negative diffusion constants D.
Ordinary diffusion means that initial concentration gradients are smoothed, whereas
negative diffusion constants lead to the enhancement of pre-existing concentration
inhomogenities. Figure 3.7 illustrates this point by showing the evolution of a con-
centration inhomogenity for D < 0, eventually leading to phase segregation, Fig.
3.6c. Interestingly, there are three cases where the diffusivity is concentration inde-
pendent. First, for small concentrations (c ∼0), we obtain the trivial limit D = Do,
roughly corresponding to Fig. 3.6a. Second, for high concentrations (c ∼1), one
obtains D = Do, meaning that dense systems behave like diluted systems. This
is a diffusion analogy to dense electron gases, which behave like non-interacting
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particles. The underlying physics is the division of the phase space into cells, namely
crystal sites in diffusive systems and k-space cells in electron gases. Then, the
hard-core repulsion of the atoms and the Pauli principle, respectively, reduce the
importance of interactions. Alternatively, one may consider diffusing holes rather
than diffusing particles. The third exception is the limit of high temperatures: since
c(1– c) ≤ 1/4, negative diffusion coefficients are limited to T ≤ Tc and D = Do

for T = ∞.
The role of attractive interactions between A (or B) atoms is seen from the ideal-

gas analogy. A non-interacting hard-core gas can be compressed to a relatively dense
random packing fraction of about 64%, but it never becomes a fluid with different
high and low-density phases. The interactions between diffusing atoms are largely
elastic [103, 104]. The electronic interactions determine the solubility, parameter-
ized by h in (1b), and ensure the hard-core repulsion between atoms, but their contri-
bution to J is negligible. Due to the size difference between A and B atoms, Fig. 3.6c
is elastically more favorable than Fig. 3.6c, so that spinodal decomposition is a very
common phenomenon, especially for interstitial impurities. However, some alloys
have strong A–B interactions, and the resulting structure is similar to Fig. 3.6b.
Examples are L10 alloys, such as FePt, where the light and heavy transition-metal
atoms form layers, and the surface alloys discussed in the following subsection.

An interesting point is that the mean-field approximation works well for impurity
atoms if the summation zJ = Σj Jij includes more distant atoms. This is different
from the magnetic Ising model, where the critical exponents become incorrect in
fewer than four dimensions [104, 105]. Note that the elastic energy of Fig. 3.6c
is smaller than that of (a), but a global minimum of the elastic energy is achieved
by incoherent phase segregation, Fig. 3.6d. For large atomic-size differences, the
incoherent state is the only one that can be realized in practice. Experimentally,
(d) yields two well-separated x-ray diffraction peaks, but (a–c) are more difficult to
distinguish.

Fig. 3.7 Effect of negative
diffusion constants during
spinodal decomposition. In
contrast to ordinary diffusion,
initial concentration gradients
(dotted line) are enhanced
during the diffusion (solid
line)
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3.2.4 Case Study: FePt Clusters in a Carbon Matrix

Recently, interest in films based on magnetic nanoclusters has grown enormously
with increasing attention devoted to the extension of the magnetic recording areal
density to 1 terabit/in2 and beyond. This depends on the development of high-
anisotropy films with uniform size clusters or grains below 10 nm that are exchange
decoupled or weakly coupled [29, 106, 107]. The Equiatomic FePt nanoclusters
with L10 phase are a promising candidate for such media, because of their large
anisotropy constant K of about ∼7 × 107 erg/cm [107, 108], which helps to meet the
requirement for both high signal-to-noise ratio and thermal stability of the media.

While many efforts have been made to fabricate oriented L10 FePt nanopar-
ticle or nanograin films with some exchange coupling [109, 110], understanding
the magnetic properties of a collection of well-isolated clusters is of similar high
interest for exploring FePt clusters as a potential media for extremely high-density
recording. Xu et al. [111] have prepared FePt nanoclusters with small average clus-
ter size (d∼4 nm) using a gas-aggregation technique [112]. The FePt clusters are
nearly monodispersed with a narrow Gaussian size distribution (standard deviation
σ / d∼0.09). Dilute FePt:C nanocluster films have been prepared, in which the FePt
volume fraction ranged from 5 to 30%. Carbon was used as the matrix for isolat-
ing the FePt clusters to decrease the exchange interaction and to reduce the cluster
growth during high-temperature annealing.

Fig. 3.8 TEM image of
FePt:C cluster film with
5 vol% FePt annealed at
700◦C for 10 min

Figure 3.8 shows a TEM image of FePt:C cluster film with 5 vol% FePt annealed
at 700◦C for 10 min. Well-isolated clusters with single crystal L10 structure are
observed. The arrows indicate the clusters with lattice fringe observable, suggesting
single crystalline clusters.

Figure 3.9a shows the in-plane and perpendicular hysteresis loops of the FePt:C
film with 5 vol% FePt annealed at 700◦C for 60 min, measured at 10 K. Both in-
plane and perpendicular loops are similar, indicating that the easy axes of the FePt
clusters are distributed randomly, which is in agreement with the XRD measure-
ment. A perpendicular coercivity of about 29 kOe at room temperature and 40 kOe at
10 K are achieved. This result indicates the high degree of L10 ordering after anneal-
ing for a relatively long time (> 10 min). The loops are not saturated at an applied
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Fig. 3.9 In-plane and perpendicular hysteresis loops of FePt:C cluster films with 5 vol% FePt
annealed at 700◦C for 60 min: (a) at 10 K; (b) hysteresis loop obtained by numerical simulation
based on Landau–Lifshitz–Gilbert equation

field of 70 kOe. Assuming these isolated clusters are non-interacting and the formula
Hc = 0.48 Hk can be applied [113], an anisotropy field Hk = 2K/μoMs of 8.3 T [83
kOe] is obtained. This estimate is confirmed by a numerical simulation using the
NIST OOMMF code based on Landau–Lifshitz–Gilbert equation.1 The simulation
assumes L10 FePt spheres of diameter of 4.5 nm. The spheres occupy 5% of the
total volume and are randomly oriented in a non-magnetic matrix, without inter-
granular exchange interactions. The chosen parameters are the anisotropy constant
K = 4 MJ/m3 and the saturation magnetization Ms = 1.13 T [900 emu/cm3], corre-
sponding to Hk = 8.9 T, as well the exchange stiffness A = 10 pJ/m. The simulated
hysteresis loop, Fig. 3.9b, is essentially a Stoner–Wohlfarth loop for randomly ori-
ented particles, and its coercivity of 4.27 T is close to the experimental value of
4 T at 10 K. This confirms that the 5 vol% of FePt clusters in the C matrix behave
like non-interacting Stoner–Wohlfarth particles. Such a system may show useful and
more interesting nanomagnetism if the orientation of the clusters can be controlled,
which needs to be further investigated.

3.3 Anisotropy and Hysteresis

The control of anisotropy and hysteresis is one of the key aims of magnetic
nanostructuring. Anisotropy means that the magnetic energy depends on the angle
between magnetization and crystal (or nanostructure) axes. In contrast, interatomic
exchange refers to the relative orientation of neighboring atomic spins. Magnetic
hysteresis and coercivity reflect energy barriers caused by magnetic anisotropy,
although the barriers depend on the exchange, too. Both anisotropy and hystere-
sis are real-structure dependent. The real-structure dependence of the anisotropy is

1http://math.nist.gov/oommf/
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epitomized by surface and interface anisotropies, whereas hysteresis and coercivity
are often affected by seemingly small imperfections. For example, tiny additions
of N or C may enhance the coercivity of pure iron by several orders of magnitude
[69, 114].

The practical importance of anisotropy and coercivity cannot be overestimated.
In soft magnets, low coercivity is desired and achieved by embedding of Fe–Si
nanoparticles of random-anisotropy in a three-dimensional matrix [115, 116]. Per-
manent magnets are usually characterized by high anisotropies and coercivities,
whereas ultrahigh-density recording media combine well-defined hysteresis loops
with sufficient anisotropy and reasonably low writing fields. The focus of this sec-
tion is on some aspects of the anisotropy of embedded nanostructures. There is a rich
literature on specific magnetization-reversal mechanisms [3, 58, 117–121] and the
resulting hysteresis loops in various systems, such as soft magnets [116], permanent
magnets [23, 69, 122–124], and recording media [47, 49].

A long-standing challenge in nanomagnetism is the thermal stability of the mag-
netization direction. For a small particle of volume V and anisotropy K, the relax-
ation time

τ = τo exp(K V/kBT ) (3.4)

where τo ∼10–10 s. The particle volume is usually limited, so that room temperature
thermal stability requires the control and enhancement of the anisotropy, includ-
ing surface and interface anisotropy contributions. Thermally stable hard-magnetic
Fe–Pt nanoparticles can now be produced down to 3 nm [22], and much work is
presently being done to understand and exploit the lower end of these length scales,
especially in ultrahigh-density magnetic recording. Based on present-day bulk mate-
rials (SmCo5), stable room temperature ferromagnetism is possible down to particle
sizes of slightly less than 2 nm. SmCo5 is quite corrosive and therefore not suit-
able as traditional recording material. However, future recording may be realized
by sealed drives, partially for tribiological reasons, which could put SmCo5 in the
spotlight again.

3.3.1 Surface and Interface Anisotropies

Magnetostatic contributions, such as shape anisotropy, are important in some mate-
rials. However, the leading anisotropy contribution is usually magnetocrystalline
and reflects the interplay between crystal–field interaction (including hopping) and
spin–orbit interaction. This includes not only bulk anisotropies but also surface,
interface, and magneto-elastic anisotropies. The magnetic surface anisotropy adds
to the total anisotropy [3, 125, 126].

In a nutshell, magnetocrystalline anisotropy reflects aspherical current loops
(orbital moments) created by the spin–orbit coupling. These orbital-moment elec-
tron clouds interact with the atomic environment (crystal field), resulting in a
directional dependence of their orientation which is observed as magnetocrystalline
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anisotropy. It is important to keep in mind that symmetry breaking at surfaces and
interfaces is a necessary but not sufficient condition for magnetic anisotropy. For
example, the Heisenberg model (Section 3.1) is intrinsically isotropic, that is, the
exchange energy does not depend on the angle between magnetization direction and
bond axis ri – rj. A challenge is that surface anisotropy is closely linked to the
indexing of the surface [3, 121, 133], which makes the frequently assumed normal
anisotropy -K (s·n)2 [126, 205] a very crude approximation.

The calculation of the anisotropy is often complicated [127, 128], but there exist
simple models for a variety of limiting cases [69, 120, 129, 130]. For example,
rare-earth anisotropy is characterized by a spin–orbit coupling much larger then the
crystal–field interaction. This leads to a rigid Hund′s-rules coupling between spin
and orbital moments and means that the anisotropy energy is essentially equal to the
electrostatic interaction energy between the rare-earth 4f shells and the crystal field
[69, 120]. Most rare-earth shells are aspherical and yield large anisotropy contribu-
tions, but gadolinium (Gd) has a half-filled 4f shell (4f7) with spherical symmetry
and zero magnetocrystalline anisotropy.

The crystal–field character of the anisotropy is seen, for example, from the pos-
sibility of changing the magnetization direction of Ni due to reversible absorption
of H on Ni/Cu(001) [131]. A similar mechanism, namely the interstitial absorption
of N, can be used to turn the soft magnetic material Sm2Fe17 into hard-magnetic
Sm2Fe17N3 [105]. In itinerant 3d metals, the electron density ψ∗(r)ψ(r) is largely
determined by the interatomic hopping (band structure), and the spin–orbit cou-
pling is a small perturbation [132]. The relation between crystal–field (hopping)
and anisotropy can no longer be mapped onto a simple electrostatic interactions
[120, 129, 133], but it remains possible to postulate rules for limiting cases, such as
nearly filled 3d shells (Section 4.3)

An unusual surface magnetic anisotropy occurs in MnO nanoparticles. Mn2+ has
a half-filled shell (3d5) and should be isotropic in any environment, similar to the
role of Gd in the rare-earth series. The anisotropy of bulk MnO is indeed very
small, but there is a striking anisotropy enhancement in nanoparticles [134]. This is
explained in terms of a high-spin–low-spin transition created by the strong crystal–
field interaction at the surface. The crystal field causes majority 3d electrons to jump
to low-lying minority states and creates anisotropy in the Mn atoms [134].

3.3.2 Hysteresis of Fe Clusters on Pt

Let us now return to the Fe/Pt system introduced in Section 3.2.2. Figure 3.10 shows
Kerr-effect (MOKE) hysteresis loops for an epitaxially grown Fe layer of nominally
deposited 2 ML of Fe (left), and cluster ensembles formed from the same amount
of Fe on Xe layers of the indicated thickness (see STM images in Fig. 3.4). For the
clusters, preferential in-plane magnetization is found, in contrast to the perpendic-
ular anisotropy found for the epitaxial Fe layer. The increase of the average cluster
size with Xe buffer layer thickness enhances the total magnetic signal. Due to a
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distribution of the cluster size and orientation, the loops are not saturated at the
maximum available field.

For all samples shown in Fig. 3.4, the magnetic anisotropy is significantly
enhanced with respect to bulk Fe [71]. This is the result of the large Fe–Pt inter-
face anisotropy caused by the hybridization of iron-series 3d and heavy transition
metal 4d/5d electrons (Section 3.3.3). By choosing suitable combinations of sub-
strate and clusters, it is possible to tune the magnetic anisotropy of the clusters, and
values of up to 0.9 meV/atom and 9 meV/atom have been reported for smallest Fe
and Co clusters on Pt [135]. In addition, STM images reveal the presence of sig-
nificant strain in epitaxial Fe islands on Pt(117) due to the lattice mismatch. The
corresponding magneto-elastic contribution to the anisotropy energy is sufficient to
overcome the shape anisotropy, thus favoring perpendicular magnetization [85].

Fig. 3.10 MOKE hysteresis loops of 2 ML Fe on Pt(997) prepared on Xe buffer layers of vary-
ing thickness between 0 and 45 ML. Without Xe, Fe grows epitaxially in Vollmer–Weber mode
[68], while the Xe layer promotes the formation of partially relaxed Fe clusters. The cluster size
increases with the Xe thickness, see Fig. 3.4

The evaluation of experimental hysteresis loops and the determination of the
anisotropy are complicated by the unknown moment of the clusters. In fact, the sur-
face enhancement of the magnetic moment in clusters can even exceed the moments
found in monolayer thin film or in metallic surfaces [136]. Ignoring interactions, the
deposited particles are superparamagnetic, and their anisotropies can be estimated
form the superparamagnetic blocking temperature TB, which can be determined
experimentally from temperature-dependent MOKE measurements (Fig. 3.11). Tak-
ing the average cluster volume from STM images and putting τ ∼100 s in (3.4) gives
an estimate for the anisotropy of the clusters, which is K = 13 μeV per atom for
clusters of 2 ML Fe and 45 ML Xe (compare to bulk Fe: 4 μeV per atom). The
anisotropy energy per atom in the cluster might actually be larger since STM tends
to overestimate the cluster volume. The importance of finite-temperature effects is
also seen from Fig. 3.11; the pronounced decrease of magnetization and coercivity
is a consequence of Eq. (3.4).

The net magnetization of clusters can be stabilized by inter-particle and particle–
substrate interactions [37, 38, 137, 138]. In the present case, the dominant contri-
bution to the magnetic anisotropy is expected to come from the interaction of the
clusters with the substrate. The clusters hybridize with the underlying substrate,
thus producing a cloud of magnetic polarization in the Pt [139, 140]. Although the
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contact to the substrate somewhat reduces the average spin moment per atom in the
cluster, it introduces a moment in the d-band of the substrate, which might even be
extended beyond the region of physical contact [141]. Hence, the effective magnetic
volume as well as the anisotropy is increased, which stabilizes the overall magneti-
zation, increases the blocking temperature, and ties the cluster magnetization to the
substrate lattice. However, this leads to cooperative magnetization reversal [3] and
goes at the expense of the effective cluster size, eventually reducing the areal density
in magnetic recording. Furthermore, (3.4) is limited to very small particles [59]. In
large particles, incoherent magnetization processes and thermal excitations reduce
the volume V to some effective volumes Veff < V. For example, magnetization rever-
sal in long and highly anisotropic wires requires a thermal energy of 4πR2(AK)1/2,
corresponding to Veff = 4δBR2, where R is the wire radius and δB = π(A/K)1/2 is the
Bloch-wall width of the wire. In other words, making wires very long yields large
values of KV but no proportional increase in thermal stability.

Fig. 3.11 Temperature
dependence of the coercivity
(+), the longitudinal MOKE
signal at remanence (•), and
in a field of 70 mT (o) for 2
ML Fe/45 ML Xe/Pt(997)
(top) and 4 ML Fe/18 ML
Xe/Pt(997) (bottom). The
blocking temperature
increases with the cluster size.
The MOKE measurements
have been done after Xe
desorption at 100 K

3.3.3 Role of Heavy Transition Metals

The spin polarization of exchange-enhanced Pauli paramagnets in compound struc-
tures affects not only the magnetic moment but also the anisotropy. This is because
the 4d and 5d elements are much heavier than the 3d elements and exhibit a more
pronounced spin–orbit coupling. This explains the pronounced anisotropy of L10-
ordered 3d/4d and 3d/5d magnets, such as the FePt, CoPt, and FePd [94], as well
as the ′giant′ [135] anisotropy of various thin-film structures. Since a single late 3d
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atom can spin polarize several 4d or 5d atoms, the anisotropies per 3d atom can
actually be huge, for example, 9 meV for one Co atom on Pt(111) [135]. In thin-
film nanostructures, such as those shown in Fig. 3.3 or Fig. 3.5, the effect strongly
depends on the chemical nature and indexing of the substrate, on the structure and
shape of the clusters, on the lattice mismatch (strain), and on the reduced coordina-
tion.

However, the main contribution to the anisotropy comes from the heavy transition
metals, and the anisotropy per Pt atom is relatively large but not surprising. In fact,
even larger values can be achieved in 5f compounds, but as in the Co/Pt(111) system,
these high values are limited to low temperatures [130]. Incidentally, the tempera-
ture dependence of these structures is quite intriguing, with substantial deviations
from the popular Callen-and-Callen theory [142–144].

The spin polarization also affects the dynamics of thin-film structures, because
spin–orbit coupling is a major source of damping. The effect is also known as spin
pumping [145], although it is somewhat different from the spin pumping usually
considered in magneto-transport. Figure 3.12 shows a typical geometry. As in other
inhomogeneous nanostructures [146–148], the magnetization modes are localized,
and the damping comes from the regions where both the magnetization and the
spin–orbit coupling (λ) are large. Physically, iron-series 3d electrons hop onto Pt
sites, where they give rise to damping via the spin–orbit interaction of the Pt 5d
electrons. Since the Co ensures a significant spin polarization in the Pt, the effect
is large in Fig. 3.12a. In (b), the Ni is essentially unable to spin polarize the Pt and
may actually become paramagnetic at the interface. This means that the damping is
larger in the Co/Pt systems than in the Ni/Pt system. The effect can be investigated
experimentally, by using optical pump-probe techniques [209] or FMR [145].

An idea related to the magnetic anisotropy of 3d/4d and 3d/5d thin-film nanos-
tructures is the exploitation of heavy transition metals such as W in permanent mag-
netism and ultrahigh-density magnetic recording. One example is the Fe–W system
[149]. In fact, there are many ferro- and antiferromagnetic L10-type compounds
[96, 150–154], and many alloys exhibit easy-axis anisotropy along the c-axis, espe-
cially those containing Pt and Pd, whereas MnRh has in-plane anisotropy [96]. This
reflects the orientation of the easy axis to the bond axis of itinerant magnets [129].

Fig. 3.12 Damping at Co–Pt and Ni–Pt interfaces. The damping is much larger in Co–Pt, because
the Co yields a substantial spin polarization in adjacent Pt atoms, which then realize damping via
the strong spin–orbit coupling (λ) of the Pt 5d electrons
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Aside from binary L10 compounds, one can consider alloys with the general com-
position AxByCz, where A = Fe, Co, B = Pd, Pt, C = Mn, Ni, Cu, W, Rh, Ir, and x, y,
and z are compatible with the stoichiometry and solid-solution range [152–154] of
the tetragonal L10 phase. Similar considerations apply to materials crystallizing in
the hexagonal NiAs structure, especially MnBi and PtBi. Based on these materials,
two-phase nanostructuring can be used to tailor the magnetic anisotropy. Anisotropy
is an atomic quantity, but the ferromagnetic exchange ensures an anisotropy averag-
ing over a few nanometers, in contrast to the absence of nanoscale Curie temperature
averaging [120, 155]. In particular, the intriguing temperature dependence of the
anisotropy of many alloys [130, 144] opens the door for the creation of temperature-
dependent anisotropy zeros, with a useful write-field reduction in magnetic record-
ing. On an atomic scale, a similar effect is well known to occur in alloys such as Fe–
Co–Tb–Dy but limited to a relatively narrow range of rare-earth transition-metal
intermetallics [156]. Nanostructuring offers a way to greatly extend the range of
these materials.

3.3.4 Proteresis

Nanoscale embedding may yield properties and phenomena not encountered in
bulk magnets and single-phase nanostructures. One example is the occurance of
inverted hysteresis loops (or proteresis) in CoO/Co core–shell nanostructures. The
effect was originally discovered in granular nanocomposites and means that the
hysteresis loop is cycled clockwise rather than anticlockwise [157]. The phe-
nomenon is counterintuitive, because it means that magnetostatic energy is cre-
ated rather than dissipated. The basic explanation [157] involves an energy trans-
fer between magnetic and exchange energies, so that the net energy is well
behaved.

Proteresis has recently been observed in ultrasmall Co:CoO core–shell nan-
oclusters [8]. The structures, produced by cluster-beam deposition, have Co core
sizes ranging from 1 to 7 nm and a common CoO shell thickness of about
3 nm. Figure 3.13 shows that the proteretic behavior reflects a subtle interplay
between various anisotropies and exchange interactions in the Co and CoO
phases and at the Co–CoO interface. A striking feature is the existence of pro-
teretic (clockwise) rather than hysteretic loops in a relatively narrow core size
range from 3 to 4 nm—smaller and larger particles exhibit ordinary hysteresis
loops.

The size dependence is explained by first considering a very small soft-magnetic
core in a hard matrix. The hard and soft regions are then strongly exchange-coupled,
and the core–shell cluster rigidly rotates in a magnetic field, and the loop is hys-
teretic. In the opposite limit of large core–shell clusters, the system behaves like
a superposition of two phases, both hysteretic. Only on a length scale of a few
nanometers, where the interactions shown in Fig. 3.13b–c are comparable, protere-
sis is observed.
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Fig. 3.13 Proteresis in Co:CoO core–shell nanoparticles: (a) structure and sublattice magnetiza-
tions, (b) initial spin structure and (c) final spin structure. In (b), the magnetic field acts on the
sublattices A and B of the AFM CoO, but not on the FM magnetization of the core

3.4 Quantum-Mechanical Effects

Both free and embedded nanostructures exhibit interesting quantum effects [21,
158], although the relative importance of those effects tends to decrease with
increasing feature size and is often difficult to distinguish from classical real-
structure effects [159]. According to quantum mechanics, electrons behave like
waves, and the embedding of an atom or cluster in a bigger unit tends to mix the
wave functions both in the cluster and in the matrix. The range of those interaction
is rarely much larger than 1 nm, but this is sufficient to create major changes.

A crude way of gauging of the effect of nanostructuring on the anisotropy is to
compare the spin–orbit coupling λ (about 0.05 eV for the late 3d metals) with the
3d band width of about 5 eV. This means that minor structural changes may have a
strong impact on the anisotropy, and depending on the individual energy levels near
the Fermi level, the effect may extend over several nanometers. Anisotropy rules
for itinerant ferromagnets are therefore more difficult to establish than for rare-earth
magnets.

3.4.1 Embedding from a Quantum-Mechanical Point of View

How do the quantum states change when an isolated cluster is embedded in a
matrix? A conceptually simple—though practically often demanding—procedure is
the mapping of the complex states onto simpler wave functions, such as hybridized
atomic states or extended orbitals. The corresponding procedure is known as down-
folding [160–162] and goes back to a perturbation approach by Löwdin [163]. The
idea is to divide the quantum states |ψ > of the full system into arbitrary classes,
which yields a relatively simple formula describing the interaction between sub-
systems. In solids, downfolding is used to simplify Hamiltonians and to introduce
physically transparent extended orbitals (including third-nearest neighbors). This
method was successfully applied, for example, to high-temperature superconduc-
tors [162].

In the present case, it is natural to choose the quantum states |φ > of the embed-
ded cluster or nanostructure as the first class and the quantum states |χ > of the
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embedding matrix as the second class. The Schrödinger equation H |ψ > = E |ψ>
can then be written as

Hcluster|φ > +V|χ >= E |φ > (3.5a)

and

V+|φ > +Hmatrix|χ >= E |χ > (3.5b)

where V describes the interaction between cluster and matrix. Substitution of |χ>
into 3.5(a) yields

Hcluster|φ > +V
1

E − Hmatrix
V+|φ >= E |φ > (3.6)

This equation is the type Heff |φ> = E |φ>, where Heff is an effective interac-
tion and may by solved by various methods. For example, one can first diagonalize
Hmatrix and label the eigenvalues by k, so that 1/(E – Hmatrix) becomes 1/(E – Ek). As
a special case, (3.6) yields ordinary perturbation theory [163].

Equation (3.6) is remarkable, because it does not contain the unknown wave
function |χ > of the matrix but yields the exact energy eigenvalues. The down-
side and practical challenge is the energy dependence Heff(E) of the effective
Hamiltonian. Consider, for example, a single impurity level |φ > in a solid. If Heff

was independent of E, then the energy would be given by E = < φ|Hcluster |φ > +
<φ| Heff |φ >. However, for each eigenstate of Hcluster, the E in the denominator of
(3.6) creates additional roots of the secular equation. The corrections are particularly
large when the eigenvalues of the clusters (E) are comparable to those of the matrix
(Hmatrix). This is particularly common in metals, where the bulk states form rather
broad bands and easily hybridize with the discrete states of the embedded objects if
they have comparable energies.

3.4.2 Exchange Interactions

The Curie temperature and many other magnetic properties, such as the temperature
dependence of the anisotropy, reflect interatomic exchange. On a one-electron level,
exchange is obtained by making the potential spin dependent, as in the Stoner model
and in LSDA calculations. On a many-electron level, there are correlation correc-
tions, with the Heisenberg model as an extreme limit (Section 3.3). Here, we focus
on a simplified model, namely on the Ruderman–Kittel–Kasuya–Yosida (or RKKY)
model [164]. The idea is to model two spins S and S′ at r and r′, respectively, by a
point-like interaction J with conduction electrons sn. The effect of the S and S′ can
then be described perturbatively, by equating the conduction electron Hamiltonian
with Hmatrix in (3.6) and applying perturbation theory.
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A key feature of the free-electron RKKY exchange [164] is its long-range oscil-
latory behavior, which is caused by the sharp Fermi surface and described by
Jij = ∼ cos(2kFr)/r3, where kF is the Fermi wave vector and r = |ri–rj| is the dis-
tance between the spins. The oscillations means that spatial features smaller than
about 1/kF cannot be resolved with the available zero-temperature wave functions.
Interestingly, net RKKY interactions do not average to zero but actually increase
when embedded atoms are replaced by embedded nanoparticles, although the size-
dependent increase is less pronounced than of the magnetostatic energy [165].

While traditional RKKY theory considers conduction electrons, the same
approach can be used to treat tightly bound electrons [166] and electron orbitals
localized around impurities [167]. The latter is of interest for dilute magnetic semi-
conductors [168–174], where structures similar to Fig. 3.6a yield ferromagnetism at
and above room temperature.

Let us assume that the exchange between the two localized 3d spins is mediated
by s electron (or hole) states from shallow donors or acceptors, which hybridize
and may or may not form a narrow band. The calculation of the exchange amounts
to the evaluation of the total energy for parallel and antiparallel spin orientations
Si = ± Sj. The corresponding energies are

E± = Σμ

| < Ψμ|V (Si) ± V (Sj)|Ψo > |2
Eμ − Eo

(3.7)

where |Ψ μ > describes the mediating electrons and the interaction potential V is of
the s–d type

Vi(r) = ±JoSiδ(r − ri) (3.8)

Here, the sign indicates whether the mediating electron is ↑ or ↓. When both local-
ized (3d) spins are located in one single-occupied shallow orbital, then the exchange
is ferromagnetic, irrespective of the sign of Jo, because both 3d spins are parallel (or
antiparallel) to the spin of the shallow electron. With increasing impurity concentra-
tion, the shallow orbitals overlap and eventually percolate. Since the shallow orbitals
have a radius of the order of 1 nm, this happens at very low concentrations.

Consider the exchange mediated by two overlapping shallow orbitals located at
R1 and R2. The hybridized wave functions have the character of (anti)bonding states
whose level splitting is determined by the hopping integral t, and (3.7) yields the
exchange [167]

Jij = − J 2
o

8t
(ρ (ri − R1) − ρ (ri − R2))

(
ρ
(
rj − R1

) − ρ
(
rj − R2

))
(3.9)

where r denotes the hydrogen-like density Ψ ∗Ψ of the shallow electrons. Here
the involvement of Jo

2 reflects the second-order perturbation character of the the-
ory, whereas the level splitting Eμ – Eo ∼ t originates from the denominator in
Eq. (3.2a,b).
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Equation 3.9 is separable and can be interpreted in terms of Fig. 3.14: the
exchange is ferromagnetic (FM) if the magnetic ions are located in the same shallow
s-orbital (a) and antiferromagnetic (AFM) if they are in different s-orbitals (b). The
dashed line in the figure provides an alternative explanation: spins on the same side
of the line exhibit FM coupling, whereas spins separated by the dashed line exhibit
AFM coupling.

In contrast to the free-electron RKKY exchange Jij, equation (3.9) cannot be
reduced to a function of ri–rj and also depends on R1 and R2. The present model
does not yield RKKY interactions in a proper sense, because shallow orbitals do
not correspond to a sharp Fermi surface. However, aside from band-filling effects,
the RKKY oscillation period π/kF is essentially given by the interatomic distance.
In the present model, the exchange changes sign in a very similar way, on a length
scale given by the average distance between the donor and the acceptors.

The above mechanism is independent of whether the shallow orbitals form iso-
lated clusters or percolate. In other words, it does not matter whether one considers
dilute magnetic semiconductors or ‘dilute magnetic dielectrics’ [174]. However, the
magnetic phase transition (critical temperature Tc) requires separate consideration.
For localized spin-1/2 systems, the corresponding mean-field equation are

Fig. 3.14 Exchange mediated by two shallow orbitals: (a) ferromagnetic and (b) antiferromagnetic
exchange. The dark small circles are the shallow donors or acceptors, whereas the arrows show
the (fixed) positions of the localized 3d spins

m i = tanh

(
Σj Jijm j + μoμg Hm i

kBT

)
(3.10)

where mi = <Si>. At the critical point, the zero-field magnetization vanishes
(mi = 0) so that (6) can be linearized and mi = Σj Jij mj /kBT. This equation can
also be written in secular form, Σj (Jij – kBT δij) = 0, indicating that the critical
temperature is basically an eigenvalue of the matrix Jij. In more detail, kBTc = Jmax,
where Jmax is the largest eigenvalue of Jij.

2 This procedure, applies to a wide range
of materials, including ferro-, ferri-, and antiferromagnets [210]; spin glasses [183];
magnetic nanostructures [155]; and magnetic semiconductors [212]. The reliability

2The other eigenvalues have no transparent physical meaning, because |mi| > 0 below Tc and the
approximation mi = 0 are no longer valid.
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of the mean-field predictions depends on the dimensionality of the structure [155,
211] and on the range of the interactions, similar to the well-known critical behavior
of homogenous magnets [86].

From a quantum-mechanical point of view, the RKKY theory is a fairly crude
approximation. In particular, (3.7) ignores spin–orbit coupling, which affects the
anisotropy and—to a lesser extend—the magnetization [207, 208]. Dilute magnetic
semiconductors are often anisotropic, exhibiting not only a preferential magnetiza-
tion direction but also a direction dependence of the magnetic moment, for example,
in the film plane of V-doped SnO2 [175].

3.4.3 Preasymptotic Coupling

Moment formation and interatomic exchange in itinerant magnets such as Fe, Co,
and many of their alloys is very different from the coupling between stable local
moments, as represented by the RKKY mechanism. Itinerant moments are strongly
band-structure dependent, as epitomized by the Stoner criterion ID(EF) ≥ 1, where
I ∼1 eV is the Stoner parameter and D(EF) is the density of states (DOS) at the
Fermi level. Small band widths W ∼1/D(EF) favor ferromagnetism, because the
intra-atomic interactions responsible for moment formation (I) compete against
hybridization energies of order W.

Strongly exchange-enhanced Pauli paramagnets such as Pd and Pt, which nearly
satisfy the Stoner criterion, are easily spin polarized by neighboring Fe or Co atoms.
Examples are L10 magnets [176], Fe/Pt thin films [177], spin-glass-type dilute alloys
[183], and various magnetic nanostructures [31, 135]. Some other elements such as
V exhibit moderate exchange enhancement, whereas elements such as Cu and Ag
can be considered as non-interacting metals [178]. The spatial aspect of exchange-
enhanced Pauli paramagnetism is described by the wave-vector-dependent suscep-
tibility [179]

χ (k) = χo(k)

1 − Uχo(k)/2μoμB
2

(3.11)

where χo(k) is the non-interacting or Pauli susceptibility:

χo(k) = χh(1 − k2/12kF
2 + O(k2)) (3.12)

The higher-order terms in this equation exhibit a complicated behavior with a singu-
larity at k = 2kF, which is the origin of the RKKY oscillations [164, 179]. However,
when the Stoner criterion is nearly satisfied, the quadratic term is strongly enhanced
in (3.11), and Fourier transformation yields a pronounced exponential decay with
a decay length 1/κ . The decay is preasymptotic, that is, for long distances there
remains an oscillating tail [180]. For Pd thin films, the transition from exponential
to power-law behavior occurs at about 10–12 monolayers [180]. The range of the
preasymptotic decay scales as 1/(1 – UD)1/2. It is rarely larger than about 2 Å but
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sufficient to spin polarize a significant neighborhood of atoms such as Pt or Pd. Fig-
ure 3.15 illustrates the geometry of the polarization cloud for small transition-metal
dots on a 4d/5d surface.

For semiquantitative calculation of polarization-cloud and interdot exchange
coupling (Fig. 3.15), it is convenient to start from the energy density [181, 182]

η = 1

48kF
2 D

(∇m)2 + 1

4

(
1

D
− U

)
m2 (3.13)

By Fourier transformation, it is straightforward to show that this equation corre-
sponds to the quadratic limit of (3.11). Minimization of (3.13) yields the Yukawa-
type equation ∇2m + κ2 m = 0. Let us first consider a spherical Fe or Co particle
of radius Ro in a Pt or Pd matrix. In this case, the Yukawa equation with the well-
known spherical solution ms(r) = c exp(-κr)/4πr, where r is the distance from the
center of the cluster. Next, we integrate m(r) over 4πr2dr, taking into account that
the magnetization at the cluster surface is equal to that of the Fe or Co, m(R) = mo,
and that the moment of the Fe particle μo = 4πRo

3mo/3. This yields the moment

μ = 3μo
1 + κRo

κ2 Ro
2 (3.14)

Taking a single Co atom of moment μo = 1.73 μB and radius R = 1.24 Å, we
obtain theoretical polarization-cloud predictions of about 3.5 μB for Pt and 7.3 μB

for Pd. Moments of this order of magnitude are indeed observed, for example, in
dilute alloys [183].

Fig. 3.15 Coupling between
two Fe or Co clusters on a Pt
surface (schematic). The
exchange is estimated by
volume integration of the
energy density (3.13), thereby
ignoring surface-state
contributions

The interdot exchange J = – (E+ – E-) is obtained by putting m±(r) ∼ ms(|r −
R1|) ± ms(|r − R2|) into (3.13) and evaluating the total energies E± = ∫

η(m±) dV.
Here the sign corresponds to ferromagnetic (+) and antiferromagnetic (−) exchange,
and the calculation requires careful bookkeeping, including the boundary condition
m±(r) = mo at the cluster−matrix interface and the consideration of the semi-infinite
character of the problem [99] and yields in lowest order
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J = Jat

2

Ro
2

Rat
2 exp(−κR) (3.15)

Equation (3.15) shows that the exchange increases quadratically with the
radius R of the clusters but is rapidly outweighed by the exponential term.
This is different from the RKKY interaction between nanoparticles [165], which
exhibits a power-law dependence on the particle or cluster separation. Taking
Ro = 1 nm and R = 3 nm yields an effective preasymptotic interaction of about
5 mK, corresponding to an interaction field of order 15 μT. By comparison, magne-
tostatic interaction fields are typically of the order of a few mT. In other words,
for cluster sizes and separations exceeding about 1 nm, intercluster interactions
are weaker than magnetostatic dipole interactions and the RKKY tail interactions
through the substrate.

3.4.4 Kondo Effect

The Kondo effect arises when electrons of a spatially confined system with discrete
energy levels interact with the conduction electrons of an otherwise non-magnetic
metal. Such systems can be ferromagnetic impurities in strongly diluted alloys, or
magnetic adatoms, clusters, magnetic molecules, or artificial quantum structures on
metal surfaces (recent reviews in [184, 185]). Requirements for the Kondo effect to
occur are that the defects are magnetic, that is, they have a nonzero total spin, and
that the metal is cooled to temperatures below the Kondo temperature, TK. At the ori-
gin of the Kondo effect are correlated electron exchange processes between the dis-
crete and continuum states that effectively flip the spin of the impurity, while simul-
taneously creating a spin excitation in the Fermi sea (see Fig. 3.16). The involved
electrons form a many-electron ground state, the Kondo state. The Kondo tempera-
ture can be thought of as the binding energy of this correlated state and is typically
of the order of 0−400 K. The spin polarization of the impurity and the host are oppo-
site to each other, hence, the conduction electrons effectively screen the impurity’s
spin.

The Kondo effect has two profound experimental consequences: (i) the magne-
tization is reduced below the free-moment value due to the screening, and (ii) the
electron scattering cross-section of the impurity is strongly enhanced, resulting in
anomalies in transport measurements near and below TK. The Kondo resonance is
experimentally observable on surface-supported atoms or nanostructures with low-
temperature scanning tunneling microscopy (STM), where it shows up as a Fano
resonance in the differential conductance of the tunneling contact dI/dV at the lat-
eral adatom position [186–189].

Progress in nanotechnology has made it possible to construct spatially con-
fined nanostructures with pronounced discretization of electronic states, in which
the Kondo physics is clearly displayed [190–192]. The Kondo effect is thus by no
means limited to single impurity atoms but is a phenomenon generally associated
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with magnetic nanoscale systems with discrete electronic states and non-zero net
spin. However, the Kondo temperature is rapidly suppressed as the size of the clus-
ter increases and goes to zero exponentially with increasing cluster size [193]. The
Kondo effect is of fundamental importance for the study of magnetism in nanoscale
systems, as it can serve as a local probe to determine the exchange interaction in
sub-nanometer clusters. For instance, the magnetic ground state of spin-frustrated
Cr trimers [194] and the exchange interaction between single Ni or Co atoms [195,
196] could be determined from measurements of the Kondo state the clusters form
with the substrate. Recent experiments have demonstrated that the Kondo effect can
be manipulated by tuning the interaction with the bulk-state electrons via local coor-
dination, chemical bonding, or quantum size effects [197–199].

Potential applications for the Kondo effect might arise in spintronics and quan-
tum information processing, as it permits, for example, to transport information in
systems which are too small for conventional wiring [191].

Fig. 3.16 Electronic (spin-flip) exchange between the discrete energy levels of an impurity and
the delocalized states of a host metal, leading to the Kondo effect. An electron tunnels into an
empty state near the Fermi energy of the host (a), and the hole is filled with an electron of opposite
spin from the host (b). The so-induced spin polarization of the delocalized electrons around the
impurity is effectively screening the magnetic moment of the impurity. (c) Screening cloud around
an impurity in a bulk matrix and (d) on a metal surface

3.4.5 Entanglement

Entanglement is a key consideration in quantum information processing systems
[200–203], including magnetic nanostructures [158]. It has been shown theoretically
that and how quantum entanglement arises in interacting magnetic nanodots [158].
The thermal stability of the entangled states increases with the magnetic anisotropy
of the dots, which reaches substantial values for some noncubic intermetallic com-
pounds. This is of potential importance for future quantum computing above 4.2 K.

An example of an entangled state is the wave function |Φ> = |α> |β> + |β>
|α>, which cannot be written as a product of one-electron states. Entanglement
between magnetic nanodots of total spin S can be realized by using the macrospin
wave functions of the type |α> = |S> and |β> = |S – 1>. Another approach is
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to exploit those wave functions such as |Φ>, which naturally occur in Heisenberg
magnets. Fig. 3.17 shows a simple example, namely the AFM spin-1/2 Heisenberg
square. The square is described by the transparent Hamiltonian

H = −J (s1 · s2 + s2 · s3 + s3 · s4 + s4 · s1) (3.16)

where J > 0. The quantum states of the square may be manipulated by an inhomo-
geneous magnetic field and/or by interactions with neighboring dots.

Fig. 3.17 Interactions and entanglement in small-scale nanostructures: (a) free square, (b) local
interaction field, (c) exchange interaction with neighboring atoms, and (d) entangled wave function
in the limit of strong interactions. For simplicity, only the ground state is shown in (d)

In spite of its simplicity, the model exhibits a substantial degree of complexity,
even in the ground state. In the absence of a magnetic field, the classical ground
state is shown in Fig. 3.17a, meaning that neighboring spins minimize the energy
by forming pairs with antiparallel spins. The quantum-mechanical ground state is of
the many-electron type but easily obtained by diagonalizing the 16 × 16 Hamilton
matrix (3.4). Aside from the classical ground-state configurations, Fig. 3.17a, there
is a substantial admixture of states that have two parallel bonds, as in Fig. 3.17b.
These states do not appear in the classical ground state, because they cost exchange
energy, but in the quantum-mechanical case, they reduce the total energy by realiz-
ing hybridization between degenerate classical ground-state configurations.

From a quantum-mechanical point of view, Heisenberg spin structures are highly
complicated and poorly described by one-electron approaches, including LSDA+U
and SIC. A particular effect is spin-charge separation, meaning that the low-lying
excitations are magnetic and rather unrelated to the interatomic hopping of the elec-
trons [179, 204]. In more detail, the Heisenberg model assumes that the four spin-
carrying electrons are localized at the corners of the square but the spins are free
to switch. The electron’s interatomic hopping (hopping integral t) is important in
itinerant and RKKY systems but enters the Heisenberg model only indirectly by
determining the exchange [179].
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3.5 Concluding Remarks

In summary, we have investigated how nanoscale proximity effects change the prop-
erties of magnetic nanostructures. Progress in fabrication and deposition techniques
has made it possible to produce an unprecedented range of structures, from embed-
ded and coated clusters to nanotubes and complex thin films, including magnetic
surface alloys. The structures offer new physics on length scales of more than
a few interatomic distances, making it different from typical atomic-environment
effects in alloys and at surfaces. Focus has been on the relation between classical
and quantum effects. Some quantum effects, such as RKKY interactions between
nanoparticles, but many nanoscale effects are of the micromagnetic type, where
interatomic exchange ensures a coherent spin orientation over several nanometers.
An example of the latter is proteresis in core–shell nanoparticles, which is counter-
intuitive from a magnetostatic point of view but explained by the involvement of
nanoscale exchange interactions between noncollinear magnetic sublattices. While
future research is necessary in various directions, including, for example, the fab-
rication of monodisperse metal clusters on substrates with good control over size,
density, orientation, and anisotropy, the structures will have potential applications
in many areas of nanotechnology, from biomagnetism and sensors to materials for
bulk applications and structures for quantum and classical information processing.
It will be fascinating to monitor and accompany this development in the years to
come.
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Chapter 4
Superconductivity and Magnetism in Silicon
and Germanium Clathrates

Joseph H. Ross Jr. and Yang Li

Abstract Clathrates are materials containing closed polyhedral cages stacked to
form crystalline frameworks. With Si, Ge, and Sn atoms populating these frame-
works, a wide variety of electronic and vibrational properties can be produced in
these materials, by substitution upon framework sites or through incorporation of
ions in cage-center positions. Commonly formed structures include the type I, type
II, and chiral clathrate types, whose properties will be described here. Ba8Si46 with
the type-I structure has been found to exhibit superconductivity with Tc as high
as 9 K. The enhanced Tc in this compound has been shown to arise predominantly
from very sharp features in the electronic densities of states associated with the
extended sp3-bonded framework. Atomic substitution can tailor these electronic
properties; however, the associated disorder has been found to inevitably lower the
Tc due to the disrupted continuity of the framework. Efforts to produce analogous
Ge-based superconductors have not been successful, due to the appearance of spon-
taneous vacancies, which also serve to disrupt the frameworks. The formation of
these vacancies is driven by the Zintl mechanism, which plays a much more signif-
icant role for the structural stability of the Ge clathrates. The sharp density of states
features in these extended framework materials may also lead to enhanced magnetic
features, due to conduction electron-mediated coupling of substituted magnetic ions.
This has led to magnetic ordering in Fe- and Mn-substituted clathrates. The largest
number of clathrates exhibiting magnetic behavior has been produced by substitu-
tion of Eu on cage-center sites, with a ferromagnetic Tc as high as 38 K observed in
such materials.
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4.1 Introduction

Clathrates containing crystalline frameworks of group-IV semiconductors have
attracted considerable interest in recent years for their variety of electronic and
vibrational properties. Like carbon-based fullerenes, silicon, germanium, and tin
also form polyhedral cage structures. However, unlike fullerenes, the heavier group-
IV elements form sp3-bonded connected structures periodic in three dimensions.
Intermediate between the disconnected fullerenes and the tetrahedral diamond struc-
ture, these materials have a number of unique properties. In this chapter, we discuss
the electronic and vibrational properties of these framework materials, specifically
as they relate to the appearance of superconductivity and magnetism.

While closed-cage materials of all types can be denoted as clathrates, the class
of group-IV clathrates generally refers to the set of materials that share a common
structure with the hydrate clathrates. The latter are crystalline materials such as
methane hydrate, 8CH4 • 46H2O, in which the water molecules form a framework
enclosing individual methane molecules in a regular array. Methane clathrate is nat-
urally occurring when natural gas combines with seawater at pressures of the ocean
floor. The potential for useful energy reserves or of greenhouse gas emissions from
such formations is one of the reasons for intensive interest in such materials. Several
recent reviews [1–4] describe the features of the hydrate clathrates.

Jeffrey [5] developed a naming convention for the hydrate clathrates; by this
labeling scheme “type I” and “type II” are the most commonly observed structures.
These are illustrated in Figs. 4.1 and 4.2. These structures feature three-dimensional
tessellations that completely fill spaces with polyhedral cages, such as the dodeca-
hedron and tetrakaidecahedron that make up the type-I structure shown in Fig. 4.1.
In the hydrate clathrates, the vertices of these polyhedra are water oxygens, while
small molecules fill the closed cages. Figures 4.1 and 4.2 show silicon clathrates for

Fig. 4.1 Type-I clathrate structure, with Si and Ba atoms labeled according to the Ba8Si46 com-
position. Also shown are the two basic cages forming the Si46 framework for the structure (space
group Pm3̄m, #223), along with the cubic unit cell. The Si46 framework is a closed network
involving all Si sites; only two of the polyhedra are shown connected for clarity



4 Superconductivity and Magnetism in Silicon and Germanium Clathrates 107

Fig. 4.2 Type-II clathrate structure, illustrated along with the two cages that make up the closed
network. Inside the cubic unit cell, a central hexakaidecahedron is shown connected to two of its
neighboring dodecahedra. Atom labels correspond to Na16Si136; 8b, the large cage-filling site, is
shown unoccupied. Space group is Fd 3̄m (#227)

which the framework is a fourfold-bonded Si-atom network. Another set of mate-
rials sharing identical structural characteristics is the clathrasils [6], in which the
crystalline framework is constructed of SiO2, rather than H2O.

The silicon clathrates were first synthesized in 1965 [7], when type-I Na8Si46

and type-II NaxSi136 were prepared. A large number of related compositions have
since been synthesized, including those with frameworks of Ge and Sn, and cage-
filling atoms including Na, K, Rb, Sr, Ba, Te, Cl, Br, I, Eu, H2. Aside from column-
IV elements, the framework may be substituted from columns II through VI, a few
examples being type-I Sr8Al16Ge30 [8], Ba8Ga18Sb2Ge26 [9], Te8(Si38Te8) [10], and
Cs8Zn4Sn42 [11], or type-II Ba16Ga32Sn104 [12]. Furthermore, several late transition
metal elements have been substituted on the Si and Ge frameworks [13], while Si
and Ge type-II clathrates can also be formed as empty frameworks [14, 15], by
driving Na out of the filled cages or out of an intermediate product, respectively.

Closely related structural types not observed among the hydrate clathrates
include the low-temperature stable structure found in α-Ba8Ga16Sn30 [8] and
α-Eu8Ga16Ge30 [16], a cubic structure closely related to the type-I structure stable at
high temperatures in both of these materials (type I corresponding to the β-phases).
This structure has also been called “clathrate VIII,” as an addition to the seven
structure types originally identified among hydrate clathrates. The chiral clathrate
structure, originally discovered as the structure of Ba6In4Ge21 [17], has been iden-
tified to form several silicon and germanium compounds, generally in combination
with barium, as in the binaries Ba6Si25 [18] and Ba6Ge25 [19]. Tin-based chiral
clathrates can be formed with alkali metals, for example, K6Sn25 [20]. A member of
the chiral space group #213 (P4123), the chiral clathrate structure, features polyhe-
dral cages arranged in a three-dimensional network of interlinked helices (Fig. 4.3).
Aside from the single type of closed cage, which encloses the cation occupying the
8c site, the structure also features two additional cation sites in open regions of the
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Fig. 4.3 Chiral clathrate
structure, as observed in
Ba8Ge25 [18]. A 2×2×1 raft
of cubic cells is illustrated.
Large spheres are Ba, with
connected framework
composed of Ge atoms. One
helical grouping of
framework cages has been
highlighted for clarity;
however, all cages are
identical, forming somewhat
irregular dodecahedra

cell. In addition, two of the six framework sites (representing 8 of the 25 framework
atoms per formula unit) are only threefold coordinated to other framework atoms,
as opposed to the fourfold coordination uniformly observed in all other clathrates
discussed here. At times this structure has been termed type IX or type III (although
a different hydrate clathrate structure also has been labeled type III); here the desig-
nation “chiral clathrate” will be used.

4.2 Superconductivity in Si46 Clathrates

Roy [21] initially searched for superconductivity in type-I and type-II Na–Si
clathrates; however, these original silicon clathrates were found not to be super-
conducting. A few years later the type-I composition Na2.9Ba4.5Si46 was prepared
and shown to be superconducting with Tc near 4 K [22]. Similarly, the K- and Ba-
filled analog was found to have Tc = 3.2 K [23]. Advances in synthesis, in particular
high-pressure methods, led to the preparation of Ba8Si46 for which the alkali metals
were replaced completely by Ba [24]. This composition achieves a superconducting
Tc = 8 K. Ba8Si46 prepared with a slight deficit of Ba was found to have Tc as high as
9.0 K [25], which is a high-water mark for superconducting transition temperatures
among sp3-bonded clathrates.

Further advances in synthesis have included the production of single crystals of
Ba7.6Si46 [26], however, with no increase in T c of this material. Single crystals of
the Na2Ba6Si46 clathrate have also been produced, and a crystallographic study has
confirmed the ordered structure of this material, with Na ions occupying the smaller
dodecahedral cages and Ba ions the larger tetrakaidecahedral cages, surrounded by
a fully populated Si46 framework [27].
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4.3 Rattler Atoms and Narrow Bands

Among the distinctive features commonly observed in the clathrates is low-
frequency Einstein-like phonon modes. Generally associated with ions loosely held
within their encapsulating cages, such modes can be observed by various techniques,
including Raman scattering [28] or detection of the displacements of the encap-
sulated ions via x-ray [29] or neutron [30] crystallography. Einstein modes with
energies corresponding to approximately 80 K have been reported for Ba8Si46 [31],
between 30 and 60 K for type-I Eu8Ga16Ge30, Sr8Ga16Ge30 and Ba8Ga16Ge30 [30],
and 45–60 K in type-I Cs8Ga8Sn38 [32], with similar small values obtained for many
other clathrate materials.

Slack [33] originally suggested the idea that the “rattling” of encapsulated ions
may contribute to low observed thermal conductivities, a feature of great current
interest due to potential thermoelectric applications for semiconducting composi-
tions of these materials. Similar behavior is observed in other cage-type materials,
particularly the skutterudites [34]. Much effort has been devoted to understanding
such behavior in type-I materials in particular, for which the larger tetrakaidec-
ahedral cages afford room for smaller ions to displace to off-center positions
within the cage. A recent work [35] gave direct evidence for a very low-frequency
(450 MHz ∼20 mK) mode attributed to tunneling between such off-center posi-
tions in Eu8Ga16Ge30. Furthermore, glass-like thermal conductivity with T 2 tem-
perature dependence has been observed in Eu8Ga16Ge30 and Sr8Ga16Ge30 [36],
at temperatures of the order of a few kelvins. The standard explanation for such
behavior is phonon tunnel centers spread over a wide range of energies. The source
of this energy spread is not entirely clear; however, there is additional spectro-
scopic evidence for distributed behavior [37, 38], which may be related to intrinsic
framework-site disorder due to mixed atomic occupation in the alloyed clathrates
such as Sr8Ga16Ge30.

Note that other mechanisms may also affect the thermal conductivity; in particu-
lar, a large electron–phonon coupling parameter has been argued to be important in
the Ba–Ge type-I clathrates [39, 40]. However, it is clear that there is a large density
of phonon modes at low frequencies, which can potentially affect the superconduct-
ing behavior in these systems. Some of the observed behavior may relate to the
mixed site occupancy in alloyed clathrates; however, even in Na8Si46, amorphous-
like thermal conductivity has been observed at low temperatures [41].

The electronic properties of the superconducting silicon clathrates feature sharp
electron density of states peaks at or near the Fermi energy (EF). This is illustrated
in Fig. 4.4 [42], where a particularly sharp peak can be seen in the calculated density
of states at the position of EF for Ba8Si46. It was noted in the original report [22, 43]
that a similar behavior may hold for Na2Ba6Si46. Photoemission [44] and NMR [45]
experiments have confirmed the large g(EF) in these cases.

Aside from the behavior near EF, it is also a general feature of the silicon and
germanium clathrates that the bands are narrowed, and g(E) enhanced, compared to
the corresponding diamond-structure semiconductors. Figure 4.5 shows a compari-
son of calculated electronic structures for empty silicon and germanium clathrates
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Fig. 4.4 Band structure and
electron density of states for
type-I Ba8Si46, calculated
using an ab initio
pseudopotential method, from
[42]. Horizontal dashed line
represents EF. States are
measured per cell, which
contains the standard formula
unit Ba8Si46. © 2000
American Physical Society

[46]. These feature larger band gaps than diamond-structure silicon or germanium.
This result follows the general expectation of expanded structure leading to reduced
hybridization and hence a smaller bandwidth. This mechanism is demonstrated
in A3C60 fullerides (A = alkali metal atom), for which g(EF) increases mono-
tonically with cell size as the cation is changed, decreasing the overlap between

Fig. 4.5 Band structures and electron densities of states calculated for empty Si and Ge clathrates
[46], using an ab initio pseudopotential method. Si34 and Ge34 are type-II clathrates. Si46 and Ge46

are hypothetical empty type-I frameworks. © 2000 American Physical Society
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fullerene molecules. An increase in superconducting Tc that is also monotonic in
cell size tracks the g(EF) increase [47]. For example, in Rb2CsC60, Tc = 31 K, while
g(EF) is 24 states/eV per C60 molecule, comparable to the height of the peak seen in
Fig. 4.4.

In contrast to the fullerenes, however, the cage-center guest ions in group-IV
clathrates hybridize relatively strongly with the framework ions. Calculations for
superconducting Si46 clathrates reveal significant Na and Ba contributions [43] mod-
ifying the conduction band, so that the large g(EF) can be attributed in part to states
of these ions. Similarly in semiconducting Ba8Ga16Ge30, and analogs centered by Sr
and Eu, guest-ion d-states appear to participate strongly in the conduction band [48].
In type-II NaxSi136 clathrates, 27Na NMR shifts have been found to be strongly tem-
perature dependent, indicating the presence of Na-based electron states at EF [49].
Figure 4.6 shows a theoretical g(E) for this situation; EF appears at a sharp dip in
this case rather than the sharp peak as in the type-I case. From the strong presence
of Na states in the band edge one may make the case that conductivity in NaxSi136

proceeds via an impurity band, as originally invoked to explain the metal–insulator
behavior observed in this material [50]. However, this picture seems less apt for
the type-I clathrates, for which hybridization between cage-center and framework
atoms are generally stronger and band calculations have generally been successful
in modeling the electrical transport behavior.

Fig. 4.6 Calculated density
of states for type-II Na8Si136

from [49]. EF appears at an
energy just above a strong
band of Na-dominated states.
© 1998 American Physical
Society

4.4 Superconducting Mechanism

The observation of superconductivity in Ba8Si46 has led to significant interest in the
reason for the relatively large Tc in this material. One of the challenges has been the
range of reported transition temperatures due to the difficulty of preparing single-
phase Ba8Si46. A study of silicon isotope-substituted samples of Ba8Si46 [51], how-
ever, showed an isotope effect corresponding to the range of expected values for the
BCS theory, indicating that a phonon mechanism is responsible for the supercon-
ducting state. In addition, by matching the changes in Tc due to applied pressure to
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ab initio calculations [52], a further measure was obtained for the parameters driving
superconductivity in the material. In the McMillan theory [53], Tc can be expressed
as

Tc = ΘD

1.45
exp

( −1.04(1 + λep)

λep − μ∗(1 + 0.62λep)

)
, (4.1)

where ΘD is the Debye temperature, and λep and μ∗ are the electron–phonon cou-
pling constant and repulsive interaction, respectively. For Ba8Si46, λep was found to
be about 1.05, and μ∗ to be 0.24. The parameter λep is a product of g(EF) and the
electron pairing interaction, Vep. By comparison with theoretically calculated values
[52], it appears that g(EF) is the most important parameter determining Tc.

Further information has been obtained by changing the composition through sub-
stitution of framework or cage-center atoms. Table 4.1 summarizes the reported
changes in Tc for such materials. In some cases only the end member of a series
is given in this table, for example, in Fig. 4.7 the susceptibility for a series
Ba8−xSrxSi46 [54], showing the progressive change in Tc, is shown.

Framework substitutions by fourth-row Ge, Ga, and Cu have a progressively
larger effect on Tc, as might be expected from the increasing differences in elec-
tronic character relative to Si. A calculated series of electron densities of states [57]
(Fig. 4.8) indicates a nearly rigid-band change in the region near EF upon going
from Ba8Si46 to Ba8Ga6Si40. The observed change in Tc for Ba8Ga6Si40 is consistent
with a reduction of λep to 0.78, attributable to a reduction in g(EF) of this magni-
tude, combined with a modest reduction in Vep [57]. Thus, it appears that relatively

Table 4.1 Superconducting transition temperatures as reported in type-I silicon clathrates

Molecular T c Reference

Ba8Si46 8 [24]
Ba7.76Si46 9 [25]
Na0.2Ba6Si46 4.8 [55]
Na0.2Ba5.6Si46 3.5 [56]
Na0.3Ba6.2Si46 4 [55]
Na1.5Ba6Si46 2.6 [55]
Na2.9Ba4.5Si46 4 [22]
Na8Si46 0 [56]
K2.9Ba4.9Si46 3.2 [56]
K7Si46 0 [56]
Ba2Sr6Si46 4.1 [54]
Ba8Si40Ga6 3.3 [57]
Ba8Si23Ge23 2.3 [26]
Ba8Cu0.5Si45.5 6.3 [58]
Ba8Cu4Si42 2.9 [59]
Ba8Ag0.5Si45.5 6.1 [58]
Ba8Au1Si45 5.8 [58]
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Fig. 4.7 Magnetic
susceptibility for
Ba8−xSrxSi46 alloys [54],
showing the progressive
change in Tc. © 2005
American Physical Society

Fig. 4.8 Calculated electron
densities of states for
Ga-substituted Ba8Si46 [57].
© 2007 American Physical
Society

low substitution of Ga preserves the sp3 character of the Si clathrate network. By
contrast, a calculated set of electron bands for Ba8Cu6Si40, and the corresponding
density of states (Fig. 4.9, left), shows a much larger change [59], clearly not rigid-
band in character near EF.

Additional information can be obtained from valence-electron density plots, as
in the left panels of Fig. 4.10, for Ba8GaxSi46−x [57]. Near the top and bottom these
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Fig. 4.9 Calculated electron bands and densities of states for Ba8Cu6Si40 (left) and hypothetical
Ba8Ge46 [59]

Fig. 4.10 Contour maps of valence-electron densities (left) and Fermi-level-resolved electron
densities (right) for (a) Ba8Ga6Si40 and (b) Ba8Ga16Si30 [57]. © 2007 American Physical Society
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sections cut through Si–Ga–Si and Si–Ga–Ga bond sequences, showing that the
hybridization of the framework is maintained. The left panels illustrate the Fermi-
level resolved states, responsible for the superconductivity, which maintain their
integrity for the case Ba8Ga6Si40, but become much less well connected for the
more highly substituted case.

Calculations for Ge-based type-I clathrates (Fig. 4.9, right) indicate an electronic
structure for Ba8Ge46 rather similar to that of Ba8Si46 [57]; the lack of superconduc-
tivity in the former material is due to vacancy formation, as shown below. However,
there is also likely an increase in V ep going up the periodic table; calculations for a
hypothetical type-I carbon clathrate [52] have indicated a significant increase over
that observed in silicon clathrates, indicating potentially large increases in Tc if such
materials could be formed. Among germanium clathrates, there has been only one
report of superconductivity, in Ba8Ga16Ge30 [60]; however, most samples of this
composition do not show such behavior, which must not be a general property of
the material [30].

4.5 Zintl Concept and Vacancies

The Zintl phases [61] are a class of compounds featuring cations from the first or
second column combined with more weakly ionic anions from the carbon group or
later. In these materials, the anions combine to form clusters or connected networks.
The combination of electron transfer from the cations and anion–anion hybridiza-
tion can be viewed as leading to closed-shell configurations in these materials, and
hence enhanced stability. The clathrates include classic examples of Zintl phases.
For example, in the type-I structure, each framework atom has four framework
neighbors. In a localized-bond picture, the hypothetical empty type-I clathrate Si46

would have a closed shell of four bonds per atom, Si having a valence of 4. In
Ba8Ga16Si30, the presence of 16 valence-3 Ga atoms implies a deficit of 16 bond-
ing electrons per cell. The electron transfer from 8 Ba atoms, each in a nominal
2+ state, can thus achieve a completed bond network. This simplified model has
predictive power, and indeed Ba8Ga16Si30 is a stable material synthesized more
easily than, for example, Ba8Si46, which has excess framework electrons when
viewed in a Zintl picture. Furthermore, the A8B16Ge30 and A8B16Si30 materials
(A = Sr, Ba, Eu; B = Al, Ga) are semiconductors, a hallmark of the Zintl phases,
or at most they are very weakly metallic, indicating proximity to a filled-band
situation.

Ba8Si46 exhibits an unbroken framework, as established through crystallography
and NMR [27, 62]. However, its analog Ba8Ge46 does not form a fully populated
framework, instead favoring spontaneous vacancy formation [63, 64], with the con-
figuration Ba8Ge43�3, � denoting the vacancies, with a superstructure as shown in
Fig. 4.11. According to a Zintl picture 4 vacancies, with 4 electrons each, might
be expected to accept the 16 electrons from Ba2+, completing a network of filled
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Fig. 4.11 View of the large
cages in Ba8Ge43, with
structure based on the type-I
structure [64]. Small cubes
are vacancies, forming a
helical superstructure as
shown. © 2004 Wiley-VCH

bonds. The observed vacancy count of three may indicate incomplete charge trans-
fer from ionized Ba, or the limitations of the Zintl concept. Type-I alkali metal–tin
clathrates exhibit the composition A8Sn44�2, in this case precisely satisfying the
Zintl criterion [65–67], as does K8Ge44�2 [68].

Germanium and tin clathrates commonly adhere closely to Zintl stability con-
ditions, forming vacancies as needed. For example, the type-I compound ini-
tially reported as Ba8Cu6Ge40 was found instead to form a composition close to
Ba8Cu5.3Ge40.7, satisfying the Zintl criterion [69], with Cu treated as a simple s-p
substituent having a valence of 1. On the other hand, silicon-based Ba8CuxSi46-x

forms with varying composition not keeping to Zintl rules [59, 70]. Other germa-
nium and tin clathrates obeying Zintl criteria are Ba8Al16−xGe30+y, which forms
vacancies when x �= 0 to maintain a Zintl composition [71], and I8Te5.3Ge40 [72],
Sn24P19.3I8−yCly [73], and Sn14In10P21.2I8 [74], all exhibiting spontaneous vacan-
cies. Ba8Ga10Si36 is the only silicon-based clathrate thus far reported to exhibit
spontaneous vacancy formation [70, 75]. On the other hand, Ba8Ga6Si40, a composi-
tion further from the Zintl phase Ba8Ga16Si30, is a bulk superconductor as described
above [57], and thus most likely features an unbroken framework. Typically the
Si–Si bond strength makes vacancy formation less common in silicon-based sys-
tems, and although the electronic structures would appear to favor superconductiv-
ity in germanium and tin clathrates [59] the tendency of these compounds to form
vacancies rather than high-electron compositions explains the lack of superconduc-
tivity observed in such materials. It is possible that a high-pressure synthesis tech-
nique might stabilize a vacancy-free germanium clathrate, but the relatively weak
Ge–Ge bond may make this difficult.
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4.6 Superconductivity in Other Clathrates

There are no reports of superconductivity in type-II clathrates, although these mate-
rials feature complete sp3-bonded frameworks similar to the type-I structure. In part
this is because far fewer compositions are found to be stable in the type-II structure.
For example, there is only one report of a Ba–Si type-II clathrate: Na16Ba8Si136

contains Ba in the larger cage [76]; however, there has been no superconductivity
observed in this compound above 2 K. Among Sn clathrates Ba16Ga32Sn104 can be
formed with a larger concentration of second-column ions [77, 78], although this is
a likely Zintl phase with a corresponding low carrier concentration.

By contrast, chiral clathrates have been reported to exhibit superconductivity, for
silicon-based and also for germanium-based materials. Na2Ba4Ge25 was found to
have Tc = 0.84 K, and Ba6Ge25 Tc = 0.24 K, under ambient conditions [79]. How-
ever, with applied high pressure an increase was observed for Ba6Ge25 up to Tc =
3.8 K in 2.7 GPa [79]. Ba6Ge25 is not a Zintl semiconductor; however, the eight sp2-
bonded framework sites per formula unit can formally be regarded to possess lone
pairs acting as electron acceptors, so that a Zintl-type charge transfer from Ba ions
to the framework may be regarded as explaining in part its stability [80]. This mate-
rial exhibits two structural changes under ambient conditions [81] involving shifts
of both Ge and Ba atoms. The structural distortions induced under high-pressure
conditions have been found to be associated with a large increase in g(EF), which
has been identified to be largely responsible for the enhanced Tc [82].

Recent reports have also shown that Ba6Si25 is a superconductor [83, 84], with
Tc as high as 1.55 K [83]. There is no large pressure-induced change in Ba6Si25, as
observed for Ba6Ge25, and the complex sequence of structural transitions at ambient
conditions is also not present. Thus this material can be compared directly to the
corresponding type-I superconductor Ba8S46. It is not yet entirely clear why such a
large difference is observed between Tc for the chiral and type-I Ba–Si clathrates.
The presence of sp2-bonded sites in the sp3 framework has been invoked as reducing
the electron–phonon coupling [83], as have a significant difference in low-frequency
vibrational properties [40]. Further study will be needed to resolve this question.

4.7 Magnetism

The narrow peak in g(EF) evidenced in Ba8Si46 might be expected to favor mag-
netism as well as superconductivity, similar to the A3C60 materials, which are close
to a Mott–Hubbard transition. However, in both cases, superconductivity is gener-
ally preferred. It has been argued that the sp2 orbital degeneracy of the fullerenes
stabilizes the expanded C60 materials against a metal–insulator transition [85];
similarly the sp3 configuration for Si and Ge clathrates may also help to stabi-
lize the superconducting state. As described above, superconductivity in Ba8Si46

is uniformly suppressed by substitution of transition metals. However, this effect
has generally been shown to be attributable to the broadening of the g(EF) peak
rather than the competing appearance of a magnetic moment.
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Ready substitution of transition metals onto the clathrate framework has only
been exhibited for late transition elements, starting with Ni. These late transi-
tion metals exhibit filled d-bands when substituted on the silicon and germanium
clathrates, shown for example by the formal valence of 1 for Cu atoms in the germa-
nium type-I clathrate [69]. The earlier transition metals would be expected to induce
magnetic moments, similar to observations in doped III–V and related semiconduc-
tors [86, 87]. The difficulty of substituting earlier transition metals is consistent
with diamond-structure silicon, for which the Fe-group atoms are most commonly
interstitial rather than substitutional [88]. In addition, there are many competing
binary phases among the silicides and germanides. Two examples of substituted
magnetic clathrates have been found thus far: type-I Ba8Mn2Ge44 [89] and chiral
Ba6Fe3Ge22 [90]. However, these materials are difficult to prepare, for example,
Ba6Fe3Ge22 is apparently stable only at intermediate temperatures. Complicated
interrelationships control the stability of such materials [91]; it may be that fur-
ther advances will be made in this direction, for example, through stabilization with
vacancies.

The largest class of magnetic materials based on the silicon and germanium
clathrates occurs with Eu ions occupying cage-filling positions in type-I compounds.
In these cases, Eu2+ carries a large local moment, leading to a ferromagnetic tran-
sition temperature as high as 38 K for Eu2Ba6Ga8Si36 [92]. The coupling between
europium-based magnetic moments is apparently due to an RKKY interaction in
all cases, with even the nominally semiconducting Zintl phases having a sufficient
residual electron density to allow carrier-intermediated interactions as specified by
the RKKY model. It will be interesting to see if the magnetic behavior can be tai-
lored by modifying the carrier concentrations in some of these compounds. The
properties of these materials will not be reviewed here, but in Table 4.2, we have
summarized the compositions reported to exhibit ferromagnetic behavior, along
with the reported transition temperatures.

Table 4.2 Eu-containing magnetic clathrates along with reported magnetic transition tempera-
tures. All have type-I structure except for type-VIII α-Eu8Ga16Ge30

Material Tc (K) Reference

Eu2Ba6Ga8Si36 38 [92]
α-Eu8Ga16Ge30 36 [16]
Eu2Ba6Al8Si36 32 [70]
Eu6Sr2Ga16Ge30 20 [93]
Eu4Sr4Ga16Ge30 15 [93]
β-Eu8Ga16Ge30 10.5 [16]
K6Eu2Cd5Ge41 9.3 [94]
Eu2Ba6Cu4Si42 5 [70]
Eu2Ba6Cu4Si38Ga4 4 [70]
K6Eu2Zn5Ge41 4 [94]
K6Eu2Ga10Ge36 3.8 [94]
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4.8 Conclusions

Group-IV clathrates are expanded cage-structured materials akin to the fullerenes.
However, the presence of the extended sp3 networks in these materials, as well
as the vibrational behavior and Zintl behavior, leads to a number of properties
unique to these materials. Here, we have discussed the superconducting behavior
and shown that the enhanced superconductivity can be regarded as related most
strongly to the electronic features of the sp3 framework. Charge transfer between
the cage-center atoms and the framework enhances the stability of these materials,
but the Zintl mechanism also limits the ability to design high-carrier density compo-
sition, for example, promoting spontaneous vacancy formation. In addition because
of significant hybridization, the cage-center ions participate much more actively in
the electronic properties, as compared to carbon-based fullerenes. Magnetism has
been observed in a number of cases where framework or cage-center positions can
be substituted by magnetic ions.
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Chapter 5
Neutron Scattering of Magnetic Materials

Olivier Isnard

Abstract Neutron scattering is a comprehensive tool for condensed matter research.
After a brief description of the interaction of neutrons with matter, the usefulness of
neutrons to probe the physical properties of magnetic materials is illustrated using
examples taken from different research areas. Then a description of the crystal struc-
ture investigation, including in situ and time-resolved studies is given. The use of
polarized or unpolarized neutrons to study magnetic structures or magnetic phase
transition is also illustrated. The potential of techniques such as small-angle neutron
scattering or neutron scattering on magnetic surfaces is presented showing that neu-
tron scattering now offers a wide range of useful techniques to probe the structural
and magnetic properties of magnetic materials whatever their state: polycrystalline,
single crystal, amorphous, bulk, or thin films. Examples are taken from a wide range
of research fields: hard magnetic materials, nanocomposite soft magnets, multilay-
ers, superlattices, geometrically frustrated magnetic materials, etc. The experimen-
tal aspects are not covered in detail but relevant references are given throughout the
chapter.

5.1 Introduction

Since the discovery of neutrons in 1932 by Chadwick [1, 2] and the following stud-
ies in nuclear physics, scattering of neutrons on crystals has become a powerful
technique to study the properties of condensed matter. As a consequence several
books and reviews have been devoted in the past to neutron scattering and diffraction
studies among which one can cite [3–8]. The last few years have been the occasion
of numerous technical developments of both neutron sources on the one hand with
increasing performances of spallation sources and neutron scattering instruments on
the other hand. Many neutron scattering techniques are now available for scientists
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and engineers to perform investigations of materials with neutrons. This experimen-
tal progress has significantly widened the field of research that can be undertaken
by neutron scattering techniques. The present article is confined to magnetic mate-
rials; we will present here some essential aspects of the use of neutron scattering
for nanoscale magnetic materials and their applications. A description of magnetic
neutron scattering is even too broad to be treated in the limited space of this chapter.
For further information, the readers are advised to consult books especially devoted
to magnetic neutron scattering such as [9, 10].

If the idea of magnetic neutron scattering originates from Bloch [11], Shull and
Smart [12] provided the first experimental demonstration of the existence of antifer-
romagnetism predicted theoretically by Néel [13, 14]. To illustrate the potential of
neutrons, we will present examples of scattering studies taken from different fields
of research. The instruments used and the more technical parts are not discussed
here, for more details the reader is referred to the following references [9, 15, 16].
This article is organized as follows the next section gives a brief description of the
basics of interaction of neutron with materials. Then Section 5.3 presents the use
of the neutron diffraction to investigate crystal structure on either polycrystalline
or single crystal samples. In situ and time-resolved studies by neutron diffraction
are illustrated in Section 5.4 with a few examples showing the usefulness of such
techniques to investigate synthesis, processes, or kinetics of phase transformations.
The study of magnetic structures is treated in Section 5.5, followed by examples
of magnetic phase transition studies. Polarized neutron techniques are discussed in
Section 5.7 with an emphasis on diffraction techniques. Small-angle neutron scat-
tering and neutron scattering on magnetic surfaces are presented in Sections 5.8 and
5.9, respectively. Magnetic excitations as probed by inelastic neutron scattering are
illustrated in Section 5.10. The possibility of performing neutron scattering inves-
tigations under extreme conditions of pressure, temperature, and magnetic field is
addressed in Section 5.11.

5.2 Interaction of Neutrons and Materials: A Brief Presentation

Unlike neutrons inside the nucleus which are stable, a free neutron is unstable and
decays. Consequently, neutron diffraction experiments must be carried out with neu-
trons from either a nuclear reactor or a spallation source [17]. For most neutron scat-
tering studies, the high kinetic energy of the produced neutrons must be reduced, i.e.,
the neutrons must be thermalized, through collisions with a moderator such as light
or heavy water. The resulting thermal neutrons have energy of ca. 10−1 to 10−3 eV or
a wavelength, corresponding to ca. 1–5 Å. Thus, thermal neutrons have wavelengths
appropriate for diffraction by an atomic or molecular lattice. As a consequence, neu-
tron diffraction is closely related to x-ray diffraction, and typically neutron diffrac-
tion studies are preceded by x-ray diffraction structural studies. Neutron diffraction
does, however, have certain advantages over x-ray diffraction, advantages which
will be discussed herein. Neutrons interact with matter in a variety of ways which
make neutron diffraction both similar to and yet different from x-ray diffraction.
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The fundamental aspects of neutron diffraction and its use in the study of materials
have been covered in detail in several excellent books which should be consulted
for details [3–10, 15–18]. It is worth to note also that the range of energy of the neu-
trons matches very well the typical energy range of excitations in the matter: solid,
liquid, or gas. Consequently neutrons are excellent tools to probe the diffusion of
atoms in solid or liquid, or to investigate the vibrations in materials either atomic
or collective (phonons) or rotation. Finally, a neutron has a spin magnetic moment
so that it is very sensitive to the presence of a magnetic field in general and to the
atomic magnetic moments in particular. Neutron scattering is thus the ideal tool
to investigate magnetic materials both for their magnetic structure and to analyze
magnetic excitations such as spin waves [6, 9, 16]. This is now an intensive field of
research since polarized neutrons can be produced leading to even better sensitivity
to magnetism. Thus, the advantages of neutrons versus electrons or x-rays include
the magnetic scattering which can be very useful, particularly in conjunction with
polarized neutron scattering studies, in determining the magnetic structure of an
ordered material. Further, because of the very different neutron scattering lengths –
see Fig. 5.1 – it is usually possible to both accurately locate light atoms, such as
hydrogen, deuterium, or lithium, even in the presence of heavy atoms, and distin-
guish between atoms with similar atomic numbers, such as nitrogen and oxygen
or cobalt and iron. In both cases, the analogous x-ray studies are either impossi-
ble or very difficult. Thanks to the sensitivity of neutrons to most of the nuclide, a
wide range of materials can be investigated with the same efficiency from polymers
to inorganic materials or even metals and alloys. Another advantage of neutrons is
that because the neutron is uncharged it can easily approach the point-like atomic
nuclei found in a material before that nuclear scattering occurs. The rather weak
interaction of neutrons with materials enables them to penetrate much deeper into
the material than either electrons or x-rays. This is particularly useful to know the
bulk properties of a material and is more and more often used by materials science
engineers [19, 20].
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5.3 Crystal Structure Investigation

Crystallographic studies by neutron diffraction can be performed by different
techniques such as powder diffraction, single crystal diffraction using a poly, or
monochromatic beam [21, 22].

5.3.1 Powder Diffraction
The applications of powder neutron diffraction have been greatly expanded by the
use of the Rietveld line profile analysis technique [21], a technique which permits a
detailed analysis of the intensity of the individual powder diffraction lines in terms
of a refinement from a proposed structure. In many cases, this information is avail-
able and the Rietveld method will, for instance, permit the determination of the
occupancy of a given metal crystallographic site by, say, manganese and/or iron.
This can be useful to determine the preferential substitution scheme of magnetic
phases and understand the composition dependence of the magnetic properties in a
solid solution. Examples of such neutron diffraction type studies can be found in
[23–25].

As mentioned above, one of the main advantages of neutrons versus x-rays for
crystallography is the possibility to locate very accurately light elements in the
vicinity of heavier ones. This has been particularly useful for the study of the influ-
ence of interstitial elements on the physical properties of magnetic materials con-
taining rare-earth and transition metal elements. Indeed it has been found to be pos-
sible to insert interstitial elements like H, C, or N in the crystal lattice of the R2Fe17

phases (R being a rare-earth element) [26–28]. Tremendous change of the magnetic
properties have been observed after insertion of light elements such as H, C, or N in
the crystal structure of binary or ternary intermetallic phases.

In the case of hydrogen in Nd2Fe17, two inequivalent interstitial sites have been
found to accommodate H atoms in the crystal structure: an octahedral site and a
tetrahedral site referred to as D1 and D2, respectively [26, 29], see Fig. 5.2. Unlike
hydrogen, larger atoms like N or C have been found to be exclusively located on
the octahedral site [27, 30], thus clarifying that the upper carbon or nitrogen content
that can be accommodated in the structure is 3 atoms/ f.u. compared to 5 atoms/f.u.
for hydrogen.

In addition to the determination of the crystal structure and the study of its tem-
perature dependence, neutron scattering can provide much more information in par-
ticular concerning the dynamics of the interstitial atoms. This has, for example, been
performed using inelastic neutron scattering on the Pr2Fe17Hx isotype compounds
[31–33].

5.3.2 Single Crystal Diffraction

Four circle diffractometry is the most precise technique to determine the crystal
structure by neutron diffraction and it requires a single crystal of typically 1 mm
in diameter. Indeed, since the interaction of neutrons with matter is weak with
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Fig. 5.2 Crystal structure of
the Nd2Fe17H5 compound
showing the atomic position
(D1 and D2) of the hydrogen
atoms as revealed by powder
neutron diffraction
investigation [26, 31]. The
arrows indicate the local
atomic displacements induced
by hydrogen insertion in the
interstitial sites

respect to that of electron or x-rays, large quantities of material are usually needed
to obtain good statistics in reasonable counting times and good signal/background
ratio. The improvement of instruments and neutron flux these last years has per-
mitted to decrease significantly the sample size. In some cases, set-ups are now
available to use powder or single crystal with volumes as small as 0.001 mm3. Sin-
gle crystal diffraction can be performed with an unpolarized neutron beam giving
access to the crystal structure (atomic location and interatomic distances) as well
as to the magnetic structure (size and orientation of the atomic magnetic moments
in the ordered state). Four circle diffractometry is usually based on the use of con-
stant wavelength and the sequential acquisition of the set of (hkl) Bragg reflection
intensities. Precise crystallographic investigation can also be carried out by Laue
diffractometry [34, 35], such a polychromatic technique is particularly useful to
investigate phase transitions occurring in matter. Indeed the use of a polychromatic
beam enables to perform diffraction by several (hkl) families of plane at the same
time and the use of large-angle detectors permit to obtain fast acquisition. An exam-
ple of such a polychromatic diffraction pattern is given in Fig. 5.3, in the case of
FeTa2O6 [36].
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Fig. 5.3 Typical single crystal diffraction pattern recorded on the quasi Laue neutron diffractome-
ter VIVALDI FeTa2O6 [36]. The figure presents the difference between the patterns recorded at 10
and 2 K in order to better observe the pure magnetic Bragg reflections

5.4 In Situ Neutron Diffraction

5.4.1 Thermodiffractometry: Crystallization
of Amorphous Materials

In situ neutron diffraction investigation is now widely used to investigate the crystal-
lization steps of amorphous materials such as metallic glasses [37, 38]. This enables
to determine the stability domain of metallic glasses, as well as to identify the
phases produced by the transformation of the glass, including metastable or tran-
sitory phases. An example of such an application is given in Fig. 5.4, where the
diffraction pattern has been recorded every 5 min during a temperature ramp per-
formed at 2◦/min, meaning that between two spectra the temperature has changed
by 10◦C. As can be seen from Fig. 5.4, the as synthesized sample is vitreous and the
diffraction pattern only shows a broad bump characteristic of the amorphous state.
This bump remains up to 520◦C, due to the large penetration depths of the neutrons,
this proves that the bulk metallic sample stays amorphous in the whole volume. On
heating, the Fe −Ni−Co−Si−B alloy transforms irreversibly around 900 K to sta-
ble and metastable crystalline phases according to in situ neutron diffraction experi-
ment. The main peaks appearing can be associated to a simple cubic phase with lat-
tice parameter close to that of Fe. Several other crystallization processes occur such
as the formation of Fe2B, FeSi, and Co3B2. At 656◦C, the simple cubic Fe phase dis-
appears and transforms into a cubic centered phase close to γ(Fe). More details of
the present example can be found in reference [37, 38]. This type of information is
very useful and can be combined with other techniques such as DSC measurements
[39, 40] or magnetic measurements [37, 38], thus leading to a deeper understanding
of the behavior of amorphous or glass materials. Neutron scattering is also a very
useful technique for time-resolved reaction processes inside materials. In situ neu-
tron diffraction has been widely developed at the high neutron flux sources. Many
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Fig. 5.4 Thermal evolution of the powder neutron diffraction pattern recorded upon heating an
amorphous alloy of Fe−Ni−Co−Si−B type. The symbols +, #, ◦, ∗, and § indicate the Bragg
peaks corresponding to the FCC (Fe,Ni,Co), simple cubic (Fe,Ni,Co), Fe2B, Co3B2 FeSi phases,
respectively [37, 38]

examples including time-resolved neutron diffraction investigations can be found in
the following references [41, 42].

5.4.2 In Situ Investigation of the Synthesis and Ordering
of nanocrystalline FePt Alloys

The excellent magnetic properties of the Fe−Pt alloys have been studied for
decades. The FePt alloys have attracted considerable attention during the past few
years since they are considered as candidates for ultrahigh-density magnetic storage
media (as thin films or nanoparticles) and as materials for special permanent magnet
applications such as magnetic micro-electromechanical systems. In this context, it
is necessary to prepare both nanocrystalline and well-ordered Fe−Pt alloys in order
to combine a high magnetocrystalline anisotropy and a small grain size required
for example for high-density data storage. The excellent magnetic properties of
these alloys are associated with the ordered L10 structure of the FePt phase see
Fig. 5.5. Both experimental data and theoretical calculations have indicated a corre-
lation between the degree of order within the L10 phase and the intrinsic properties,
such as magnetocrystalline anisotropy and Curie temperature. The knowledge of the
ordering process is thus of prime importance in order to optimize the magnetic prop-
erties of such compounds. A recent example of thermodiffractometry is the ordering
of nanocrystalline Fe−Pt alloys [43] obtained by mechanical alloying. Figure 5.5
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presents the thermal evolution of the neutron diffraction pattern for Fe50Pt50 pow-
ders obtained by mechanical alloying after 4 h of milling. The typical acquisition
time for such a diffraction pattern was about 3−5 min. The in situ investigation [43]
has shown the coexistence of several phases during the thermal treatment. The for-
mation of the tetragonal ordered L10 phase results from the combination of the Fe
and Pt elements into a disordered face centered cubic phase labeled A1 in Fig. 5.5.
But other off stoichiometric phases such as Fe3Pt and FePt3 have been found to be
formed as well depending on the operating conditions. The Rietveld analysis of all
the diffraction patterns recorded allows us to determine quantitatively the volume
fraction of each phase as well as its temperature dependence [43]. The compari-
son of the diffraction patterns recorded for different milling conditions [43, 44] is
thus very useful to both better understand and optimize the ordering process and the
magnetic properties. The reader is referred to Figs. 3–7 of reference [43] for more
details. Depending upon the starting composition, it is also possible to character-
ize the synthesis experimental condition of nanocomposite systems consisting of a
mixture of hard and soft phases for exchange coupled nanocomposite bulk magnets.
Furthermore, while cooling down an ordered L10 phase and recording the thermal
evolution of the neutron diffraction pattern, one can follow the progressive mag-
netic ordering and quantify the magnetic moments by recording the thermal evolu-
tion of the neutron diffraction pattern. This has been undertaken successfully and
was recently published in [44]. Further examples of magnetic studies can be found
elsewhere [45–48].

Fig. 5.5 (a) The atomic arrangement of the Fe50Pt50 alloys are schematically presented for the
disordered A1 (left) and ordered L10 phase. The colors present the different nature of Fe or Pt
atoms. (b) Thermal evolution of the neutron powder diffraction patterns recorded at a heating rate
of 0.8 K/min during the formation of the ordered L10 phase from a Fe50Pt50 powder milled for 4 h
at liquid nitrogen temperature [43]. The diffraction peaks corresponding to the phases observed are
indicated

5.4.3 Time-Resolved Neutron Diffraction Studies

Thanks to the increasing neutron flux available and the use of large angular detec-
tors, it is now possible to investigate not only in situ but also time-resolved physical
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or chemical processes over several time scales ranging from hours to a few millisec-
onds. Several recent examples have been reported in different fields of research:
physics, magnetism, chemistry, and metallurgy. In addition to powder neutron
diffraction, among the scattering techniques that can be used to perform in situ or
time-resolved experiments one can cite small-angle neutron scattering and neutron
radiography. A review of in situ and/or time resolved neutron scattering can be found
elsewhere [41] as well as in references [42, 49]. In order to illustrate the investiga-
tion of irreversible processes, we will describe two examples.

5.4.3.1 Decomposition of Nd2Fe14B Under Hydrogen Atmosphere

Materials design on the nanoscale can be used to improve a magnet’s performance.
The high-performance Nd−Fe−B permanent magnets are made of microstructures
controlled at the nanoscale. One of the more efficient routes to make coercive
powder for magnets is the so called hydrogen-disproportionation–desorption-
recombination (HDDR) process [50–54]. Among other techniques neutron diffrac-
tion has been carried out in situ to investigate the mechanisms involved in this pro-
cess [55, 56]. The use of neutron has proved to be very useful from both the funda-
mental and the applications point of view.

This process first requires the disproportionation of the Nd2Fe14B phase under
hydrogen atmosphere to better control the recombination reaction under vacuum to
form Nd2Fe14B. The key point is to control the recombination process in order to
form very fine grains of Nd2Fe14B required for high coercivity of the powder. The
two first steps of the process: HD are presented in Fig. 5.6. The powder has been
decomposed in situ under 0.8 bar of deuterium gas (this isotope has been preferred
to hydrogen in order to reduce the neutron diffraction background). The temperature
profile used is plotted in Fig. 5.6. It consists of a heating rate of 400◦/h up to 720◦C,
followed by a plateau for 1 h at 720◦C. The starting neutron diffraction pattern is
characteristic of the presence of the tetragonal Nd2Fe14B majority phase together
with an additional phase of the Nd1+xFe4B4 (x = 0, 0.1) type. Starting at 600◦C, the
Nd2Fe14B begins to disappear. Simultaneously one can observe the appearance of
iron and of a neodymium hydride NdDx. After 1 hour at 720◦C, the Nd2Fe14B has
completely disappeared. The refinement of each of the recorded diffraction patterns
permits to determine the relative quantity of the different phases present at each step
of the process. A comparison of the reaction of Nd2Fe14B and D2 gas at different
experimental conditions has thus been derived in Fig. 5.6. It is clearly shown that
the decomposition is soon accomplished after the start of the plateau at 720◦C, on
the contrary, the HD process is not complete after 1 h at 680◦C and a temperature of
600◦C is too low to initiate the decomposition of the Nd2Fe14B phase under hydro-
gen atmosphere. Since the acquisition of the diffraction pattern is time resolved, it
is also possible to access the kinetics of the decomposition process. A comparison
of the different decomposition kinetics is given in Fig. 5.6 for different operating
conditions. It has thus been shown that the kinetics of iron formation in the HD pro-
cess can be slowed down by adjusting the temperature of the plateau [55–56]. This
is very useful in terms of permanent magnetic properties since soft particles like
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Fe have to be avoided to optimize the performance of the hard magnetic material.
Since a small fraction of the hard Nd2Fe14B phase is not decomposed after the heat
treatment at 680◦C, adjusting the reaction temperature can be used to keep some
Nd2Fe14B germs which will favor the next step of the process: recrystallization.
Following the evolution of the lattice parameters during the reaction process can
give further structural information such as the quantity of hydrogen atoms inserted
in the Nd2Fe14B structure before decomposition, provided that the determination of
the hydrogen atom localization has been performed previously by high-resolution
neutron diffraction [57].

This example shows that high neutron flux instruments available nowadays
enable to investigate complex physical and chemical processes such as the HDDR
used industrially to produce coercive magnetic powders.

Fig. 5.6 (a) Thermodiffraction pattern recorded during the decomposition of the Nd2Fe14B(D)x

(plateau at 720◦C for 1 h). (b) Time evolution of the quantity of Nd2Fe14B phase during the decom-
position step of an HDDR process performed at the indicated temperature 720, 680, and 600◦C.
The temperature profile used is indicated for the plateau at 720◦C [55]

5.4.3.2 Kinetics of Photoinduced Transformation

The field of molecular magnetism can also be probed by neutron scattering and
even in situ. Some compounds offer the possibility to externally control their mag-
netic, optical, or electronic properties and are potential candidates as switchable
materials for information storage or optical switching. Recently, Goujon et al. have
reported a structural study during the photoinduced transformation of the [Fe(1-n-
propyltetrazole)6](BF4)2 switchable compound from low-spin to high-spin state [58,
59]. Two neutron diffraction studies have been carried out on single crystals one by
polarized neutron diffraction and more recently by time-resolved Laue diffraction
techniques using an unpolarized beam. For these experiments, a dedicated set-up has
been developed in order to perform the photoexcitation of the single crystal in situ
in the cryostat and to study the crystal structure in situ by neutron diffraction in the
low-spin state, the high-spin state or to investigate the kinetics of the photoinduced
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Fig. 5.7 The arrows on the left part of the figure indicate the change of position of the Bragg peak
when going from the low-spin sate to the high-spin state of the Fe(1-n-propyltetrazole)6(BF4)2

compound [59]. The part on the right shows the relative evolution of the lattice parameters as a
fingerprint of the photo-conversion. At 2 K the conversion of the single crystal can be performed
in about an hour. The photon wavelength used was λ = 473 nm [58]

transition to the metastable high-spin state. Figure 5.7 indicates the evolution of the
Bragg peak positions between the two spin states as recorded on the Laue VIVALDI
spectrometer [34]. Such investigations have clearly demonstrated the continuous
character of the photoinduced transition [58, 59]. The right part of Fig. 5.7 illustrates
the lattice parameter change during the structural transition. The kinetics of the pho-
toexcitation can easily be studied and the irradiation time required for a complete
conversion determined. A precise structural study has been undertaken evidencing
the main structural changes occurring during the transition from the low-spin FeII

state to the high spin one, in particular the increase of Fe−N distances from 1.97 to
2.18 Å [58].

5.5 Magnetic Structure Determination

Neutron–diffraction is a unique method for the determination of magnetic structures.
It has first revealed the existence of antiferromagnetic order in MnO [12]. When
Shull and Smart saw for the first time, the magnetic order in a MnO powder neutron
diagram, there was no ambiguity: new diffraction peaks had grown indicating the
doubling of the magnetic unit cell. Magnetic neutron scattering was born with a
large impact on magnetism.

The magnetic interaction of neutrons is due to the coupling of the neutron spin
with the magnetic field, arising from unpaired electrons. There are two origins one
coming from the classical dipolar interaction due to the spin of electrons, whereas
the other arises from the orbital motion. The full theory of neutron scattering by
magnetic materials can be found elsewhere [3, 4, 7, 9, 10, 60].
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The magnetic scattering amplitude am can be written as:

am(K) = bμnf(K)M. (5.1)

where the product b μn is a constant equal to 0.2696 10−12cm. μn and σbeing
the magnetic moment of the neutron and a unit vector along the neutron magnetic
moment, respectively, f(K) being the form factor of the magnetic ion and M being
the projection of the magnetization onto the plane perpendicular to the scattering
vector K. See Fig. 5.8. This angular dependence of the scattering amplitude allows
to determine both the amplitude and the direction of the magnetic moment. So in
the general case the magnetic amplitude depends upon the relative direction of the
magnetic moment M and the scattering vector. This amplitude is maximum when
the magnetic moment M is perpendicular to the diffusion vector K and null when
both are collinear. It is worth to note that the magnetic scattered intensity can be
of the same magnetic order or even larger than the intensity of scattering nuclear
origin.

Fig. 5.8 Geometry of
neutron scattering by
magnetic materials

Since the birth of magnetic neutron diffraction techniques, many different kinds
of complex magnetic orders including conical, spiral, and sinusoidal structure have
been observed. A more general background on this subject can be found in a number
of previous reviews and books [3, 4, 9, 10, 61, 62]. The systematic use of symmetry
and group theory arguments has led to a good deal of progress in the interpretation
of neutron diffraction patterns. The majority of neutron diffraction investigations
have been made on polycrystalline samples first because of the simplicity of the
method and second because single crystal neutron diffraction requires the use typ-
ically millimeter-sized sample. The improvement of neutron diffraction techniques
together with the gain of flux obtained at both spallation and reactor sources now
enables experiments on single crystals of much smaller size.

In cases of high symmetry structures, it is frequently impossible to get unambigu-
ous results from powder diffraction alone. Then the use of single crystal diffraction
is necessary. Single crystal neutron diffraction techniques is a wide field of research
and depending on the complexity of the problem to be solved the user can use either
an unpolarized neutron beam [9] or polarized neutron techniques [7, 9, 63] or even
of so called polarimetry technique [9, 64, 65]. The specificity of the different tech-
niques will be addressed below.

Geometrically frustrated magnets are a class of systems where the lattice geome-
try prevents all magnetic interactions to be satisfied simultaneously. A famous exam-
ple is that of antiferromagnetic moments on a triangle, where all moments want to
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be antiparallel to each other. In three dimensions, the pyrochlore lattice with corner-
linked tetrahedra is frustrated. Tb2Sn2O7 is such a geometrically frustrated magnet,
where magnetic interactions cannot be satisfied because of the lattice symmetry
[66]. Magnetic order settles in two steps, with a smeared transition at 1.3(1) K, then
an abrupt transition at 0.87(2) K. A new magnetic structure is observed, akin to an
ordered spin ice, with both ferromagnetic and antiferromagnetic characters.

By neutron diffraction, the onset of a new magnetic structure has been observed
below 1.3 K, With decreasing temperature, a spin liquid phase is shown to transform
into a new type of ordered phase, not predicted by theory, which could be called an
“ordered spin ice.” When temperature decreases the broad liquid peak narrows and
slightly shifts from its theoretical value, as an intense signal grows at low angles,
showing the onset of ferromagnetic correlations (Fig. 5.9). Just above the transition,
an abnormal change in the spin correlations shows the influence of dipolar interac-
tions. At still lower temperatures, magnetic Bragg peaks appear showing that the
spin liquid transforms into an ordered phase. Refinement of the magnetic structure
shows that the local spin structure is very close to that of a spin ice. But in contrast
with the true spin ices, all individual tetrahedra are identical, yielding the magnetic
Bragg peaks. This new magnetic phase has been called an “ordered spin ice”. Actu-
ally, the magnetic moments remain correlated at the scale of about 20 nm only, even
at 0.10 K.
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Fig. 5.9 (left) Ordered spin ice magnetic structure, (right) magnetic intensity of Tb2Sn2O7 versus
the scattering vector q = 4Π sinθ/λ. A spectrum at 100 K was subtracted. Arrows show the position
of the Bragg peaks and liquid peak (L) [66]

5.6 Magnetic Phase Transition

5.6.1 Magnetic Phase Transitions Studied by Powder Diffraction

Thanks to its spin, the neutron is very sensitive to the presence of magnetic fields
in matter, and thus magnetic phase transitions can be studied by neutron diffraction
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[9, 45, 46, 23, 24]. Any magnetic order (ferromagnetic, antiferromagnetic, helimag-
netic, etc.) occurring in the matter leads to a characteristic diffraction pattern. The
use of neutron powder diffraction is thus a direct way to measure the temperature at
which the magnetic orders occur and to determine the corresponding arrangement
of the magnetic moments. Consequently neutron thermodiffractometry has become
the most used technique to follow the change of magnetic structures.
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Fig. 5.10 Thermal dependence of the low-angle part of the diffraction pattern of Ce2Fe17 showing
the three different magnetic phases, ferromagnetic FM up to ΘT, antiferromagnetic AFM, and
finally paramagnetic PM above TN

An example is given for the case of Ce2Fe17 compounds which have been studied
for decades [45–46, 67–71] before solving the complexity of the magnetic structures
involved in the magnetic phase diagram. Figure 5.10 shows the thermal evolution
of the neutron diffraction pattern of Ce2Fe17 at ambient pressure in the form of a
three-dimensional plot. Above 210 K, a high-temperature paramagnetic state noted
PM in Figs. 5.10–5.11 is observed since only the diffraction peaks corresponding to
rhombohedral Ce2Fe17 are found. The presence of a very broad peak at low angles
(2θ ≈ 5◦) indicates, however, that some short-range magnetic order exists even at
high temperatures. Below 210 K the peak at 2θ ≈ 5◦ increases abruptly and addi-
tional superlattice reflections appear. These peaks correspond to the antiferromag-
netic structure which exists down to about 90 K where the increase of intensities
of the (101) and (102) nuclear peaks reflects the onset of ferromagnetism. These
results are in excellent agreement with the macroscopic magnetic measurements
presented as an inset in Fig. 5.10. The antiferromagnetic phase is characterized by
the observation of purely magnetic satellites peaks around the nuclear peaks referred
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to as (hkl)+/− in Fig. 5.10. These satellites can be indexed using an incommensu-
rate wave vector [45]. Since only first-order satellite reflections were detected, the
presence of a simple helimagnetic spiral structure was assumed [45]. It is worth to
mention that such type of thermodiffractometry can be also undertaken in situ under
special environment, such as in a pressure cell thus enabling to determine complete
magnetic phase diagrams as a function of temperature and pressure see Fig. 5.11
[45]. In the case of Ce2Fe17, the application of high pressures leads to significant
changes of the magnetic structure. The ferromagnetic phase is suppressed down to
2 K by pressures higher than 3 kbar and gets substituted by a new and more complex
incommensurate antiferromagnetic phase. More details on the incommensurate heli-
cal magnetic structure, its thermal evolution or pressure dependence can be found in
the following references [45, 46]. When substituting Mn for Fe in the Ce2Fe17-xMnx

compounds, the magnetic interactions are changed thus leading to modification of
the magnetic order. The evolution of the corresponding magnetic phase diagram (T,
P, x) has been studied as a function of temperature at different pressure [45, 70] thus
leading to the results presented in Fig. 5.11.

AFM1 +?

P, Kbar 100

100 200

200100

200
5

0.5

1.0
1.7

AFMFM1FM PM

AFM1

FM

AFM

+?
3

0.5

1.0
1.7

AFMFM1 PM

PM

0

0.5
1.0

1.7

FM1
x

T (K)

Fig. 5.11 Magnetic phase diagram (T, P, x) of the Ce2Fe17-xMnx compounds as obtained from
thermodiffraction studies at different pressures [45, 46, 70]. Three different types of magnetic
phases are referred to ferromagnetic FM, antiferromagnetic AFM, and PM state above TN

5.6.2 Magnetic Phase Transitions Studied by Single
Crystal Diffraction

The thermodiffractometry studies devoted to investigate magnetic phase transi-
tions have for a long time been rather limited to powder neuron diffraction, but



138 O. Isnard

the development of two-dimensional detectors has extended this to single crystal
diffractometry. Indeed instrument such as the quasi Laue diffractometer recently
developed at the ILL (instrument VIVALDI or LADI) enables a wide part of the
reciprocal lattice to be recorded in a short time of about one to a few minutes.
Thanks to the image plate detectors, it is thus possible to investigate the evolu-
tion of the magnetic diffraction pattern by recording a set of diagrams at different
temperature on a single crystal [36]. For example, a typical diffraction pattern of
a FeTa2O6 single crystal has been presented in Fig. 5.3. This compound has been
found to order antiferromagnetically at 8 K and to exhibit a quasi two-dimensional
antiferromagnetic behavior above TN. More generally the (Fe1-xCox)Ta2O6 series
of compounds have been found to exhibit peculiar magnetic behavior as reported
elsewhere [47].

5.7 Polarized Neutron Techniques

5.7.1 Uniaxial Polarization Analysis

Because the neutron has a magnetic moment of spin 1/2 which can be in one of two
states, +1/2 or −1/2, this leads to the possibility of generating polarized beams with
all neutrons in one spin state can be generated. Polarization analysis was first intro-
duced by Moon, Riste and Khoeler [72] and consists in analyzing the initial and final
polarization component parallel to the applied magnetic field. By measuring spin-
flip and spin-non-flip scattering cross sections in more than one direction, it can
separate the various spin-dependent interactions. It can be implemented on different
neutron spectrometers, thus enabling the performance of a wide range of investiga-
tions among which one can cite polarized neutron diffraction on single crystals to
study magnetic structure [62], it has also been proved to be useful to study param-
agnetic scattering [9, 73–75], it can easily show non-collinear components in ferro-
magnetic arrangements [76], contribute to separating the magnon and phonon peaks
in case of ambiguity, or is also very useful to investigate the magnetism of thin films
and layers.

The field of polarized beam techniques has significantly expanded these last years
and powerful tools are now available to study the microscopic magnetic properties
of condensed matter and especially of spin densities in crystals. By using polarized
neutrons, one has a much more sensitive tool for magnetic studies. Keeping in mind
that there is coherence between nuclear and magnetic Bragg scattering: instead of
having the total intensity as follows (case of unpolarized neutrons):

I = IN + IM (5.2)

with IN∼ |FN|2 and IM∼ |FM|2, one has in the simple case where neutron polar-
ization is unity:

I ± = |FN ± FM |2 (5.3)
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The + and − sign corresponding to the parallel or antiparallel orientation of the
neutron spins relative to the magnetization direction of the crystal. Lets take the
following example: if FM is 10% of FN The sensitivity gain is obvious, in an unpo-
larized neutron study, the magnetic intensity IM is only 1% of the nuclear one. Using
a polarized neutron beam, the ratio of intensities measured with the two neutron spin
states (+ or −) is

I +

I − =
(

FN + FM

FN − FM

)2

#1 + 4
FM

FN
for small

FM

FN
(5.4)

for the chosen case the ratio amounts to 40%.
Without going further in the description of the features of the polarized neutron

techniques, we will describe a few examples of applications of such techniques. For
more details on the neutron techniques using polarization, we refer to references [7,
77, 78] and [9, 62] for the theoretical and experimental aspect, respectively.

One of the key roles of polarized neutrons in studying magnetism is that it per-
mits to determine the magnetization density distributions. This has been extensively
used to investigate single crystalline magnetically ordered materials such as soft or
hard magnetic materials, but has also been shown to be very useful for the study
of molecular magnetism since the emergence of this research field [79]. This tech-
nique applies to single crystals which are magnetized by an applied field and scatter
a beam of polarized neutrons. The polarization of the beam is either parallel to the
magnetic field or reversed.

To illustrate the potential of polarized neutron diffraction, Fig. 5.12 presents the
example of the magnetization density in the YCo5unit cell as revealed by polarized
neutron diffraction on a single crystal [80]. The regions in red show the region car-
rying negative polarization due to the polarization of the conduction electrons by
the magnetic Co atoms. In particular, one can note a negative magnetic moment
on the edges of the hexagonal cell corresponding to the location of Y atoms. Such
negative polarization first evidenced experimentally by neutron diffraction has been
confirmed since then by band structure calculations [81]. The analysis of the two
inequivalent Co sites in YCo5 has shown that they exhibit large localized magnetic
moment of 1.77(2)μB and 1.72(2)μB, a result that bears witness to the accuracy of
this neutron polarimetry technique. In addition it is possible to quantify the orbital
and spin contribution to the magnetic moment on each Co site and determine the
wave function occupations on the different orbitals [80]. This has been successfully
done on YCo5 and other isotype compounds [82–84]. For YCo5, the spin contri-
bution to the magnetic form factor has been determined to be 74 and 84% for the
two inequivalent sites, respectively, thus demonstrating the large contribution of the
orbital magnetic moment. The discovery of this large unquenched orbital moment on
the Co site has been very useful to explain the huge magnetocrystalline anisotropy
of YCo5. This particularly high orbital moment on one Co site has been attributed
to its peculiar and asymmetric local environment.

Such polarized neutron techniques are very sensitive, and low magnitude mag-
netic moments can be determined accurately, this is particularly useful in the case of
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Fig. 5.12 Left: The unit cell and the magnetization density projected along the c-axis of YCo5 as
obtained by maximum entropy from the magnetic contribution to the diffracted neutron polarized
intensity, the scale is given in μB/Å2 [80]. Right: Projection onto the nitroxide mean plane of the
spin density of the free radical paranitrophenyl nitronyl nitroxide [85]. High level contour step
0.002 μB/Å2 top and 0.05 μB/Å2 bottom

molecular magnetism. An illustration is given in Fig. 5.12 which presents the pro-
jection onto the nitroxide mean plane of the spin density of the free radical paran-
itrophenyl nitronyl nitroxide. Note that the level contour is given in steps of 0.002
μB/Å2 in the upper part showing the extreme sensitivity of this technique. This com-
pound was the first purely organic molecular magnet reported in the literature. The
density map shows that the spin is mostly localized on the two NO group of the rad-
ical. A negative contribution (dashed part) is observed on the central carbon, a result
which has been attributed to a spin polarized effect. The polarized neutron study was
also very efficient in revealing the important role played by the N atom. This atom
is located between the two neighboring molecules and carries a significant spin con-
tribution, thus demonstrating the importance of this atom in the transmission of the
super-exchange like interaction between the molecules.

Other examples of the application of polarized neutron diffraction can be found
in the following references for ferromagnetic materials Y2Fe14B, Nd2Fe14B [86],
ThCo5 [83, 84], or molecular magnetism [87].

At this point, it is worth to underline that polarized neutron techniques are no
longer restricted to the investigation of single crystals but have been extended to the
field of thin films and multilayers [88, 89] as well as recently to powder diffraction
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[90]. This emerging technique benefits from the combination of wide angle neu-
tron polarizers and large position sensitive detectors which enable a reduction in
the data acquisition time while maintaining the accuracy of neutron polarization
methods.

5.7.2 Spherical Neutron Polarimetry

Without going into the details of the technique, it is worth to mention the recent
development of spherical neutron polarimetry. This is a very precise technique
which requires the independent measurement of the three components in both the
incident and the scattered neutron polarization. Consequently, the method exploits
the maximum information one can get from magnetic neutron scattering. It has been
shown that spherical neutron polarimetry can be very useful in the case of antiferro-
magnetic structures and their domain population, for example [91]. For more details
on this technique, the reader is referred to [9, 64, 76].

To conclude, polarized neutron diffraction has proved to be a very sensitive tool
to experimentally probe magnetization distributions at the sub-atomic scale in con-
densed matter.

5.8 Small-Angle Neutron Scattering

Small-Angle Neutron Scattering (SANS) is an ideal tool for studying the struc-
ture of materials in the mesoscopic size range between 1 and about 100 nm. One
of the main advantages of SANS is that this is a non-destructive method and that
it provides information with high statistical accuracy due to the averaging over a
macroscopic sample volume. This is consequently a complementary technique to
other investigation techniques at the mesoscopic scale. Among these one can cite
atomic force microscopy which is mostly surface sensitive or transmission electron
microscopy which provides a direct image of the specimen.

The basics of small-angle scattering can be found in classical text books [92,
93, 94], whereas examples of this techniques in materials science can be found in
the following articles [95, 96]. It is worth to remember that in many cases, neutron
and x-ray small-angle scattering are complementary techniques both having their
merits. SANS also offers the particular interest of being sensitive to the magnetic
spin. A full description of the different scattering amplitudes for the different polar-
izations can be found in the article of Moon, Riste and Koehler [72]. Even if the
incident beam is unpolarized, the magnetic neutron–target interaction may be use-
ful in identifying and separating structural and magnetic inhomogeneities. A simple
case to consider is the magnetic saturation with M parallel to the applied field H, it
can be shown [95] that in this case, the scattered intensity is

I

T

// = |F(Q) ± M(Q)|2 (5.5)
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If the scattering vector Q is perpendicular to H. Where F(Q) and M(Q) refer
to the scattering amplitude of the system and the magnetic scattering amplitude,
respectively. But no magnetic scattered intensity occurs for Q parallel to H. Conse-
quently, for an unpolarized neutron beam, one can rewrite the previous equation as
I ⊥ = |F(Q)|2 + |M(Q)|2 or I ′′ = |F(Q)|2 depending upon the field direction respect
to the scattering vector. ⊥ and // stands for the perpendicular and parallel geometry,
respectively. Because the scattering intensity measured along the direction parallel
to the magnetic field includes only the nuclear component, the magnetic component
can be extracted by subtracting this nuclear component from the scattering intensity
measured along the direction perpendicular to the magnetic field.

Making use of the magnetic scattering cross section for neutrons, it is possible to
study magnetic clusters or precipitates by SANS, some applications are discussed
in [94–96]. On the basis of a few examples, we will illustrate some use of SANS in
the field of magnetic materials. Many useful applications are possible, a simple case
is that of a magnetic phase embedded in a non-magnetic matrix or vice versa which
will result in a contrast of neutron scattering. This has been done to demonstrate the
presence of non-magnetic Ni3Al particles of about 5 nm diameter in an homoge-
neous matrix of Ni−Al alloys, by measuring at the temperature where the matrix is
completely ferromagnetic. In general, measurements of SANS in zero field on bulk
ferromagnetic materials are not often performed if domain walls are present, as they
introduce multiple refraction. Nevertheless domain walls and grain boundaries in
Nd−Fe−B hard magnets have been examined by SANS experiments for different
heat treatments of the sintered permanent magnets [97]. This study has used both
magnetized and demagnetized sintered samples and also different orientation of the
magnetization versus the scattering vectors. This enabled the domain walls thick-
ness to be evaluated to be 70 Å. The domain walls appearing as magnetic contrast
precipitates. In addition, thin layer-like precipitates along the grains boundaries with
thickness varying from 60 to 40 Å depending on the heat treatment have been evi-
denced due to nuclear scattering contrast of these precipitates, a contrast resulting
from the difference in composition with respect to the Nd2Fe14B matrix. This last
result has been correlated to the coercive field increase occurring versus the heat
treatment.

SANS can also give valuable information on nanocomposite soft magnets. SANS
can also be performed under an applied magnetic field, this has been undertaken to
investigate the spin disorder in nanoperm-type nanocomposite ferromagnets [98].
Such investigations can also be performed in situ to study the effect of magnetic
field annealing on the soft magnetic properties of nanocrystalline materials [99].
Using unpolarized and polarized neutrons in a saturating field of 0.7 T, the nuclear
and magnetic contribution to SANS from a magnetically soft amorphous alloy
(FINEMET) have been compared by Kohlbrecher et al. [100]. The corresponding
results are presented in Fig. 5.13 [100]. The difference between the two contri-
butions permits to investigate the features of the nanocrystalline inclusions that
have been formed by the heat treatment at 550◦C. In addition to the determina-
tion of the volume fraction and size of the two different phases involved in the soft
composites, SANS can provide unique information on the characteristic magnetic
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neutron scattering (SANS) on
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[100]

length scales and local anisotropies at the nanoscale in nanocomposite ferromag-
nets. The current trend is to reduce the grain size of ferromagnets below the ferro-
magnetic exchange correlation length (about 30 nm for Fe) in order to dramatically
diminish the magnetocrystalline anisotropy of the soft nanocomposite. Such com-
posites are usually made of two-phase ferromagnets consisting of crystalline mag-
netic particles that are exchange coupled to an amorphous magnetic matrix. SANS
is now routinely used to probe the nanocrystalline particles in a matrix to deter-
mine their shape size and difference in compositions. This has been, for example,
performed to study Fe3Si or Fe particles in amorphous FeSiBCuNb or nanocrys-
talline alloy matrix [101, 102]. A comprehensive presentation of the analysis of
SANS from nanocrystalline ferromagnets can be found in [103]. Using both mag-
netic and nuclear scattering contributions, this investigation has shown that in these
rapidly quenched samples, the Fe3Si particles are surrounded by a diffusion zone
of about 3−4 nm thickness. SANS is the only known method which can unam-
biguously resolve spin disorder at the nanoscale inside the bulk of a nanocom-
posite ferromagnet, since static variations of the magnetization on the scale of a
few nanometers to a hundred of nanometers give rise to intense elastic magnetic
scattering [103].
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Ferrofluids are a special category of smart nanomaterials, in particular magnet-
ically controllable nanofluids [104]. They consist of suspensions of monodomain
ferromagnetic particles in non-magnetic and insulating fluids. The size, shape, dis-
tribution, composition, structure, and magnetic correlations can be studied by SANS
[105, 106, 94]. Unpolarized as well as polarized neutron diffraction are now com-
monly used to probe the properties of ferrofluids leading to a better understanding
of the influences of the different characteristics of the magnetic particles (density,
composition, shape, etc.), the surfactant, or the fluids. Recent reviews on these appli-
cations of SANS can be found in [94, 104].

More generally the SANS technique can nowadays be applied to investigate a
wide range of systems among which one can cite: study of the assemblies of dis-
ordered crystalline iron nanoparticles [107], measurement of magnetic flux line
lattices in superconductors [108]. Finally it is worth mentioning that the SANS
technique can now also be applied using grazing incident angle in order to investi-
gate magnetic nanostructures on surfaces [109].

5.9 Neutron Scattering on Magnetic Surfaces

The magnetic interaction of neutrons with ordered spins in a superlattice provides
the opportunity to study magnetic spin configurations and the range of coherence of
the involved magnetism [110–112]. This has been used to probe the propagation of
magnetic coupling and phase information from a magnetically ordered layer (e.g.,
Er or Dy) across an intervening non-magnetic layer (e.g., Y or Lu) to additional
ordered layers. In addition to the structural information that can be obtained from
the wide-angle diffraction from the superlattice, extra peaks of solely magnetic ori-
gin can be observed below the ordering temperature. In case of incommensurate
magnetic order such as found in Dy or Er, this leads to peaks whose position is dic-
tated by the propagation vector. The study of such magnetic diffraction permits the
investigation of exchange coupling across the non-magnetic layers. This has been
extensively examined to determine the exchange coupling dependence on (a) the
direction of the spin alignment (basal plane or c-axis), (b) the type of spin structure
(ferromagnetic or periodic antiferromagnetic), (c) the growth direction of the super-
lattice, and (d) the nature and thickness of the non-magnetic interlayers. The study
of Dy/Fe superlattices has demonstrated the loss of coherence as the spacer thick-
ness is increased [113] as well as the occurrence of ferromagnetic coupling across
the spacer layers. For Lu layers greater than 10 atomic planes thick antiparallel
alignment of the Dy layers is always observed [113]. Looking at the diffuse scat-
tering about the nuclear peak positions, characteristic of short-range ferromagnetic
correlations, the coherence range of about 24 Å has been extracted for Dy/Sc mul-
tilayers. These examples illustrate the usefulness of neutrons to probe the magnetic
exchange coupling between magnetic layers. In this context, the discovery of Giant
Magnetoresistance [114] in layer structures has triggered a wide range of studies of
the magnetic structures and interactions in surfaces, such as exchange bias between
ferro and antiferromagnetic layers, multilayers, or superlattices. To go deeper into
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the analysis of such systems, neutron spectrometers using polarized neutron beams
have been developed. This has given rise to emergent techniques such as neutron
polarized reflectometry which as emerged as a routine tool for characterization of
magnetic heterostructures. The fundamental theory of neutron reflectometry as well
as further examples can be found in the following references [88, 115–118].

Polarized neutron reflectivity has been used to investigate the structure and mag-
netism of Fe1-xCox/Mn/Fe1-xCox trilayers, and especially to study the magnetic
structure of δ-Mn (bcc with two atoms per cell) which can be stabilized in the form
of thin films by molecular beam epitaxy on the (001) surface of bcc Fe1-xCox (x =
0−0.75) up to thicknesses of 3 nm. Polarized neutron reflectivity performed at room
temperature (see Fig. 5.14) has indicated a net magnetization of 0.8 μB/at to be
present in the Mn layer in Fe0.5Co0.5/Mn/Fe0.5Co0.5 and no net magnetization in the
Mn layer in Fe/Mn/Fe [118, 119]. Fitting the neutron reflectivity curves recorded
at low field (1.2 mT), with a Mn magnetization parallel to the applied field has led
to the determination of the angle between the direction of magnetizations of the
Fe0.5Co0.5 layers to be 90±5◦, both being tilted at 45◦ with respect to the applied
field (see Fig. 5.14).

Fig. 5.14 Left: Reflectivity for two different neutron polarization states of a Fe0.5Co0.5 (8 nm)/
Mn(0.8 nm)/Fe0.5Co0.5(5 nm)/Ag trilayer in a saturating field of 0.5 T. Right: Magnetic config-
uration deduced from the fit of the polarized neutron reflectivity of this trilayer system in a low
magnetic field (1.2 mT) [118, 119]

In addition to classical reflectometry to probe the sample along its depth only, the
technique of off-specular scattering has been developed, a technique which is par-
ticularly useful to investigate the roughness since it permits one to probe in plane
structures ranging from 50 down to 0.5 μm. This can be use to determine the size
of magnetic domains in multilayers. This has been performed on different Fe/Cr
or Co/Cu superlattices [120–122]. The last technique which has emerged the graz-
ing incident scattering which can now be used to probe magnetic thin films [123,
124], nanodots [125], or stripes [123, 126]. A review on magnetic neutron scatter-
ing investigations of magnetic nanostructures has recently been published [94] with
an emphasis on polarized neutrons.

As has been discussed above, neutron scattering provides a wide range
of experimental techniques useful to investigate magnetic surfaces, layers, and
nanostructures. No doubt the increasing interest for magnetic heterostructures for
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high tech applications like Magnetic RAMs and Giant Magneto Resistive systems
will continue to push further the development of these neutron scattering techniques
to investigate magnetic surfaces.

5.10 Magnetic Excitations

Neutron inelastic scattering can provide much useful information about magnetic
materials. This is probably the most established and direct experimental method
to determine spin wave energies in magnetic solids, as well as both crystal elec-
tric field and exchange interactions in rare-earth-containing compounds. Indeed,
it turns out that the energy range over which the magnetic excitations occurs is
very well suited to neutron scattering. Depending on the neutron energy range used,
it is thus possible to investigate transitions within 4f element multiplets, or even
between the low-lying multiplets of the rare-earth ions. Crystal electric field exci-
tations have energies which are typically in the range 1–100 meV so that they can
easily be probed by cold or thermal neutron spectrometers. In addition, the use of
high-energy neutron spectroscopy >0.1 eV has been developed these last years, thus
enabling to investigate, among others using high-energy excitations, spin orbit exci-
tations transition between the J = 5/2 and the J = 7/2 of Sm3+ such as in SmPd3

[127]. Inelastic neutron scattering can be used in many systems ranging from hard
magnetic materials to valence fluctuation and heavy fermion 4f systems. Of partic-
ular interest are metals and intermetallic systems, since in these systems the optical
spectroscopy is generally extremely difficult. A detailed description of the inelastic
neutron scattering theory can be found in the following references [6, 9, 128, 129],
whereas experimental details are described in [9, 130]. Several review articles or
book chapters have been devoted to the use of INS: concerning magnetic excita-
tions in crystal-field split 4f systems, the review by Fulde and Loewenhaupt [131]
gives a comprehensive survey of the use of neutron inelastic scattering features. For
neutron scattering, investigations of anomalous 4f behavior such as valence fluctua-
tion and heavy fermion 4f systems, the reader is refereed to the excellent specialized
review articles such as [132, 133]. Crystal electric field effects as studied by inelastic
neutron scattering in intermetallic compounds have been reviewed by Moze [134].
The book edited by Chatterji give comprehensive illustrations of the study of spin
waves in pure metals (Ni, Fe) as well as in manganites [9].

Below, among all the different applications of inelastic neutron scattering to
investigate magnetic materials, we will describe two examples, one of the analy-
sis of the crystal electric field scheme and one of the determination of exchange
interactions. For other examples, the reader is referred to the following references
[9, 130, 132–136]

In general, performing neutron scattering experiments with energy transfers of
up to hundred of millivolts or so leads to investigate the manifold of states split by
the crystal electric field from the (2 J+1)-fold degenerate ground state of a rare-earth
element in compounds. Indeed, for an understanding of the magnetic properties at
a microscopic scale, knowledge of the crystalline electric field (CEF) interaction
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is indispensable. Thus, one should see peaks at the neutron energy transfers corre-
sponding to the splitting within a multiplet, broadened by instrumental resolution
and also by other effects such as thermal broadening or exchange broadening. In
order to identify the states between which the transitions are occurring, it is often
necessary to measure the temperature dependence of the various lines or the rela-
tive intensities for up and down scattering. Then, the level scheme can be measured.
An example of such a study on Nd2Pd2Al3 [137] is given in Fig. 5.15. One can
notice that the intensities of the CEF transitions are decreasing with increasing scat-
tering vector due to the form factor, and their temperature dependence is governed
by Boltzmann statistics. As shown in Fig. 5.15, the ten-fold degenerated ground
state multiplet 4I9/2 of Nd3+ in Nd2 Pd2Al3 has been shown to be decomposed into
five doublets (Γ7, Γ(1)

8, Γ(2)
8, Γ(1)

9, Γ(2)
9). The inelastic energy spectra of paramag-

netic Nd2Pd2Al3 shown in Fig. 5.15 exhibit three inelastic lines, which appear for
neutron energy loss (noted A, B, and C) and for energy gain (A’, B’). Such investi-
gations by neutron crystal-field spectroscopy has been performed on many systems
and the reader can find further examples in the following references [138, 139] for
the RNi2B2C and R2Fe14B series, respectively.
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The magnetic inter-sublattice exchange coupling of rare-earth transition metal
hydride (or deuteride) has been directly probed by inelastic neutron scattering on a
high energy time of flight spectrometer installed at the Isis spallation source [140–
142]. Inelastic neutron scattering experiments on Gd compounds have the advantage
that the energy transfers of the dispersionless spin wave mode (flat mode) are a direct
measure of the exchange fields Bex experienced by the Gd spins in the various types
of Gd intermetallics [143–145]. As already observed for other interstitial elements
such as C or N, D insertion reduces the exchange field Bex at the Gd site. Bex is
found to decrease from 285 T for Gd2Fe17 to 247 T for Gd2Fe17D5. It is noteworthy
that although it is well known that the permanent magnet properties of D-doped
samples are considerably better than those of the pure compound Gd2Fe17, there is a
reduction in the Gd−Fe exchange field. The influence of deuterium insertion on the
exchange interactions between the Gd and the Fe sublattices has been compared to
that of nitrogen (N) or carbon (C). The C and N atoms are found to be more efficient
in reducing the inter-sublattice coupling. This has been related to the much smaller
increase of the unit cell volume by D insertion in comparison to that of C or N. In
spite of a significantly larger overall iron magnetic moment in Gd2Fe17D5 compared
to Gd2Fe17, an important decrease of the exchange interactions experienced at the
Gd site is observed. The determination of the Jex exchange coupling constant for
different compositions has revealed that the insertion of D atoms in the octahedral
interstitial sites D (noted D1 on Fig. 5.1) has almost no influence on Jex, whereas
when the tetrahedral interstitial sites (noted D2 on Fig. 5.1) are filled the Jex value
drops significantly.

Fig. 5.16 Inelastic neutron spectra of Gd2Fe17Dx x = 0 (left) and 5 (right) at T = 15 K. The
shaded area indicates the non-magnetic inelastic intensity as deduced from the spectrum at high Q
values. The incident neutron energy was 250 meV taken from [140]

5.11 Neutron Scattering Under Extreme Conditions

Thanks to the ability of neutrons to penetrate deep into matter, ancillary equipment
can be used to perform experiments under extreme conditions such as very low tem-
peratures, high pressure, under magnetic field, or a combination of these. Neutron
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scattering can thus provide useful information on matter in technical conditions dif-
ficult to explore. Medium pressures ranging from 0 to 35 kbar are now widely used
in neutron research centers and high pressure is also available at some centers (up to
50 GPa). Details on the experimental setup and examples of neutron studies under
pressure can be found in the following recent references [146–148], whereas the
evolution of high-pressure neutron scattering over time is described in [149]. Many
pressure induced phenomena exist in condensed matter sciences, among which one
can cite valence transitions, hybridization of magnetic moments, and magnetic tran-
sitions induced by structural transitions. Since the 1980s [150],instrumental devel-
opment has demonstrated the feasibility of performing neutron diffraction in dia-
mond and sapphire anvil cells. Some specialized spectrometers are now dedicated to
the pressure studies on reactor sources [151] as well as on spallation sources [152]
example of which are the G61 and PEARL instrument at Laboratoire Léon Bril-
louin and ISIS, respectively. An example is shown in Fig. 5.17, where an unusual
succession of magnetic phases have been investigated up to high pressure by neu-
tron powder diffraction studies on the Laves type Ho(Mn0.9Al0.1)2 phase [153]. It
has been shown that the main effect of Al for Mn substitution is lattice expansion,
expansion which can be reversed by applied pressure. Under pressure, the mag-
netic order changes since the atomic Mn−Mn distances are modified thus leading
to pass the critical distance 2.67 Å when the Mn moment starts to be unstable. As
can be seen from Fig. 5.17, depending upon the applied pressure, short-range anti-
ferromagnetic correlations are observed according to the broad SRO signal, whereas
antiferromagnetic order and ferromagnetic order are observed at higher pressures,
respectively [153]. The succession of the magnetic phases results from an energy
balance between the dominant Mn−Mn interactions, frustrated by the Mn lattice to

Fig. 5.17 Magnetic neutron
diffraction patterns obtained
at 15 K and at the indicated
pressures for
Ho(Mn0.9Al0.1)2. The spectra
in the paramagnetic state have
been subtracted. A
short-range order (SRO) of
antiferromagnetic (AF) origin
is observed at ambient
pressure coexisting with an
incommensurate magnetic
phase (INC). A long-range
order appears progressively
upon increasing the applied
pressure first of
antiferromagnetic (AF) type
evolving toward a
ferromagnetic type order (F)
at higher pressure
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competing R−Mn and R−R ones. In the meantime, the nature of the Mn magnetism
changes, under pressure, from localized to an induced and then to a non-magnetic
state.

High-pressure cells can also be useful for inelastic neutron scattering measure-
ments and a review on such experiments can be found in [154, 155, 148]. The
investigation of the pressure dependence of phonon or even magnons is also pos-
sible [156].

In terms of low temperature measurements, temperatures as low as down to 50
mK are now becoming feasible in many neutron facilities, this range of tempera-
ture can be even confined with magnetic field (up to 7 T) and high pressures (up
to 50 GPa) offering a wide playground for in material scientists. In fact, very low
temperature phenomenon can be studied by neutron scattering. Typical examples
are the investigations of nuclear order in noble metals [157]. Neutron is a unique
tool to determine the magnetic structure of the nuclei. A study has been carried out
by neutron experiments on antiferromagnetic nuclear order in silver at picokelvin
temperatures [158]. Another unusual magnetic property has been investigated: the
magnetic behavior of the solid oxygen which is the only elementary molecular mag-
net. Indeed the magnetic phase diagram has been investigated up to 9.5 GPa [159,
160]. Several neutron institutes are already equipped with superconducting coils
to perform neutron scattering up to 20 T and projects are in progress to develop
neutron spectrometers operating up to 30 T. Due to the specific shape of the coils,
the spectrometer will be of time of flight type.

5.12 Conclusions

Neutron scattering is a comprehensive tool for the investigation of condensed mat-
ter in general and magnetic materials in particular. Even if the incident beam is
unpolarized, the magnetic neutron–target interaction may be useful for obtaining
structural and magnetic information. As has been discussed above, neutron scatter-
ing offers a wide range of useful techniques to probe the structural and magnetic
properties of magnetic materials whatever their state: polycrystalline, single crystal,
amorphous, bulk, or thin films. At this point, it is worth remembering that in addi-
tion to neutron scattering, other techniques, in particular local probes such as x-ray
scattering, Mössbauer spectroscopy, NMR studies, etc. can provide valuable com-
plementary information on the properties of materials. The recent improvement of
neutron sources and spectrometers offers new perspectives to investigate magnetic
materials and a description of some of these possibilities has been recently reviewed
in [9, 161, 162].
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Chapter 6
Tunable Exchange Bias Effects

Ch. Binek

Abstract Extrinsic control mechanisms of the interface magnetization in exchange
bias heterostructures are reviewed. Experimental progress in the realization of
adjustable exchange bias is discussed with special emphasis on electrically tun-
able exchange bias fields in magnetic thin film heterostructures. Current experi-
mental attempts and concepts of electrically controlled exchange bias exploit mag-
netic bilayer structures where a ferromagnetic top electrode is in close proximity
of magnetoelectric antiferromagnets, multiferroic pinning layers, or piezoelectric
thin films. Various experimental approaches are introduced and the potential use of
electrically controlled exchange bias in spintronic applications is briefly outlined. In
addition, isothermal magnetic field tuning of exchange bias fields and extrinsically
tailored exchange bias training effects are reported. The latter have been studied
in a variety of systems ranging from conventional antiferromagnetic/ferromagnetic
bilayers and core–shell nanoparticles to all ferromagnetic heterostructures where
soft and hard ferromagnetic thin films are exchange coupled across a non-magnetic
spacer. Such ferromagnetic bilayers show remarkable analogies to conventional
exchange bias systems. At the same time they have the experimental advantage to
provide direct access to the magnetic state of the pinning layer by simple magnetom-
etry. A large number of exchange-coupled magnetic systems with qualitative differ-
ences in materials composition and coupling share a common physical principle that
gives rise to training or aging phenomena in a unifying framework. Deviations from
the equilibrium spin configuration of the pinning layer generate a force that drives
the system back toward equilibrium. The initial nonequilibrium states can be tuned
by temperature and applied set fields providing control over various characteristics
of the training effect ranging from enhancement to complete quenching.
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6.1 Introduction

Proximity effects in general and those of magnetic materials in particular are corner-
stones of modern condensed matter physics. The investigation of exchange-coupled
magnetic thin films has enormous technological importance particularly for appli-
cations which utilize spin-dependent transport across magnetic interfaces [1–4].
Exchange bias (EB) is a prototypical magnetic proximity phenomenon widely used
in modern magnetic field sensors and read heads exploiting giant magnetoresistance
(GMR) and tunnel magnetoresistance (TMR) effects. Scalability of read head sizes
toward smaller devices is a prerequisite for the ongoing exponential growth of the
areal storage density in magnetic hard disk drives. Remarkably, this exponential
growth known as Moore’s law [5] shows an even increased rate since 1997 when
GMR-based read heads with exchange-biased electrodes were first introduced in
hard drive technology.

The basic physics of the EB phenomenon is best studied at the interface of
exchange-coupled ferromagnetic (FM) and antiferromagnetic (AF) heterostructures
[6–12] . In the proximity of an AF pinning layer a FM film can experience an
exchange-induced unidirectional anisotropy. The latter reflects its presence most
prominently by a shift of the FM hysteresis along the magnetic field axis and is
quantified by the amount μ0 HEB of the shift. The EB effect is initialized when field
cooling an AF/FM heterosystem to below the blocking temperature, TB, where AF
order establishes at least on mesoscopic scales [13].

Microscopically the EB phenomenon depends on a large number of system-
specific details like structural and magnetic interface roughness and anisotropy to
name just a few. Therefore, a large number of theories have been proposed compet-
ing to explain the origin of the EB effect. This chapter will not attempt to give an
overview of the microscopic theories or even favor a particular microscopic mech-
anism over another one. The interested reader is referred to a number of excellent
review articles with emphasis on experimental and theoretical aspects, respectively
[8–11, 14].

Despite the ongoing controversy about “the origin” of EB many of the macro-
scopic observations are satisfactorily summarized in the phenomenological descrip-
tion which goes back to Meiklejohn and Bean. It has often been stated that the
Meiklejohn–Bean (MB) expression is an invalid oversimplification which overes-
timates the expected EB field typically by more than an order of magnitude. This
overestimation arises when bulk properties and ideal interface conditions are naively
assumed. However, when using the MB expression in its appropriate phenomeno-
logical sense and the non-trivial relation between macroscopic and microscopic
parameters is carefully considered, the MB approach remains a useful description
with even quantitative predictive power. State-of-the-art molecular beam epitaxial
growth of EB heterostructures allows the fabrication of nearly ideal interfaces with
no or negligible roughness on mesoscopic lateral length scales. In fact, such ideal
interface regions follow precisely the MB prediction of vanishing EB for compen-
sated AF interfaces [15]. Similar results are known already for nearly a decade now
from experiments using artificial AF superlattices as virtually ideal pinning systems
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confirming the MB approach [16]. Therefore, it is meanwhile widely accepted that
EB requires a net irreversible AF interface magnetization SAF coupling via exchange
with the FM interface magnetization SFM [17]. It turns out to be the major challenge
for microscopic theories to explain why SAF can be surprisingly large for antifer-
romagnets with compensated AF surfaces and can be surprisingly low in systems
with uncompensated surfaces. The MB description does not address these ques-
tions. It is therefore not a flaw of the MB approach when unrealistic values for SAF

for instance are used which consequently overestimate the EB fields. It is one of
the major experimental and theoretical insights in recent years that only a fraction
of the AF interface magnetization remains stationary during the FM magnetization
reversal. It is this stationary or irreversible fraction SAF of the AF interface mag-
netization that should be used in the MB expression to estimate realistic EB field
values.

Another potential flaw of the MB approach originating from the assumption of
uniform rotation of the ferromagnet seems also significantly overrated. Intrinsic
properties which determine for instance the absolute values of the coercive fields
and the magnetization reversal process are not necessarily relevant for the EB field,
only their asymmetry with respect to the magnetic zero field determines the EB
field. The latter is therefore insensitive on microscopic and micromagnetic details
as long as they do not affect the irreversible interface magnetization.

When considering the exchange coupling of strength J between SAF and the
FM interface magnetization, SFM, as phenomenological parameters the original MB
approach describes in fact major features of the EB effect in a correct manner. In
particular, the EB field,μ0 HEB, quantifying the shift of the FM hysteresis loop along
the magnetic field axis is in its simplest form expressed as

μ0 HEB = − J SAFSFM

MFMtFM
, (6.1)

where MFM is the saturation magnetization of the FM film and tFM is its thickness.
The latter inverse thickness dependence on the FM film has been confirmed in count-
less investigations and reflects the true interface nature of the effect. Experimentally
this interface sensitivity implies that control over interface properties is crucial for
systematic studies of the phenomenon.

Meiklejohn and Bean derived Eq. (6.1) from the Stoner–Wohlfarth type model
where uniform rotation of FM magnetization is induced by a magnetic field applied
along the easy AF and FM axes. In addition to the free Stoner–Wohlfarth ferromag-
net, exchange coupling at the interface between the ferromagnet and a stationary
AF pinning system of infinite anisotropy is the major ingredient of the simple MB
model. Equation (6.1) is analytically derived from the MB energy expression. The
most convenient and original MB approach contracts the Zeeman and the AF/FM
coupling energy into an effective Zeeman term where the renormalized field is inter-
preted as the sum of the applied field and μ0 HEB.
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MB-type approaches have been studied for a variety of generalizations includ-
ing finite anisotropy of the antiferromagnet, finite AF film thickness, and arbitrary
orientation of the applied field with respect to the easy axes to name just a few [18].

In contrast to the usual analytic MB approach discussed elsewhere, Fig. 6.1 pro-
vides a graphical illustration associated with the evolution of the MB energy on vari-
ation of the magnetic field. Here, as an example, the applied magnetic field makes
an angle of α = π/6 with respect to the easy axis of the Stoner–Wohlfarth-type
ferromagnet with uniaxial anisotropy of energy density K. The displayed hysteresis
loop, M/Ms vs. h, represents the projection, M = Ms cos (α − βmin(h)), of the uni-
formly rotating magnetization vector M of magnitude Ms onto the direction of the
reduced magnetic field h = μ0 MstFM H . Rotation of M takes place in accordance
with the evolution of the angle βmin = βmin(h). The latter follows a crossover from
a global energy minimum into a local minimum on approaching the coercive fields
hc1 and hc2, respectively. In addition to the hysteretic M/Ms vs. h curve the evolution
of the corresponding energy density

E/A = −h cos(α − β) + K sin2 β − J SAFSFM cosβ (6.2)

is plotted with K=0.5, J SAFSFM = 0.2 (solid line) for selected fields h = ±2 (upper
right and lower left insets), and for the switching fields h = hc1 (upper left inset)
and h = hc2 (lower right inset) where M changes sign, respectively. It is the asym-
metry of the switching fields with respect to h=0 which determines the EB field
hEB = (hc1 + hc2) /2. Full lines in the insets of Fig. 6.1 show the respective energy
densities when exchange coupling between the ferromagnet and the AF pinning
layer is included. The dashed curves show the corresponding energy densities of the
same Stoner–Wohlfarth ferromagnet in the absence of coupling (J = 0). The com-
parison of these energy curves in particular at hc1 and hc2 illustrates the mechanism
giving rise to the EB shift hEB.

In the presence of the strong positive field h=2 the magnetization vector aligns
virtually parallel to the magnetic field. Here, in a state close to positive saturation,
the Zeeman energy controls the pronounced minimum in E/A vs. β where β mea-
sures the orientation of the magnetization with respect to the easy axis of the ferro-
magnet. The dominance of the Zeeman energy over the AF/FM coupling energy is
reflected in the fact that the energy densities with (solid line) and without coupling
(dashed line) virtually coincide. On lowering the magnetic field toward h = hc1,
antiparallel orientation of M with respect to the applied field becomes unstable. The
instability is reflected by a saddle point in E/A vs. β. The dashed curve in the upper
left diagram of Fig. 6.1 indicates that in the absence of interface coupling the insta-
bility and, hence, magnetization reversal set in at hc1(J = 0) = hc1 − hEB. Finally,
negative saturation at h= −2 is virtually achieved, corresponding to a pronounced
minimum in E/A vs. β and parallel alignment of the magnetization vector with the
applied field. With increasing magnetic field again antiparallel alignment of M with
respect to h becomes unstable in accordance with a saddle point in E/A vs. β at
hc2 = hc2(J = 0) + hEB. This switching field is lowered by the amount |hEB| in
comparison to the switching field of the unpinned Stoner–Wohlfarth ferromagnet
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Fig. 6.1 Field dependence M/Ms vs. h of an uniaxial anisotropic Stoner–Wohlfarth ferromagnet
exchange coupled to the stationary and field-independent interface magnetization of an adjacent
pinning system. The coupling gives rise to the exchange bias effect shifting the loop along the field
axis by the amount |hEB| indicated by an arrow. Insets show the energy densities E/A vs. β for
h = 2 (upper right), h = hc1 (upper left), h = −2 (lower left), and h = hc2 (lower right)
with (solid lines) and without (dashed lines) exchange coupling. Magnetization states of specific
interest are marked by large dots on the M/Ms vs. h curve. The corresponding minima in E/A
vs. β are indicated in the energy densities by small dots. Pictograms show the easy axis of the
ferromagnet of anisotropy energy density K and the relative orientation of the magnetization and
the magnetic field. The former rotates uniformly with constant magnitude Ms in contrast to h
which is applied under a constant angle of α = π/6 with respect to the easy axis

[hc2(J = 0)]. The dashed E/A vs. β curve in the lower right inset of Fig. 6.1 shows
still a clear local minimum when the actual system with coupling evolves already
into the saddle point instability.

The shift of the FM hysteresis loop along the magnetic field axis is often accom-
panied by an EB-induced loop broadening [19, 20]. This effect is not included in
the MB description. The understanding of the loop broadening makes it necessary
to consider the role of the loosely coupled majority fraction of AF interface spins
which do not affect the EB field. The magnetic moment of these loose spins is
not irreversible but follows to some extent the magnetization reversal of the top
ferromagnet giving rise to a drag effect which broadens the FM hysteresis. More
quantitatively based on mean-field arguments it has been predicted that the FM
coercivity is related to the AF interface susceptibility [21]. Loosely coupled spins
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are in particular sensitive to either exchange or applied magnetic fields and, hence,
increase the AF interface susceptibility and by that the FM coercivity. The coercivity
enhancement accompanies the EB effect and is characteristically reduced when the
blocking temperature TB of vanishing EB is approached from T <TB. While loosely
coupled moments flip easier when their AF neighboring spins lost long-range order,
nevertheless a drag effect on the adjacent FM film is still present above the blocking
temperature and even above the Néel temperature, TN, of the pinning layer allowing
for persistence of loop broadening above TN.

In addition to the EB loop shift and broadening, a gradual degradation of the EB
field can take place when cycling the heterostructure through consecutive hysteresis
loops [22–32]. This aging phenomenon is known as training effect. It is quantified
by the μ0 HEB vs. n-dependence, where n labels the number of loops cycled after
initializing the EB via field cooling. EB and its accompanying training effect have
been observed in various magnetic systems [8, 33–39]. The MB expression does
not directly address the phenomenon of EB training. However, Eq. (6.1) correlates
the bias field with the AF interface magnetization SAF. The latter can and typically
does change during successively cycled hysteresis loops of the FM top layer such
that SAF = SAF(n) gives rise to an n-dependence in μ0 HEB. This chapter dedi-
cates a section on the recent progress in understanding aging phenomena in various
exchange-coupled systems. Selected experiments evidence certain control over the
aging effects through the initialization protocol that sets the magnetization state of
the pinning system.

While many intrinsic details of the EB phenomenon are still a matter of scien-
tific debate, extrinsic control of the EB has been added in recent years to the major
research topics in this field. Among the various possible control mechanisms, elec-
trically tuned EB appears most attractive for spintronic applications. Research on
electrically controlled EB has been initiated by work on Cr2O3/CoPt heterostruc-
tures stimulating at the same time a revived interest in magnetoelectric materi-
als. The same motivation, namely control of magnetism via electric fields, created
recently a tremendous renewed interest in multiferroic materials where multiple fer-
roic order parameters (magnetic, electric, and elastic) can be simultaneously present
and sometimes significantly couple. Conjugate magnetic and electric fields can be
used to manipulate the respective cross-coupled order parameter. Switching of FM
order by an electric field for instance promises significant impact in the design of
future spintronic devices. Note, however, that the magnetoelectric effect does not
require multiferroics and multiferroics do not necessarily show appreciable magne-
toelectric effects. Actually in most cases they do not [40]. Nevertheless, some of the
multiferroic materials promise potential for spintronic applications in addition to
their more general exciting physical properties. Most recently studied multiferroics
can be classified into single-phase and two-phase systems. Single-phase multifer-
roics are predicted to be rare [41]; however, many perovskite-type oxides have been
successfully exploited to control magnetic order to some extent by electrical means
and vice versa.

Next, various attempts of electric and magnetic field control of EB-related phe-
nomena are introduced. Some of them are based on multiferroics and most are not.
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6.2 Electrically Tuned Exchange Bias

6.2.1 Electrically Tuned Exchange Bias with Magnetoelectrics

Experiments on the perpendicular EB heterostructure Cr2O3/CoPt pioneered the
field of electrically tuned EB [42–46]. Here the magnetoelectric Cr2O3 has a twofold
role. It serves as an AF pinning layer allowing at the same time for electrical tun-
ing of the AF interface magnetization. Exchange coupling of the latter with the FM
interface magnetization of the perpendicular anisotropic CoPt gives rise to electri-
cally tunable interface coupling energy and, hence, to electrically tunable EB fields.
The AF Cr2O3 is a prototypical magnetoelectric material. Its intrinsic magnetoelec-
tric effect sets in below the Néel temperature, TN= 307 K, together with AF long-
range order when spatial and time inversion symmetry are broken, respectively, but
build a symmetry operation in combination. AF magnetoelectrics do not depend
on spontaneous ferroelectric polarization to achieve coupling between the magne-
tization and an electric field and are therefore complementary to the multiferroic
materials discussed in Section 6.2.2.

In a magnetoelectric material an applied electric field induces a net magnetic
moment which can be used to electrically manipulate the magnetic states of adjacent
exchange-coupled FM films. More specifically, the linear magnetoelectric effect is
characterized by a linear magnetic response Mi (electric response Pi ) induced by
the application of an electric field E j (magnetic field Hj ) such that μ0 Mi = α

i j
me E j

and Pi = α
i j
em Hj , where αij

em = α
ji
me = α

ji
em are the tensors of magnetoelectric

susceptibility and its transpose counterpart while i, j label the vector and tensor
components, respectively [47, 48]. The magnetoelectric susceptibility tensor αi j

me of
Cr2O3 has diagonal structure with α11

me = α22
me = α⊥ and α33

me = α‖ ≈ 4.13 ps/m at
its maximum value achieved close to T=263 K. This magnetoelectric susceptibility
is small in comparison to some other magnetoelectric materials [49]. However, the
AF nature of Cr2O3 and its appreciably high TN still make it a first choice candi-
date for an intrinsic magnetoelectric material when applications at or close to room
temperature are envisioned.

Figure 6.2 shows the schematics of a Cr2O3/CoPt heterostructure for electrically
tunable EB. Here the electric field orients along the (111) direction of Cr2O3 taking
advantage of the parallel magnetoelectric susceptibility. Note that EB requires a
non-zero projection of SAF on SFM making a top ferromagnet with perpendicular
anisotropy mandatory when α‖ is used.

The current status of the description of the microscopic origin of the magneto-
electric effect in Cr2O3 has been summarized by Alexander and Shtrikman [50] and
by Hornreich and Shtrikman [51]. Figure 6.2 shows a sketch of a section of the unit
cell of Cr2O3. It indicates the A (spin up) and B (spin down) sites of the Cr3+ ions
along the threefold rotation axis. In the presence of a positive applied electric field,
the Cr3+ ion on the A site moves toward the upper triangle of O2− ions. The cor-
responding ion on the B site moves in the same direction along the symmetry axis
toward the smaller triangle of O2− ions. The latter triangle is shared among the two
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Fig. 6.2 Sketch of an electrically controlled EB heterosystem based on the magnetoelectric anti-
ferromagnet Cr2O3 and a thin exchange-coupled CoPt multilayer. A voltage V applied across the
top and bottom electrodes creates an electric field E = V/d where d is the thickness of the insu-
lating Cr2O3 film. The E field induced the magnetization ΔM∞α‖E in Cr2O3 . It contributes to
the interface magnetization SAF and modifies the EB field. Arrows indicate the AF and FM spin
structure in the Cr2O3 bottom and CoPt top layer, respectively. The right sketch depicts the crystal
and spin structure of Cr2O3 . The spin orientations in the four sublattices are shown for one of the
two 180◦ domains. The S = 3/2 spins of the Cr3+ ions are aligned along the threefold symmetry
axis. O2− ions form distorted octahedrons (distortion not shown) surrounding the Cr3+ ions.
Electrically induced displacement of the latter into crystal fields of alternating higher and lower
strength gives rise to the single ion contribution of the magnetoelectric effect (see text)

distorted octahedra of O2− ions, which surround the Cr3+ ions on the A and B sites.
The asymmetry in the change of the crystal fields experienced by A and B ions gives
rise to the single-ion contributions of the magnetoelectric effect. In terms of a spin
Hamiltonian, the single-ion contributions reflect the changes of the Landé g-tensor
and the single-ion anisotropy, which differ for the spins at position A and B in the
presence of an electric field. In addition, the asymmetric displacement of the ions
gives rise to different modifications of the exchange interaction between Cr3+ ions.
The resulting electric field-induced change of the exchange integrals is known as
the two-ion contribution to the magnetoelectric effect.

Electric control of the EB field can be approached at least in two very distinct
ways. An electric field can be applied simultaneously with a magnetic field in order
to magnetoelectrically anneal the AF pinning layer. Magnetoelectric annealing is
a well-known procedure to bring a magnetoelectric antiferromagnet into a single
domain state by cooling the system from T > TN to below TN in the presence of E
and B fields. By energetically favoring one of the AF 180◦ domains over the other,
the magnetic state of the AF interface magnetization is selected too and at least
partially irreversibly frozen in. In an EB system using a magnetoelectric pinning
layer the interface magnetic state can be magnetoelectrically selected. This type of
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electric-controlled EB has been named magnetoelectric switching because it allows
switching between positive and negative EB fields by controlling the sign of the
product E · B [39]. This pronounced effect is highly interesting from a fundamental
point of view. Spintronic applications, however, favor an electric control of the EB
field at constant T <TN where ideally TN is significantly above room temperature.

Recently, a reversible electrically induced shift of the magnetic hysteresis
loops along the magnetic field axis has been achieved. The heterostructure fol-
lows the schema in Fig. 6.2 and is based for the first time on an all thin film
c-Al2O3/Pt5.7nm/Cr2O3 50 nm/Pt 0.5 nm/[Co 0.3 nm/Pt 1.5 nm]3/Pt 1.5 nm het-
erostructure.

Similar experiments have been performed earlier in Cr2O3(111)/CoPt het-
erostructures using bulk Cr2O3 single crystals as AF pinning systems with mag-
netoelectric properties [40, 41]. Note, however, that millimeter thick single crystals
require orders of magnitude higher voltages to achieve the electric fields that can be
realized in nanometer thin films by a few millivolts. It is important to stress that the
electrically controlled EB shown in Fig. 6.3 resembles a global effect. Here the tun-
able exchange anisotropy affects the entire FM top electrode and the EB field can be
reversibly changed back and forth with the applied electric field. Competing EB sys-
tems based on multiferroic pinning layers show significantly larger isothermal EB
tuning effect but are limited so far to local or irreversible control [52, 53]. A variety
of spintronic applications based on electrically controlled exchange bias have been
proposed. Those concepts of spintronic applications using electrically controlled EB
have been pioneered by the authors in Refs. [42, 43]. Here spin-dependent transport

Fig. 6.3 The left frame shows normalized magnetic hysteresis loops of the all thin film
Cr2O3(111)/CoPt heterostructure measured by polar magneto-optical Kerr effect. Loop 1 is mea-
sured at T=300 K. Loops 2, 3, and 4 are measured after magnetoelectric annealing in μ0 H =
−0.4 T and V= −100 mV from T=300 K to T=250 K< TN . The isothermal loops have then
been measured at T=250 K in the presence of applied axial voltages V=−100 mV (2), +90 mV
(3), and +100 mV (4), respectively. The inset in the left frame provides a detailed look onto the
electrically controlled change of the negative coercive fields of loops 2, 3, and 4. The right frame
depicts the systematic results of the electric field control of the exchange bias field. The line is a
linear best fit to the μ0 HEB vs. V data
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devices with electrically controlled resistance states have been suggested. In general,
magnetoelectrically induced interface magnetization provides control of the pinning
in exchange-biased GMR- or TMR-type structures. In the GMR-type structures the
active magnetoelectric material is used as a tunable pinning bottom layer offering
new versatility for logic and memory devices based on a change of resistance due to
a change of the magnetic configurations. In TMR-type structures the conventional
passive tunneling barrier can be replaced by a magnetoelectrically active barrier
material [42]. The electric field-induced magnetization of the latter allows switch-
ing magnetic states of exchange-coupled layers by pure electrical means. Following
these suggestions numerous variations have been proposed [54]; often the magneto-
electric antiferromagnet has been replaced by a multiferroic component like BiFeO3

[55–57].

6.2.2 Electrically Tuned Exchange Bias with Multiferroics

The above discussed attempts to achieve electrically tuned EB with the help of
magnetoelectric antiferromagnets require further investigations and show clearly
the need for an increase of the magnetoelectric response in order to accomplish
appreciable electric tuning effects. In the case of magnetoelectric antiferromagnets
significant efforts are made to further improve the structural and dielectric proper-
ties of Cr2O3 films allowing for higher applied electric fields and improved interface
coupling [58].

Many research teams who currently focus on the use of multiferroic materials
expect a qualitative progress from this class of materials. The latter show simultane-
ous presence of two or more ferroic order parameters like ferroelectric polarization
and (anti)ferromagnetic order. This coexistence seems to make them obvious candi-
dates for the quest of increased magnetoelectric response. The renewed excitement
about multiferroics for spintronic applications is based on this hope. It is supported
by a fundamental inequality which states that the square of the magnetoelectric sus-
ceptibility is limited by the product of the magnetic and the dielectric susceptibility
[59]. Since multiferroics have spontaneous ferroelectric and ferromagnetic order the
latter susceptibilities are high and their product limiting the magnetoelectric suscep-
tibility α is high. However, to take advantage of this potential upper limit of α strong
coupling between the ferroic order parameters is required. The coupling is, however,
typically weak. Hence, the magnetoelectric susceptibility of most multiferroics is at
room temperature or above disappointingly weak and it is not straightforward to
exceed the magnetoelectric bulk susceptibility of, e.g., Cr2O3 which is of the order
of 4 ps/m close to room temperature [60]. Nevertheless, in view of the potential
applications there is an intense search for the ideal magnetoelectric single-phase
multiferroic [61–69].

Currently there are at least two multiferroic single-phase materials under intense
investigation for use in electrically controlled EB applications [44, 45]. Both
YMnO3 and BiFeO3 order antiferromagnetically with Néel temperatures of 90 and
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643 K, respectively. Despite their AF order the terminology multiferroics is still
applied in the literature in a somewhat generalized sense.

Complete electrically induced suppression of EB has been achieved at T=2 K in
an YMnO3/Py heterostructure when applying a voltage of 1.2 V across the c-axis of
the hexagonal YMnO3 film of 90 nm thickness [44]. So far, the effect is, however,
irreversible which means that a voltage of opposite sign does not recover any EB
effect. Moreover, the limitation to low temperatures makes it an interesting system
for proof of principle but little attractive for the envisioned applications.

This situation changes in part when BiFeO3 is used as an electrically controllable
pinning layer [45]. In heterostructures of the type BiFeO3/CoFe 10 times higher
electric potential differences of ±12 V were applied across the 100−150 nm thick
BiFeO3 films. The resulting electric fields achieved local magnetization reversal on
a lateral length scale of about 2 μm. The limitation to local switching seems to orig-
inate from the characteristic domain pattern of the AF, ferroelectric, and ferroelastic
order parameters. It remains to be shown if this limitation can be overcome. Subse-
quently, it is shown that magnetoelastic coupling alone is a very effective and simple
way to achieve electrically controlled magnetization.

6.2.3 Piezomagnetically and Piezoelectrically Tuned
Exchange Bias

As discussed above, one of the major challenges which microscopic theories of
EB face is to explain the quantitative presence of net AF interface magnetization
remaining stationary during the FM reversal. The details of the frozen interface
magnetization in various systems are affected by a huge variety of crucial influ-
ences. Very likely this is one of the reasons why “the origin of EB” has not yet
been found in terms of a universal mechanism despite countless attempts. It seems
more likely that there is nothing like the universal microscopic mechanism. Many
microscopic processes can lead to AF interface magnetization which couples with
the adjacent ferromagnet giving rise to EB. For this reason even today a phenomeno-
logical description of the EB effect like the Meiklejohn–Bean approach is still
valuable.

An exotic possible origin or at least contribution to EB is found for instance in
the rutile structured antiferromagnet FeF2. The latter has been extensively studied
as a prototypical EB pinning system. Compensated and uncompensated AF surfaces
can be realized via (111) or (100) surfaces. The (111) surface has been studied at
length in order to understand the origin of AF interface magnetization in the partic-
ularly puzzling case of compensated surfaces. In addition to the impact of surface
roughness and defects which may create random field-type AF domains [70, 71]
a more exotic mechanism of stress-induced piezomagnetism has been discussed as
one of the possible contributions to the AF interface magnetization [72–75].

Piezomagnetism is known to create the vertical shift of the EB hysteresis loops
in FeF2(110)/Fe [76]. Since correlation between the horizontal and vertical loop



170 Ch. Binek

shifts is well known [77] it is straightforward to correlate piezomagnetism also with
EB fields. The concept of an activation of the symmetry-allowed piezomagnetism
in FeF2 via lattice mismatch-induced stress has been more systematically evidenced
in an investigation of the EB heterostructure Fe0.6Zn0.4F2/Fe. Here external sheer
stress along the [110] direction activates a piezomoment within the (110) plane that
contributes to the AF interface magnetization SAF and, hence, to the EB field [78].

More generally, stress-induced control of magnetic anisotropy which poten-
tially includes also unidirectional anisotropy is a very promising tool to achieve
electric control over magnetic states in very simple heterostructures. The use
of magnetoelastic coupling for electrically controlled magnetism is well known
from investigations of two-phase multiferroics which include artificially grown
ferroelectric/ferromagnetic heterostructures such as BaTiO3/La0.66Sr0.33MnO3,
BiFeO3/SrTiO3, nanopillar-embedded structures of BaTiO3−CoFe2O4 or BiFeO3−
CoFe2O4, Pb(Zr,Ti)O3/CoPd, and Pb(Zr,Ti)O3/terfenol-D [79–84]. The magne-
toelectric behavior of these composite materials resembles the product properties
of the magnetoelastic effect of the ferromagnetic component and the piezoelectric
effect of the (relaxor) ferroelectric [85]. Complex oxides have been some of the
most favored materials.

Recently, however, reversible control of magnetism has been reported for a
remarkably simple ferroelectric/FM heterostructure. A polycrystalline Fe thin film
deposited on the c-plane of a BaTiO3single crystal shows a large magnetization
change in response to the ferroelectric switching and structural transitions of BaTiO3

controlled by applied electric fields and temperature, respectively [86]. Interface
strain coupling is the primary mechanism altering the induced magnetic anisotropy.
As a result, coercivity changes up to 120% occur between the various structural
states of BaTiO3. Up to 20% coercivity change has been achieved via electrical con-
trol at room temperature. This is remarkable considering the fact that the change
of the BaTiO3 lattice parameter within the c-plane is only a secondary effect of
the far more pronounced piezoelectric deformation of the c-axis when the electric
field is applied along the latter in the tetragonal phase of BaTiO3. Hence, much
larger effects can still be expected. The concept of ferro- or piezoelectrically con-
trolled magnetism can be straightforward generalized toward electrically controlled
EB when taking advantage of the fact that the magnetoeleastic coupling constant of
some antiferromagnets like CoO is even higher than the corresponding values for
the simple 3d metals [87].

6.3 Magnetic Field Control of Exchange Bias

The easiest way to tune the EB field in common EB heterostructures is achieved via
the initializing field-cooling process. It takes place in the presence of a freezing field,
hf, applied on cooling the heterostructure to below the Néel temperature, TN, of the
AF pinning layer. Here, the orientation of the freezing field can select either negative
or positive EB fields [69]. Note, however, that the positive EB fields established in
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h f < 0 have nothing in common with the effect known as positive EB. The latter is
observed only when positive (negative) freezing fields give rise to positive (negative)
EB fields. Positive EB is a rather unusual case but sometimes observed in systems
where the interface exchange interaction is AF and, at the same time, the freez-
ing field applied during the field-cooling procedure is strong enough to overcome
the exchange interaction on cooling the system to below the blocking temperature
[88–90].

Figure 6.4 illustrates this situation and clarifies a common misconception which
confuses the presence of positive EB fields with a sufficient condition to identify the
positive EB effect. The Zeeman energy of the interface magnetization in a freezing
field favors parallel alignment of SAF with respect to SFM. AF interface coupling in
turn favors antiparallel alignment of SAF with respect to SFM. The net effects of the
competition between these two energies on the EB field has been experimentally
and theoretically studied for instance in Ref. [91]. Inspection of Fig. 6.4 illustrates
intuitively that the measurement of the EB field in a single freezing field is not an
appropriate tool to determine the sign of the interface coupling, J. In fact, indepen-
dent of the sign of J, field cooling allows setting the EB field at negative and positive
values [92]. Next these details and the specific case of positive EB are discussed with
the help of the spin structures displayed in Fig. 6.4.

The two upper frames of Fig. 6.4 show sketches of hysteresis loops after field
cooling an EB heterostructure with FM interface coupling J > 0 in positive (left
upper frame) and negative (right upper frame) freezing fields hf. When applying hf

at T > TN no AF long-range order has established and pinning is absent. Hence,
the FM top layer is free to align parallel to hf giving rise to SFM > 0 in hf >

0 and SFM < 0 in hf < 0. This state of SFM affects the orientation of the AF
interface magnetization which establishes on cooling to below TN. The coupling
energy J SAFSFM together with the Zeeman energy control the orientation of SAF. In
the case J > 0 both the exchange interaction and the Zeeman energy favor parallel
alignment of SAFand SFM such that J SAF > 0 for hf > 0 and J SAF < 0 for hf < 0.
Since SFM follows the overall magnetization of the FM layer during a hysteresis loop
it is the sign of the stationary product J SAF that determines the sign of the EB field
in accordance with Eq. (6.1). Hence, in the case of J > 0 negative (positive) EB
fields are achieved in positive (negative) freezing fields. Obviously, the positive EB
field shown in the upper right frame has nothing in common with the phenomenon
of positive EB.

The more complex scenario appears in the case of AF exchange coupling J > 0.
Both of the two lower frames of Fig. 6.4 show sketches of hysteresis loops after
field cooling an EB heterostructure with AF interface coupling in positive freezing
fields. The lower left frame displays the situation of field cooling in a moderate
magnetic field 0 < hf < |J SFM|. Again, when applying hf at T > TN there is no
pinning effect and the FM top layer aligns parallel to hf > 0 giving rise to SFM > 0.
The coupling energy J SAFSFM favors now antiparallel alignment of SAF relative to
SFM > 0. The product J SFM < 0 can be interpreted as an exchange field acting on
the AF interface magnetization SAF on cooling. At the same time, SAF has potential
or Zeeman energy in the applied freezing field hf > 0 which favors SAF > 0.
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Fig. 6.4 Hysteresis loops of an ideal EB heterosystem with FM interface coupling J > 0 (upper
left and right frames) and AF interface coupling J < 0 (lower left and right frames). For J > 0
(upper frames) negative (positive) EB fields hEB are indicated by arrows and achieved by field
cooling in a freezing field hf > 0 ( hf < 0 ). For J < 0 (upper frames) field cooling in
0 < hf < |J SFM| creates a regular negative EB field while field cooling in hf > |J SFM| gives
rise to a positive EB field which is the fingerprint of the positive EB effect. The frozen AF spin
structure and the FM spin structure during the field-cooling process are depicted by arrows. The
ideal interface is indicated by a solid line, AF and FM interface spins are marked by boxes (dashed
lines).

However, as long as 0 < hf < |J SFM| is fulfilled, the interface exchange energy
overcomes the Zeeman energy resulting in SAF < 0 and, hence, J SAF > 0 giving
rise to a regular negative EB field despite J < 0.

The situation changes, however, in the case of large positive freezing fields
hf > |J SFM|. Now the Zeeman energy overcomes the AF interface coupling giv-
ing rise to a parallel alignment of SAF and SFM during the field-cooling process.
Hence, J SAF < 0 results in a positive EB field in accordance with Eq. (6.1). The
latter scenario displayed in the lower right frame of Fig. 6.4 describes the positive
EB effect. Out of all situations displayed in Fig. 6.4, only here a positive freezing
field gives rise to a positive EB field due to AF interface coupling. Of course one can



6 Tunable Exchange Bias Effects 173

repeat the arguments above for the analogous situation of negative EB fields when
field cooling took place in negative freezing fields.

Tuning the EB field by cooling heterostructures in the presence of an applied
magnetic field to below the blocking temperature is experimentally straightforward
to do but not very attractive for most applications. Here, temperature is typically
not a control parameter and the EB field needs to be tuned just with the applied
magnetic field at about room temperature. For an AF system an applied homoge-
neous magnetic field affects the AF long-range order in many ways similarly as
temperature does. Increased temperature and increased magnetic fields weaken or
even completely suppress AF long-range order. It is therefore not surprising that
even below TB strong magnetic fields typically of the order of several 10 T can
set the EB field to a new value which is observed when FM hysteresis loops are
measured in moderate magnetic fields significantly smaller than the set field [93].
Again, for applications, it is far more attractive to achieve such a resetting of the
EB with set fields of the order of 1 T or below such that no high-field technology is
needed.

Recently, Cr2O3 has been used as an AF pinning system in a magnetic trilayer
structure having two Cr2O3/Fe EB interfaces [94]. Here, similar to the magneto-
electrically switchable interface magnetization in Cr2O3(111)/CoPt the AF surface
magnetization in Cr2O3(111)/Fe can be isothermally tuned by moderate applied
magnetic fields.

Figure 6.5 shows two room temperature hysteresis loops of an Fe
10 nm/Cr2O32.72nm/Fe10.8nm trilayer structure after subjecting the system to neg-
ative (open circles) and positive (solid circles) DC fields of 1 T magnitude, respec-
tively. The sign of the EB field is controlled exclusively by the applied set field. This
is reminiscent of the scenario of changing the sign of the EB field depending on the
strength of the cooling fields [86]. Note, however, that here EB tuning takes place
isothermally. The pinning magnetization is reversed by a magnetic field only with-
out breaking and reestablishing AF long-range order during a field-cooling process.
Competition between AF exchange coupling of the pinning and the Fe magneti-
zations with the Zeeman interaction energy of the pinning system determines the
sign of the EB field. For set fields μ0 HDC ≤ 0.2T, AF coupling remains dominant
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Fig. 6.5 Room temperature
hysteresis loops of
Fe10mn/Cr2O3 2.72 nm Fe
10.8 nm trilayer after
subjecting the system
isothermally to
μ0 HDC = −1T (open
circles) and μ0HDC=1T
(solid circles) DC magnetic
fields. Lines are guide to the
eye
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over the Zeeman energy, resulting in regular (negative) EB. For larger μ0 HDC, the
Zeeman interaction overcomes the AF exchange coupling which aligns the pinning
moments parallel to larger μ0 HDC, leading to positive EB. The fact that very mod-
erate magnetic fields are sufficient to isothermally tune the EB fields at room
temperature promises applicability of this interesting effect in future spintronic
devices.

So far we considered various possibilities in tuning the EB field by electric, ther-
mal, and/or magnetic means. It has been mentioned earlier in this chapter that the
EB fields can change with consecutively cycled hysteresis loops. Subsequently more
light is shed on the physics of the training effect and means to tune strength and other
characteristics of the training effect are presented.

6.4 Training Effect in Exchange-Coupled Bilayers

6.4.1 Physical Background of Training Effects in Various Systems

In a general sense training at finite temperature is observed as a consequence of
changes in the spin structure taking place in most cases1 away from a nonequi-
librium toward an equilibrium configuration. This training effect deviates from the
well-known aging phenomena in magnetic systems [95–100] by the fact that the
spin configurational changes in the pinning system are triggered by the magnetic
hysteresis loop of the pinned magnetic component which is magnetically coupled
with the pinning system. The latter is AF in regular EB systems but can be a spin
glass or a hard ferromagnet with a coercivity significantly larger than the coercivity
of the pinned system.

Figure 6.6 shows a comparison of the physical mechanism of the training effect
in regular AF/FM EB systems and hard/soft all FM bilayers. In both cases there
is a pinning and a pinned layer. It is the pinning layer that experiences spin con-
figurational changes on successively cycling the pinned layer through its magnetic
hysteresis loop. The left column of sketches displays a regular AF/FM EB system
where the pinning layer is an antiferromagnet. The right column displays an all FM
hard/soft bilayer system. Here the pinning layer is a hard ferromagnet (HL). A soft
ferromagnetic layer (SL) is pinned via AF RKKY interaction to the HL. In both
cases the pinning layer can be initialized into a domain state which deviates from
its perfect long-range order. In the case of an AF pinning layer an AF domain state
is created during the field-cooling procedure which, in compensated EB systems,
induces magnetization in the AF pinning layer and with that AF interface magne-
tization SAF giving rise to EB in accordance with Eq. (6.1). Subsequently cycled
hysteresis loops trigger spin configurational changes in the pinning layer which

1 Hoffmann discussed the zero temperature training effect in EB systems with multiple AF easy
anisotropy axes in terms of a triggered transition driving the pinning layer away from the equilib-
rium [31].
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drive the antiferromagnet closer toward perfect long-range order characterized by
the equilibrium AF order parameter ηe. The latter approach toward a new quasi-
equilibrium spin configuration is accompanied by a decay of SAF with increasing
number of loops, n. The degrading AF interface magnetization reduces the mag-
nitude of the EB field. This process resembles the training effect. It is again in
accordance with Eq. (6.1) when a static interface magnetization is generalized into
SAF = SAF(n).

An analogous scenario takes place in the exchange-coupled HL/SL bilayers [3].
Here the initialization of the out-of-equilibrium domain state of the pinning layer
is isothermally achieved by applying a negative (positive) set field after positive
(negative) saturation of the HL. The sketches in the right column of Fig. 6.6 illustrate
the HL domain state after its initializing in a negative set field (top). In this state the
overall magnetization of the HL is reduced with respect to its saturation value and
with it the HL interface magnetization. Therefore, the HL/SL coupling energy is
reduced when the HL is in a FM domain state and the bias field characterizing the

Fig. 6.6 Comparison of the training effect in an AF/FM and a HL/SL heterostructure. The left
column depicts three sketches of an AF/FM EB heterostructure after initializing EB (top), after
the first (middle), and after a very large number of hysteresis loops (bottom). The nonequilibrium
AF domain state carries magnetization to the interface (horizontal line). Neighboring spin pairs
with non-compensating moment contributing to SAF are highlighted. The quasi-equilibrium state
reflects the asymptotic approach of nearly perfect AF long-range order. SAF is reduced and so
is the EB field. The right column depicts sketches of a HL/SL heterostructure after initializing a
FM domain state (top), after the first SL hysteresis loop (middle), and after a very large number of
hysteresis loops (bottom). The nonequilibrium FM domain state reduces the HL interface magneti-
zation. The latter recovers on subsequent cycling when the domain state asymptotically approaches
nearly perfect FM long-range order
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loop shift of the SL hysteresis is low. Subsequent SL hysteresis loops trigger spin
configurational changes in the HL. The latter approaches asymptotically a quasi-
equilibrium state of increased magnetization Me. The increase in HL magnetization
gives rise to an increase in its interface magnetization which increases the bias field.

Figure 6.7 displays the evolution of the free energy ΔF of the AF (upper left)
and the FM HL (upper right) pinning layer when they change from their respec-
tive nonequilibrium states with order parameters η and M into the quasi-equilibrium
states ηe and Me. The pinning layer domain states associated with η and M and
the final states associated with ηe and Me are sketched, respectively. A harmonic
approximation (dashed parabolas) of the Landau free energy landscape of the dou-
ble well type catches already the essentials necessary to describe the triggered relax-
ation toward equilibrium quantitatively. The left bottom frame of Fig. 6.7 shows
the evolution, μ0 HEB vs. n, of the EB field of the Cr2O3/Fe heterostructure intro-
duced previously. The solid squares are experimental data obtained from the hys-
teresis loop shifts measured at T=300 K by SQUID magnetometry. Open circles
connected with eye-guiding lines are results of a single parameter fit of Eq. (6.5).
The inset shows the 1st (solid diamonds), the 2nd (open diamonds), and the 10th
(stars) hysteresis loop. The right bottom frame of Fig. 6.7 displays the evolution,
μ0 HBvs. n, of the bias field of the all FM HL/SL system CoPtCrB 15 nm (HL)/Ru
0.7 nm/CoCr 3 nm (SL) [3]. The solid squares are experimental data obtained from
the SL hysteresis loop shifts measured at T=395 K by SQUID magnetometry. The
line represents a single parameter best fit of Eq. (6.4). Note that only integer values
of n have physical meaning. The inset shows the 1st (solid diamonds), 2nd (open
diamonds), and the 15th (stars) hysteresis loop of the SL. Despite the intuitive sim-
ilarities between these two training phenomena the details of the EB and bias field
evolution show significant differences in particular for the transition n=1 to n=2
but also for the asymptotic behavior.

Next we briefly sketch how these differences are reflected in the theoretical
description. The latter has been introduced in Ref. [26] and is based on a discretized
form of the Landau–Khalatnikov equation2 which reads [26, 3]

SAF/HL(n + 1) − SAF/HL(n)

τ
= −1

ξ

∂ΔF

∂SAF/HL
(6.3)

for AF or ferromagnetic HL pinning systems, respectively. Figure 6.7 shows the
harmonic approximation in the vicinity of the equilibrium used to obtain the sim-
plest expressions for the free energy entering Eq. (6.2). In the case of all FM HL/SL
systems the order parameter M is proportional to the interface magnetization SHL

which leads with the help of Eq. (6.3) straightforward to the explicit expression [3]

2 While details of the dynamics between states n and n+1 are not relevant, the use of the discretized
Landau Khalatnikov dynamic equation has to be justified. It is appropriate since the integral mag-
netization of the pinning layer is non-conserved.
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Fig. 6.7 Free energy ΔF vs. η (upper left graph) and M (upper right graph) for AF and FM
pinning systems, respectively. Arrows assign sketches of the spin and domain structures of AF
and FM (non)equilibrium states (η and M) ηe and Me to the free energy graphs. Dashed lines
show harmonic approximations of the Landau free energy landscape. The bottom left frame shows
μ0 HEB vs. n for Cr2O3 /Fe. The solid squares are experimental data measured at T= 300 K.
Open circles connected with eye-guiding lines are results of a single parameter fit of Eq. (6.4). The
inset shows the 1st (solid diamonds), 2nd (open diamonds), and the 10th (stars) hysteresis loop.
The bottom right frame displays μ0 HB vs. n of CoPtCrB 15 nm/Ru 0.7 nm/CoCr 3 nm. Solid
squares are experimental data measured at T= 395 K. The line represents a single parameter best
fit of Eq. (6.3). The inset shows the 1st (solid diamonds), 2nd (open diamonds), and 15th (stars)
hysteresis loop of the SL.

μ0 HB(n) = (K +1)n−1

{
μ0 HB(n = 1) − Kμ0 H e

B

[
(K + 1)n+1 − 1

K (K + 1)n−1
− (K + 2)

]}
,

(6.4)
where 0 < K < 1 is the fitting parameter that determines the rate of change of the

bias field approaching the equilibrium value μ0 H e
B with exponential asymptotic.

The relation between the AF order parameter η and the interface magnetization
SAF is somewhat more involved [27]. With the help of the corresponding free energy
expression one obtains the implicit sequence [26,27,29]
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μ0
(
HEB(n + 1) − HEB(n)

) = −γ (μ0
(
HEB(n) − H e

EB

))3
, (6.5)

where the fitting parameter γ controls the rate of change of the EB field approach-
ing the equilibrium EB field μ0 H e

EB with a 1/
√

n asymptotic behavior. The latter
has been successfully applied very early as an empirical expression first suggested
in Ref. [21]. Its consistency with the asymptotic behavior of Eq. (6.5) is a strong
confirmation of the theoretical approach sketched here.

6.4.2 Tuning the Training Effect

From the previous discussion it can be concluded that any means affecting the initial
spin structure of the pinning layer will have an impact on the training behavior.
Therefore, one has to expect that training characteristics can be tuned with the help
of magnetic fields strong enough to perturb the AF pinning layer. Recently it has
been shown in NiO/Ni bilayers that a training behavior following Eq. (6.5) can be
perturbed by a large out-of-plane magnetic field of about 1 T such that subsequent
training data show a substantially accelerated training effect [101]. Brems et al.
showed that it is possible in CoO/Co bilayers to partially reinduce the untrained
state when measuring a hysteresis loop with an in-plane external field perpendicular
to the cooling field [102]. A simultaneous isothermal quenching of training and
EB has been achieved in the Fe/Cr2O3/Fe trilayer introduced above. After field
cooling from T=395 K in μ0 H = 50mT down to T = 20 K the system shows
a large EB and EB training effect. However, when subjecting the system to large
in-plane DC magnetic field of 7 T EB bias and with it EB training is completely
quenched [103].

The AF order parameter of the pinning systems in regular AF/FM EB het-
erostructures does not directly couple to homogeneous applied magnetic fields.
Therefore, all of the effects described above require either large fields or sources
for significant imbalance in the sublattice magnetizations such as thermal excita-
tion or imperfections giving rise to deviation from perfect AF long-range order. In
all FM heterostructures the situation is different. Here, homogeneous applied mag-
netic fields are conjugate to the FM order parameter of the pinning system and can
directly influence the magnetic state of the latter. A systematic field-induced vari-
ation of the training behavior has been demonstrated and the characteristics of the
training effect have been directly related to the field-controlled magnetization of the
pinning layer [3].

Equation (6.3) shows that training is a triggered relaxation phenomenon. Hence
one has to expect that the magnetic sweep rate of the hysteresis loops also affects the
relaxation dynamics of the pinning system. In accordance with this intuitive quali-
tative picture a dynamic enhancement of the exchange bias training effect has been
observed in the same all FM bilayer discussed above [28]. A similar enhancement
has been observed in regular AF/FM heterostructures as well [26].
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6.5 Conclusion

This chapter reviewed selected modern attempts to tune the characteristics of a num-
ber of effects associated with the exchange bias phenomenon. The most prominent
is certainly the emergence of an exchange bias field in field-cooled antiferromag-
netic/ferromagnetic thin film heterostructures. Control of the exchange bias field
has been reviewed with special emphasis on electrically controlled exchange bias.
Its successful integration in novel device architectures promises tremendous impact
on future spintronic applications. The exchange bias training effect is a less investi-
gated field with many open questions on a microscopic level. A simple but powerful
phenomenological description of the training effect has been introduced and its uni-
versality has been evidenced. In accordance with this intuitive understanding various
attempts to control the exchange bias and its training effect have been reported.
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Chapter 7
Dynamics of Domain Wall Motion in Wires
with Perpendicular Anisotropy

Dafiné Ravelosona

Abstract Recently, much attention has been focused on new concepts of highly
integrated spintronics devices based on magnetic domain walls driven by a spin-
polarized current. However, several fundamental questions must be answered before
the technology can be considered as feasible. This review covers the current under-
standing of DW propagation along sub-micronic size wires with ultra-thin films
having perpendicular magnetic anisotropy. These films exhibit very narrow domain
walls that interact strongly with pinning defects, making them model systems to
study the dynamics of a 1D interface in a 2D weakly disorder medium. Three impor-
tant issues are addressed: the peculiarities of domain wall motion driven by magnetic
fields in nanoscale devices, the manipulation of the pinning potential for the con-
trol of efficient field induced domain wall motion, and the physics of current-driven
domain wall motion.

7.1 Introduction

Domain walls (DWs) in thin ferromagnetic films may be considered as nano-objects
(widths ∼5−200 nm) separating regions of opposite magnetization. The field-driven
motion of DWs has been studied extensively in thin films [1–5]. In the context of
device applications, the first proposition for using domain walls was made almost
30 years ago for magnetic memories based on the motion of bubbles [2]. Within
the last decade, a renewed interest in domain wall motion has led to many stud-
ies in nanoscale devices. The reason for this is twofold. First, vastly improved
lithography and fabrication techniques have allowed for careful experimental stud-
ies of field-driven domain-wall motion along magnetic tracks on micrometer dimen-
sions [6–10]. Second, the advent of current-driven domain wall motion, following a
number of theoretical [11–17] and experimental work [17–35], has further fueled
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the intense activity on this subject. A general review describing the interaction
of polarized currents and magnetic domain walls has been given recently by C.H
Marrows [36]. Domain wall-mediated switching in spintronics devices promises
very low power consumption, simple architectures, fast operation, and 3D stack-
ing thus offering the potential to become a key technology for non-volatile memo-
ries, ultra-dense hard disk drives, sensors, and specific logic circuits [37–39]. The
basic principle behind a device based on current-induced domain wall motion is
quite simple: well-localized artificial pinning sites to control DW pinning while
current pulses are used to depin and propagate one or several DWs. However,
even if the proof of concepts has been demonstrated, several fundamental ques-
tions are to be addressed before any feasible applications can be considered. There
are three main challenges: (1) to ensure thermal stability while reducing depinning
current densities, (2) to control stochastic pinning/depinning effects on intrinsic
defects, and then (3) to achieve high densities by moving dense sequence of DW in
parallel.

For studying domain wall motion in patterned structures, the natural geometry to
use is a wire. When the typical lateral dimensions become comparable with char-
acteristic magnetic and structural length scale of the materials, magnetic wires may
show drastic modifications in the processes involving magnetization reversal. For
instance, the domain wall structure in soft nanowires such as those made from NiFe
films is governed by magnetostatics and depends on the wire cross-section [40].
The stable structures are transverse walls and vortex walls for smaller and larger
cross-sections, respectively, both of them having a different dynamical behavior. On
the other hand, the propagation process of a DW driven by a small external force
f results from the competition between an elastic energy that acts to straighten the
DW and a random structural disorder which tends to roughen it by local pinning
[41]. As a result, at zero temperature DWs are pinned until a critical force fc is
reached. At finite temperatures, DWs can move under applied forces below the crit-
ical depinning force fc through thermal activation over energy barriers there are a
result of a pinning potential. Since the possible paths for DW motion are reduced
when reducing the lateral dimensions, the influence of the distribution of intrinsic
defects in the virgin films becomes preponderant. Also, it is expected that funda-
mental domain wall physics in patterned structures is strongly influenced by the
presence of lithography-induced defects and imperfections such as edge roughness,
which give rise to additional pinning. Finally, one solution to precisely locate and
trap DWs, as well as to ensure high enough thermal stability and resistance to exter-
nal perturbation such as stray magnetic fields from nearby devices is to deliberately
introduce artificial pinning sites.

This review will be devoted essentially to the study of DW motion along wires
patterned from ultra-thin films (0.5≤t≤2 nm) with strong perpendicular anisotropy
[5]. These films, which exhibits very high uniaxial anisotropy are a promising way
of extending the scaling of spintronic devices down to the nanometer scale. In the
limit, where the thickness t is smaller than the exchange length, the perpendicular
magnetization is uniform across the film thickness which makes these films 2D Ising
model system. Also, since the thickness of the magnetic layer t is smaller than the
DW width
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Δ = √
A Kef f (7.1)

(∼1−10 nm) where A is the exchange constant and

Kef f = Ku − 2πMS
2 (7.2)

is the effective anisotropy that includes dipolar energy (MS is the saturation magne-
tization, Ku is the uniaxial anisotropy of the perpendicular material), DWs can be
treated as perfect 1D Bloch walls (Fig. 7.1) [42]. Such narrow 1D DWs are very
rigid interfaces in comparison with with larger 3D Neel DWs in soft materials. On
one hand, this makes such 1D nano-objects propagating in patterned ultra-thin mag-
netic films, a very good model system to study the physics of a 1D elastic interface
moving in a confined 2D geometry. On the other hand, such narrow DWs interact
very strongly with the presence of randomly distributed nanometric defects, which
give rise to a high pinning force and important stochastic effects.

Co

Δ

t ≤ 1nm

Fig. 7.1 1D Bloch domain wall profile in an ultra-thin films with strong perpendicular anisotropy.
In Pt/Co(tCo<1 nm)/Pt systems, the typical wall thickness is Δ ∼1–10 nm, which is higher than
the film thickness tCo

This chapter presents an overview of the results obtained in our group on the
mechanism of DW motion in wires with perpendicular anisotropy [7, 10, 26, 32,
43, 34, 45]. I will first describe the basic properties of DW dynamics in continuous
magnetic films with perpendicular anisotropy (Section 7.2). The method to inject,
detect, and manipulate domain wall dynamics in magnetic tracks will be presented
in Section 7.3. The effect of intrinsic structural defects on DW dynamics driven by
a magnetic field along wires will be examined in Section 7.4. The manipulation of
the pinning potential to control efficiently field-induced DW motion under magnetic
field will be reviewed in Section 7.5 before finally the influence of polarized currents
on DW motion will be given in Section 7.6.

7.2 Basics of Field-Induced DW Motion in Pt/Co/Pt Ultra-Thin
Films

Extensive studies of reversal processes in continuous thin films with easy magneti-
zation axis perpendicular to the film plane have been conducted by the group of J.
Ferré. A general review was given a few years ago [5] and more recently the mecha-
nisms of magnetic interactions in nanomagnet arrays with perpendicular anisotropy
has also been reviewed [46]. Here, I will give a brief overview of the basics of
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field-induced domain wall motion in continuous films by focusing on the magneti-
zation reversal mechanisms in epitaxial Pt/Co(t≤1 nm)/Pt systems where the out-
of-plane magnetization results from strong anisotropies present at interfaces. These
films can be considered as quasi-perfect 2D ultra-thin films.

7.2.1 Mechanisms of Magnetization Reversal in Pt/Co/Pt Trilayers

Let us consider high-quality Pt(35 Å)/Co(t≤1 nm)/Pt(45 Å) trilayers epitaxially
grown by sputtering on Al2O3(0001) substrates [47]. The interfaces are very smooth
with a low roughness (0.2 nm rms) and substantial Co−Pt intermixing. In such Co/Pt
multilayers with small Co thickness, interface anisotropy is strong enough to over-
come the macroscopic shape anisotropy and to induce a high uniaxial perpendicular
anisotropy (Ku∼1×107 erg/cm3). The square shape of the hysteresis loop (Fig. 7.2a)
reveals that magnetization reversal is dominated by easy domain wall motion fol-
lowing rare nucleation events down to low temperatures [44]. This is consistent
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Fig. 7.2 (a)Hysteresis loops of a Pt/Co(0.5 nm)/Pt sandwich measured between t=10 and 300 K
by extraordinary Hall effect. The squareness is consistent with magnetization reversal dominated
by easy domain wall motion and HN>Hp. (b–c) Polar MO Kerr images of domain nucleation and
propagation within a Pt/Co(5 Å)/Pt sandwich at room temperature: (b) domain nucleation at an
extrinsic defect: after nucleation, the domain expands quasi-circularly around the nucleation center,
due to domain wall propagation driven by the applied magnetic field. (c) Homogenous domain wall
propagation over several tens of micrometers in response to successive magnetic field pulses. The
arrow corresponds to the direction of the DW motion and the different gray levels correspond to
different stages of the domain wall propagation
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with a nucleation field HN larger than the propagation field Hp. As demonstrated
by magneto-optical microscopy at low fields, nucleation of a reversed domain takes
place at a restricted number of macroscopic extrinsic defects (Fig. 7.2b) and then
rapid domain wall motion occurs in a very uniform way (Fig. 7.2c). At higher fields,
nucleation is initiated at intrinsic defect sites, related to variation of the perpendic-
ular anisotropy at nanometer scale. The nucleation process is a thermally activated
phenomenon: the probability P of a nucleation event, assuming an Arrhénius law,
can be written as [48]

P = P0 · exp

[
−2MS · VN · (HN − H )

kB T

]
(7.3)

where VN corresponds to the nucleation volume. Equation (7.3) defines the nucle-
ation field HN as the field necessary to induce the nucleation without any thermal
activation (at temperature T=0 K). At finite temperatures, nucleation occurs at fields
H < HN by thermal activation.

7.2.2 Different Regimes of DW Motion: The Role of Defects

After nucleation, the magnetic domain expands by domain wall propagation. Far
away from the nucleation centers, the DW interface appears quite straight on a
length scale of a few tens of microns (Fig. 7.2b). The straightness of the DW and
the rapid DW motion are consistent with a weak and very homogeneous pinning
potential. However, if one looks carefully at a smaller spatial scale (Fig. 7.3a), DWs
exhibit a certain degree of jaggedness. This originates from the domain wall pin-
ning with the underlying random pinning disorder related to a large assembly of
nano-defects (Fig. 7.3b). In Co/Pt ultra-thin films, the pinning potential is believed
to originate from randomly distributed intrinsic inhomogeneities of the ultra-thin
Co-film structure, such as atomic steps at Co/Pt interfaces that induce changes in

1μm

(a)

10nm

(b)

Fig. 7.3 (a) Polar MO Kerr image of domain propagation within a Pt/Co(5 Å)/Pt sandwich at
room temperature. The high-resolution image reveals the jaggedness of the DW. The different gray
levels correspond to two different stages of the domain wall propagation. (b) Scanning transmission
microscopy image of a Pt/Co(5 Å)/Pt sandwich revealing the presence of grains and terraces of
typical size ∼10 nm
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interface anisotropy energy [49]. In addition, at the boundaries of the crystallites,
exchange interaction and anisotropy energy can be reduced.

In order to propagate, the domain wall has to overcome the corresponding local
energy barriers, which gives rise to a threshold field Hp at T=0 K (so-called propa-
gation field) as the field necessary to induce DW motion. Values of Hp for ultra-thin
films with perpendicular anisotropy range from 0.1 to 1 kOe. An important feature
of this dynamics is that at finite temperatures, a DW can move under an applied field
even below the propagation field Hp by thermal activation. In this case, the propaga-
tion process of a DW driven by a magnetic field in presence of thermal fluctuations
results from the competition between an elastic energy (the DW energy) that acts
to straighten the DW and a quenched structural disorder which tends to roughen
it by local pinning (Fig. 7.4). This competition can be described using a collective
pinning approach of elastic interfaces pinned by a weak random pinning potential
[41, 50–51]. The DW is described by a series of rigid segments of length Lc (the
so-called collective pinning length) that can move independently by thermally acti-
vated jumps between metastable states (Fig. 7.4b). The collective pinning length
defines the jaggedness of a DW, which increases with increasing disorder.

Lc

(a) (b)

Defect

Lc

ξξ

Fig. 7.4 (a) Collective pinning of a DW by an assembly of point defects. In a collective pinning
approach, the DW is made of rigid segment of length Lc. The parameter Lc is the so-called col-
lective pinning length which corresponds to the minimum length that cannot be deformed by the
pinning potential. (b) Potential landscape experienced by the DW while propagating in a continu-
ous film. Each segment Lc of DW proceeds by thermally activated jumps between metastable states
separated by the activation length ξ . For H∼Hp, ξ corresponds to the typical range of the pinning
potential. In epitaxial Pt/Co(t≤1 nm)/Pt sandwiches, Hp∼300−900 Oe, ξ∼10 nm, and Lc∼30 nm

Such a motion of a 1D DW in a 2D weakly disordered medium gives rise to a
very rich dynamical behavior as seen in Fig. 7.5a. The average DW velocity v(H)
vs field at T=300 K was estimated over ten order of magnitude (from 1 nm/s to 1
m/s) by using Kerr microscopy measurements [44]. Two different regimes of DW
motion are observed: a linear regime for which H>Hp and a thermally activated
regime for which H<Hp. The intersection between the linear regime and the v=0
allows the pinning field Hp to be determined. Moreover, the low-field regime H<Hp

is characterized by two distinct regions as described below.
For magnetic fields 0.8 Hp < H < Hp, the DW velocity follows an Arrhenius law

[48]

ν = ν0 · exp

[

−2MS · VB · (Hp − H
)

kB T

]

(7.4)
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Fig. 7.5 (a) Domain wall velocity as a function of field in a Pt/Co(0.5 nm)/Pt sandwich. Two
different behaviors are observed: at high fields H>Hp, the DW enters a viscous regime in which
the velocity is linear in fields, whereas at low fields H<Hp, the DW motion is thermally activated
as described in the text. The intersection between the linear regime and v=0 allows the pinning
field Hp to be determined. (b–c) Schematic illustration of the pinning potential V(x,H) experienced
by a DW for H<<Hp and H∼Hp. The red arrows correspond to the jump to the next metastable
state

where the energy barrier E(H) = 2MS · VB · (Hp − H
)

is linear in field, MS is
the saturation magnetization, VB is the activation volume VB = L2

B tCo, which is
expressed in terms of the Co thickness tCo and the activation length ξ (close to
Hp the parameter ξ corresponds to the range of the pinning potential as illustrated in
Fig. 7.4b), and v0 is the velocity for H = Hp. We find ξ = 12 nm, which corresponds
typically to the size of crystallites and terraces in our films as seen in Fig. 7.3b.

For H<<Hp, one finds that

ν = ν0 exp

(
− UC

kB T

(
Hp

H

)μ)
(7.5)

where Uc is a scaling constant and μ=1/4. This dynamical process corresponds to
the response of a DW to a small external force H (well below the critical depin-
ning force Hp) in the presence of thermal fluctuations. In that case, a weak pin-
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ning potential can lead to diverging barriers when H → 0 [50–51] and a so-called
non-linear collective creep regime. The exponent μ is characteristic of the disorder
and of the dimensionality of the system. Note that such creep processes are involved
in a wide range of systems in which an elastic object moves in the presence of weak
disorder such as superconducting vortices [50], ferroelectric systems [52], mag-
netic films [41, 53–54], growth phenomena [55], charge density waves [56], or fluid
invasion [57].

The fundamental difference between the two thermally activated regimes is
schematically illustrated in Figs. 7.5b and 7.5c. For H<<Hp, the DW has to jump
much further to find the next metastable state than for H∼Hp because the pinning
potential is only slightly tilted under the action of the magnetic field. As a conse-
quence, the activation length LB in the creep regime is much larger than the range
of the pinning potential ξ .

Finally, for high applied fields H>Hp, a viscous flow regime is attained in which,
the domain wall velocity varies linearly with the applied field [2, 5]

v(H) = μ(H − Hp) (7.6)

where μ is the DW mobility (μ=Δγ/α, where γ is the gyromagnetic ratio and α

the damping parameter). In this regime, the disorder only acts as a friction force
that renormalizes the applied magnetic field. At higher applied fields H>Hw>Hp

(Hw is the Walker limit), the streaming wall motion characterized by a constant
velocity is no longer a stable regime and a chaotic regime in which velocity anoma-
lies occur is favored. Finally, for H>>Hw, a precessional regime is expected [1–
2, 58]. However, it was not possible to characterize these regimes in our samples
since at high magnetic fields the nucleation process dominates over the propa-
gation one. Here, we find a DW mobility μ=0,045 m/s. Oe which corresponds
to a high value of the damping parameter α∼1.5. However, one has to be very
careful in determining the damping parameter of a DW from the flow regime.
The group of J. Ferré has showed that the Walker breakdown field Hw can lie
in the depinning regime below the propagation field Hp [58]. In that case, the
observed linear flow regime is precessional and one can deduce reasonable value
of α∼0.4.

7.3 Control and Detection of Single DW Motion
in Magnetic Wires

In order to observe geometrical-induced effects on DW motion, the typical lateral
dimensions of the nanowire have to be comparable with characteristic magnetic and
structural lengths of the materials. This corresponds to wire sizes of a few hundreds
of nanometers. Here, give a brief overview of the patterning process needed to obtain
high-quality nanowires down to 100 nm. A particular care has to be taken in order
not to introduce major extrinsic defects from the patterning process. The method to
inject a single DW into the wire will be described. Then I will show that extraordi-
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nary Hall effect(EHE) in single ferromagnetic films and the giant magnetoresistance
(GMR) effect in spin valves are a very useful way to detect with a high spatial sen-
sitivity DW motion in perpendicularly magnetized wires.

7.3.1 Wires Nanofabrication and Injection of a Single
Domain Wall

Domain wall devices down to 100 nm in size are usually patterned using electron
beam lithography and ion beam etching. They generally consist in a 10−100 μm
long and 0.1−1 μm wide wires that can also include Hall crosses for EHE measure-
ments. Macroscopic electrical contacts have to be included in order to detect DW
motion via electrical measurements. An example of a complete process is detailed
below (Figs. 7.6a–7.6d):

(i) Optical lithography and “lift off” are used to fabricate macroscopic elec-
tric gold contacts on top of a Pt/Co/Pt sandwich. A 10 nm chromium layer,
deposited before the gold layer, promotes a good adhesion on the Pt/Co/Pt
film.

(ii) The wire pattern is then defined by e-beam lithography in 0.4 μm thick PMMA
resist (Fig. 7.6a).

(iii) Fabrication of a 60 nm thick Al etch mask by a “lift-off” process (Fig. 7.6b)
(iv) Ion beam milling of the magnetic film (Fig. 7.6c).
(v) Wet chemical removal of the Al mask (Fig. 7.6d).

100nm100nm

PMMA
Pt

Pt
Co(5Å)

e

(b) Al deposition

(c) Lift-off

Al
(d) Ion beam etching

(a) e beam lithography

100nm100 nm

)

e

)

(e)
(f)

Fig. 7.6 (a–d)
Nanofabrication of magnetic
wires as described in the text.
(e) Global view of a final DW
device including a 500 nm
wide wire and 3 Hall crosses.
The large gold contacts allow
measurements of the
electrical properties of the
wire. A large reservoir at the
end of the magnetic wire is
used to inject a single DW.
(f) Scanning electron
microscopy image showing a
very low edge roughness
(amplitude ∼20 nm)
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A final DW device including 3 Hall crosses is shown in Fig. 7.6e. We have
checked the quality of the patterning processes by using ultra-high resolution scan-
ning electron microscopy. Although no patterning-induced major defects are visible,
we have observed for all wires a slight roughness of the edges (amplitude ∼20 nm,
period 200 nm) which is symmetric on both sides as a consequence of the e-beam
writing process (Fig. 7.6f). In order to inject a single DW into the device, we have
controlled the nucleation of a single reversed domain outside the wire by adjoining
a large nucleation area to one of the current probe of the wire (Fig. 7.7a). The mag-
netic sequence to inject a single DW is the following. First, a strong negative field is
applied in order to saturate the magnetization in one direction. Next, a positive field
pulse is applied in order to control the nucleation of a single reversed domain in the
large nucleation area and its injection into the wire (Fig. 7.7b). MO microscopy has
confirmed that a single and coherent DW is propagating in the wire (Fig. 7.7c).

(a) (b)

(c)

Fig. 7.7 Magneto-optic images taken in a w=1 μm wide wire made from an epitaxial
Pt/Co(1 nm)/Pt film indicating (a) a single domain nucleation in the large magnetic area, (b) the
injection of a single domain wall into the magnetic wire, and (c) the propagation of a straight DW
in the wire

7.3.2 Electrical Methods to Detect DW Motion Along Tracks

In films with perpendicular anisotropy, single DW motion can be detected via both
the GMR by measuring the longitudinal resistance between two contacts and the
extraordinary Hall effect (EHE) by measuring the transverse voltage at Hall crosses.

The extraordinary Hall effect (EHE) is a very well-known magnetotransport phe-
nomenon [59]. The Hall resistivity xy in homogeneous thin films of ferromagnetic
metals can be written as the sum of the ordinary Hall effect and the extraordinary
Hall effect

ρxy = R0 H + RS4πM⊥ (7.7)

where H is the applied field, M⊥ the perpendicular magnetization, R0 the ordinary
Hall coefficient, and RS the extraordinary Hall coefficient. The origin of the EHE is
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still very controversial in thin ferromagnetic multilayers. It arises from asymmetri-
cal scattering of the conduction electrons due to the spin orbit interaction [43, 44].
Two mechanisms are identified as origins of the asymmetrical scattering, the skew
scattering and the side-jump scattering. In Pt/Co/Pt systems, we found that diffu-
sion at Co/Pt interfaces and at the surface are the main contributions to EHE [43,
44]. Due to the high spin-orbit coupling of Pt, the EHE component |4π M⊥ RS| >>
|R0 H | up to H=1T and thus ρxy is directly proportional to the perpendicular mag-
netization. This makes EHE a very useful technique to detect DW motion through
a Hall cross. Using lock-in detection together with low noise pre-amplifiers, DW
motion can be detected in a Hall cross with a spatial resolution down to 10 nm. This
is illustrated in Fig. 7.8a that gives the Hall voltage Vxy as a function of field for an
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Fig. 7.8 (a) Typical measurement of EHE as a function of field in a 200×200 nm2 Hall cross
made in a Pt/Co(0.5 nm)/Pt sandwich. (b) Typical measurement of GMR as a function of field in a
500 nm wide wire made in a textured CoNi-based spin valve showing the reversal of the free and
hard layer by domain wall motion between two electrodes separated by 40 μm
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epitaxial Pt(35 Å)/Co(5 Å)/Pt(45 Å) trilayers systems. The strong voltage variation
of Vxy corresponds to the propagation of a 10 nm wide and 0.5 nm thick DW through
a 200 nm wide Hall cross. If the geometrical shape of the DW is known as its prop-
agates through the Hall cross, it is then possible to determine the DW position very
accurately from the value of the electrical signal [7].

A major drawback of using the EHE is that it is only sensitive to DW motion
through a Hall cross, which limits the investigation of DW motion to small distances.
Furthermore, the domain wall structure itself can undergo some deformation as it
propagates through the Hall cross, as we will see in Section 7.5.2. Exploiting the
giant magnetoresistance (GMR) effect in this respect, proves to be advantageous
since the domain wall position can be tracked along the whole wire. Up to now, the
use of the GMR effect to track domain wall motion in wires has only been made in
spin valves with in-plane magnetization [6]. Figure 7.8b shows that high GMR ratio
of 1.5% can be obtained in perpendicular spin valves made of Co/Ni multilayers (see
Section 7.4.2), which allows us to detect DW motion on large distances (few tens of
microns) with a spatial sensitivity down to 500 nm. Note that the major drawback
of GMR effect is that it can be used only in spin valves where the additional layers
may play a role in the mechanism of DW motion.

7.4 Field-Induced DW Motion Along Wires: Role of Structural
Defects

As discussed in Section 7.2, the field driven propagation of a DW is dominated by
a competition between an elastic energy and a structural disorder. In the following,
I will address the mechanisms of DW motion in a 2D-confined geometry in which
both intrinsic defects from the continuous films and defects introduced by the pat-
terning technique play a crucial role. For that, I will first describe the dynamics of a
1D DW in magnetic wires with different width w0 patterned in epitaxial Co/Pt mag-
netic films. In this case, the intrinsic pinning potential is very homogeneous and the
dynamics of DW motion is strongly influenced by the edge roughness. This behav-
ior is then contrasted with DW motion in wires patterned from Co/Ni spin valves
in which in this case a large distribution of intrinsic defects from the virgin films
governs the dynamics.

7.4.1 The Role of Edge Roughness on the Creep Regime in Co/Pt
Films

We have used extraordinary Hall effect to detect domain wall propagation in sub-
micron size wires that include double symmetric Hall crosses made from epitaxial
Pt/Co(1 nm)/Pt trilayers as described in Section 7.2. In order to evidence edge-
induced effects, the influence of the wire width on the creep regime has been investi-
gated [10, 44]. By measuring the time dependence of the extraordinary Hall voltage
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difference VH1−VH2, between 2 Hall crosses, one can precisely deduce the average
DW velocity v(H) inside the connecting wire as can be seen in Fig. 7.9. Results are
shown in Fig. 7.10a where log v(H) vs H−1/4 is plotted for four different wire w0

widths ranging from 0.5 to 1.5μm. Surprisingly, we observe a huge reduction of
the velocity v(H) when the wire width is reduced, which indicates an increase of the
energy barrier for DW motion in a confined geometry. For all widths, the straight
lines of Fig. 7.10a indicate that the data are compatible with a creep formula (Eq.
7.5) given by

ν(H ) = ν0 exp
(−βU cw(Hcw /H )1/4) (7.8)

where Hcwand Ucware the critical field and the scaling energy constant in the wire,
respectively. The value μ=1/4, which was already found in similar but unpatterned
continuous films (Eq. 7.5), is expected for the case of a 1D interface moving in
one transverse direction. The width w0=1.5 μm corresponds to the highest velocity
and a curvature at high fields is observed which suggests that the system leaves the
creep regime. Figure 7.10b shows that the effective critical field Hc

eff=(β Ucw)4 Hcw

deduced from the slope of the curves in Fig. 7.10a scales as (1/w0). This dependence
is an indication that the reduction of v(H) is induced by a mechanism linked to
the edges of the magnetic wires where only a slight sinusoidal-like edge roughness
symmetric on both sides (period p ∼200 nm, amplitude a∼20 nm) is present.

In order to demonstrate that edge roughness play a role in the reduction of DW
velocity, we have fabricated wires with artificially induced strong edge roughness
of the simple form w(x)=w0+2a|sin(kx)| symmetric on both sides as presented in
Fig. 7.11a (x is the position along the wire, w(x) is the wire width, w0 is a constant
width, a the amplitude of the roughness, and k = π/p its wave vector). Figure 7.11b
shows log v(H) vs H−1/4 for a wire of width w0=1μm exhibiting either natural
roughness (a=20 nm and p=200 nm) or strong artificial roughness (a=200 nm
and p=1 μm), compared to the dependence inside the large reservoir in which we
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assume the intrinsic properties of the non-patterned film are preserved (as deter-
mined by a MO microscopy study). The velocity measurements have been done in
the same sample. We observe a reduction in the DW velocity inside the “natural”
wire by about one order of magnitude with respect to the velocity measured inside
the reservoir. This clearly indicates that additional pinning effects drive the DW
dynamics in magnetic wires. But the most important feature is that the velocity is
further reduced by the presence of the strong artificial edge roughness. This result
is consistent with an influence of edge modulation on DW dynamics.

In the following, I will show that the variation of the DW length due to the mod-
ulation of the wire width induced by the edge roughness leads to a reduction of
DW velocity. Consider a straight DW of constant length L reaching the input of
a magnetic wire of width w(x). To propagate further under an applied field H, the
DW has to change its length. First, let us neglect the presence of intrinsic structural
defects. Its static properties can be energetically described by the balance between
wall energy (which favors a reduction of the wall length) and the Zeeman energy



7 Dynamics of Domain Wall Motion in Wires with Perpendicular Anisotropy 199

a) aa

w
0

p

x
w

0
p

x

1μμm

L

1E–4
Natural roughness

)

b)

1E–6

1E–5

Reservoir

V
el

oc
ity

 (m
s

–1
)

0,24 0,25 0,26 0,27 0,28 0,29 0,30 0,31
1E–8

1E–7
Artificial

roughness

H–1/4

Fig. 7.11 (a) DW propagating in a wire where the lateral width is varying as w(x)=w0+2a|sin(kx)|
and SEM image after the PMMA writing process of a wire with artificial ER of form w(x)
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(which favors an increased reversed area). If the DW center propagates by dx and
the corresponding reversed surface is dS, the wall energy and Zeeman energy varia-
tions are

d Eσ = σ tCo(∂L/∂x)dx and σ = 4(AKef f )1/2 (7.9)

is the wall energy per unit surface (A is the exchange stiffness), and

d EZ = −2MS H tCo
(
∂S

/
∂x

)
dx (7.10)

The change of total energy is

d Etot/dx = σ tCo(d L/dx) − 2MS HtCo(d S/dx) (7.11)

This energy is minimized at a given position x of the wire for a field

Htop(x) = σ

2 Ms

(
d L

dx

)
1

w(x)
(7.12)
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This field corresponds to the minimum field which needs to be applied at position
x in order for the DW to propagate further. This geometrical induced pinning field
is either positive when the DW has to increase its length d L>0 (dw/dx > 0) or
negative when it has to reduce its length d L<0 (dw/dx < 0). If dw/dx >> 1,
the DW is bent as we will see for DW propagation through a Hall cross (Section
7.5.2). Here, however, as w(x) varies smoothly (the aspect ratio a/p<<1 is small), it
is a good approximation to consider that the DW remains straight, i.e., L(x)=w(x).
Let’s now consider a wire of width w(x) exhibiting sinusoidal edge roughness of the
form w(x)=w0+2a|sin(kx)|. At each constriction where w(x)=w0, the DW has to
overcome an energy barrier which is maximum because Htop (x) reaches its highest
value

H max
top = (σ/Ms)(ka/w0) (7.13)

One finds that H max
top ∼20 Oe for the natural edge roughness (a=20 nm and

p=200 nm) and ∼70 Oe for the artificial one (a=200 nm and p=1 μm). By using an
approach deduced from collective pinning theory developed for vortices in super-
conductors [50], one can demonstrate [10] that the critical field Hw of the wire is
simply

Hw(x) = Hp + Htop (x) (7.14)

where Hp is the intrinsic pinning field due to the random pinning potential of the
film. Thus the creep law can be renormalized by introducing the effective critical
field Hw(x)

ν(H ) = ν0 exp[−βUw

(
(H p + Htop(x))/H

)1/4
] (7.15)

In the creep regime DW propagation is characterized by jumps over energy bar-
rier from one metastable state to another (Fig. 7.5c). Assuming the validity of the
Arrhenius–Neel law

τ (E) = τ0exp[E(H )/kT ] (7.16)

where τ0 is the inverse of the attempt frequency (values of τ0 for ultra-thin films are
in the range of 1−100 ns), one can consider that at position x a thermally activated
jump takes an average time given by

τ (H, x) = τ0 exp
(
βUw(Hw(x)/H )1/4

)
(7.17)

As such, the total average time measured in our experiment (Fig. 7.10) is dominated
by the pinning times at constrictions where Hw(x) is maximum (strong pinning posi-
tions). A good approximation is therefore to consider that the critical field in the wire
is simply

Hw(x) = Hp + H max
top = Hp + (σ/Ms)(ka/w0) (7.18)
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In this case, Hw is found to be proportional to 1/w0 which is qualitatively consistent
with the experimental results of Fig. 7.10. These results indicate that even a slight
edge roughness corresponding to an additional pinning field of Htop∼20 Oe can
strongly influence the DW propagation in a magnetic wire.

7.4.2 The Role of Intrinsic Defects in Co/Ni Films

In the previous Section, I have shown that domain wall propagation mechanisms are
qualitatively consistent with additional DW pinning due to wire width modulation
introduced by edge roughness. However, the main drawback of a technique based
on EHE is that it is only sensitive to the DW motion in the Hall cross. As such, this
technique is not useful if one wants to track the DW motion along the wire in order to
confirm the hypothesis of DW pinning due to edge modulation. Exploiting the giant
magnetoresistance (GMR) effect in spin valves is more powerful since it can deliver
an electrical signal which is directly proportional to the position of a DW along a
wire in one of the layers. However, in spin valves based on Co/Pt multilayers, the
GMR effect is very small (about 0.1%) due to the high spin–orbit coupling of Pt.
Instead, the use of Co/Ni magnetic multilayers provides perpendicular anisotropy
with much higher GMR ratio compared to Co/Pt multilayers.

We have developed specific spin valve structures based on Co/Ni multilayers
with PMA [60–61] to detect DW motion over large distances in wires. The struc-
ture consists of a Pt/reference layer/Cu/free layer/Pt multilayer film. The refer-
ence layer is a composite [(Co/Pt)4/(Co/Ni)2] to enhance perpendicular anisotropy
(5×106erg/cm3), while the free layer is a single (Co/Ni)4 film exhibiting a lower
PMA. We have fabricated high quality 100-μm long and 0.2−1 μm wide wires
with lower edge roughness (<10 nm) than in our previous Pt/Co/Pt systems. As
described in Section 7.3.2, GMR ratio up to 1.5% (Fig. 7.8b) allows the detection
of DW motion in the free layer with a spatial resolution down to 500 nm. Measure-
ments of the GMR as a function of time in constant fields allow the DW motion to
be tracked along the magnetic wire. This is illustrated in Fig. 7.12a for a 200-nm
wide nanowire in a perpendicular applied field H=280 Oe. This field is below the
field required to reverse the free layer in Fig. 7.8. The variation of the GMR vs time
corresponds to a DW motion between two contacts that are 40μm apart. The DW
motion occurs in a series of abrupt jumps separated by long plateaus. These features
are consistent with the presence of strong random pinning sites that interact with the
DW during its propagation in the wire. The abrupt jumps correspond to thermal acti-
vation of the DW from a pinning site and easy DW motion to the next pinning event.
The distribution of jumps reflects the distribution of pinning sites along the wires.
The average velocity estimated for the DW to travel the 40 μm wire is ∼0.9 μm/s.
Note that the pinning events seen in Fig. 7.12a have been observed for more than 10
different wires ranging from 200 nm to 1 μm in size. In all cases, the typical field
to get steady DW motion is about 320 Oe. Figure 7.12b shows the corresponding
GMR vs time for an applied field of H=350 Oe. The variation of the GMR cor-
responds to a steady DW motion, which gives rise to an average DW velocity of
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GMR as a function of time in
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∼200μm/s. Shown in Fig. 7.13a are multiple measurements of DW motion at fixed
fields (H=300 Oe) for a 500-nm wide wire. The presence of pinning centers com-
bined with thermal activation leads to a dynamical behavior that is not reproducible.
Particularly, the distribution of pinning time from the same pinning position is very
large (Fig. 7.13b), which induces a stochastic behavior along the wire. Let us discuss
the origin of such pinning centers here. Contrary to the Pt/Co/Pt systems described
previously, we have not observed any dependence of DW motion on the wire width.
As stated before, the typical field to get steady DW motion is always about 320 Oe
independently of the wire width. This rules out the edge roughness as the culprit,
which is consistent with its low amplitude here as measured by SEM (<10 nm). A
possible explanation as evidenced by MO Kerr microscopy in the virgin films is the
presence of a large distribution of pinning defects with some hard pinning centers
contrary to the very homogeneous Pt/Co/Pt ultra-thin films used before. These pin-
ning centers can be related to surface roughness, boundaries between crystallites,
atomic steps at interfaces, or dislocations. Dws can avoid the hard pinning centers
by circumventing them to propagate further in the virgin films, but the possible paths
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for DW motion are reduced in wires because of the reduction of the lateral dimen-
sion. Thus, while propagating in the wire, the DW is probing the distribution of pin-
ning fields Hp during the course of propagation and it is the highest part of the dis-
tribution that determines the field necessary to reverse the entire wire by steady DW
motion.

7.5 Control of the Pinning Potential

As illustrated in Section 7.4, the control of both the distribution of intrinsic defects
in continuous films and the defects introduced by the patterning technique is a key
challenge to obtain reproducible and easy DW motion over large scale in magnetic
wires. Here we will show that it is possible to reduce the influence of intrinsic
defects in Co/Pt films by using irradiation with light He+ ions. We will also describe
a method to precisely locate and hold DWs by deliberately fabricating artificial pin-
ning centers.
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7.5.1 Ion Irradiation of Co/Pt Films: A Way to Reduce Intrinsic
Structural Defects

Ion irradiation of 3rd metallic magnetic systems has been extensively investigated
[62], since Chappert et al. [63] reported that He+ irradiation at 30 keV reduces
the anisotropy and coercivity in perpendicular magnetized Pt/Co/Pt sandwiches and
Pt/Co multilayers. The basic motivation of ion irradiation of Pt/Co systems arises
from the possibility to modify the PMA throught irradiation-induced intermixing at
the interfaces. In Co/Pt multilayers with small Co thickness, interface anisotropy is
strong enough to overcome the macroscopic shape anisotropy and to induce a per-
pendicular easy axis of magnetization. Therefore, in order to modify and to control
the magnitude of the anisotropy, one only has to change the properties at the inter-
faces. Mixing induced by light ion irradiation, since it preserves the crystal structure
while gradually mixing the interfaces [62], is a perfect tool for that purpose.

We have studied the influence of irradiation on DW velocity in magnetic wires
[45]. For that purpose, the structures used are epitaxial Pt(35 Å)/Co(5 Å)/Pt(45 Å)
trilayers grown by sputtering on Al2O3(0001) substrates as described in Section
7.2.1. The continuous films were patterned to obtain high-quality 1 μm wide and 15
μm long wires connected by double Hall crosses. Macroscopic 250 μm wide Hall
structures were also fabricated using the same patterning process. The dynamical
properties of these large structures were probed by means of polar magneto-optical
Kerr microscopyand compare to the narrow wires. Large and narrow wires were
then irradiated with 10 keV He ions up to a fluence of 1015 He cm−2, which leads
to a marked reduction in10 the perpendicular anisotropy. The fluence was limited in
order to keep the anisotropy perpendicular and to preserve magnetization switching
via domain wall propagation. One micron and 250 μm wide irradiated and non-
irradiated wires were designed on the same sample in order to maintain the same
intrinsic film properties. Then as described in Section 7.4.1, we have used Extraor-
dinary Hall effect to measure domain wall velocity for temperatures ranging from
10 to 300 K.

In Figure 7.14 we present a comparison of the velocity curves v(H) for irradiated
and non-irradiated 250 μm wide wires measured on a very wide dynamical range
by Kerr microscopy. We observe a large increase of the DW velocity v(H) on the
whole velocity range for irradiated wires, which is consistent with a reduction of
the DW pinning energy barriers. For 0.8Hp<H<1.2Hp, we find (see inset 1)

E(H, Hp) = −2MS V (H − Hp) (7.19)

where Hp is found from extrapolation to the high field curves to v=0. We deduced
that Hp is reduced from 850 to 450 Oe and the disorder correlation length x deduced
from the activation volume V increases from 20 to 30 nm under irradiation. The
fact that Hp is reduced under irradiation shows that the efficiency of the pinning
potential has been lowered. The increase of ξ is a clear evidence of the reduction
of the density of pinning defects. We believe that these features mainly originate
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from the reduction of the perpendicular anisotropy leading to lower pinning barriers
and making the weakest pinning defects inefficient through thermal fluctuations. In
addition, although we do not know the correlation length of Ku, we hypothesize that
the weak ion-induced intermixing may average out the role of defects at interfaces
such as atomic steps, leading to easier DW motion. Finally, since the DW width
increases through the reduction of anisotropy, the interaction of the DW with defects
becomes screened.

As shown in the second inset 2 of Fig. 7.14, for H<<Hp one obtains a linear
dependence of lnv(H) vs H−1/4 for irradiated and non-irradiated wires. This result
is consistent with a creep process given by Eq. 7.5. The universal exponent 1/4 is
not modified under irradiation which is consistent with the remaining 2D dimen-
sionality of the system and the presence of a weak disorder. The effective energy
barrier Uef f = (β Uc) H

1/4
p deduced from the slope of the curves in Fig. 7.14a is

reduced from 80 Oe1/4 to 40 Oe1/4 under irradiation. This reduction of Hc
eff in the

creep regime is driven by both the decrease in threshold field Hp(from 850 to 450
Oe) and the Uc(by a factor of 1.5). The parameter Uc relates to elastic and pinning
energies stored by the DW on a segment of length Lc. Its reduction indicates that
the DW adjusts elastically in the potential landscape to reach much optimal local
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configuration. This is well illustrated in Fig. 7.14b–c in which snapshots of the DW
in the creep regime are shown for 250 μm wide non-irradiated and irradiated wires.
The short wavelength wall roughness is highly reduced under irradiation as a result
of a lower density of efficient pinning sites.

Finally, let us consider the domain wall propagation process in the narrow 1 μm
wide wires where edge effect can become more important. Figure 7.15a compares
the temperature dependence of the V−H curves in the thermally activated regime
between non-irradiated and irradiated wires. We observe an increase of the DW
velocity under irradiation at all temperatures. For both wires, the data are also con-
sistent with a creep formula with μ=1/4 which suggests that the propagation is still
dominated by weak random disorder. For the irradiated wire, the curvature present
at high fields indicates that the system departs from the creep regime since H begins
to be closer to Hp, which is reduced as compared to its value in the non-irradiated
film. The transition occurs at higher fields when the temperature is reduced (200,
300, and 450 Oe at 250, 200, and 150 K, respectively) because Hp is enhanced due
to a higher anisotropy and lower thermal fluctuations. The easier DW motion is
confirmed in Fig. 7.15b in which the temperature variation of the effective energy
barrier Ueff is shown for both wires. The energy barrier decreases under irradiation
by a factor of about 2 as in the case of 200 μm wide wires. However, one observes
that the energy barrier for the narrower wires is higher than for the wider wires. This
is consistent with the discussion in Section 7.4.1 where we show that in submicron
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wires the edge roughness introduced by patterning can increase the critical field.
The temperature variation of Ueff indicates that the thermal stability of a single DW
is reduced by irradiation as a consequence of a lower pinning energy.

7.5.2 A DW Propagating in a Hall Cross: An Artificial Pinning
Potential

One prerequisite to develop applications based on DW motion is to use well-
localized artificial pinning sites. This allows a DW to be trapped at a given position
in a device and ensure high enough thermal stability as well as allowing a better
reproducibility of the depinning process. Such pinning sites also give the DWs the
stability to resist external perturbations such as stray magnetic fields from nearby
devices. There are several means of creating such pinning sites; for instance by pat-
terning notches along the edges of the wire, modifying locally the magnetic prop-
erties of the material, or modulating the thickness of the magnetic film. Here, I will
present the use of a very well-controlled artificial pinning potential. Particularly, I
will describe the mechanism of geometrically induced DW pinning resulting from
the motion of a DW in a Hall cross [7, 43].

As indicated in Eqs. (7.12) and (7.14), the propagation field Hw(x) at position x
of a DW of length L(x) in a wire of non-constant width w(x) can be written

Hw(x) = Hp + Htop(x) and Htop(x) = σ

2Ms

(
d L

dx

)
1

w(x)
(7.20)

where Htop(x) is the geometrical-induced propagation field. Thus by designing spe-
cific local geometry, it is expected to control artificially the local pinning of a DW.
Particularly, lets consider a single flat DW propagating in a wire of constant width
and reaching the input of a symmetric Hall cross (Fig. 7.16a). In order to propagate
further, the DW has to increase its length L. Since dw/dx >> 1 in a Hall cross,
the DW configuration inside the cross (Fig. 7.16a) is an expanding arc of circle
(L(x) �= w(x)), which corresponds to a maximal reversed surface S bordered by the
smallest possible wall length L [7]. More precisely, at the input of the cross, the
flat DW stays pinned to the corners and bends like a 2D bubble until it coincides
with a half circle at the cross center with a radius of w/2. Then, above this semi-
circle position it becomes energetically favorable for the DW to be depinned from
the input corners and to expand as a bubble half circle until reaching the output
corners. As seen in Fig. 7.16b for a 1 μm wide Hall cross made from an epitax-
ial Pt(35 Å)/Co(10 Å)/Pt(45 Å) film, such a bubble-like behavior is confirmed by
MO Kerr images. The maximum propagation field Htop(x) is obtained when the DW
reaches the cross center (semi-circle at position (2)). With a perfect 1D Bloch DW,
this maximum corresponds to a topologically induced pinning field

H center
top = (σ/w MS) (7.21)
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Fig. 7.16 (a) Bubble-like
behavior of an ideal 1D Bloch
DW in a magnetic Hall cross.
(b) This process is shown by
Kerr microscopy
measurements

In addition, due to the homogeneously distributed intrinsic structural defects, the
total pinning field corresponding to position (2) for the bent DW is

Hcross(center ) = Hp + H center
top (7.22)

Thus by varying the width w of a Hall cross, one can control accurately the strength
of the pinning potential (Fig. 7.17a). This is also clearly indicated in Fig. 7.17b
where we show the pinning time τ(H) as a function of field H for two different
widths as measured by EHE. The results can be described by a classical thermally
activated depinning behavior (Eq. 7.16) given by

τ (H ) = τ0 exp
[
2MS V (Hcross − H )/kB T

]
(7.23)

As an example for a 500 nm and 1 μm wide Hall cross made from the same
Pt(35 Å)/Co(10 Å)/Pt(45 Å) film, this leads to Hcross=480 Oe and 370 Oe, respec-
tively. Assuming H center

top = (σ/w MS) (∼150 Oe for w=500 nm and ∼75 Oe for
w=1 μm), we deduce an intrinsic pinning field Hp∼300 Oe which is consistent with
the value found in our virgin films with tCo=0.1 nm. Note that the edge defects may
not play any role provided the two input corners of the Hall cross are the same.

7.6 Current Induced DW Depinning

Manipulating DW in nanodevices has the potential to become a key underlying
technology for non-volatile memories, HDs, sensors, and logic circuits. However,
the generation of magnetic field in nanodevices is a very challenging technologi-
cal issue. One means of circumventing this problem, is to use spin-transfer torques,
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which lead to considerable design simplifications because the currents involved are
passed directly through the DW. This a very appealing concept, but maybe the more
exploratory one compared to other MRAM propositions. Building on Berger’s pio-
neering work [63–65], the understanding of the mechanisms behind current induced
domain wall motion remains a challenging problem. Particularly, the origin of the
threshold current Jth (∼107 A/cm2) to move DW is still unclear. Previous measure-
ments of current-driven DW motion in wires have mainly used in-plane magnetized
wires having a 3D Neel-type DW configuration [18–23, 25, 27–31, 33–35]. Since
the DW width is large (∼100 nm), these experiments are expected to have investi-
gated only the “adiabatic” limit where the spins of electrons follow the local magne-
tization [17]. Using narrow DWs created in thin films with perpendicular magnetic
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anisotropy (PMA) is expected to increase the ST efficiency due to the contribution of
the non-adiabatic term (the so-called β term) [14]. For strong pinning and/or narrow
DWs, theories also predict that the threshold current is determined by the pinning
potential [17]. In this Section, I will describe our recent work on the mechanisms
of DW motion driven by a polarized current in wires with PMA. Particularly, I will
discuss the underlying origin of the threshold current Jth that is of crucial interest
for low current applications to memory devices.

For this study, our films are textured F1/Cu/F2 spin valves with F1 and F2 both
exhibiting PMA. F1/Cu/F2 consist of a [Co(0.5)/ Pt(1)]4/ Co(0.5)/ Cu(6)/ Co(0.5)/
Pt(3) multilayer grown on a high quality Si/ Si3N4/ Pt(1)/ Au(20)/ Pt(5) (thicknesses
given in nm) buffer layer. F1 acts as the reference layer due to the higher PMA of
the [Co/Pt] multilayers (∼2.107 erg/cm3), while the free layer F2 having a single
Co/Pt interface exhibits a lower PMA (∼6.106 erg/cm3). Our sample geometry is
depicted in Fig. 7.18a. We have used the extraordinary Hall effect (EHE) to detect
DW motion inside a magnetic Hall cross (contacts E–F). The small GMR (0.1%)
was only used here to monitor the motion of the DW from the reservoir to the Hall
cross (contacts C–G). The GMR and EHE have been measured using a high sensi-
tivity ac (∼10μA) Wheatstone bridge with the magnetic field H applied perpendic-
ular to the film. Because of the dipolar field Hd generated by the hard layer whose
magnetization is pointing down here, the net perpendicular field in the free layer is
Hfre=H+Hd with Hd= −140 Oe.

In order to study the effect of a dc current on pinning, we used the artificial pin-
ning potential obtained at the center of a 200×200 nm2Hall cross due to the bend-
ing of the DW as described in Section 7.5.2. The total pinning field corresponding
to position (2) in Fig. 7.18b is found to be (Eq. 7.22) Hcross(center)=400 Oe with
Hp=100 Oe and H center

top = 300Oe as measured by the field dependence of the pin-
ning time τ(H). Note that Hp is quite low as a result of using textured samples grown
on Si/SiO2 substrates at room temperature instead of epitaxial ones. The device is
first prepared with a DW frozen at position (2) in the Hall cross, and then the current
I is increased by steps of 0.1 mA over time intervals of Δt≤1 s. The depinning of
the DW in the Hall cross is monitored from the value of the EHE resistance. Figure
7.18c–e shows the EHE resistance as a function of the dc current for net fields Hfre=
−10, −40, and −60 Oe in the free layer. For a positive current above a critical value
Ith+(Hfre), the DW abruptly moves from position (2) to position (4) (exit of the Hall
cross), which corresponds to a distance of ∼90 nm. When the field is increased, Ith+

is reduced and the dependence of Ith+ on Hfre≤0 is given by a monoatomic variation

Ith(H f re) = Ith(0)[1 − H f re/H0] (7.24)

where Ith+(0)=3.6 mA and H0= −95 Oe. This corresponds to a low critical cur-
rent density at zero field of Jth(0)∼1.107 A/cm2. For a negative current exceeding
Ith-(−10 Oe)= −2.9 mA, the DW moves in the opposite direction, from position
(2) to (1), over a smaller distance of ∼20 nm, against the pressure exerted by the
net field. This behavior has been observed for net fields −20 Oe<Hfre<0 Oe. By
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done by increasing the
current from I=0 to
I=±3 mA and then reducing
it to I=0, with a DW initially
pinned at position (2). The
negative (closed symbols) and
positive (open symbols)
current measurements have
been realized independently.
The states (1) to (4) refer to
the positions in Fig. 7.18b.
The small Joule heating
contribution has been
subtracted

increasing the field up to Hfre= −40 Oe, a negative current up to a limit of −3 mA
has no effect, whereas at Hfre=−60 Oe, the DW once depinned by a negative cur-
rent moves over a distance of ∼45 nm (position (3)) in the direction of the field
pressure, as one might expect due to the larger net field opposing negative current-
driven motion. The depinning time as a function of the net field Hfree and current
density J is found [25] to follow an Arrhenius law

τ (H f ree, J ) = τ0 exp
[
E(H f ree, J )/kB T

]
(7.25)

where E(Hfre,J) is the energy barrier given by

E(H f ree, J ) = 2MS V
[
HP − (A/2MS V )J − H f ree

]
(7.26)
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and A is a parameter related to the spin transfer mechanism and V is the activation
volume. This expression simply shows that in this thermally activated regime, the
depinning threshold is simply governed by Hp−HJ where

HJ = (A/2MS V )J (7.27)

is an effective perpendicular field due to the polarized current opposing Hp (here
A/2 MSV∼20 Oe/106 A/cm2).

In order to study the influence of the pinning field Hp on the threshold current
Jth, we have artificially controlled the strength of the pinning field Hp by varying the
width w of a Hall cross (0.2, 0.5 and 1μm) in the same Co/Pt sample [32]. Under the
influence of the critical current density Jth, the DW is always depinned from the cen-
ter to the output of the cross in the same direction as the electron flow. Figure 7.19
shows that the threshold current Jth decreases when reducing Hp, leading to a value
of Jth ∼5×106 A/cm2 for the lowest Hp. This shows that the threshold current den-
sity strongly depends on the strength of the pinning. Interestingly, it should be noted
that by extrapolating the linear behavior to Hp=0, we find Jth∼0.
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Fig. 7.19 Critical current
density Jth to depin the DW
from the center of the Hall
cross as a function of the
pinning field Hp

Despite a much stronger pinning in our devices with PMA, we measure a crit-
ical current density Jth∼107 A/cm2 similar to the lowest value found for in-plane
magnetized metallic wires [18, 33]. This indicates in our case a much higher effi-
ciency of the current-induced force on the DW. We want to emphasize two different
possible reasons to explain this feature. On one hand, the dependence of Jth on Hp

is consistent with the theoretical prediction of the presence of a non-adiabatic con-
tribution (β term) [17]. Due to the presence of very narrow DWs, it is expected
that this contribution is much higher in our films with perpendicular anisotropy.
On the other hand, in previous experiments, the critical current density has been
determined from observation of 3D Neel walls motion on a micron scale and in
the m/s velocity range, leading to critical current values above the real threshold
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depinning current Jth. Conversely, in our measurements, the current does not drive
the wall over a long distance, but rather depins a static 1D DW in presence of ther-
mal fluctuations below Jth and displaces the wall between two metastable states. One
striking feature is that these two regimes involve quite distinct dynamical magne-
tization processes. Recent theories have confirmed [14, 17] that spin momentum
transfer can drive for J>Jtd, a steady motion of the DW by continuous preces-
sion of the DW magnetization. In this precessional regime, the complicated spin
structure of a 3D-Neel wall can be transformed by a current, inducing a reduction
of the spin transfer efficiency [27]. In addition, as for the viscous regime under a
magnetic field, the spin momentum transfer might be strongly reduced by damping
through, for example, excitations of spin waves as invoked in Ref. [22]. Conversely,
in our simple 1D DW case, for current induced forces below Jth, the DW motion
proceeds by thermally activated jumps over energy barriers. In this quasi-static
regime for which the pinning potential landscape plays the major role, the 1D DW
structure is very rigid and unlike a precessional motion regime damping processes
are not relevant. As a consequence, the spin transfer efficiency is expected to be
higher.

Finally, note that here a current density of 106 A/cm2 is qualitatively equivalent to
a magnetic field HI of ∼20 Oe. This is quite a huge effect but the efficiency is still
not sufficient if one wants to depin a high thermally stable DW from an artificial
pinning position where Hp>>100 Oe. Also, preliminary results in our group in
Co/Ni spin valves indicate that it is not possible to move a DW on a large scale
(>10 μm) using a current only as a consequence of the presence of strong pinning
sites as those shown in Fig. 7.12 where Hp∼320 Oe.

7.7 Conclusion

This chapter has covered the current understanding of DW propagation along pat-
terned wires with ultra-thin films with perpendicular magnetic anisotropy. These
films exhibit very narrow domain walls that interact strongly with pinning defects,
such as intrinsic defects from the virgin films or defects introduced by the patterning
process. This interaction leads to uncontrollable and stochastic behavior. The real-
ization of nanodevices with a very low distribution of pinning centers together with
well-controlled artificial pinning potential is the prerequisite to control very accu-
rately DW motion for future applications. DWs in wires with PMA can be move
on short distances with a high efficiency using a polarized current. This ability to
manipulate DW in high-anisotropy magnetic elements is a promising way of extend-
ing the scaling of spintronic devices down to the nanometer scale. However, there
remain important challenges to overcome. Among these are the demonstration of
low current density while maintaining a high enough thermal stability and high DW
velocity. The next steps involve a further understanding of the origin of the β term
contribution as well as the way to improve efficiency by exploring new materials and
heterostructures.
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Chapter 8
Magnetic Nanowires for Domain Wall Logic
and Ultrahigh Density Data Storage

R.P. Cowburn

Abstract Spintronics describes the concept of attempting to use both the charge
and the spin on the electron in microelectronic devices [1, 2]. One of the most
highly sought after functionalities in microelectronics is non-volatility, i.e. the abil-
ity to retain memory even when power is removed. This is particularly true as the
popularity of mobile electronic communication and computing devices grows. In
principle, ferromagnetic materials could provide this functionality, due to the hys-
teresis, and hence memory, that accompanies most ferromagnets. Unfortunately, no
suitable room temperature ferromagnetic semiconductor material has yet been iden-
tified [3]; the most common ferromagnetic materials are metals. The aim of this
research has been to see how far we can push the properties of basic ferromag-
netic metallic alloys, which are usually considered to have relatively simple mag-
netic and electrical properties, towards highly functional devices which mimic and
complement the digital logic functions and non-volatile data storage functions of
semiconductor microelectronics. Using the concept of the domain wall conduit, we
show how information can be represented, moved, processed and stored in networks
of ferromagnetic nanowires.

8.1 Domain Wall Propagation and Nucleation

All of the devices described in this chapter are based upon magnetic nanowires
made from the common ferromagnetic alloy Permalloy (Ni80Fe20). Magnetic
nanowires are nanometer-sized magnetic structures which are artificially fabricated
using laboratory-scale versions of the lithographic techniques commonly used in
microchip manufacture. In particular, the work in this chapter uses either elec-
tron beam lithography (EBL) or focused ion beam (FIB) milling [4]. A typical
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process will involve the deposition of a thin magnetic film, either using thermal
evaporation or sputter deposition and the exposure of a computer-generated pat-
tern by rastering either a focused electron beam (EBL) or a focused gallium ion
beam (FIB). A development and pattern transfer step then transfers the exposed
image into the deposited magnetic metal. The ability to create high-definition
shapes of precisely the designer’s choice is extremely important, since the under-
lying principle at work throughout this research is that magnetic properties may
be artificially modified by changing the shape and size of the nanostructure. This
principle is not commonly seen on the macroscopic scale: the coercivity and
the anisotropy of a bulk material are usually intrinsic properties which do not
depend strongly on the shape of the sample. On the nanometer scale, however,
the local demagnetizing fields are of comparable strength to the exchange fields
(the quantum mechanical interaction responsible for ferromagnetism). A rich inter-
play results which leads to magnetic properties being strongly dependent on shape
and size.

Magnetic properties throughout this chapter are measured using a high-
sensitivity laser probe [5] based on the Magneto Optical Kerr Effect (MOKE) [6].
The Kerr effect causes the polarization state of light to be slightly modified when it
is reflected from a magnetic surface by an amount that is proportional to the compo-
nent of magnetization in a given direction. Although the polarization rotations are
small (typically 0.1◦ if all of the light is focused onto magnetic material, and pro-
portionately less if the nanostructure is smaller than the focused beam size), MOKE
is an excellent highly localized magnetometry.

Figure 8.1 shows an example of a magnetic nanowire that behaves as a so-called
domain wall conduit. The nanowire is made from 8 nm thick Permalloy and is fab-
ricated by electron beam lithography. One sees two hysteresis loops measured from
the nanowire using the MOKE magnetometer described above. We apply a mag-
netic field which is oriented along the wire axis for most of its sweep, but which
rotates to 45◦ towards the extrema of the loop. This guarantees the starting magneti-
zation state in both arms of the L-shaped nanowire as the applied field sweeps back
towards zero. We generate such an applied field sequence by controlling the current
in two pairs of coils which apply fields in the X- (nanowire axis) and Y-(transverse)
directions. If, as in the upper hysteresis loop, we choose the relative signs of the
X- and Y-fields such that the 45◦ pulse is tangential to the corner of the L-shaped
nanowire, then no domain wall exists in the wire and so the coercivity corresponds to
a nucleation-limited reversal. In this case, we measure a coercivity of 205 Oe, which
we define to be the nucleation field, Hn. If we now reverse the sign of the y-field,
the 45◦ pulse becomes perpendicular to the corner, resulting in a single domain wall
being created there. The coercivity is now defined as the propagation field, Hp, since
reversal in the main length of the wire is achieved simply by pushing that already-
created domain wall around the corner and along the wire. Remarkably, we find in
the lower hysteresis loop a value of just 3 Oe for Hp. The coercivity of the nanowire
has been modified by a factor of 65 simply by the presence of absence of a single
domain wall.
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Fig. 8.1 Domain nucleation and domain wall propagation in a 120 nm wide, 8 nm thick Permalloy
nanowire

8.2 Domain Wall Conduits

When the ratio between Hp and Hn is substantial, we describe the magnetic
nanowires as domain wall conduits. This is because if one applies a magnetic field H
in the range Hp<H<Hn, then the nanowire will accept any domain wall introduced
to it and propagate it along the wire, but will not reverse if no domain wall is given.
For the nanowires shown here, this range is very large (any field between 3 Oe and
205 Oe in the case of Fig. 8.1 will result in domain wall conduit behaviour). There is
thus a parallel between electrical conductors and domain wall conduits: an electrical
conductor transports the electrical potential applied at one end to the other by a flow
of electrons; a domain wall conduit transports the magnetization direction applied
at one end to the other by the flow of a single domain wall. Interestingly, electrical
conduction results in losses due to the resistance of the conductor; the potential at
the far end will always be slightly different to the potential at the near end. Although
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there are also losses in the transport of a domain wall through spin wave emission
by the wall as it moves, these energy losses are exactly compensated by the energy
absorbed from the externally applied magnetic field, H. The externally applied mag-
netic field therefore has a parallel to a power supply, and the domain wall conduit
should be considered as being an active component that can draw on that power
supply, rather than the simpler passive 2-terminal component that is an electrical
conductor. The propagation field is loosely analogous to a contact potential: it is
the offset field which must be overcome before domain wall conduction will occur.
The nucleation field is loosely analogous to breakdown: it is the strength of field at
which the magnetization state of the domain wall conduit no longer relates to the
input, but it is overridden by the externally applied magnetic field or power supply.

Domain wall conduits allow us to propagate magnetization states from one place
to another, and so for spintronic applications it is natural to assign those magnetiza-
tion states to Boolean states, allowing us to move information. We define a Boolean
‘1’ as being when the magnetization direction is parallel to the direction in which
information flows, and a Boolean ‘0’ as being when the magnetization direction is
anti-parallel to the direction in which information flows.

There is an additional complexity in propagating information through nanowire
domain wall conduits, caused by the vector nature of magnetization. Figure 8.2
demonstrates the problem. Suppose we wish to propagate a data sequence made
up of 1s and 0s. Domain walls in nanowires carry a magnetic charge, due to the
divergence of magnetization which occurs at the wall. Walls that lie between the two
heads of the magnetization arrows are called ‘head-to-head’ domain walls and carry
a positive charge (since the magnetization has a positive divergence in the vicinity
of the wall). Conversely, walls that lie between the two tails of the magnetization
arrows are called ‘tail-to-tail’ domain walls and carry a negative charge. When a
magnetic field is applied to the domain wall, positive walls move in the direction of
the field, but negative walls move against the direction of the field. Consequently,
any data pattern that is more complex than simply all 1s will not propagate correctly;
rather, the 1s will expand and annihilate the 0s.

+
+

–
–

+
+

H

M M M M

Fig. 8.2 The problem of propagating a data pattern in a nanowire under an externally applied
magnetic field, H. The white arrows show the direction of motion of the different domain walls

What is required is some form of shift register which can be used to pump
both head-to-head and tail-to-tail domain walls in the same direction. One possible
approach to solving this problem is the use of spin-momentum transfer, in which
a spin-polarized electrical current is used to drive the domain walls through the
nanowire [7–10]. Spin-momentum transfer through a domain wall does not depend
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upon the sign of the charge carried by the wall, and so all walls move in the same
direction. However, this phenomenon is relatively weak and is not yet well under-
stood. While it may provide an interesting solution in the future, at this stage we
wish to find a way of using externally applied magnetic fields to pump the data. In
particular, we choose to use devices that are constructed to operate within a globally
applied rotating magnetic field. This rotating field acts as power supply and clock
for all of the signals within a network of magnetic nanowires. Providing that the
magnitude of the field is between the propagation and nucleation fields of the wires,
the field serves to propagate domain walls around the network. This provides the
basic interconnect architecture. To realize a proper shift register (and indeed other
more complex logic functions), additional functionality must be created by careful
shaping of the nanowires themselves.

8.3 The NOT Gate and Shift Register Element

Figure 8.3 shows a nanowire domain wall conduit which has been shaped into a
cusp. See [11] for experimental detail. As the nanowire turns through the first quar-
ter cycle of the cusp, the magnetization attempts to remain parallel to the nearest
edge, in order to minimize its potential energy (the principle of shape anisotropy).
The magnetization therefore rotates with the cusp. During the second quarter cycle
of the cusp, the magnetization continues rotating, with the result that the magne-
tization on the input side of the cusp is 180◦ rotated with respect to that on the
output side. There are two consequences of this rotation. The first is that data
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Fig. 8.3 A NOT gate in a closed loop to form a synchronous ring oscillator. The bright white shade
is 5 nm thick Permalloy. Signal measurements are made by MOKE at the two positions I and II.
The device is bathed in an in-plane rotating magnetic field, one component of which is plotted
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values (as represented by the magnetization direction) have been inverted, i.e. we
have performed the Boolean NOT function. The second is that we have intro-
duced a synchronous delay of one half-cycle of the externally applied rotating field.
Wherever there is a synchronous delay in digital electronics, there is an associated
memory function and the possibility of shift register action.

The simplest way to test a NOT gate is by connecting its output to its input
and thus forming a ring oscillator, as shown experimentally in Fig. 8.3. While in
microelectronics this would result in a high-frequency oscillation, the frequency of
which would be determined by the propagation delay on the gate, the synchronous
nature of domain wall logic leads to a slightly different result. Figure 8.4 shows
the equivalent electronic circuit. The half-cycle synchronous delay associated with
propagating the domain wall through the cusp (or, put another way, because 1s
and 0s propagate half a clock cycle apart in this architecture, the output of the NOT
function must change half a cycle after its input) is shown as a T/2 delay, where T is
the period of the rotating field. Additionally, there is a further delay of T due to the
synchronous way in which the domain walls will move through the loop connecting
the output to the input. The total loop time is therefore 3T/2, which simple analysis
shows will lead to a self-sustained oscillation with a periodicity of 3T.

T

T/2

D

Fig. 8.4 The equivalent
electronic circuit for the
synchronous ring oscillator
shown in Fig. 8.3. The square
blocks are delay elements; T
is the periodic time of the
rotating magnetic field

Figure 8.3 shows the result of measuring the magnetization on firstly the input
arm I and then the output arm II of the NOT gate using the MOKE laser spot while
the entire chip is bathed in a rotating magnetic field. All of the expected features are
visible. There is a half clock cycle delay between the rising edge on the input of the
gate and the corresponding falling edge on the output of the gate. The periodicity
of the result is also seen to be three times the rotating field frequency, as expected.
Although in this experiment we do not see the domain wall directly, the response
periodicity of 3T is the signature that everything is functioning correctly. See [12]
for direct magnetic force microscopy images of the domain wall moving around the
loop and through the gate.

Figure 8.5 demonstrates the ability to concatenate 11 NOT gates to form a serial
shift register [11]. The measured circuit response shows a periodicity of 13T (T is
the periodicity of the rotating field). This is exactly what would be expected: there
is a loop delay time of 11/2 T due to the T/2 delay introduced by each of the 11
NOT gates, and then there is an extra T delay for the closed loop, making a total
loop delay of 13/2 T, and hence an oscillating periodicity of 13T. Note in particular
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Fig. 8.5 Eleven NOT gates connected to form a serial shift register. A MOKE measurement at
the asterixed point shows a synchronous oscillation at 1/13th of the rotating field frequency (one
component of which is plotted)

that both positively charged head-to-head and negatively charged tail-to-tail domain
walls are circulating in the same direction around the loops of Figs. 8.3 and 8.5
Unlike the simple case of Fig. 8.2, the propagation direction is determined by the
NOT gate/shift register elements (and the relationship of the sense of their cusp to
the sense of the externally applied rotating field) and not by the magnetostatic charge
on the domain wall.

By extending the central stub of the NOT gate, an interim copy of the data held
in the gate can be accessed. This allows a variation on the shift register theme to
be formed, namely a serial-in-parallel-out (SIPO) shift register. Figure 8.6 shows
an example of a ring oscillator connected to a SIPO shift register formed from a
chain of NOT gates with accessible stubs. The ring oscillator in this case is simply
providing a convenient signal to trace through the shift register. The shift in the
MOKE signal as we move the laser probe from one nanowire to the next shows the
correct operation.

The twists on the end of the nanowires perform an important role by preventing
domain walls from reflecting and re-entering the system. Depending upon the pre-
cise shape of the end of a nanowire, a domain wall may or may not annihilate. If it
does not annihilate, it will be back-propagate half a clock cycle later and may inter-
fere with the correct operation of the logic gates. If annihilation at the end of the
conduit cannot be guaranteed, the conduit can be correctly terminated by ensuring
that there are two 90◦ corners between its end and the final logic element. The 180◦

turn forms what we refer to as a ‘domain wall black hole’: should a domain wall
enter into it and not annihilate at the end, the rotating field will be unable to back-
propagate it through the double corner, since these corners are of the wrong chirality.
In the rotating field scheme, whatever goes into a black hole never re-emerges.

We have concentrated here on describing how nanowires can be shaped to per-
form shift register action. We have found that other logic functions are also possible.
In particular, an AND gate has been demonstrated, as well as a fan-out structure and
a cross-over structure. These are described more fully in reference [13].
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Fig. 8.6 A four-stage serial-in-parallel-out shift register nanocircuit which uses the central stub of
the NOT gate to replicate the input signal

8.4 Data Input–Output

The recently developed technology of magnetic random access memory (MRAM)
[14] has already solved most of the engineering issues involved in interfacing
between a soft ferromagnetic layer and an underlying CMOS system. Specifically,
in MRAM, data writing is achieved by passing an electrical current through a con-
ductor placed close to the magnetic element, allowing the magnetic field generated
around the current to nucleate a reverse domain in the magnetic nanostructure. Data
reading is achieved by the use of a magnetic tunnel junction (MTJ) [15] in which
the electrical resistance of two magnetic layers separated by a thin film of insulator
is found to depend strongly on the relative magnetization directions. By fixing the
magnetization direction of one layer, it becomes a reference against which the mag-
netization direction of the other layer may be measured. Signal levels large enough
to interface directly to CMOS transistors are achieved by this method. We intend
to piggyback off these developments for interfacing signals between the magnetic
system and the conventional electronics. Domain wall logic can be considered as an
extension to MRAM. In MRAM, the data storing magnetic layer is very simple and
is only used to store a single bit of information. The concepts developed in magnetic
logic can be used to extend the functionality of that storage layer, allowing data to
be processed as well as stored.

We have developed an alternative data input method which may be important
if 3D structures are implemented in domain wall logic. One of the major limita-
tions to creating ultrahigh density 3D microelectronic circuits is the cost of making
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connections to the multiple layers. A useful strategy for realizing the ultrahigh data
density of 3D structures without increasing the cost is to attempt to find a way in
which the input and output to the 3D structure is maintained in two dimensions.
Figure 8.7 shows a device we have developed which allows this to be done with
domain wall logic. See reference [13] for further experimental details. The figure
shows a chain of eight NOT gates, where one gate has had its central stub enlarged.
This reduces the shape anisotropy in that stub and hence reduces its nucleation field
a little. Consequently, if the globally applied rotating magnetic field is modulated in
amplitude slightly, it is possible to cause nucleation in the NOT gate with the elon-
gated pad, thus forcing its data state to the direction of the global field. Importantly,
the strength of modulation needed to achieve this is not so strong as to lie outside
of the operating margin of all of the other gates in the chain, and so they continue
to work normally. Thus, by modulating the global field, we can write data directly
into the serial shift register and then shift that same data throughout the rest of the
shift register. In this case, the globally applied rotating magnetic field is not only
serving as a power supply and clock, as it does in all other domain wall circuits,
but also acting as a serial input data channel. Figure 8.7 shows a working demon-
stration of this experiment, where we have written the data sequence 11010 into the
shift register by modulating the rotating field. This writing sequence is applied only
once. An hour later, we then begin cycling the rotating field without modulation
and use the MOKE laser probe to read the serial data circulating around the shift
register. We see the sequence 11010 repeatedly, as it goes around the circular shift
register. We have thus succeeded in injecting data into the nanoscale storage ring,
even though the source of field modulation was 1 cm away from the chip itself. As a
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Fig. 8.7 A serial shift register formed from eight NOT gates, with the central stub of one NOT gate
enlarged to form a data input element. The data sequence 11010 is written into the shift register
by modulating the rotating magnetic field. The signal traces show the recovered data sequence
circulating around the shift register, as well as a flat trace showing the result when the writing
sequence is not performed
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control experiment, we show also in Fig. 8.7 a straight trace, obtained during read-
ing when the 11010 sequence had not been previously written. The reasons that we
do not see a 10T periodic signal as might be expected based on earlier results is that
there is an even number of NOT gates in this loop, which prevents it from acting as
a ring oscillator.

This result is significant because it demonstrates the ability to write data into
nanoscale storage rings from a distance. This immediately opens up the possibility
of a 3D data storage cube, in which all magnetic field generation and sensing is
performed on the bottom CMOS layer, but where data can be remotely targeted to
specific parts of the 3D volume simply according to where one places the NOT gate
with the enlarged stub [16]. Such a device would have the storage density of a 3D
device but the fabricational cost structure of a 2D device. This idea will be explored
further later in this chapter.

8.5 Using the Chirality of the Transverse Domain Wall

So far in this chapter, it has been the magnetization direction of the domains sep-
arated by the domain walls that have been used to represent data. There is, how-
ever, a further degree of freedom accessible in these domain wall conduit structures,
namely the chirality of the domain wall itself. Figure 8.8 shows a schematic of
the transverse domain walls that are expected to exist in such nanowires [17]. The
magnetization in the centre of the domain wall points is seen to point at 90◦ to the
nanowire axis. However, there are two possible states: it may turn clockwise or anti-
clockwise, leading to two different chiralities of transverse domain wall. In a simple
nanowire, these two states are energetically degenerate and could possibly be used
to code data. The V-shape that is seen in the centre of the domain wall is coupled to
the transverse magnetization direction and is not an independent degree of freedom.

Using the chirality of the transverse domain wall to code data is interesting
because it separates the data value from the direction of the force that an external

Fig. 8.8 The two chiralities of transverse domain walls in magnetic nanowires
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field applies to a domain wall. We have already discussed how head-to-head and
tail-to-tail domain walls respond oppositely to an applied magnetic field, leading to
the need for shift register structures if data are to be propagated unidirectionally.
In contrast, there is no dependence of the way that the domain wall responds to an
external field on the domain wall’s chirality. Shift register structures will still be
needed using chirality coding since both head-to-head and tail-to-tail domain walls
will still be present, but they may become simpler since the charge on the wall (i.e.
head-to-head or tail-to-tail) can become predictable and independent of the data
value being carried.

In order to use the domain wall chirality, two key questions need to be addressed.
The first is how stable is the chirality. It is known that in general when a domain
wall moves quickly, the direction of magnetization in the centre precesses [18]. In
the ribbon geometry of our nanowires, this precession takes the form of occasional
nucleation of an anti-vortex at one end of the wall, followed by the propagation of
the anti-vortex along the length of the wall, resulting in a 180◦ reversal of the trans-
verse part of the magnetization [19]. We have performed a number of experiments
to determine the distance that a domain can move on average before such reversal
occurs. Figure 8.9 shows an example of the one of the experimental structures. The
domain wall is nucleated (with known chirality, depending on whether the ‘P’ struc-
ture or the ‘AP’ structure is fabricated) at the corner of the wire in the same fashion
as in Fig. 8.1. The wall then runs a certain distance before it meets a cross arm.
The cross arm acts as a chirality filter. We find that if the transverse component of

Fig. 8.9 SEM image of an L-shaped nanostructure with a cross at a distance d from the corner
(the lower part of the transverse arm extends 5 μm below the cross); the position of the MOKE
measurement is indicated by the dashed ellipse. Insets: (P) left to right: first half of field sequence
(black arrows) for L-shaped nanostructure, and schematics indicating magnetization configurations
in the absence of chirality reversal. (AP) First half of field sequence for C-shaped structure. The
labels P and AP indicate that the DW is created with core magnetization initially parallel or anti-
parallel to the magnetization in the transverse arm
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the domain wall magnetization lies parallel to the magnetization in the cross arm,
then the domain wall is able to pass across the arm relatively easily. If, conversely,
the transverse component of the domain wall magnetization is anti-parallel to the
magnetization in the cross arm, the domain wall is heavily repelled and is unable to
pass. The cross arm thus acts like an analyzer for domain wall chirality. By putting
the MOKE probe on the right-hand side of the cross, we can probe the chirality of
the domain wall at the instant it arrived at the cross: one chirality leads to switching
of the nanowire to the right of the cross, the other chirality does not. This is a very
powerful experimental technique as it effectively amplifies the number of spins that
need to be detected: the magnetization in the entire nanowire to the right of the cross
arm is much larger than the magnetization in the core of the domain wall itself.

Figure 8.10 shows a summary of the results. For structures that have a distance of
1 μm or less between the starting point and the analyzer, the domain wall is found
to be transmitted through the cross 100% of the time, i.e. the chirality of the domain
wall was preserved. For distances greater than this, there is a finite probability of
the chirality reversing. We can thus define a coherence length for the chirality, i.e. a
distance over which the chirality is predictable. Figure 8.10c shows measurements
of this coherence length as a function of applied field strength. An interesting feature
of these experiments is that we find that the coherence length is reset every time the
domain wall passes through a cross. Figure 8.11 shows a nanowire that has been
periodically patterned by crosses to form a comb structure. We find that the domain
wall is able to propagate all the way to the end of the wire (and indeed backwards

Fig. 8.10 (a) Number of structures showing each type of switching pattern as a function of dis-
tance, d, for both P and AP cases as shown in Fig. 8.1. Black: switching corresponding to the DW
reaching the cross with the chirality set by the initial field pulse; gray: switching corresponding
to DW reaching the cross with the opposite chirality; white: double transition. Chirality rever-
sal is not observed for d ≤ 1 μm. (b) Typical MOKE loops, vertically offset for clarity. (i, ii)
MOKE loops showing single transitions at HT and HN. (iii) MOKE loop showing double transi-
tion. (c) Measured coherence length, L, as a function of field
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Fig. 8.11 Comb structures.
(a) SEM image of left-hand
part of comb structure with
cross spacing s = 250 nm. (b)
Schematic of L-shaped comb.
(c) Schematic of U-shaped
comb. The position of the
MOKE measurement is
indicated by the dashed
ellipse

and forwards many times) without any chirality flipping, because each cross acts as
an error corrector, suppressing any chirality reversal that was about to occur. Thus,
although chirality is not perfectly stable, careful design of the nanowire structures
does allow it to be used as a predictable vector for data.

The second key question has already been touched on in the previous paragraphs
and concerns how easy it is to manipulate and control the chirality of a domain wall.
The cross structures used in the previous experiment give one example of chiral
control and filtering. Figures 8.12 and 8.13 give a related example in which a high-
efficiency domain wall switch is presented. We find that a T-stub interacts even more
efficiently with the chirality of the domain wall, largely because both the direction
of the transverse magnetization within the wall and also the shape of the V-structure
contribute to the discrimination between chiral states. We find that when the chirality
of the domain wall is such that the transverse magnetization is parallel to the T-stub
magnetization, the domain wall is able to pass through the gate with virtually no
increase in propagation field; when anti-parallel, the field to transmit through the
gate becomes greater than or equal to the nucleation field of the wire, i.e. there is
perfect discrimination between the two chiral states. Such a highly discriminating
structure could form the basis of a number of new spin-dependent devices that work
with the domain wall chirality.
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Fig. 8.12 Secondary electron image by FIB irradiation of a 200 nm wide Permalloy structure with
a DW gate at its middle. Ellipses A and B show the two positions of the laser beam during MOKE
measurements; the double arrows show the directions HP reset and HAP

reset. Bottom: schematics
illustrating the field sequences used to measure the switching properties of the structures. Ia, b,
illustrate the creation and displacement of a head-to-head domain wall in the parallel configuration;
IIa, b, show the anti-parallel configuration. The large arrows indicate the direction of the external
magnetic field, the narrow arrows show the direction of the magnetization in the nanostructure,
and the dotted arrows show the direction of displacement of DWs

Fig. 8.13 Horizontal field
Hx (a) and MOKE traces
(b, c) measured after the gate
when the magnetization in the
core of the incoming DW is
(b) parallel to the
magnetization in the gate and
(c) anti-parallel. The DW is
created during the negative
part of Hx and pushed
towards the trap during the
positive part. The upper
dotted line indicates the
transmission field for parallel
configuration, the lower
dotted line for anti-parallel
configuration
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8.6 Potential Applications of Domain Wall Logic

Domain wall logic is not a contender for a wholesale replacement of CMOS micro-
electronics. CMOS is a highly mature technology with many advantages, and still
has many years of scaling available to it. However, a strong trend in microelectron-
ics which is expected to apply to the relationship between CMOS and many other
areas of nanotechnology in the future is to combine multiple technologies on a sin-
gle platform: the System on Chip (SoC). Mature economies usually break into a
large number of specialists each doing what he or she does best. The same princi-
ple applies to complex microelectronic devices. In this context, domain wall logic
brings another item to the menu of available technologies. So what does domain
wall logic do well?

• It gives high level of functionality to relatively simple structures. To implement
shift register in CMOS would take several transistors; domain wall logic achieves
it simply by bending a nanowire into a cusp.

• The power dissipation per logic gate is extremely low. Microelectronic engineers
usually measure dissipation from a gate by the power-delay product, that is to
say the product of how much power is dissipated multiplied by how long the gate
takes to process a single function. The units of this quantity are energy, corre-
sponding to the energy dissipated during the evaluation of the function performed
by the gate. CMOS’ power-delay product depends upon the size of the devices.
In order to compare like with like, we therefore take the 200 nm minimum fea-
ture size CMOS value of 10−2 pJ [20]. On very general magnetic grounds, we
can say that an upper bound for the power-delay product for domain wall logic is
2MsVH, where Ms is the saturation magnetization of the magnetic material, V is
the volume of magnetic material in a gate and H is the amplitude of the applied
field. Applying the parameters for a typical 200 nm domain wall logic gate gives
10−5 pJ, i.e. 1000 times lower than the equivalent CMOS device. Because of
the inefficiencies inherent in the generation of high-speed magnetic fields (see
above), this does not necessarily mean that domain wall logic chips will not con-
sume much power. What it does mean, however, is that the waste heat will be
generated from the global field generator and not from the logic devices them-
selves. This is of particular relevance if one comes to stack the devices into 3D
neural-like circuits. The two key technical difficulties to doing this in CMOS
are (i) distributing the power and clock to everywhere inside the volume of net-
work; (ii) extracting the waste heat from the centre of the network so that the
device does not melt. We believe that domain wall logic is an excellent choice of
primitive for 3D architectures.

• Non-volatility comes as standard. In a world of mobile computing and portable
(or even wearable) devices, the concept of ‘instant-on’ is becoming increasingly
important. Users accept that devices cannot be expected to operate when there is
no power. However, as soon as power becomes available, users want the device
to be ready, and not have to undergo a long boot process, or to have forgotten
what it was doing when the power last failed. Since there are currently very
few non-volatile memory technologies available which can be embedded directly
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into CMOS, a data transfer process is usually required between a high-speed,
volatile memory register in the heart of the CMOS logic and an off-chip low
speed, non-volatile store where the state variables of the system are stored. With
domain wall logic, all of this becomes redundant. Providing that the rotating
field is properly controlled so that it stops gracefully as power fails and does
not apply intermediate levels of field leading to data corruption, the domain wall
logic circuit should simply stop and retain all of its state variables. As soon as
the power returns, the logic continues from where it left off.

• Domain wall logic can make use of redundant space on top of CMOS. Because
no complex heterostructures are required, the logic elements can sit in a single
layer fabricated as a Back End Of Line process after the CMOS has been laid
down. This can improve the efficiency of the underlying CMOS by farming out
some space-consuming task to the domain wall logic on top. Since this space was
never accessible to CMOS itself anyway, it all counts as a gain.

• Being metals, the basic computational elements of domain wall logic are auto-
matically radiation hard and so are suitable for use in space or in military appli-
cations.

• We have already demonstrated that domain wall logic is very good at forming
high-density shift registers. These could be used as non-volatile serial memory.
Serial memory is used for storing entire files, and so does not require high-speed
random access. The hard disk drive and NAND Flash devices (e.g. as used to
store the photographs in a digital camera) are examples of non-volatile serial
memory. Both of these devices are currently 2D in form. Shift registers made
from domain wall logic elements have the potential to be stacked into three
dimensions without incurring extra wiring complexity, since data and power can
be transmitted remotely through magnetic fields, as demonstrated earlier in this
chapter. In a hard disk drive, the data are stored as rows of magnetic domains, and
this would remain the same in a domain wall logic serial memory. What would
differ is that in a hard disk, the domains are mechanically rotated on their disk
underneath a static sensor, while in domain wall logic the domains themselves
would move under the action of an externally applied magnetic field along static
domain wall conduits, potentially stacked into an ultrahigh density 3D array.

The weaknesses of domain wall logic are (i) limited operational speed and
(ii) unconventional synchronous interconnect. Whether the latter should be regarded
as an advantage or a disadvantage is open to debate, since it is the same property
which makes domain wall logic so suitable for high-density serial memory. Never-
theless, interfacing with conventional design tools remains a challenge.

8.7 Conclusion

While bulk magnetic alloys usually exhibit very simple linear properties, structur-
ing on the nanoscale introduces more complex, non-linear behaviour which can be
used for a new generation of spintronic devices. In particular, the coercivity of the
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magnetic material, which is usually an intrinsic property in the bulk, becomes very
dependent on whether the magnetization reversal mechanism is limited by domain
nucleation or by domain wall propagation. We have demonstrated modifications to
the coercivity of as much as a factor of 65 simply by whether a domain wall is artifi-
cially injected or not. The huge ratio between the domain wall propagation field and
domain nucleation field that exists in magnetic nanowires has allowed us to intro-
duce the concept of the domain wall conduit, in which the nanowire can be consid-
ered to be a highly efficient conductor for domain walls. If information is encoded
by the domains, then domain wall conduits allow that information to be moved
around an arbitrary network, and the possibility of building computational devices
emerges. Furthermore, we have shown that by precisely modifying the shape of the
nanowire, we can exert control over the information and hence implement Booloean
gates. An alternative approach to information coding has also been demonstrated, in
which the chirality of the domain wall itself rather than its magnetostatic charge is
used to code data. In this case, propagation of data along nanowires is possible pro-
viding the coherence length of the chirality is respected. Very high-efficiency gates,
switches and filters can be implemented by intersecting nanowires in the shapes of
crosses or T-stubs.

We have discussed the strengths and weaknesses of domain wall logic when com-
pared against other mainstream digital technologies and concluded that like most
nanoscale devices, domain wall logic is not a one-stop replacement for all areas of
digital logic, but rather should be used selectively to perform the functions that it
does best. We have highlighted in particular the benefits of forming 3D shift reg-
isters from domain wall logic elements for the purpose of ultrahigh density data
storage.
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Chapter 9
Bit-Patterned Magnetic Recording: Nanoscale
Magnetic Islands for Data Storage

Thomas R. Albrecht, Olav Hellwing, Ricardo Ruiz, Manfred E. Schabes,
Bruce D. Terris, and Xiao Z. Wu

Abstract Bit-patterned recording shows potential as a route to thermally stable data
recording at densities greater than 1 Tbit/in2, provided that a number of challeng-
ing requirements can be met. Micromagnetic modeling of the write process shows
that high write-field gradient (>350 Oe/nm) and tight tolerances on island fabri-
cation and write synchronization (both in the range of ∼1 nm sigma) are required
for addressability (the ability to write a given island without detrimentally affect-
ing neighboring islands). Magnetically uniform islands are also required, with tight
island switching-field distribution (5−10% of Hk). We show that magnetic multi-
layer films with perpendicular anisotropy (e.g., Co/Pd multilayers and laminated
films of Co/Pd with other materials) are promising candidates for magnetic layer
deposition onto pre-patterned substrates. A suitable strategy for patterned media
fabrication begins with master pattern generation using electron beam lithography
to create chemical contrast guiding patterns for self-assembly; this approach pro-
duces higher quality and higher density patterns than e-beam alone. Patterns are
replicated over large volumes of disks by UV-cure nanoimprint lithography, fol-
lowed by etching of the substrate or magnetic layer. Integration of bit-patterned
media into a functional recording system requires write synchronization, in which
the timing of current switching in the write head is synchronized with the passage of
individual islands under the write head. Write synchronization may be implemented
using a sector synchronization system, in which the write clock is frequency- and
phase-locked to timing bursts read from the disk during periodic interruptions in the
writing process.
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9.1 Introduction

Magnetic recording, invented over 100 years ago, has played a key role in the
development of information storage technologies, including analog audio, video,
and digital data recording. Since the sale of the first magnetic hard disk drive by
IBM in 1956, the capacity and storage density, i.e., the number of bits per square
inch (bits/in2), have increased dramatically. The increase in density has required
continuous scaling of the components of the disk drive to ever smaller dimensions.
As a result of scaling, the head flies closer to the disk, write and read resolution
are increased, write fields and field gradients from the head increase, the recording
medium becomes thinner, the grains in the medium become both thinner and smaller
in diameter, and the medium coercivity is increased, all allowing for a growth in
areal density and a corresponding increase in data rate [1, 2].

Recording demonstrations at densities of 412 Gb/in2 [3] and 519 Gb/in2 [4] have
been reported on conventional perpendicular continuous granular media (CGM),
and system designs have been discussed for Tb/in2 densities [5–8]. This increase
in density has been achieved by scaling the grain size in the media with the bit
size, thus keeping the number of grains/bit approximately constant (not strictly true
in recent years) and maintaining a sufficient signal-to-noise ratio. In order to pre-
vent long-term signal decay caused by thermally activated magnetization reversal,
the magnetic anisotropy must increase with decreasing grain size. Ultimately, the
recording density will be limited by the inability of the head to reverse grains hav-
ing the required anisotropy for thermal stability.

Growth in areal density beyond the original predicted onset of superparamag-
netism has been made possible in part by new media incorporating exchange spring
structures [8]. These media have a lower anisotropy “capping” grain exchange cou-
pled to a higher anisotropy “storage” grain. The cap grain enables the reversal pro-
cess to proceed by in-coherent rotation and allows the writing of higher anisotropy
materials than otherwise possible. However, at some density, even this strategy is
likely to reach a limit, and a new recording paradigm may be required.

There are two approaches to enabling recording at densities beyond the reach of
conventional continuous granular recording (CGR). The first approach, known as
“energy-assisted recording,” involves assisting the head to write higher anisotropy
media, either by means of locally heating the bit [9] or by adding a radio frequency
magnetic field [10]. The high anisotropy enables small grains to be thermally stable,
and adding a new energy source to the head enables writing the bits. The second
class of approaches, the use of lithographically patterned media, uses heads similar
to those today but with radically different media, lithographically patterned media.
Two forms of such media have been proposed, discrete (or patterned) track media
and bit-patterned media (BPM) [11–13].

Discrete track media is a modified form of CGM, in which the magnetic film
has been lithographically patterned into tracks separated by nonmagnetic material
or empty gaps. In discrete track recording, the bit transitions along the track are
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still defined by the field gradient from the write head as in conventional CGR. This
chapter, however, will focus on the challenges for bit-patterned recording (BPR),
which will offer a larger density gain than discrete track recording. For BPM, each
bit is lithographically patterned to be one grain, or more precisely, one magnetic
switching volume (which may consist of a few strongly coupled grains), referred to
as an “island.” The magnetic energy KuV is thus no longer governed by the grain
volume but rather by the entire island volume. The anisotropy can thus be reduced
due to the increased magnetic switching volume to achieve both thermal stability
and writability at high density.

While BPR may be a route to thermally stable recording, such a recording system
differs substantially from a CGR system. For example, while signal-to-noise ratio
and data error rate in a CGR system depend on transition jitter which is strongly
affected by media grain (or cluster) size and distribution (as well as switching-field
distribution and write-field gradient), for BPR a major source of media noise is
patterning tolerances in the island fabrication process. Another striking difference
between CGR and BPR is the need for synchronized writing – synchronization of
the write clock to the passage of individual islands under the write head – in BPR,
which is not necessary for CGR.

General requirements for BPR and fabrication approaches for BPM have been
previously reviewed [13], and thus we will focus primarily on the foremost unre-
solved issues for developing a robust BPR system that may be applicable to future
disk drives.

In Section 9.2, the writing process for BPR is analyzed via micromagnetic mod-
eling, highlighting some of the key parameters and tolerances that need to be met
for addressability and thermal stability at 1 Tbit/in2 and beyond. In particular, a tight
island switching-field distribution is required, as well as high write-field gradient,
fabrication tolerances on the order of σ = 1 nm, and synchronization of the write
clock to within a small fraction of the island period.

Section 9.3 explores the challenges of creating magnetic films with properties
needed for BPR, including discussions of the feasibility of achieving the neces-
sarily tight island switching-field distribution, the measurement of switching-field
distribution, the effects of noise from trench material, and a method to eliminate
trench noise.

Sections 9.4 and 9.5 address the issues of BPM fabrication, showing how a com-
bination of top-down e-beam lithography and bottom-up self-assembly may provide
a method of producing suitable master patterns. Self-assembly plays a vital role
in producing high-quality patterns at island densities beyond the reach of e-beam
alone. Nanoimprint lithography and etching can be used for high volume pattern
replication on millions of disks.

Section 9.6 analyzes BPR system requirements for write synchronization and
proposes a practical implementation of a “sector sync” system. Also included are
experimental measurements of timing errors in working disk drives and how they
relate to the feasibility of the proposed implementation.
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9.2 Theoretical Perspective of Bit-Patterned Recording

This section gives a brief theoretical introduction to the physics of BPR. We want
to convey here some of the important differences between BPR and the more tra-
ditional continuous-granular recording (CGR). In this way, we not only show that
BPR is a candidate for recording at Tb/in2 densities but also identify some of the
novel challenges associated with BPR. As will become apparent in Sections 9.2.1
and 9.2.2, profound differences between CGR and BPR arise from the fact that the
write process of BPR needs to be synchronized with the fixed island geometry of
the media in order to give adequate addressability error rate. We will revisit the
topic of write synchronization in Section 9.6, where we discuss recent experimental
spin–stand data. A detailed analysis of the addressability error rate from micromag-
netic and analytical models has recently been given in reference [14], which will be
heavily used in the following pages. The areal density potential of BPR has been
discussed for various head/media combinations in reference [15].

9.2.1 Island Addressability in Bit-Patterned Recording

One of the fundamental differences between BPR and CGR stems from the fact that
BPR generally employs a write process that is synchronized with the fixed island
geometry, while CGR uses a write process that is asynchronous with respect to the
media grains [14]. Asynchronous writing on BPR has been considered via special-
ized signal processing techniques with insertion/deletion channels [16]; however,
it appears to be fraught with too high a penalty for the channel capacity to be a
viable option. In the following, we therefore will not further consider asynchronous
BPR.

To appreciate the required fabrication tolerances for BPM, it is useful to view
writing on BPM as a two-stage process: (1) spatial patterning and (2) magnetic
addressing [14]. The first step creates the spatial components of each bit cell by
placing carefully controlled features (“islands”) on the surface of a substrate. The
second step magnetizes each island in one of its magnetic configurations. Most cur-
rent versions of BPM aim to provide two possible states per island, e.g., by using
perpendicular magnetic data layers on top of each island. In the two-state approach
to BPR, each island forms a single magnetic domain. More than two states per
island would be desirable to multiply bit densities similar to density enhancements
in FLASH memories [17]. Multilevel BPM are discussed, e.g., in reference [18, 19].
However, the following sections will discuss the recording physics mainly for BPM
with two-level islands.

Before discussing models of BPR, we would like to make a few comments
regarding the extendibility challenges of CGR technology. In CGR, the write
process does not keep track of the morphological grain structure during writing of
magnetic bit cells. As a consequence, the bits are placed asynchronously relative to
the magnetic grains, leading to stochastic variations of the shape, phase, and mag-
netic uniformity of magnetic bit cells during writing and reading. These fluctuations
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are referred to as granular media noise and may significantly contribute to the total
noise power of the recording system [20]. If the recording density needs to be
increased at constant media signal-to-noise ratio, a number of steps can be taken in
CGR: (1) a reduction of the magnetic cluster size (which often means also smaller
physical grains), (2) a tightening of the distributions of the granular materials prop-
erties, and (3) use of laminated media (including antiferromagnetically coupled,
or AFC media). There are however significant difficulties to improving granular
properties at grain sizes below about 4 nm with sufficiently reduced magnetic
correlations, while at the same time maintaining sufficient thermal stability [21, 22].
Furthermore, thickness considerations limit the use of lamination approaches for
improving media noise statistics. Currently efforts exist to utilize exchange-spring
effects [23] to master some of the difficulties associated with unpatterned gran-
ular media. However, the obstacles of grain-size reduction become sufficiently
severe at bit densities in excess of about 1 Tb/in2 to motivate exploration of
synchronous approaches, like BPR. Furthermore, as we will argue at the end of this
section, BPR appears advantageous even when energy-assisted write methods are
considered [14].

An example of a set of bit-patterned islands is shown in Fig. 9.1a. The islands
have the shape of orthogonal parallelepipeds and are arranged along orthogonal axes
with down-track period λ1 and cross-track period λ2. The widths of the trenches in
the down-track and cross-track directions are γ 1 and γ 2, respectively. Of course, on
a rotating disk medium, the orthogonality of the down-track and cross-track direc-
tion is satisfied only locally, since the islands are arranged along circular tracks.
However, the curvature of the tracks can be neglected for the purpose of the follow-
ing discussion.

write head

a b

v

BP media
–

–φ+φ

φ0

λ1

λ2 γ2 γ1

Fig. 9.1 (a) Example of BPM topology. (b) Write head moving above stationary BPM. φ is the
down-track measured relative to optimum phase φ0 (reproduced from Ref. [14])

Next, consider a magnetic recording head moving above the islands of Fig. 9.1a
from right to left with velocity v as depicted in Fig. 9.1b. It has been shown experi-
mentally [24] and theoretically [14, 15] that the ability to address islands is a strong
function of the write phase φ relative to an optimum phase φ0. The ability to magnet-
ically write precisely the targeted island has been termed “addressability” [14, 25]
and is at the center of calculating geometrical and magnetic fabrication tolerances
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of BPM. Figure 9.2 shows that the addressability error rate BERwrapidly increases
from about 10−3.5 at the optimum phase φ0to 10−2.5 at a phase misalignment of
about 3.1 nm. Another way of stating this result is to say the phase margin Φ at
BERw = 10−2.5 is about +3.1 nm. The phase margin Φ is a useful metric for quan-
tifying the robustness of a BPR system design. As discussed in references [14, 15,
25], Φ depends also strongly on the magnetic materials parameters of the islands,
in particular, their switching-field distribution.
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Fig. 9.2 Probability of an
addressability error as a
function of down-track phase
φ for σ k1 = 4% (reproduced
from Ref. [14])

9.2.2 Fabrication Tolerances of BPM

In the design of BPR systems, a number of variables need to be carefully balanced
to achieve a given target for the areal density. Leading terms are, in particular, the
fabrication tolerances of the islands σ print, the write-synchronization jitter σ synch,
the gradient of the effective write-field ∂Heff, the switching-field distribution (SFD),
and magnetostatic interaction fields which fluctuate depending on the magnetic bit
configuration of the islands. Furthermore, good island addressability requires tight
distributions of the magnetic material properties of the islands. It is therefore clear
that the design space of a BPR system is large and that we need to focus on the most
dominant variables to obtain a reasonable survey of the opportunities and require-
ments of BPR designs. For this objective, we will estimate fabrication tolerances
of BPM by pooling geometrical and magnetic fluctuations assuming uncorrelated
Gaussian distributions [14, 15, 25].

As shown in Ref. [14] and in a similar approach in [15], an upper bound of
the addressability error rate BERw can be computed for arrays of islands where the
down-track period λ1satisfies the constraint

λ1 ≥ 2u, (9.1)
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with u given by

u = βw

√√√√
(
σHs
∂Hef f

∂x

)2

+ σ 2
pr int + σ 2

synch, (9.2)

where σHs is the standard deviation of the switching-field distribution (includ-
ing contributions from pattern-dependent interactions between islands), and βw is
defined by the upper bound of the targeted addressability error rate defined by

BERw = 1

2
erfc

(
βw√

2

)
. (9.3)

The quantity u has been called the “uncertainty zone” in references [14, 25]
because the upper bound for BERw is not known, if islands are placed inside the
region of size 2u, i.e., if λ1<2u. The above equations require that the effective write-
field profile Heff is approximately linear within the required operating range (due to
SFD and interaction fields, see also Fig. 9.21). Additional fluctuations will also be
present not only for recording on BPM but also on CGM, e.g., tracking errors from
nonrepeatable spindle run-out and other sources as well as the possibility that the
write-field profile of the head has a temporal distribution [26]. However, these addi-
tional effects are neglected here.

Choosing λ1as the upper bound of the Eq. (9.1), the achievable areal density can
be calculated for given fabrication and magnetic tolerances from

A = A0

λ1
2χcell

, (9.4)

where A is the areal density in Tb/in2, A0 is 645.16, χ cell = λ2/λ1 is the bit-aspect
ratio (BAR) of the bit cell. The areal density in Eq. (9.4) scales inversely propor-
tional to the aspect ratio of the bit cell, since the constraint of Eq. (9.1) is imposed.

9.2.3 Thermal Constraints

At the relatively modest bit densities of current magnetic recording systems (CGR
based) of a few hundred Gb/in2, the size of the BPM bit cells would allow for islands
that have very large thermal energy barriers. Thermal decay of islands would be of
no concern in this case. However, when we consider BPR at multiple Tb/in2, we
need to be more cautious because both the island size and the size of the write pole
are reduced. The reduction in island size leads to a reduction of the island volume V
and hence to a reduction in thermal barrier β1 = K1V/kBT, where kB = 1.38×10−23

J/K is the Boltzmann constant. The reduction in the size of the write pole depends
on the bit-aspect ratio BAR and generally leads to a reduction of the available write
field. At constant vertical spacing between head and media, the smaller write field
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needs to be accompanied by a commensurate reduction of the switching field of the
islands. Unless exchange-spring materials [23] are used, the diminished switching
field would necessitate a reduction in K1, hence a reduction of energy barrier β1. At
a BAR of 1, the footprint of an island at 1 Tb/in2 might be of the order 20 × 20 nm2,
with write-pole width on the order of 25 nm.

At 10 Tb/in2, the island size is reduced to about 6 × 6 nm2, and the size of the
write pole is on the order of a mere 8 nm. The reduction of maximum perpendicular
flux (thickness-averaged for 8 nm thick islands) from scaled write poles is shown
in Fig. 9.3. It is seen that a reduction in pole width from about 30 nm to 15 nm
(at constant pole aspect ratio) leads to a loss in perpendicular write field of about
30–50% depending on magnetic spacing.

Fig. 9.3 Maximum perpendicular field as a function of pole width and magnetic spacing. The pole
tip is assumed saturated with magnetic polarization Js = 2.4 T; thickness/width = 2.5 = const

Magnetostatic interaction fields need to be included in the stability estimates.
A rough measure for thermal stability is obtained in a mean-field treatment of the
magnetostatic interaction field by defining a thermal stability ratio β2 as

β2 = (K1 − 2π < M >2)V/(kBT), (9.5)

where K1 is the magnetic anisotropy (crystalline or interfacial) of the island material,
V is the volume of the island, and is the magnetic moment density averaged over the
islands and trenches. Generally, we have to cope with a distribution of β2 since
K1 has a dispersion. We require that the weakest island has a β2>βmin, where βmin

depends on the attempt frequency of island reversal. The center of the K1 distribution
depends on its width and on βmin. Using βw from Eq. (9.2) and denoting the standard
deviation of β2 with σβ2, we obtain

< β2 >= βmin + βwσβ2. (9.6)

A rigorous theory of the required βmin that is acceptable without having to refresh
the BPM is still lacking. However, at bit densities of about 1 Tb/in2, it is relatively
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easy to obtain <β2> which is conservatively large. For example, the islands of Ref.
[14] have <β2>∼100 for BPM at 1 Tb/in2. Reference [15] calculates the minimum
required energy barrier from estimates of adjacent track interference (ATI).

9.2.4 Magnetostatic Interaction Fields Between Islands

The interaction field between islands depends on the magnetic configuration of the
neighboring islands and will be stronger if more of the adjacent islands are magne-
tized in the same direction. Figure 9.4 shows the interaction fields as a function of
the length of a block DC magnetized islands and the bit density. The interaction field
is calculated at the center of the island at the middle of the track segment. The self-
term is excluded from the plotted field values. Figure 9.4 shows that the interaction
field increases with block size. The interaction field is about 305 Oe for blocks of
length 9. This is an increase of about 15−20% relative to a block size of three (i.e.,
only the nearest neighbor islands). However, the probability of large blocks (in par-
ticular, on multiple tracks) decreases with block size. Fluctuations of the interaction
fields can be reduced by avoiding large DC blocks. Note that increasing the density
from 0.77 Tb/in2 to 2.2 Tb/in2 leads to an increase of the interaction fields by about
20%. A Monte Carlo simulation of fluctuations due to random choices of magnetic
patterns of islands was carried out in Ref. [15] and showed a distribution of inter-
action fields that was approximately Gaussian with standard deviations of 15−30%
of the maximum demagnetization field for a 1 Tb/in2 design. In the following, we
assume the Gaussian-distributed interaction fields and pool them with the distri-
bution of anisotropy fields into a single Gaussian switching-field distribution with
standard deviation σHsfor use in Eq. (9.2).

Fig. 9.4 Magnetostatic interaction fields for different sizes of blocks of DC-magnetized islands
along a single track; no self-term; Ms = 425 emu/cm3
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9.2.5 BPM Designs for Tb/in2 Densities

We are now in the position to discuss various design options for Tb/in2 BPM
designs. Reference [15] gives tables of designs in the range of 1−5 Tb/in2 based on
similar methods as described above. It also includes specific head-field profiles and
their off-track capabilities. Here we apply the somewhat more generic treatment of
the previous section to BPM designs, first at 1−2 Tb/in2, then at extensions toward
10 Tb/in2, as discussed in reference [14]. The only assumptions about the write head
are the gradient of the effective field and a sufficiently linear range of writeability.
In this way, we brush aside the many as-of-now unsolved challenges for the design
of write heads at the required levels of miniaturization. Similarly we do not attempt
to impose constraints originating from the read head. This media centric view is
motivated by the fact that technology for BPR is still early in its development, and
we are optimistic that innovation will fill in the many gaps not only for the media
but also for the transducers at low BAR. For example, recent work on novel write
heads with planar designs [27] showed many interesting properties of the write-field
profile at narrow write-width as will be important for us, even though these heads
are not available with present head manufacturing technologies.

In Fig. 9.5 we apply Eqs. (9.1) through (9.4) to survey the design space of about
0.7−2.0 Tb/in2. The gray scale encodes the areal density in Tb/in2 with overlaid
density contours (large font). The contours with the smaller font give the thermal

Fig. 9.5 Design chart for σ print = σ synch = 1 nm, χ cell = 1, Ms = 430 emu/cm3, K1 = 2.7×106

erg/cm3, and BERw = 10−6 (after Ref. [14])
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stability ratio β2 = (K1-2π<M>2)V/(kBT), as defined previously. The design chart
of Fig. 9.5 shows that 1 Tb/in2 can be achieved with an addressability error rate
BERw = 10−6, if the switching-field distribution is on the order of 1000 Oe, head-
field gradient is about 430 Oe/nm, fabrication tolerance σ print = 1 nm, and write-
synchronization tolerance σ synch = 1 nm. The BP periods are λ1 = λ2 = 25.4 nm,
with island size of 17.9 × 17.9 × 8 nm3, and trench widths γ 1 = γ 2 = 7.5 nm;
mean energy barrier <β2> is ∼113 at T = 350 K. The chart makes visible the
inherent tradeoff between larger switching-field distributions and increased head-
field gradients.

Choosing a bit-aspect ratio of one has the advantage of equally distributing
lithography requirements in the down-track and cross-track directions. While a
larger bit-aspect ratio χ cell would be preferred for larger pole size with more write
field (see Fig. 9.3) and less stringent servo tolerances, it requires also tighter fabri-
cation and synchronization tolerances. Some relaxation of these tolerances is pos-
sible by further narrowing switching-field distributions or sharpening the head-field
gradients. For example, increasing the BAR from 1 to 2 in Fig. 9.5 and keeping
σ print = σ synch = 1 nm requires a reduction of the switching-field distribution σHSto
less than about 500 Oe (unless the write-field gradient is increased).

Figure 9.6 examines the extendibility of BPR by providing a design chart for
areal densities of about 2−10 Tb/in2 at fabrication and synchronization tolerances
σ print = σ synch = 0.4 nm, and χ cell = 1. As in Fig. 9.5, an addressability error rate
BERw = 10−6 is targeted, although different BERw targets may be possible, if dif-
ferent write strategies (including multi-write, refresh, etc.) can be implemented in

Fig. 9.6 Design chart for σ print = σ synch = 0.4 nm, χ cell = 1, and BERw = 10−6 (after Ref. [14])
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advanced microcode architectures. Novel write-strategies may become more accept-
able at ultrahigh areal densities considering that at 10 Tb/in2 with γ 1/λ1 = γ 2/λ2 =
0.25 (as in Fig. 9.6), the island size is about 6 nm for trench widths of 2 nm. In this
case, the bit-patterned island has similar size as an average grain in current CGM.
A write-field gradient of about 700–800 Oe/nm is required to allow for a switching-
field distribution σHS of about 450 Oe. However, since σHS includes the fluctuation
of the interaction fields, the island–island interactions will need to be small to have
any margin for the K1 distribution. In Fig. 9.6, Ms = 430 emu/cm3, K1 = 1.8 × 107

erg/cm3, and island thickness is 4.5 nm. To maintain adequate energy barriers of the
islands, exchange-spring effects [23] or other techniques, e.g., energy-assisted meth-
ods [14, 28, 29], are needed. The nominal anisotropy field of the islands in Fig. 9.6
is Hk = 2K1/Ms = 8.4 T, which means that the islands are writeable only if the
switching fields are sufficiently lowered by exchange-spring effects, thermal assist
[28], microwave assist [29], or a combination of these methods. Currently neither
the required exchange-spring materials nor the write heads (with or without energy
assist) are available at write-widths of about 8 nm. Clearly, many open technological
challenges exist for extending magnetic data storage toward 10 Tb/in2.

9.3 Optimization of the Magnetic Materials

In general, there are two fabrication approaches for BPM. In one approach, sub-
strates are patterned prior to any magnetic media deposition, and then subsequently
the magnetic thin film is deposited on these pre-patterned substrates. The major
advantage of this technique is that the pattern fabrication process and the magnetic
recording media can be optimized independently from each other, and etching of
magnetic material is avoided. In the other approach, the magnetic media is deposited
as a continuous thin film and then patterned subsequently into discrete islands. Here
the major advantage is that there is no magnetic material between the islands or
in the etched trenches (which can cause increased readback noise). An additional
advantage is that the magnetic film is grown on a flat substrate, and thus overgrowth
and curvature effects that may disturb the magnetic film growth on pre-patterned
substrates are avoided [2, 13, 30, 31].

Choosing one of these two fabrication methods also has an impact on the range
of possible magnetic material systems. In general, perpendicular anisotropy sys-
tems are most suitable. In the case of pre-patterned substrates, thin underlayers
are required, and thus magnetic multilayer (ML) systems, dominated by interface
anisotropy, are preferred. However, when post-etching magnetic films thicker seed
layers are possible. Thus it may be preferable to use high anisotropy ordered alloys
or more traditional CoPtCr-based alloys, where the c-axis crystal orientation deter-
mines the anisotropy direction. In addition, these systems are less susceptible to
edge damage in the etching process as compared to the multilayer systems [32].

In the following, we will discuss the optimization and fabrication issues for the
pre-patterned substrate approach. However, where necessary, we will comment on
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corresponding issues with respect to post-patterning an initially continuous mag-
netic system. In Fig. 9.7 we show plan-view scanning electron micrographs (SEM)
and cross-sectional-view transmission electron micrographs (TEM) of BPM fabri-
cated by deposition onto pre-patterned substrates. While for the 100 nm period a
square island shape is still visible, the higher density pattern appears as circular
islands due to the resolution limits of the electron beam lithography process. The
cross-sectional images reveal some degree of undesired sidewall deposition. How-
ever by depositing Co/Pd multilayer media from targets at different angles with
respect to the substrate surface, one can avoid the formation of a magnetic phase
on the sidewalls and thus ensure magnetically isolated islands. Overgrowth and cur-
vature effects are also visible at the island edges, especially for the higher density
pattern, where the flat area in the center of the island is quite small.

Fig. 9.7 Plan-view SEM (a, c) and cross-sectional-view (b, d) TEM images of pre-patterned
substrates after magnetic media deposition for 50 nm islands on 100 nm pitch (64 Gbit/in2) (a, b)
and 30 nm islands on 45 nm pitch (318 Gbit/in2) (c, d)

For both fabrication approaches, it is quite expensive and time consuming to pro-
duce large patterned areas by electron beam lithography. Therefore, as discussed
in Section 9.4, it is likely that a master pattern will be created by electron beam
lithography and self-assembly, and then this pattern will be copied to disks using
nanoimprint lithography. However, for initial media optimization studies, small pat-
terned test areas of typically (100 μm)2 in size can be fabricated by electron beam
lithography.

9.3.1 Magnetic Characterization

Remanent reversal curves can be measured from small patterned areas fabricated by
e-beam lithography using the polar magneto-optical Kerr effect (PMOKE) with a
laser focused down to a 20 μm spot size. An example is presented in Fig. 9.8, where
we show a remanent reversal curve of a typical Co/Pd multilayer media deposited
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Fig. 9.8 Remanent reversal curve of a typical Co/Pd multilayer media deposited onto a pre-
patterned substrate area of (100 μm)2 as illustrated on the right. The inset shows the derivative of
the island reversal fitted with a Gaussian distribution in order to determine the SFD

onto a pre-patterned substrate [33]. In order to obtain a remanent reversal curve,
we initially apply a large positive field of about 20 kOe. Each point of the rever-
sal curve is then measured in remanence after applying a negative reverse field of
increasing strength as plotted on the horizontal axis. Since the magnetic material
was deposited into the trenches as well as onto the islands, we obtain two separate
reversal regions. At low fields, we observe abrupt switching of the continuous film
(500 Oe) around the patterned area (which is still illuminated by the tails of the
focused laser beam) and the inter-connected trench material (1 kOe). Both contin-
uous film and trench material reverse via nucleation and rapid domain wall motion
[34]. However, the switching field of the trench material is slightly higher since
the missing magnetic material at the island positions acts as defects and pinning
centers. At significantly higher fields of about 6.5 kOe, we observe the more grad-
ual switching of the islands, which individually reverse via uniform rotation. The
height difference of about 30−40 nm ensures exchange decoupling of island and
trench material, allowing islands to switch indpendently. The sign of the Kerr rota-
tion is different for the signal from the trenches and the islands, an effect that is
frequently found in PMOKE measurements and purely optical in nature [35]. This
Micro-Kerr technique may be used to achieve quick results in initial reversal stud-
ies of BPM. However, such optical methods provide only relative information and
no absolute magnetic moments, such as vibrating sample magnetometry (VSM) or
superconducting quantum interference devices (SQUIDs).

In Fig. 9.9, we confirm the above described reversal mechanisms on the islands
and in the trenches by varying the angle of the externally applied magnetic field
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Fig. 9.9 External field angle
dependence of the switching
field for trenches and islands
in BPM

between out-of-plane (0◦) and in-plane (90◦) direction. For the islands, we obtain
the well-known Stoner–Wohlfarth-like reversal behavior with a minimum switching
field at 45◦. This angular dependence is typical of a single particle uniform reversal.
In contrast the trenches show a very different angular dependence, which follows
a 1/cos(θ) behavior typical of domain wall motion. Overall these findings confirm
the presence of small isolated magnetic islands switching by uniform rotation and
an interconnected network of magnetic trench material reversing via domain wall
motion.

In Fig. 9.10 we show remanent island reversal curves for a variety of island sizes
and spacings. In general we observe an increase in coercivity with decreasing island
diameter, while the switching-field distribution (SFD) increases quite dramatically

Fig. 9.10 (a) Remanent island reversal curves for different pattern sizes ranging from 100 nm
islands on 200 nm pitch (16 Gbit/in2) to 20 nm islands on 35 nm pitch (530 Gbit/in2). (b) Average
coercivity vs. island diameter. (c) Relative SFD vs. island period
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below 60 nm island spacing. This behavior is typical of islands fabricated using
pre-patterned substrates and can be understood by assuming a natural intrinsic
anisotropy distribution in the corresponding ML media alone [33]. Other effects
due to patterning, such as edge damage of the islands due to lithography or etching
in post-patterning an originally continuous film, can lead to decreases in coercivity
and increases in the SFD. The physical origin of this natural intrinsic anisotropy dis-
tribution is still under discussion. Post-patterning of epitaxially grown Co/Pd MLs
has not proved to be an advantage for reducing the SFD [36, 37]. However, this
result may be partly due to the fact that the anisotropy of ML media originates from
the interface anisotropy of the chemical layering in the ML rather than from the
crystal structure.

9.3.2 Magnetic Switching-Field Distribution

In general SFDs with a standard deviation larger than 10%, if normalized to the aver-
age island reversal field, have shown to be insufficient to guarantee proper address-
ability of single islands without overwriting any neighbor islands (see Section 9.2).
Thus the reduction of the SFD in BPM is a central issue. Due to averaging of the
bit signal over multiple grains in continuous perpendicular recording, the SFD of
these grains does not have to meet such high standards as for BPM. A miswritten
grain in continuous perpendicular recording lowers the bit signal a little. However,
if no more than 10−20% of the 20−30 grains per bit are wrongly written, the read
head will still identify the write polarity of this bit correctly. In contrast every island
written in the wrong polarity in BPM is a single-bit write error (a so-called hard
error).

In general the SFD has two components: an intrinsic part and a dipolar contri-
bution. The intrinsic SFD is due to local variations of the island properties. It is
the SFD the islands would exhibit, if there were no interactions, e.g., dipolar fields
between the islands. This local variation of individual island properties depends on
the amount of intrinsic material variation in the magnetic thin film and is also influ-
enced by lithographic irregularities of the pre-patterned substrate, such as island
size and shape. The dipolar contribution to the SFD arises from the magnetostatic
interaction of an island with its neighbors, which for perpendicular anisotropy tends
to broaden the distribution [36].

In Fig. 9.11 we demonstrate an experimental approach to quantitatively deter-
mine the dipolar contribution to the SFD, thus allowing an exact assessment of
the intrinsic part of the SFD for a density of 318 Gbit/in2. In Fig. 9.11a we show
the Micro-Kerr reversal curve together with an MFM image after demagnetization.
Figure 9.11c shows partial reversal curves obtained by setting initially 64%, 38%,
and 22% of the islands into the positive magnetized state. In this magnetization plot,
we compare at any fixed horizontal level the reversal of different portions of islands
in the same average dipolar environment, i.e., the same average magnetization. The
observed horizontal field displacements of the partial reversal curves with respect
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Fig. 9.11 (a) Remanent island reversal curve for 30 nm islands on 45 nm pitch (318 Gbit/in2). The
inset shows an MFM image of the corresponding pattern after demagnetization. (b) Total SFD as
obtained from the reversal curve in (a) (solid dots) and corresponding intrinsic SFD as determined
from the minor remanent reversal curves in (c) and (d) using the ΔH(M,ΔM) method [38,39,40]
(dashed line). (c) and (d) show a set of partial remanent reversal curves for switching 64%, 38%
and 22% of the islands and matching curves at the saturation level (c) and onset of the reversal (d)
respectively

to the full reversal curve reflect the intrinsic SFD of the islands. If the intrinsic SFD
were a delta function and the reversal were only broadened by dipolar interactions,
then the partial reversal curves in Fig. 9.11c would show no horizontal displacement
from the full reversal curve. In Fig. 9.11d we plot the same partial reversal curves
after subtracting the initial magnetization values, such that the initial Kerr ampli-
tudes match. Here we compare the reversal of the same islands in different dipo-
lar environments. In the absence of dipolar interactions, the partial reversal curves
should follow the major reversal curve until saturation is reached. The observed hor-
izontal displacements in reversal field for the different curves thus provide a direct
measure of the dipolar interaction strength.

While the plots in Figs. 9.11c and 9.11d provide a straightforward visualization
of the intrinsic SFD and the dipolar interactions, a more quantitative determination is
obtained by using the ΔH(M,ΔM) method [38–40]. Corresponding results are pre-
sented in Fig. 9.11b, where we compare the total SFD as obtained from Fig. 9.11a
with the intrinsic SFD as [41] extracted via the ΔH(M,ΔM) method [38, 39, 40]
from the partial reversal curves in Fig. 9.11c,d. For an observed SFD of σ = 645
Oe, dipolar broadening contributes σdip = 202 Oe (31%), which yields an intrinsic
SFD width of σint = 443 Oe. In addition, we find a pronounced asymmetry in the
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intrinsic SFD with a low field tail that is somewhat masked by the dipolar interac-
tions [36]. In order to tighten the SFD in BPM, it is necessary to address both the
intrinsic SFD as well as the dipolar contribution. The intrinsic SFD can be tight-
ened by optimizing pattern and media uniformity, but may also be influenced by
tuning the reversal mechanism of the islands via more advanced media structures.
The dipolar broadening can be reduced by decreasing the magnetic moment of the
islands. However, this approach is limited, as it is the field from an island that gen-
erates the response in the read sensor and thus more sensitive read heads would be
required [36].

9.3.3 Laminated Magnetic Media

One approach for tuning the coercivity and for reducing the intrinsic SFD in BPM
is using laminated magnetic layers with different anisotropy values and different
sources of anisotropy as demonstrated in Fig. 9.12. Here we combine a hard mag-
netic Co/Pd and a soft magnetic Co/Ni perpendicular ML system (Fig. 9.12a). While
the Co/Pd ML obtains its strong perpendicular anisotropy from the direction of the
chemical layering, i.e., from the Co/Pd interfaces, the much weaker Co/Ni perpen-
dicular anisotropy is strain induced, thus the two anisotropies are uncorrelated. For
the laminated system, we obtain a thickness and moment-averaged switching field.
Therefore it is easily possible to tune the island reversal field via variation of the
relative thickness of the hard and the soft layer portions as demonstrated experi-
mentally in Fig. 9.12b for reversal fields from 2 kOe up to 13 kOe. Moreover, for
equal standard deviations of the SFDs σK1 = σK2 and no cross-correlation, we obtain
a reduction in intrinsic SFD by a factor of

√
2. Corresponding experimental results

are displayed in Fig. 9.12c. Here we compare a regular Co/Pd ML with intermedi-
ate anisotropy ([Co(5)Pd(9)]×8), with two different Co/Pd−Co/Ni-laminated sys-

Fig. 9.12 (a) Illustration of an advanced laminated recording media consisting of a hard magnetic
Co/Pd and soft magnetic Co/Ni ML structure for tuning the reversal field and reducing the SFD.
(b) Remanent reversal curves for a variety of laminated patterned media structures with different
island reversal fields for 50 nm islands on 100 nm pitch. (c) Comparison of conventional Co/Pd
ML patterned media and laminated Co/Pd−Co/Ni ML patterned media with similar reversal field
for 50 nm islands on 100 nm pitch
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tems of similar total anisotropy. Clearly the SFD of the laminated system is reduced
significantly. In our case we observe a reduction by nearly a factor of 2, which indi-
cates that in addition to the expected anisotropy benefit, one may gain a further
advantage due to an exchange-spring effect in such hard/soft laminated structures,
which may alter the reversal mechanism to our advantage [42, 43].

9.3.4 Magnetic Trench Noise Reduction

Another issue that needs attention when fabricating BPM via pre-patterned sub-
strates is the magnetic trench material (see Fig. 9.7) that may cause an increased
background noise level as illustrated in the static read/write test images in Fig. 9.13
[44, 45]. Here we show the readback signal after writing an alternating bit pattern
into the center island row. From the images, it is apparent that all islands are writ-
ten correctly. However there is a large amount of readback noise originating from
the magnetic material in the trenches, which has much lower switching field and
thus is easily affected by the write process. Since the reversal in the trenches occurs
via domain wall motion, trench domains start spreading out perpendicular to the
track direction. In order to reduce this undesired trench noise, one can use a sub-
strate trench material different from the island material and specifically designed to
inter-diffuse with the deposited magnetic material during a modest post-annealing
step [45]. We demonstrate this selective “trench poisoning” technology in Fig. 9.14,
where we show Co/Pd ML media deposited onto pre-patterned substrates consisting
of SiN islands fabricated on a Si substrate. In the as-deposited state, we obtain large
trench domains after out-of-plane demagnetization as shown in Fig. 9.14b.

Fig. 9.13 Static read/write test images of an alternating bit pattern written into a BPM of 200 nm
islands on 400 nm pitch (b) is the expanded view of the boxed region in (a). The magnetic image
contains both the patterned bits (black and white squares) and the larger scale domains arising
from the trench material [44, 45]

The corresponding TEM image shows the same amount of magnetic material
in trenches and on islands. After an additional annealing step at about 250◦C,
the trench domains in the MFM image have vanished as shown in Fig. 9.14c and
TEM reveals massive inter-diffusion that has occurred in the trenches and below
the islands. However, the island material itself (SiN) is not affected by the inter-
diffusion process, and the magnetic material on top of the islands remains mag-
netically functional as visible in the MFM image and as confirmed by Micro-Kerr
measurements. The Si−Pd inter-diffusion process has a low-energy barrier. Thus
moderate annealing at 250◦C already initiates a rapid inter-diffusion process at the
Pd/Si interfaces in the trenches. The Pd moves into the Si, partially dragging the Co
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Fig. 9.14 (a) Illustration of the trench poisoning concept: The pre-patterned substrate consists
of islands of a material 1 and trenches of a material 2. After media deposition, we end up with
magnetic material on the islands as well as in the trenches. An additional annealing step triggers
inter-diffusion of the magnetic trench material with the underlying trench substrate material, while
the magnetic material on top of the islands remains unaltered. (b) and (c) show MFM images of
the demagnetized state for 50 nm islands on 100 nm pitch in the as deposited state (b) and after
trench poisoning (c). (d) and (e) show cross-sectional TEM images of the same two structures

along, thus completely destroying the ML structure that provides the perpendicular
anisotropy. In addition, the Si moves toward the trench surface, thus destroying the
magnetic moment in the trenches completely. In general Fig. 9.14 demonstrates the
successful implementation of trench poisoning into BPM. However, with the Si sur-
face diffusion length becoming comparable to the island spacing, undesired partial
poisoning of the islands sets in and makes the implementation of the trench poi-
soning technique a challenge for densities above 200 Gbit/in2. Different materials
though may reveal better scalability with respect to higher areal density.

9.4 Fabrication of Bit-Patterned Media

Fabricating BPM in a manner which is both cost effective and capable of meet-
ing the requirements specified in Sections 9.2 and 9.3 requires significant innova-
tion. Although manufacturers of semiconductor devices and the equipment suppliers
that provide their fabrication solutions are generally at the forefront of conventional
micro- and nanofabrication technology, the semiconductor industry roadmap [46]
does not provide for solutions at the feature sizes for BPM in the time frame needed.
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BPM, at 1 Tbit/in2, has features with a half-pitch of <13 nm, which does not appear
on the semiconductor roadmap until around 2019, a number of years later than the
disk drive industry would need a solution like BPR.

Currently envisioned fabrication processes for BPM would abandon optical
lithography – the perennial preference of the semiconductor industry – in favor of
a combination of e-beam lithography, self-assembly (see Section 9.5), and nanoim-
print lithography for the creation and replication of patterns. As shown in Fig. 9.15,
a single topographic master pattern, generated at considerable expense, is repli-
cated by a two-generation nanoimprint lithography process, first to create a number
of imprinting templates that are copies of the master pattern, and then to replicate
the patterns from the imprinting templates onto millions of disks.

1 master pattern
10,000 nanoimprint

templates 100,000,000
patterned disks

Fig. 9.15 Using a two-generation nanoimprinting process, a single master pattern is first replicated
to create a large number of intermediate nanoimprinting templates, which in turn are each used
to create a large number of patterned disks. With a sufficiently large multiplier at each generation
(e.g., 10,000 X), many millions of disks can be inexpensively patterned from a single master pattern

This process is shown in a simplified single-generation version in Fig. 9.16. The
master pattern is generated using e-beam lithography. A rotary-stage e-beam writer
is necessary to avoid problematic “stitching” errors which are generally unavoid-
able in conventional Cartesian (X−Y) e-beam writers. X−Y writers create large
patterns (such as needed for a full disk pattern) by stitching together many small
rectangular fields, and the alignment of features at field boundaries generally can-
not meet the tolerance requirements as given in Section 9.2. Rotary-stage writers
produce large circular patterns with a continuously rotating stage, which eliminates
stitching boundaries. Resolving the feature sizes needed for BPM (e.g., 15 nm diam-
eter islands with 25 nm period for 1 Tbit/in2 media) pushes the limits of e-beam
lithography. Although chemically amplified resists would allow reduced dose and
faster overall pattern writing time, their resolution is generally not sufficient for
BPM needs; non-chemically amplified resists such as poly-methyl-methacrylate
(PMMA), ZEP [47], or hydrogen silsesquioxane (HSQ) provide the best resolution
but can require extraordinarily long write times (from around 100 h to as much as
>1000 h, depending on pattern size, beam current, and resist). Approaches such as
cold ultrasonic developing [48] for improving resolution, blankerless writing [49]
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Fig. 9.16 (a) A master pattern is formed by rotary-stage e-beam lithography and converted into
a topographic pattern (b) by reactive ion etching into the substrate of the master. In the single-
generation simplified process shown here, a transparent master is used, which serves directly as
a nanoimprinting template. This template is inverted (c) and brought into contact with a liquid
film of imprint resist on the surface of a disk substrate. After exposure to UV light, the resist
solidifies, creating a solid inverse topographic replica of the master pattern. The resist pattern is
subsequently transferred to the disk substrate (d) by reactive ion etching to form pillars on the
substrate. Magnetic material is blanket deposited (e) on the substrate, forming islands on the tops
of the pillars

for maximizing writing speed, and multiple pass exposure [49] to optimize feature
placement tolerances are all useful for extending the capability of e-beam lithogra-
phy for BPM pattern generation. Pattern densities as high as 4.5 Tbit/in2 have been
shown [50], although requirements for island uniformity and placement tolerance
will likely limit e-beam lithography to ∼1 Tbit/in2.

The e-beam-generated pattern is converted to a topographic pattern by reactive
ion etching (RIE). This topographic pattern can be inexpensively replicated using
UV-cure nanoimprint lithography [51, 52], in which ultraviolet light is used to cure
a liquid imprint resist, rapidly converting it to a solid. The resist is dispensed on the
disk substrate using an ink jet process. As the topographic master pattern is brought
into contact with the resist, the resist flows and conforms to the pattern. After a brief
(∼1 s) exposure to UV light, the resist solidifies into a permanent negative copy of
the topographic master pattern. With appropriately engineered resist and template
surface properties, the template can be cleanly separated from the resist, leaving the
patterned resist on the disk substrate. With careful control of the dispensed resist
amount, the residual layer thickness (resist thickness in the thin resist regions) can
be controlled to within a specific tolerance. Reactive ion etching can then be used to
clear the residual layer and etch a specified depth into the disk substrate, leaving an
array of pillars protruding from a recessed background on the substrate.



9 Bit-Patterned Magnetic Recording 259

Magnetic material, such as Co−Pd multilayers or other materials as discussed
in Section 9.3, can then be blanket deposited on the pillars. Material deposited on
the pillar tops forms isolated magnetic islands, and the remaining material falls into
the trenches and is dealt with as discussed in Section 9.3. An alternative approach
(also discussed in Section 9.3) to creating isolated magnetic islands is to deposit a
continuous film of magnetic material on an unpatterned disk substrate, followed by
nanoimprint lithography and etching of the magnetic film into islands.

The remaining steps in media fabrication (not shown in Fig. 9.16) include pla-
narization, in which the trenches between islands are filled with nonmagnetic mate-
rial, and application of a suitable overcoat and surface lubricant. Planarization, while
not mandatory in an absolute sense, is highly beneficial for creating a disk surface
well suited to flying an air-bearing slider over at low flying height (<5 nm), high
stiffness, and tight flying height tolerance.

Fabrication cost is a major factor in whether hard disk drives, using BPM, will
retain their competitive advantage over solid-state data storage from a cost point
of view. Conventional nonpatterned disks require no lithographic steps, while BPM
disks, like solid-state data storage devices, require lithographic patterning at the
single bit level. However, unlike solid-state devices, which require multiple litho-
graphic steps, with nm-scale overlay alignment tolerances, BPM fabrication requires
a single lithographic step, with no overlay requirement (other than μm-scale center-
ing of the patterning on the disk center hole). Equipment and process costs for BPM
fabrication are therefore significantly less expensive than what is needed for solid
state storage devices, allowing future hard disk drives using BPM to compete favor-
ably on a cost basis. Equipment cost on a per-bit basis for nanoimprinting BPM will
likely be an order of magnitude less expensive than the advanced optical lithography
tools used for solid-state device manufacturing.

9.5 Generation of Master Patterns Beyond 1Tbit/in2 via Guided
Self-Assembly of Block Copolymer Domain Arrays

Patterned media for magnetic storage at densities over 1 Tb/in2 involves fabrication
of uniform periodic features with a full pitch under 27 nm depending on the lattice
and bit-aspect ratio chosen. These dimensions are beyond current optical lithog-
raphy resolution and beyond current e-beam limitations such as resist resolution,
writing time, feature placement, proximity effects, and stitching errors.

Block copolymer self-assembly provides a route to achieve sub-lithographic res-
olution in the range of 10−100 nm [53–55], i.e., with potential to achieve ∼5 Tb/in2.
Linear diblock copolymer molecules consist of two immiscible chains joined by a
covalent bond. Driven by the Flory−Huggins interaction parameter χ , the immisci-
ble, but bonded materials microphase separate to minimize the number of contacts
between the incompatible blocks [56] forming periodic arrays with a well-defined
periodic structure. The resulting morphology (most commonly spherical, cylindri-
cal, or lamellar) is dictated by the volume fraction of the individual blocks in the
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copolymer chain while the degree of polymerization N determines the characteristic
periodic distance between features Lo.

In block copolymer lithography, a self-assembled thin-film acts as a sacrificial
layer to transfer the pattern into a substrate or to an active material. Most commonly,
the pattern transfer process involves selective removal of one of the two blocks.
The remaining template is then used as a sacrificial mask in a variety of creative
ways that range from reactive ion etching (RIE) [54, 55, 57, 58] to lift-off [59] or
ion-milling [60, 61]. Pattern transfer is more faithfully achieved when the cross-
sectional profile is uniform from the top of the film down to the substrate as is the
case for conventional resists [62, 63]. For this reason, we will only consider here the
perpendicular cylinder [Fig. 9.17a] and the perpendicular lamellae morphologies
as templates to produce arrays of dots and lines respectively. We will also limit
our discussion to the generation of a high-quality block copolymer template. For
details on pattern transfer techniques, the reader is referred to previous reviews and
references therein [63–67].

Fig. 9.17 (a) Schematic of a cylindrical phase block copolymer thin film with cylinders per-
pendicular to the substrate. (b) Schematic of a distorted hexagonal lattice over circular tracks.
(c)Representation of down-track and (d) cross-track jitter

9.5.1 Ordering, Size Distribution, and Scalability: Patterned Media
Requirements vs. Block Copolymer Fundamental Limitations

A guided self-assembly method is more likely to succeed than a pure bottom-up
approach in addressing challenges such as long-range ordering, placement jitter,
feature size distribution, and pattern registration needed to meet the specifications
set in Section 9.2 for patterned media applications.

The final quality of the template is determined by both the guiding method and
the block copolymer limitations. In this section, we discuss some of the polymer
properties such as the interaction parameter χ , degree of polymerization N, glass
transition temperature Tg, and surface energies that determine the fundamental lim-
its to pattern quality.

In HDDs, data are stored along circumferential tracks. Tracks are grouped into
zones depending on their distance to the center of the disk. Tracks are also divided
into angular arcs called sectors. The number of bits per sector is constant (usually
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512 bytes plus overhead). Within each zone, the angular span of each sector is kept
constant. A block copolymer template would need to be stretched in the outer tracks
of the zone and compressed in the inner ones. The amount of circular distortion
that can be induced to the block copolymer lattice without introducing other defects
determines the maximum zone width achievable. The extent of this achievable dis-
tortion is determined by the free energy of the system and the competition between
the penalty paid by distorting the lattice or introducing a defect. To estimate the max-
imum sector width that a block copolymer pattern could support without introducing
defects, we consider a zone with track sectors like the ones depicted in Fig. 9.17b.
The arc defined by the central track sector is So = roθ = nLowhere ro is the radius
at the central track, θ is the angle spanned by the arc, Lo is the block copolymer
pitch, and n is the number of features (or bits) in the sector. We assume the block
copolymer pattern at this track to be relaxed. As we move to outer tracks, the pattern
stretches to preserve the number of bits n. Assuming we could stretch or compress
10% of the lattice [68, 69], then the maximum and minimum arcs Smax and Smin

spanned by the outermost and innermost tracks with a maximum and minimum
radius rmax and rmin are Smax = rmaxθ = 1.1 nLo and Smin = rminθ = 0.9 nLo respec-
tively. Therefore a first estimate for the maximum zone width would be rmax- rmin =
ro(1.1-0.9) = 0.2ro.

For a 65 mm disk with an inner radius of 10 mm, the maximum zone width
at the inner part of the disk could be 2 mm. In reality, this maximum zone width
could be further limited by additional “jitter” or loss of translational order caused
by the lattice distortions. For the above zone size estimate, we have only included
the distortion due to compression or elongation along the track direction. Cross-
track deformation due to the circular bending is negligible from one lattice point to
the next at radius >10 mm.

Even within a pattern that has no defects disrupting the orientational order, there
are small placement variations (jitter) that disrupt translational order. Jitter definition
and tolerances will vary for different applications. In the scope of HDD geometries,
we address jitter in the down-track and cross-track directions. Down-track jitter σ x

is the standard deviation of the lattice pitch in the track direction. Cross-track jitter
refers to the standard deviation of the distance between the bit center and the track
line [See Fig. 9.17c–d].

Translational order is limited by the ratio Fc/Fo of the free energy per polymer
chain in the confined or directed state, Fc, to the free energy per chain in the non-
confined state Fo [70–72]. The translational order is also affected by the amount
of thermal energy available to the system. This thermal energy at finite tempera-
tures above the glass transition temperature may introduce thermal fluctuations that
distort the pattern. As a reference, from the theoretical considerations set forth in
Section 9.2, the target for the total jitter tolerance is σ print = (σ x

2 + σ y
2)1/2 = 1 nm

at 1 Tb/in2 (Lo = 27 nm for a hexagonal lattice).
In block copolymer patterns, the characteristic distance between features scales

with the degree of polymerization as Lo∼ Nδ, where δ is a scaling exponent
(δ = 2/3 in the strong segregation regime [56, 73, 74], but more generally 0.5<δ<1
[66]). This is an attractive property to sustain the technology for future product
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generations. The viability of scaling self-assembly lattice dimensions below 27 nm
(beyond 1 Tb/in2) is limited by the strength of the segregation between the
immiscible blocks, dominated by the product χN. For a given volume fraction,
there is a (χN)ODT that signals the onset of the order–disorder transition temper-
ature. For χN<<(χN)ODT, the block copolymer melt is disordered, and the only
correlations are of the order of the radius of gyration of the copolymer [56, 75].
For χN>>(χN)ODT, the copolymer pattern contains sharp interfaces separating the
nearly pure block microdomains. In the vicinity around χN ≈ (χN)ODT, the polymer
is only weakly segregated resulting in a broader interface width with a sinusoidal
compositional profile [56].

The interface width Δ between the two blocks at the domain boundary limits the
minimum definable feature size and the feature size distribution. As a first approx-
imation, in the strong segregation limit, the interface width scales with the interac-
tion parameter as Δ∼χ−1/2. (Ignoring higher order corrections, the interface width
is independent of the molecular weight. As we scale feature sizes down, the leading
term for Δ remains constant making the interface/bulk ratio larger).

High bit-aspect ratios (BAR) can be achieved using a striped pattern from a
lamellar phase block copolymer rather than a dot (cylindrical) pattern. Rectangular
shaped bits with BAR>1 are better suited for the reading/writing processes as dis-
cussed in Section 9.2. However, using a rectangular lattice with high BAR demands
even smaller lithographic features to keep the same density. For example, a 1 Tb/in2

rectangular lattice with BAR = 2 needs a full pitch of Lo≈18 nm in the down-track
direction.

Finding the right materials for high-density patterning is challenging. Block
copolymers with the right set of intrinsic properties that comply with the set of
tolerances set in Section 9.2 at densities beyond 1 Tb/in2 have to be found within
the list of materials suitable for the fabrication process. New synthetic materials may
be required to meet these goals.

9.5.2 Approaches to Long-Range Orientational and Translational
Order in Block Copolymer Templates

Orientational order in block copolymer patterns can be achieved by various tech-
niques such as graphoepitaxy [76, 77], chemical pre-patterning [78, 79], electric
fields [80], thermal gradients, and shear [81]. However, a suitable combination of
both orientational and translational ordering plus feature registration can only be
achieved, at present, by graphoepitaxy or by chemical pre-patterning.

For a patterned media application, a chemical pre-patterning technique [41] may
prove a better candidate to a more efficient use of available area while providing a
stronger influence to minimize defect formation in the assembled pattern. Chemical
pre-patterning does not come at expense of storage area (as opposed to graphoepi-
taxy) and can provide uniform guiding for the self-assembled pattern. To justify the
additional effort required for self-assembly compared to direct lithographic pattern-
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ing (e.g., e-beam alone), the self-assembled pattern must have a higher resolution or
better image quality. This implies that the block copolymer film must exercise some
pattern rectification action or a feature density multiplication or both.

E-beam lithography is a good candidate as a guiding method due to its high res-
olution and flexibility to design arbitrary patterns (i.e., a circularly distorted lattice).
However, as discussed in Section 9.4, e-beam lithography is limited by resist reso-
lution, proximity effects, stitching errors, placement tolerances, and speed. The cur-
rent outlook for e-beam lithography seems questionable for generating high-quality
patterns beyond 1 Tb/in2 for patterned media applications.

A combination of e-beam lithography and block copolymer self-assembly has
potential to deliver high-quality patterns beyond 1 Tb/in2. E-beam lithography can
be used to pre-pattern a substrate creating chemical contrast to guide the assembly
of a block copolymer film as shown in Fig. 9.18. A powerful advantage of block
copolymer patterns is their ability to keep a uniform size distribution regardless
of the feature sizes on the pre-patterned substrate. The bit-size distribution is then
limited by the block copolymer properties and not by the e-beam pattern allowing
some relaxation of tolerances for the e-beam lithographic step. Placement jitter is
also commonly introduced by the e-beam writing process. The ability of the self-
assembly to keep a uniform lattice also helps to reduce down-track and cross-track
jitter.

Fig. 9.18 Schematic representation of a chemical pre-patterned substrate (left) and a guided block
copolymer film on top (right)

A more attractive approach to go beyond current e-beam lithography resolution
consists of a substrate with a suitable surface energy chemically pre-patterned at a
lower bit density than the self-assembled pattern (i.e., with a lattice constant Ls =
nLo, where n is an integer greater than 1). The block copolymer film can then use the
pre-pattern lattice as a guiding template (analogous to heteroepitaxial film growth),
effectively multiplying the feature density. One could think of using e-beam to write
a pattern right at the limit of its resolution and then use self-assembly as a density
multiplier beyond e-beam lithographic resolution.

Recent results on pattern rectification and density multiplication demonstrate the
feasibility of this approach [41]. Figure 9.19 shows scanning electron micrographs
of e-beam resist patterns written at various densities; next to them are images of
block copolymer patterns assembled on the pre-patterned substrates defined by the
e-beam patterns. In Fig. 9.19a,c the e-beam pattern was written at the same den-
sity as the block copolymer pattern (490 Gb/in2 or Lo = 39 nm and 1 Tb/in2 or
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Fig. 9.19 (a−h) SEM micrographs of e-beam resist pre-patterns at densities of 490 Gb/in2,
122.5 Gb/in2,1 Tb/in2, and 250 Gb/in2. (e−h) Block copolymer pattern on top of a pre-patterned
substrate defined by the mask above. (a) and (e) show the effects of pattern rectification while (f)
and (h) show density multiplication by a factor of four. (i−l) are plots of the dot-size distribution
for e-beam resist patterns (black) and block copolymer patterns (gray). (Figure reproduced from
reference [41])

Lo = 27 nm respectively); the block copolymer in Fig. 9.19 e,g effectively rectifies
dot-size distribution and placement jitter. In Fig. 9.19b,d e-beam patterns were writ-
ten at a quarter of the density 122.5 Gb/in2 and 250 Gb/in2, respectively, and then
a suitable block copolymer was used to fill a feature every other dot to multi-
ply the density by a factor of four to 490 Gb/in2 in (f) and 1 Tb/in2 in (h). Dot-
size uniformity is preserved all across the block copolymer patterns, regardless of
the large size variations in the e-beam pattern [see for example the large-size dis-
parity between Fig. 9.19b,f as illustrated in plot (j)]. Directed-assembly patterns
are possible with a quality that is difficult to achieve with e-beam lithography
alone.

These results show that combining a high-resolution top-down technique (such
as e-beam lithography) with a denser bottom-up self-assembled process may open a
path to deliver densities in excess of 1 Tb/in2 in compliance with requirements for
bit-patterned media.
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9.6 Write Synchronization

In conventional magnetic recording where the data bits are written on continuous
granular media (CGM), there is no requirement to write to predetermined locations
on the media since the entire surface contains magnetic material. Circular data tracks
are defined by servowriting – a factory process during which spatial “servo” mark-
ers are written periodically around each track. Since these spatial markers need to
survive for the life of the drive, writing of data is synchronized to the rotation of
the disk and confined to certain timing windows which avoid overwriting the servo
marks. Synchronization on a very fine scale, however, is not needed, and due to spin-
dle speed fluctuations and other factors, the actual location of individual magnetic
transitions can have uncertainties in the range of 1 μm.

In contrast, writing bit-patterned media (BPM), as discussed in Section 9.2,
requires nm-scale synchronization of the write head current waveform to the pas-
sage of individual islands under the head. This requires tight tolerance control in
the fabrication of the media, the tight control of spindle speed and vibrations, and
a synchronization system that can follow and correct for disturbances. This section
will discuss synchronization requirements, options for implementation, and some
experimental results.

9.6.1 Requirements for Write Synchronization

In Section 9.2.2, the effects of various tolerances on the write error rate are quanti-
tatively analyzed. The results of this analysis are summarized in Eqs. (9.1) through
(9.4), and specific design spaces are explored in Figs. 9.5 and 9.6. While there are
opportunities to trade higher error rate BERwrite, higher write-field gradient ∂Heff/∂x,
or tighter sigmas in one area (e.g., fabrication tolerance σ print or magnetic switching-
field distribution σHs) for a relaxation in write-synchronization tolerance σ sync, a
typical value of σ sync = 1 nm can serve as a reference point in setting the design
requirement for a write-synchronization system for a BPR system with bit-aspect
ratio (BAR) χ cell = 1 at a density of 1 Tbit/in2.

Head-media velocities of 40 m/s for a high-performance server-class drive and
10 m/s for a mobile drive translate σ sync = 1 nm (4% of 25 nm island period) into
temporal synchronization tolerances of 25 ps and 100 ps for server and mobile drives
respectively. A guideline of σ sync = (island period)/25 can also be used with higher
bit-aspect ratios, provided that σ print, like σ sync, scales with the island period.

9.6.2 Options to Achieve Write Synchronization

In the readback process for both CGM and BPM, it is important that the sampling
points on the signal waveform are well synchronized to the stream of pulses gener-
ated by the head as it passes over magnetic transitions on the media. Synchronization
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during readback is accomplished by a digital phase-locked loop in the timing recov-
ery circuitry of the channel, which continuously compares the sampled readback sig-
nals with the target values and adjusts the sampling positions accordingly. However,
during the write process, no synchronization is required on continuous media, other
than to insure that there is no overwriting of factory-written servo or other sector
header information. For successful writing in a BPR system, a write-synchronization
system needs to be implemented which can meet the requirements discussed in Sec-
tion 9.6.1.

One option would be to use the read sensor on a continuous basis to update the
frequency and phase of the write clock, based on the readback signal. Although
the read and write heads flying over the media generally have a physical separa-
tion of a few μm on the slider, the readback signal can be used to synchronize the
write clock, provided there is a known frequency and phase relationship between the
islands on the tracks where the read vs. write heads are located, and a known offset
between the heads. A major shortcoming of this approach, however, is interference
in the readback signal caused by large currents being applied to the write element
and stray field generated by the write element, which can be highly detrimental to
the signal-to-noise ratio (SNR) of the readback signal during writing. In drives with
multiple heads, one might consider the option of using a read sensor on a head other
than the active write head to achieve satisfactory SNR. Unfortunately, mechanical
drift and vibration would likely prevent such a system from achieving the necessary
synchronization tolerance. Another possible solution would be the use of an inde-
pendent sensor (perhaps sensing by means other than magnetic field) on the slider
to provide a synchronization reference with good SNR while writing [82]. How-
ever, the increased complexity and cost of adding a sensor can make this solution
unattractive.

The preferred approach, which makes use of the existing read sensor, but does not
require reading while writing, is the sector synchronization system. A sector sync
system locks the write clock in frequency and phase to periodic bursts or markers
in the sector headers which precede the data regions in each sector of a track. Data
tracks are typically divided into hundreds of sectors, so there are many opportunities
per revolution for updating the frequency and phase of the write clock. The operation
of a sector sync system is analogous to the way sector servo systems are used to
control the arm actuator in conventional drives to maintain proper centering of the
head over a track while reading and writing.

9.6.3 Timing Variations Observed in a Conventional Drive

In order for a sector sync system to successfully meet the synchronization require-
ments, it is essential that the variations in phase of the passage of islands under
the write head during a sector (i.e., between updates of the write clock) be either
small enough or sufficiently predictable so that the system can “coast” through a
sector with no further synchronization information until the arrival of the next sec-
tor header. There are several sources of phase fluctuations, including spindle motor
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speed variation, write clock frequency error, data track eccentricity, media fabrica-
tion tolerances, and mechanical vibrations in the head or disk. Some of these sources
are repeatable or predictable and can therefore be compensated for.

Figure 9.20 shows experimental measurements in a 15 KRPM server-class drive
of sector-to-sector timing accomplished by precise timing of the intervals between
sector identification (SID) marks over ten revolutions. In this drive, the revolution
period is 4 ms, and there are 280 equal sectors per revolution, for an average SID–
SID time of 14.28 μs. The measured sigma is 0.14 ns. However, as can be seen in
the figure, some of the variation is repeatable or predictable and can therefore be
compensated using appropriate feed-forward methods.
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Fig. 9.20 Measurements of sector-to-sector time intervals over ten revolutions of a 15 KRPM
server-class drive (top). Removal of repeatable- and low-frequency variations (bottom) reveals that
the residual nonrepeatable and noncorrectable component of the variation has a sigma of 71 ps

If the repeatable and low frequency variation is removed (to simulate the effects
of feed-forward correction), the remaining nonrepeatable component of the timing
variation has a much tighter distribution, with a sigma of 71 ps.
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In this drive, the observed sigma of 71 ps exceeds the 25 ps target mentioned in
Section 9.6.1 by nearly a factor of three. Unless it is possible to tighten this sigma,
other system improvements would be needed, such as higher write-field gradient or
tighter media switching-field distribution. Another alternative would be to design
the recording system with error correction capability capable of handling a relaxed
write error rate. Improving the timing sigma may be possible by reducing mechan-
ical disturbances or inserting more frequent updates via an increased number of
synchronization marks per revolution.

Measurements of sector timing variations were also performed on a mobile drive.
Because of lower overall speed, lower spindle inertia, and a less sophisticated spin-
dle controller, this drive had a sigma of 310 ps for the nonrepeatable and nonpre-
dictable components of the sector-timing variation. This sigma is also about a factor
of 3 higher than what is needed for the design guidelines discussed in Section 9.6.1.

9.6.4 Implementation of a Sector Synchronization System

A sector synchronization system adjusts not only the phase of the write clock but
also the frequency on a sector-by-sector basis. A frequency error in the write clock
results in an integrated phase error over the length of a sector. For a sector of N
islands, the timing error will be equal to N(T-T0), where T is the period of the write
clock, and T0 is the correct target period. If frequency error were the only contributor
to timing error in the sector sync system, the constraint on frequency accuracy would
be given by (T-T0)/T0< ε/N, where ε is the maximum allowed phase error expressed
as a fraction of the island period. For the example discussed in Section 9.61, in
which ε = 4% and assuming N = 4500 islands (typical for a 512 byte data sector
plus overhead), this would translate to a frequency accuracy requirement of 8.9 ×
10–6. In reality, the frequency accuracy should be significantly better than this, since
errors in setting the absolute phase of the write clock (due to jitter in detecting the
absolute position of a sync mark) subtract from the allowance for frequency error.

Write synchronization has been demonstrated experimentally using a spin stand
outfitted with a read/write channel having specialized write clock synchronization
functions. The channel used in these experiments has the ability to trigger on a
unique trigger pattern read from the media and to adjust the phase of the write clock
and the timing of the write gate by a programmable shift relative to the trigger, with
a resolution of 1/64 cycle.

Experiments were performed on bit-patterned media with a bit period of 80 nm
and a media velocity of 16 m/s. The frequency of the write clock in these experi-
ments was manually adjusted to match the observed island frequency to better than
one part in 100,000, and the length of the written sector was about 3000 islands.

The effects of shifting the phase of the write clock relative to a trigger pattern
on the media can be observed in Fig. 9.21. The write clock phase was shifted by
a total of 160 nm (two island periods) in 25 steps. The pattern being written was a
simple square wave, with a period equal to two island periods, such that a sequence
of alternating polarity islands is written if the write clock is properly synchronized
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Fig. 9.21 Plot of readback signal (white/positive = maximum + amplitude; black = negative -)
along a row of 118 patterned islands (9.44 μm long) with 80 nm island period. The 160 nm period
square wave pattern was written and read 25 times, with the first readback trace shown at the bottom
of the figure. Write clock phase is advanced slightly for each subsequent write, such that the phase
advances by 160 nm over 25 writes. Diagrams to the right illustrate the effects of shifting the phase.
(a) The first track is written with current switching occurring nearly at the moment the edge of the
write bubble passes through the centers of the islands, resulting in uncertain outcome for each
island. As phase advances, writing is sufficiently well synchronized over a broad phase window
for (b) and (c) such that there are few or no errors, as is evident from the properly alternating
polarity seen in the readback signal. Once the phase has advanced 80 nm (d), synchronization is
again unfavorable, and the pattern is not properly written. In (e) and (f), phase has advanced by a
full island period, resulting in well-defined writing, but with opposite polarity (note black areas in
lower half of plot line up with white areas in upper half). Finally, after the phase advances 160 nm
(g), synchronization is again unfavorable

to the passage of islands under the head. In the figure, the starting phase has poor
synchronization, with the result that a number of islands have incorrect polarity. As
the phase is progressively shifted, it can be observed that there is a wide phase win-
dow in which no writing errors occur. After a total shift of ∼80 nm, synchronization
is again poor, reproducing the effects seen for the initial phase. Over the next 80 nm
of phase shift, the writing behaves in a manner similar to what was observed in the
first 80 nm of shift, with one important distinction – the islands are written with
opposite polarity, as would be expected for shifting the write waveform by a single
island period.

In the above experiment, the frequency of the write clock was fixed, and only
the phase was automatically adjusted to register with the synchronization mark
as read by the read element of the head. In a drive, where full tracks (many
sequential sectors) are written, both frequency and phase need to be adjusted on a
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sector-by-sector basis. Frequency can be updated by means of computations based
on precise time interval measurement between SIDs.

Proper operation of a sector sync system requires that sync marks (trigger pat-
terns for setting the phase of the write clock) exist within sector headers. Sync marks
may consist of specially patterned islands (with a sequence of sizes and shapes that
are different than regular data islands), or they may consist of a unique magnetic
pattern recorded on regular data islands. The simplest case is to lithographically
form special island shapes during the fabrication of the disk, and use them in a DC
magnetized (single polarity of magnetization) state. In this case, signal is derived
from the contrast seen by the read head between magnetized islands and the spaces
between them.

An alternative [83] is to use a sync pattern with bipolar magnetization (either
with or without unique island shapes). This approach results in higher readback sig-
nal amplitude, since the contrast is derived from islands of opposite magnetization.
Amplitude for bipolar patterns can be more than two times larger than for unipolar
patterns, resulting in better signal-to-noise ratio, which allows the use of shorter pat-
terns that consume less media real estate. A disadvantage of bipolar patterns is that
a magnetic formatting operation (similar to servowriting) is necessary to polarize,
or “format,” the sync patterns.

Since the read and write elements on the head in a drive are physically separated
by a few μm, and this offset varies from head to head within the manufacturing
tolerances, a calibration procedure is needed to establish the correct phase offsets
needed between the phase of the sync mark as observed by the read element and the
phase of the write clock to be used by the write head. One way of determining such
offsets is to perform a series of writes as shown in Fig. 9.2 to find the optimal phase
offset.

A complete sector sync system combines all of the above – phase locking of the
write clock to sync marks, adjustment of the frequency of the write clock based on
SID–SID time interval measurement, and compensation for read–write offset and
skew angle – to keep the write clock well synchronized to the passage of islands
under the write pole of the head. Stringent control of fabrication tolerances, precise
calibration and measurements of applicable parameters, minimization of velocity
disturbances, and providing sufficiently frequent sync marks are all necessary to
keep the synchronization tolerance σsync within the range needed to achieve the tar-
get write error rate for the recording system.

Although there are many other factors that affect the error rate of a bit-patterned
media recording system, write synchronization stands out as a new challenge facing
the system designer – a challenge not seen in conventional granular media recording.

9.7 Conclusion

Bit-patterned magnetic recording shows promise as a route to recording densities
beyond 1 Tbit/in2 with adequate thermal stability and writability. Theoretical anal-
ysis and micromagnetic modeling of the behavior of BPM during the write process
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reveal a number of stringent requirements to achieve sufficient addressibility – the
ability to reliably write a specific island without affecting the state of its neighbors.
In addition to the need for sufficient write head field strength and write-field gradi-
ent, a number of media fabrication challenges become apparent. These challenges
include cost-effective fabrication of trillions of nm-scale magnetic islands on a disk,
with nm-scale physical uniformity, and tight control of magnetic properties. Media
fabrication will likely draw on some of the most advanced and recently developed
techniques available, including guided self-assembly for master pattern generation,
and low cost replication of patterns – with nm-scale fidelity – using nanoimprint
lithography. Magnetic materials need to be deposited and formed into islands with
stringent control over film quality and magnetic uniformity. Innovative approaches
such as the use of exchange-spring layers for writability, laminated media for tight
SFD, and trench poisoning for trench noise control may be required.

Integration of bit-patterned media into a functional recording system also
presents unique requirements and drives innovation. Synchronized writing, which
is required for achieving acceptable error rates, requires that the write clock be
phase- and frequency-locked to the passage of individual islands under the write
head. A sector synchronization approach appears to be a likely candidate for suc-
cessful implementation of such a system.

The rate of progress in providing solutions to these challenges will dictate
whether BPR succeeds as the next major step in magnetic recording technol-
ogy, or whether competing technologies such as thermally assisted recording suc-
ceed instead. Further into the future, some combination of features from these
and other new technologies may be needed in the regime around 10 Tbit/in2 and
beyond.
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Chapter 10
The Magnetic Microstructure of Nanostructured
Materials

Rudolf Schäfer

Abstract The magnetic microstructure and magnetization processes of nanostruc-
tured materials are reviewed in a phenomenological way, mainly based on domain
observation by magneto-optical Kerr microscopy. This covers nanocrystalline soft
magnetic ribbons and films as well as nanostructured hard magnetic materials. For
comparison also the domain structure in coarse-grained material and amorphous
ribbons are briefly touched to provide the frame for the nanostructured materials.

In nanocrystalline ribbons or films, the random magnetocrystalline anisotropy
of the ultrafine grain structure is largely averaged out by exchange coupling. The
soft magnetic properties are rather controlled by uniaxial, induced anisotropies that
are uniform on a scale much larger than the exchange length. The interplay between
these uniform and the random anisotropy results in a different degree of microscopic
magnetization disorder which is reflected in the magnetization processes.

In high-anisotropy materials with exchange-coupled grains in the 10 nm regime
(exchange-enhanced nanocrystalline permanent magnets), a highly irregular domain
structure is found, consisting of immobile and high-coercive patch domains. If
exchange coupling between the grains is interrupted, the so-called interaction
domains are observed due to the predominance of magnetostatic interactions
between the (single domain) grains.

10.1 Overview

The hysteresis loop of a ferromagnetic material is determined by the underlying
magnetic microstructure, i.e., the domains and domain walls present in the material
and their reaction in magnetic fields. A number of parameters determine the domain
structure [1]. Magnetic anisotropy defines the so-called easy axes for the magne-
tization. If the surface of a specimen does not contain an easy axis (misoriented
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surface), more-or-less complicated domains are formed in order to decrease or avoid
stray field energy. The domain character then depends on the degree of misorienta-
tion, the relative size of the anisotropy, and the thickness of the specimen. Also
the microstructure of the material, noticeably the grain size D, is essential for the
domain character and thus the hysteresis loop. As an example, Fig. 10.1 summa-
rizes the grain size dependence of coercivity together with typical domain images
along the curve. The whole range of structural correlation lengths is covered, start-
ing from atomic distances in amorphous ribbons over grain sizes in the nanometer
regime in so-called nanocrystalline materials up to macroscopic grain sizes in the
100-μm regime that are typical for conventional soft magnets.
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Fig. 10.1 Coercivity versus grain size (schematically, after [2]) for a number of materials, together
with typical domain images observed by Kerr microscopy in the indicated materials

In coarse-grained material, the domain character is (mainly) determined by the
surface orientation of the individual grains. The rising influence of grain boundary
domains with decreasing grain size contributes to the characteristic 1/D depen-
dence of coercivity. Maximum coercivity along this line is found when the parti-
cle size is reduced to the 100-nm regime which corresponds to the domain wall
width depending on the size of anisotropy present. The coercivity maximum can
be applied for hard magnets. Immobile, patchy domains are characteristic for this
regime. With further decreasing grain size, coercivity drastically falls of with D6,
leading to extremely soft magnetic nanocrystalline and finally amorphous materials.
In nanocrystalline magnets, the random magnetocrystalline anisotropy of the grains
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is fluctuating on a scale much smaller than the domain wall width and is therefore
averaged out by the smoothing action of exchange interaction. Amorphous materi-
als can be discussed along the same line. The very low-effective anisotropy in the
two material classes is the prerequisite for their good soft magnetic properties. Nev-
ertheless, there are residual anisotropies in both, nanocrystalline and amorphous
materials, that are responsible for the domain character. By annealing in a mag-
netic field these anisotropies can be controlled to tailor hysteresis curves or power
losses.

In this chapter, the magnetic microstructure of nanostructured materials is
reviewed in a phenomenological way, mainly based on domain observation by
magneto-optical Kerr microscopy. This covers nanocrystalline soft magnetic rib-
bons and films as well as nanostructured hard magnetic materials. “Nanostructures”
in the sense of patterned films are not discussed. At the beginning, the domain struc-
ture in coarse-grained material and amorphous ribbons are briefly touched. These
two classes form the border lines to the nanostructured materials in the sense of
Fig. 10.1 and the comparison with these material is helpful to understand the pecu-
liarities of domains in the nanocrystalline cases.

10.2 Coarse-Grained Material and Amorphous Ribbons

The grain orientation determines the domain character in coarse-grained material.
As an example, Fig. 10.2a gives an impression of the huge variety of domains on the
surface of non-oriented silicon iron material (Fe 3 wt% Si) commonly used in rotat-
ing electrical machines. Like in pure iron, the (1 0 0) directions are easy axes also for
this alloy. Domain complexity depends on crystal orientation. Domains in an ideal
Goss-grain [i.e. 1 1 0 surface, grain A] or slightly misoriented Goss-grain (grain B)
are well known [1] and can be readily identified. In the (1 0 0)-oriented grain (C), a
simple four-phase surface pattern is found according to the two surface-parallel easy
axes. A slightly misoriented (1 0 0) surface (grain D) shows fir-tree domains – a sup-
plementary pattern that distributes the perpendicular flux between neighboring basic
domains by shallow surface domains as sketched in Fig. 10.2b. With stronger mis-
orientation, the supplementary domain system becomes increasingly complicated
(grain E), and above a critical misorientation branched domain patterns take over
(grain F) which culminates in the most complex pattern of an extremely misori-
ented grain with (1 1 1) surface (grain G). The beauty and complexity of domains
in strongly misoriented grains are emphasized in the high-resolution Kerr images of
Fig. 10.2c.

Figure 10.3, which was obtained by metallographic domain analysis [3], gives
an impression of the variation of domains toward the volume of a crystallite with
extremely misoriented surface. On a crystal with (1 1 1) surface, the two require-
ments of using only easy directions and avoiding stray fields are incompatible [1].
A compromise is found by domain branching: toward the surface, the pattern is
refined in several generations of easy-axis domains, so that the hard-axis closure
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Fig. 10.2 (a) The domains on the surface of non-oriented silicon iron electrical steel (thickness
0.5 mm) depend on the orientation of the crystallites. The sketch of the fir-tree pattern (b – taken
from [1]) illustrates the mechanism of supplementary domains observed on slightly misoriented
surfaces. Patterns of selected grains with increasing misorientation are enlarged in (c)

domains (necessary to completely avoid stray fields) are getting as small as possible,
being restricted to the outermost surface. Far away from the surface the domains
stay wide to save wall energy. The branching process connects the wide and narrow
domains. The wide volume domains are responsible for the permeability in such
material, whereas the surface domains and their complex reorganization during a
magnetization cycle are contributing to unavoidable energy loss.
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(100)-sectional view

Fig. 10.3 (1 1 1)-surface and
(1 0 0) cross section of a
1-mm thick high-silicon iron
crystal of composition Fe 6.5
wt% Si. The domains were
“frozen-in” as precipitation
pattern during annealing at
580

◦
C, allowing to cut the

sample without generating
new domains (Reprinted with
permission from Schäfer and
Schinnerling [3])
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In polycrystalline material the orientation of the free surface is important. Even
if there might be grains for which this surface is well oriented, there can be inner
grain boundaries that are strongly misoriented, consequently dominating the domain
pattern in the whole grain. Of importance for the grain size dependence of coerciv-
ity are the domains around grain boundaries, which are created to avoid, or at least
reduce, magnetic poles that might arise at a grain boundary due to the different
crystallographic orientation of neighboring grains. Examples of such domains are
shown in Fig. 10.4. They typically extend by 50 − 100 μm around a boundary.
The requirement of stray field reduction causes a “stiffening” of the grain boundary
domains in small external magnetic fields. Above a field threshold, however, these
domains are destroyed and new domains are formed (Fig. 10.4d–f) during the mag-
netization process in order to allow flux guidance across the grain boundary while
at the same time keeping the pole density and stray field energy low again. The
rearrangement of domains costs energy and therefore contributes to coercivity. With
decreasing grain size, the relative volume of the grain boundary domains increases,
consequently leading to a rise in coercivity as seen in Fig. 10.1. Of course also the
pinning of domain walls at grain boundaries contributes to this effect.

100 μmHH

H H
200 μm100 μm

a) b) c)

d) e) f)

100 m

Fig. 10.4 Grain boundary domains in (a) NiFe material (55% Ni), (b) FeSi Goss-textured sheet,
and (c) FeSi cube-textured material. The magnetization process with increasing magnetic field,
observed in cube-textured FeSi material (d–f), demonstrates the disappearance and creation of
new domains at a grain boundary (after [1])

The other extreme in Fig. 10.1 in terms of coercivity are amorphous ribbons.
Here the structural correlation length is of the order of atomic distances. Amorphous
alloys typically consist of 80% iron, cobalt, or nickel and 20% metalloids like silicon
or boron. They are quenched from the melt with a thickness around 20 μm. Mag-
netocrystalline anisotropy is absent in metallic glasses by definition. Nevertheless,



280 R. Schäfer

regular domains do exist in such ribbons, caused by residual anisotropies. The main
source of anisotropy is internal stress, frozen in by the rapid quenching process. The
magnetization is coupled to the stress by the magnetostriction constant, so that the
domain complexity in as-quenched ribbons depends on magnetostriction as shown
in Fig. 10.5. Two types of domains are typical: wide-curved domains that follow a
varying in-plane easy axis (caused by dominating tensile stress for positive mag-
netostriction constant) and narrow fingerprint-domains. The fingerprints are closure
domains of underlying perpendicular domains, caused by planar compressive stress
which induces an easy axis perpendicular to the surface. Even magnetostriction-
free metallic glasses show regular (but wide) domains in the as-quenched state
(Fig. 10.5d). They are often aligned along the ribbon axis, caused by magnetization-
induced anisotropy. Magnetization-induced anisotropy is based on minute devia-
tions from random pair orientations of the atomic components of the material and is
induced by the magnetization pattern present during cooling through the Curie point.
The easy axis thus follows the magnetization direction present during quenching,
which is along the ribbon axis for magnetostatic reasons. Such induced anisotropies
are also present in magnetostrictive materials where it is difficult to separate them
from stress-induced contributions. Residual anisotropies may also be caused by the
flow pattern during quenching, by the surface structure of the ribbons (due to, for
example, air bubbles on the wheel side) and by mechanical creep due to different
quenching speed at different ribbon locations. For the large variety of domains pos-
sible we refer to reviews in [1] and [4].

ribbon axis

s < 0.2 10–6
s = +8 10–6

s = +24 10–6
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(FeCo)83(Si,B)17 Fe76(Si,B)24 Ni39Fe39(Si,B,C)22 (Co,Fe,Mn,Mo)77(Si,B)23

100 m

a) b) c) d)

Fig. 10.5 Typical zero-field domain patterns in 20-μm thick amorphous ribbons of different
compositions and thus magnetostriction constants λs as indicated (Reprinted with permission from
Schäfer [4])

Controlling anisotropy in metallic glasses is possible. Frozen-in stress can be
relaxed by more than 95% by carefully annealing below the crystallization temper-
ature. In addition, annealing can be performed in uniform magnetic fields below the
Curie temperature which leads to a well-defined uniaxial, magnetization-induced
(often called field-induced) anisotropy by the same mechanism as discussed before.
Annealing under external mechanical load creates creep-induced anisotropy, a basi-
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cally planar anisotropy with an easy plane perpendicular to the creep direction.
By demagnetizing effects, the in-plane direction transverse to the applied stress axis
is favored, so that effectively a transverse uniaxial anisotropy is created in creep-
annealed ribbons. A variety of ordered domain states are possible by such annealing
treatments [1], allowing to tailor magnetization curves for specific applications. For
instance, the transverse domains shown in Fig. 10.6 are essentially magnetized by
rotation in fields along the ribbon axis, causing a linear hysteresis curve with only
minor domain rearrangement processes. Losses are correspondingly low.

100 µm

H HH = 0

H in A/cm 10

1

–1

M/Ms

Fig. 10.6 Rotational magnetization process in magnetostriction-free CoFeSiB amorphous ribbon
with an induced anisotropy axis that was created by annealing in a magnetic field transverse to the
ribbon axis, together with its f-shaped magnetization curve (after [1])

In summary, the domain character in polycrystalline materials with “macro-
scopic” grain size is determined by magnetocrystalline anisotropy, which is often
orders of magnitude larger than any induced anisotropy. Each individual grain has
its own domain structure, the character of which is determined by the orienta-
tion of grain surface and grain boundaries relative to the orientation of the easy
anisotropy axes. The increasing influence of grain boundary pinning and grain
boundary domains with decreasing grain size D leads to an increase in coercivity
and thus decrease of permeability. The conventional rule that good soft magnetic
properties require very large grains is reflected in the 1/D dependence of coercivity
(Fig. 10.1). The extremely good soft magnetic properties of amorphous material, on
the other hand, are due to the relatively small anisotropies and the absence of grain
boundaries in this material class. The magnetic domains in amorphous ribbons are
determined by these residual anisotropies that can be controlled by magnetic field
annealing thus allowing a convenient tailoring of hysteresis loops. In the following
chapter, it is discussed what happens if the structural correlation length approaches
the nanometer regime, still being on the low-coercivity side of Fig. 10.1 before the
onset of the D6 law.
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10.3 Domains in Nanocrystalline Ribbons

The most prominent nanocrystalline soft magnet is the FeCuNbSiB ribbon,
introduced by Yoshizawa et al. [5] in 1988. Alloys around the composi-
tion FebalSi12−16B6−9Cu0.5−1Nb2−3 are produced as amorphous ribbons by rapid
quenching, being then transformed in the nanocrystalline state by subsequent
annealing between 500 and 600◦C. These nanocrystalline ribbons reveal a homo-
geneous ultrafine grain structure of bcc Fe∼80Si∼20 grains with typical sizes of
10–15 nm and random orientation, embedded in a residual amorphous minority
matrix that separates the crystallites by 1–2 nm (Fig. 10.7). In this microstruc-
ture, the anisotropy axes randomly vary their orientation on a scale much smaller
than the domain wall width. Exchange interaction therefore impedes the mag-
netization to follow the local easy axes of the individual grains – the magne-
tocrystalline anisotropy is largely washed out and the total effective anisotropy is
strongly reduced compared to the crystal anisotropy. The degree to which the crystal
anisotropy of the nano-grains is averaged out is described by the random anisotropy
model, which was originally developed for the description of amorphous ferromag-
nets by Alben et al. [6] and then transfered to nanocrystalline material by Herzer
[7–10]. The very low-effective anisotropy, together with a vanishing magnetostric-
tion (achieved by the balance of magnetostriction among the structural phases in
the nanocrystalline state), makes nanocrystalline material (almost) ideal soft mag-
netic with coercivities of less than 1 A/m and high initial permeabilities of up to 105.
Such values are otherwise only achieved in permalloys (NiFe alloys) or Co-based
amorphous alloys. Compared to these materials, the nanocrystalline ribbons have a
much higher saturation magnetization of up to 1.3 T. For a recent and comprehen-
sive review on this novel and important class of soft magnetic material we refer to
Herzer [11].

amorphous
Fe-Nb-B matrix

Cu
cluster

bcc Fe-Si
(~10 nm)

a) b)

Fig. 10.7 (a) Microstructure of a Fe73Si16B7Cu1Nb3 nanocrystalline ribbon observed by trans-
mission electron microscopy (courtesy S. Flohrer and C. Mickel), and (b) schematics of the
microstructure

Despite their very low anisotropy, regular magnetic domains are observed in
nanocrystalline ribbons as shown in the corresponding image of Fig. 10.1. Observed
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at low resolution, the domains resemble those in amorphous ribbons [12] and – like
in amorphous ribbons – they are determined by residual anisotropies (like field-
or creep-induced anisotropy) that are uniform on a macroscopic scale. Imaged at
higher resolution, however, there are significant differences to amorphous material
(Fig. 10.8). Depending on the relative size of random and induced anisotropies,
the domain magnetization can more or less fluctuate on a microscopic scale, which
has significant impact on the magnetization process, domain dynamics, and conse-
quently loss. Before returning to these specific features, the basics of the random
anisotropy model are reviewed in the following section.

10 µm

a) b)

c)

10 µm

10 µm 10 µm

d)

Fig. 10.8 High-resolution observations on (a) Fe73Cu1Nb3Si16B7 nanocrystalline ribbon with low
induced anisotropy of 3J/m3 and (b) the same material with a strong creep-induced anisotropy
of about 30 J/m3 (see reference [1] for an explanation of the zigzag walls). For comparison, an
FeSiB amorphous ribbon (c) and a Fe 3 wt% Si sheet in Goss orientation (d) are shown. A strong
patchy modulation of magnetization is observed in the low-anisotropy nanocrystalline material that
is absent in the other materials

10.3.1 Random Anisotropy Model

The basic concept of the random anisotropy model is illustrated in Fig. 10.9.
Consider a microstructure in which (for simplicity) a uniaxial magnetocrystalline
anisotropy axis is assumed that randomly varies its orientation over the scale of
the grain size (Fig. 10.9a). The anisotropy of the grains is given by the first-order
anisotropy constant Kc1. From grain to grain, the magnetization cannot immediately
adapt to the local anisotropy axes due to the stiffness effect of exchange interac-
tion that basically favors a homogeneous magnetization. The expense of exchange
energy rather requires a certain transition width for the magnetization till it can
follow the anisotropy axes of a neighboring grain. A well-known example for this
effect is the continuous transition between two antiparallel domains, the 180◦ Bloch
wall. In a material with uniaxial anisotropy the width of a Bloch wall is given by
π

√
A/Ku, where A is the exchange stiffness constant (dimension J/m) and Ku is the

anisotropy constant (dimension J/m3).
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Fig. 10.9. (a) Assembly of grains, each of them having a randomly fluctuating anisotropy axis
as indicated by the double arrows. (b) Visualization of the correlation volume of size Lex in
nanocrystalline material consisting of grains that are imbedded in an ideally soft magnetic matrix.
Within the correlation volume, the orientation m of the magnetization is constant

The exchange stiffness energy is given by [1]

Eex = A
∫

(grad m)2 dV . (10.1)

For a quantitative estimate, consider two grains with a relative orientation of
their anisotropy axes of 90◦ as depicted in Fig. 10.9a. The magnetization shall adapt
to the local anisotropy axes over a distance L. For this one-dimensional case with
ϕ = kx, m1 = sinϕ, m2 = cosϕ, m3 = 0, the integrand of equation (10.1) writes
as (grad m)2 = (∂m1/∂x)2 + (∂m1/∂y)2 + (∂m1/∂z)2 + ...... + (∂m3/∂z)2 = k2.
With ∂ϕ/∂x = k, the stiffness energy (volume) density is expressed as

eex = A(grad m)2 = A(∂ϕ/∂x)2. (10.2)

If L is 1 mm, the stiffness energy density amounts to eex = A(∂ϕ/∂x)2 =
A[(π/2)/0.001 m]2 ≈ 2.5 · 10−5 J/m3. Clearly, on this macroscopic scale the
exchange energy is negligible. Microscopically, however, the situation is differ-
ent. If L is 10 nm, the stiffness energy density rises by ten orders of magnitude to
eex ≈ 2.5 · 10+5 J/m3. The exchange energy thus exceeds the maximum anisotropy
energy that can be estimated by eKu ≈ Kc1 sin2 90◦ = 4.7 · 104 J/m3 and that
arises when the magnetization deviates from the easy axis by 90◦ (here a uniaxial
anisotropy was assumed with Kc1 = 4.7 · 104J/m3 which is the value of the first-
order anisotropy constant of iron that in reality exhibits a cubic anisotropy rather
than a uniaxial one). Nature therefore tends to diminish the exchange energy by
aligning the magnetization vectors along a common direction even though this will
locally cause anisotropy energy.

The critical scale for this effect to occur can be easily derived [11]. From
Eq. 10.2, it is obvious that the exchange energy density scales as A/L2 if the
magnetization changes its orientation on the length scale L. For A/L2 > Kc1 the
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exchange energy would exceed the local anisotropy energy, which is the case on a
scale smaller than

L0 =
√

A/Kc1. (10.3)

The quantity L0 is a basic ferromagnetic correlation length, also known as
exchange length. Micromagnetic objects that manage to avoid stray fields (like the
classical, infinitely extended Bloch wall mentioned previously) scale with L0. Note
that K can be any anisotropy constant, not just magnetocrystalline anisotropy. It
should also be noted that micromagnetic configurations that cannot avoid magnetic
poles, such as magnetic vortices, scale with another characteristic length that is
also called exchange length and which is given by

√
A/Kd, where Kd = 2πM2

s
is the stray field energy constant in the Gaussian unit system [1]. In any case,
the correlation length L0 represents the characteristic minimum scale below which
the direction of magnetization cannot vary appreciably by the smoothing action of
the exchange interaction.

If the structural length (grain size D in case of the polycrystalline microstructure
of Fig. 10.9a) is smaller than the magnetic correlation length L0, a continuous mag-
netization transition at the grain boundaries is not possible. Exchange coupling then
rather tends to align the magnetization of a certain grain neighborhood along a com-
mon direction thus averaging out the random anisotropies of the individual grains.
The preferred direction of the averaged magnetization can be determined by sta-
tistical fluctuations or by a superimposed induced anisotropy as discussed below.
The typical grain size of about 10 nm in FeCuNbSiB ribbons is clearly smaller
than the exchange length of 35 nm, which is calculated with Kc1 = 8 kJ/m3 and
A = 10 · 10−11J/m that are the typical values for FeSi (20 at%), the alloy of the
nano-grains in these ribbons. Also amorphous alloys fall into the regime L0 > D.
Here the structural length D is on the atomic scale.

The derivation of the effective anisotropy in nanocrystalline ribbons can be found
in articles by G. Herzer (see [2, 11] for reviews). Here just the most important
results are summarized that are necessary to interpret the domain observations in
this material. Let us assume a microstructure as sketched in Fig. 10.9b, consisting
of exchange-coupled grains of size D < L0 and volume fraction vx with a uniaxial
magnetocrystalline anisotropy Kc1 oriented at random. When the local anisotropy
Kc1 is averaged out by exchange interaction, the scale on which the exchange-
interaction dominates expands at the same time and hence the local anisotropies
are averaged out even more efficiently. This results in a renormalized exchange
length Lex, which follows from the basic exchange length L0 as defined by Eq.
10.3 by self-consistently substituting the average anisotropy constant 〈Kc1〉 for the
local anisotropy constant Kc1:

Lex =
√

A/〈Kc1〉. (10.4)

The renormalized exchange length defines the (renormalized) ferromagnetic corre-
lation volume Vex = L3

ex that is represented by the hatched area in Fig. 10.9b. Within
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the correlation volume, the magnetization direction is kept constant by exchange
interaction. Due to statistical fluctuations there will be some easiest direction for
the N = (Lex/D)3 grains in the correlation volume. Hence, the average anisotropy,
determined by the mean fluctuation amplitude of the anisotropy energy of the N
grains, scales down as

〈Kc1〉 = vx Kc1/
√

N = √
vx Kc1(D/Lex)3/2. (10.5)

Combining Eqs. (10.4) and (10.5) finally yields for the average anisotropy

〈Kc1〉 = v2
x Kc1(D/L0)6. (10.6)

The variation of 〈Kc1〉 with the sixth power of the grain size explains the cor-
responding increase of coercivity shown in Fig. 10.1, as the coercivity is propor-
tional to anisotropy. The result of Eq. (10.6), which is based on scaling arguments,
is not restricted to the hitherto considered uniaxial anisotropies, but also applies to
other symmetries like the cubic anisotropy of the FeSi grains in the FeCuNbSiB
nanocrystalline ribbons. In this material with D ≈ L0/3 the local magnetocrys-
talline anisotropy is thus reduced from 8 kJ/m3 by three orders of magnitude to a
few Joules per cubic meter. According to Eq. (10.4), this substantial reduction of
effective anisotropy results in a renormalized exchange length that expands into the
micrometer regime and which is almost two orders of magnitude larger than the
basic exchange length L0. This circumstance becomes immediately visible in the
high-resolution image of Fig. 10.8a where a wall width of about 2 μm is observed,
indicative of the very low-effective anisotropy of the material. For comparison, in a
single crystalline FeSi transformer sheet (Fig. 10.8d) much narrower domain walls
with a surface width of just 150 nm [4] are found due to the relatively high magneto-
crystalline anisotropy of ≈ 4.6 · 104 kJ/m3. The patchy domain modulation visible
in Fig. 10.8a is the subject of the following section.

Two further material classes, which are not nanocrystalline but where the random
anisotropy effect nevertheless applies, are noteworthy. The first class is bulk nickel –
iron alloys around 80%Ni. These high-permeability alloys, known as Permalloy or
Mumetal, reach zeros of the first-order anisotropy constant Kc1 (and of the magne-
tostriction constant) by proper adjustment of composition. The individual grains
of this material thus have much smaller anisotropy levels compared to the sili-
con iron grains in conventional nanocrystalline materials. Therefore the exchange
length is much larger than in FeSi, and the threshold for nanocrystalline behavior is
shifted from the 10-nanometer to the micrometer range. The images in Fig. 10.10
prove this fact: In the coarse-grained material (a) the domains scale with the grain
size, while in the fine-grained material (b) macroscopic domains extend over many
grains. They are more or less homogeneously magnetized along a macroscopically
preferred axis, being only modulated somehow by the local anisotropies in the
grains.

The other class is bulk soft magnetic MnZn ferrites. Van der Zaag et al. [13, 14]
explored the domain size as a function of grain size by neutron depolarization
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analysis and found a sharp transition from uniformly magnetized grains below
4 μm thickness to multidomain states in larger grains. Although the authors in
reference [13] offered exchange decoupling between the grains as an explanation
for the single-domain behavior, it seems more likely that the neutron experiments
could also indicate the transition from strongly disturbed domains extending over
the grains to domain patterns that are closed partially inside the grains in the same
sense as discussed for the NiFe material.

a)

50 µm

b)

Fig. 10.10 (a) Demagnetized state of (a) coarse- and (b) fine-grained Ni81Fe13Mo6 sheets of 20
μm thickness; the average grain size is around 40 μm and 13 μm, respectively. For the fine-grained
material, the domains extend over the grains (together with M. Mülller, see [15])

10.3.2 Interplay of Random and Uniaxial Anisotropies

The arguments in the previous section are based on single-phase materials. In typi-
cal nanocrystalline ribbons, however, the randomly oriented crystallites are embed-
ded in an amorphous matrix which can also be described by the random anisotropy
model with randomly oriented easy axes fluctuating on the scale of atomic dis-
tances. Moreover, additional anisotropies are present in nanocrystalline material,
such as magnetoelastic, field-, or creep-induced anisotropies. Also shape anisotropy
may be caused by surface roughness and the sample geometry. As the average
random anisotropy is very small in optimized material (typically of the order of
some Joules per cubic meter), these uniaxial anisotropies, which are uniform on
a macroscopic scale, in fact dominate the soft magnetic properties. The situa-
tion is thus very similar to amorphous ribbons. Examples of domain states that
are created by field- and creep-induced anisotropies in nanocrystalline ribbons are
presented in Fig. 10.11. However, there are nevertheless situations, where the ran-
dom magnetocrystalline anisotropy becomes significant as will be elaborated in this
section.

Both the multiphase microstructure and the macroscopic anisotropies have been
considered by Herzer [10, 16, 11] in extended random anisotropy models. Accord-
ingly, the average anisotropy 〈K 〉 of a coupled multiphase system with anisotropies
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a) b)

100 m

c)

Fig. 10.11 Low-resolution domain images on Fe73Cu1Nb3Si16B7 nanocrystalline ribbons with
(a) low induced anisotropy of some J/m3, annealed in the absence of magnetic field, (b) with a
field-induced anisotropy of about 30 J/m3, and (c) with a creep-induced anisotropy of about the
same size (see Fig. 10.8b for a high-resolution image of the same material)

randomly oriented on a scale smaller than the correlation length Lex can be
described by

〈K 〉 =
√

K 2
u +

∑

ν

xνβ2
ν K 2

1,ν(Dν/Lex)3. (10.7)

The constant Ku represents a uniaxial, induced anisotropy of any origin that is uni-
form on a macroscopic scale. The size of such uniaxial anisotropy can be controlled
by field or creep annealing, properly choosing the annealing time and temperature
(see [11] for a review). Also annealing without magnetic field will cause induced
anisotropy which follows the direction of the local spontaneous magnetization of the
domains present during annealing. Field-free annealing thus generates a distribution
of uniaxial anisotropies that fluctuate on the scale of the domain pattern present dur-
ing annealing. The second term in Eq. (10.7) considers the random anisotropies of
the different structural phases labeled by the index ν,where K1,ν represents the local
anisotropy constants, Dν the grain sizes, and xν the volume fractions of the phases.
The parameter βν depends on the symmetry of anisotropy and includes some sta-
tistical corrections. According to Eq. (10.7), the average anisotropy is determined
by the competition between random and uniaxial anisotropies. For the theoretical
treatment of this interplay, we refer to Herzer’s articles. In this chapter, we restrict
ourselves to a qualitative description by reference to domain observation (see [17]
for details).

As discussed in connection with Fig. 10.9 b, some easiest direction will dominate
in each renormalized correlation volume Lex due to statistical fluctuations. Theoret-
ical estimates within the random anisotropy model typically yield 〈Kc1〉 ≈ 4 J/m3

for the average random magnetocrystalline anisotropy in optimized nanocrystalline
Fe–base alloys. Only in ribbons for which the induced anisotropies are in the order
of or lower than the random anisotropy, the random contribution [the second term
in Eq. 10.7] can become significant for the effective anisotropy. The easiest axes
then reveal a large angular dispersion from one correlation volume to the other,
leading to an enhanced patchy modulation of magnetization on the scale of typ-
ically a few micrometers – the scale of the renormalized exchange length [17].
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This effect, which is illustrated in Fig. 10.12c, was already visible in Fig. 10.8a.
More prominent examples, observed on two different material classes, are shown
in Fig. 10.12a,b. The patchy magnetization fluctuates within otherwise regular and
wide domains with a net magnetization direction that is given by residual macro-
scopic (induced) anisotropies. Observed at low resolution like in Fig. 10.11a, it is
just these regular, macroscopic domains that are seen. If the induced anisotropies
are getting stronger, the patchy modulation tends to disappear the more the long-
range anisotropies dominate, leading to more and more homogeneously magnetized
domains also on the microscopic scale. Figure 10.13 demonstrates this effect for
two ribbons with low and strong macroscopic anisotropies, respectively, that have

a) b)

50 m 20 m

c)

Lex

Fig. 10.12 Patchy modulation of magnetization in low-anisotropy nanocrystalline ribbons of
composition Fe73Cu1Nb3Si16B7 (a) and Fe84Zr3.5Nb3.5B8Cu1 (b). The total anisotropy of the
ribbon in (a) was reduced to a few Joules per cubic meter by applying a rotating magnetic field
during crystallization annealing to reduce the formation of induced anisotropy (see [19]). For the
sample in (b) the anisotropy is unknown. (c) Schematic illustration of the patchy modulation. The
easiest axes of each (homogeneously magnetized) exchange volume strongly fluctuate

20 m

Ku

Hanneal

a) b)

Ku

Fig. 10.13 The interplay of effective random and induced anisotropies determines the degree
of magnetization modulation on a microscopic scale. Shown are high-resolution observations on
Fe73Cu1Nb3Si16B7 nanocrystalline ribbons with different strengths of induced anisotropy, about
3 J/m3 in (a) and about 30 J/m3 in (b). In the highlighted areas, the contrast was digitally enhanced
to show more details. The sketches indicate the degree of fluctuation of the correlation volumes
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been carefully adjusted by choosing proper annealing conditions. In soft magnetic
amorphous alloys comparable patches are usually invisible due to the extremely
small contribution of the averaged random anisotropy of 〈K1〉 ≤ 10−3 J/m3, i.e.,
a ratio of Ku/〈K1〉 ≥ 103 [10]. More detailed experimental informations on corre-
lated magnetization fluctuations in random anisotropy ferromagnets were obtained
by small-angel neutron scattering (SANS) [18].

Additional experimental evidence for the interplay of random and induced
anisotropies in nanocrystalline ribbons can be obtained by domain observation
of FeCuNbSiB material at elevated temperatures (Fig. 10.14). At room temper-
ature, the exchange coupling between the randomly oriented bcc FeSi grains
mainly occurs via the intergranular amorphous matrix. The latter has a much
lower Curie temperature than the crystalline phase. Above the Curie temperature
of the amorphous phase, which is T am

c ≈ 250◦C for the alloy shown in the fig-
ure, the exchange interaction between the nanocrystalline grains is largely reduced.
Exchange coupling, however, is the prerequisite for the suppression of magnetocrys-
talline anisotropy of the grains. In case of reduced exchange interaction, the local
random anisotropy will consequently be less effectively averaged out. Its average
magnitude increases with increasing temperature and the soft magnetic properties
will degrade, i.e., coercivity rises by two orders of magnitude and permeability drops
accordingly [11]. Simultaneously, the domain structure changes [12, 17] from wide
domains at room temperature (see Fig. 10.14a) to a pattern of small and irregular
patch domains (Fig. 10.14b), thus approaching the domain state of high-coercivity
material in Fig. 10.1. This feature is reversible and not connected to microstruc-
tural changes during the measurement. The drastic change in domain structure is
only true, however, for material with low induced anisotropy. Nanocrystalline rib-
bons with relatively strong induced anisotropy (Fig. 10.14c, Ku ≈ 30 J/m3) reveal
wide domains oriented along the direction of the induced easy axis even far above
T am

c . The regular domain structure proves that the field-induced anisotropy of this
sample still plays a significant role even at elevated temperatures. This becomes
evident also from the hysteresis loops shown in Fig. 10.15. They were measured
on nanocrystalline ring cores with a transverse field-induced anisotropy of about
30 J/m3. The linear shape of the hysteresis loops clearly indicates that the field-
induced anisotropy of this core still plays a significant role in the magnetization
process even at elevated temperatures. At the same time, however, the increase in
coercivity and remanence above 300◦C reflects an increasing contribution from the
random magnetocrystalline anisotropy. The latter becomes evident in the irregu-
lar domain picture of Fig. 10.14d that was obtained after demagnetizing a high-Ku

nanocrystalline ribbon transverse to its induced anisotropy axis at high temperature.
A relatively strong induced anisotropy obviously shifts the temperature at which the
random anisotropy starts to dominate to higher values.

The presence of regular domains in high-Ku material far above the Curie point of
the amorphous phase, together with the increase in coercivity and remanence shown
in Fig. 10.15 indicates that the grain coupling is largely, but not completely inter-
rupted above T am

c . The coupling mechanism above T am
c is still under discussion,

as pointed out by Herzer [11]. Two possible explanations are offered: exchange
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a) b) c) d)

50 m 100 m

hard axis

Room  temperature 350 °C 550 °C 550 °C

Ku = 3 J/m3 Ku = 30 J/m3

Fig. 10.14 Domain observation on Fe73Cu1Nb3Si16B7 ribbons with different induced anisotropy
at elevated temperature. In low-anisotropy material (a, b) the domains drastically and reversibly
change above the Curie point T am

c of the amorphous matrix phase. In high-anisotropy material the
regular, wide domains are preserved even well above T am

c (c), whereas changes are only visible
after hard-axis demagnetization (d). Reprinted with permission from Flohrer et al. [17]
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Fig. 10.15 Hysteresis loops at various temperatures and a frequency of 50 Hz of a nanocrystalline
Fe73Cu1Nb3Si16B7 tape wound core with a transverse field-induced anisotropy of about 30 J/m3,

Reprinted with permission from Flohrer et al. [17]

penetration through the paramagnetic intergranular phase [20] and dipolar interac-
tion [9, 18]. Both decrease with increasing temperature (the latter due to the decrease
of the magnetization of the bcc grains), so that the soft magnetic properties are
degrading anyway above T am

c .
According to the random anisotropy model, the effective anisotropy constant

〈Kc1〉 is about equal to |Kc1|/
√

N [see Eq. 10.5], where Kc1 is the magnetocrys-
talline anisotropy and N is the number of exchange-coupled grains within the
renormalized correlation volume. Consequently, the magnetic microstructure of
nanocrystalline ribbons can be modified by either changing K1 or N. The influence
of N on the domains was shown in the heating experiments of the previous para-
graphs (Fig. 10.14). The influence of K1 is presented in Fig. 10.16. Adding cobalt
to the standard FeCuNdFeB alloy significantly increases the magnetocrystalline
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anisotropy, leading to a stronger effective anisotropy and immobile patch domains
(Fig. 10.16a). Patchy domains are also observed in (b), where a regular FeCuNdFeB
ribbon was “overannealed” beyond the optimum crystallization temperature. Here
Fe2B precipitates with a typical dimension of 50–100 nm have been formed [2] that
have a high magnetocrystalline anisotropy, thus increasing the effective anisotropy
while at the same time the grain size of the bcc FeSi grains remains unchanged. The
presence of these precipitates thus effectively hardens the ultrafine bcc matrix.

These observations demonstrate the appearance of a patchy and immobile
domain structure if the random anisotropy is less effectively averaged out. The mag-
netization process is then governed by nucleation rather than by wall motion. If the
annealing temperature of FeCuNdFeB material is further increased, grain coarsen-
ing sets in, which leads (together with the FeB precipitations) to a complete degra-
dation of the soft magnetic properties. A fine, highly coercive patch domain pattern
is then formed as shown in Fig. 10.16c. Such domains are typical for materials in the
coercivity maximum of Fig. 10.1. Small angle neutron scattering experiments [21]
indicate that the magnetization process in this state proceeds by an avalanche-like
reversal of the patch domains. We will return to such domains in Section 10.5.

ribbon & field axis

100 m 100 m

Co45Fe28.5Si13.5B9Cu1Nb3

Tann = 625°C

100 m

Tann = 800°C

Fe73Cu1Si16B7Nb3

a) b) c)

Fig. 10.16 (a) Patch domains in a Co45Fe28.5Si13.5B9Cu1Nd3 ribbon (provided by Pilar Marin,
Madrid). Patchy domains are also observed in (b), where a regular FeCuNbSiB ribbon was “over-
annealed” at 625◦ C. In both cases, the magnetocrystalline anisotropy is increased as compared
to optimized material, so that the random anisotropy is not averaged out efficiently. In strongly
overannealed ribbons (c, annealed at 800◦ C), the patch size decreases by two orders of magnitude

10.3.3 Magnetization Process

In amorphous ribbons with well-defined uniaxial anisotropy, the magnetization
process at low frequency or in the quasistatic limit is based either on rotational
processes in hard-axis fields (see Fig. 10.6) or on domain wall motion in easy
axis fields; both processes occur rather homogeneous and smooth, respectively. In
nanocrystalline ribbons, the processes can differ, depending on the relative strength
of the random anisotropy as discussed in the previous section. This is true for both,
easy- and hard-axis processes. Typical domain states during the quasistatic easy-
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axis process of nanocrystalline FeCuNdFeB ring cores with different strengths of
the field-induced anisotropy Ku are presented in Fig. 10.17. For strong Ku regu-
lar domain walls separating homogeneous domains are shifted during magnetiza-
tion (Fig. 10.17c). This situation is comparable to that of amorphous ribbons of
similar anisotropy. For weak Ku, however, the random anisotropy becomes signif-
icant. The enhanced microscopic modulation of magnetization (as shown already
in Fig. 10.12), which also leads to strongly deformed domain walls (Fig. 10.17a),
causes locally strong inclinations to the exciting field direction and is thus respon-
sible for enhanced nucleation. The magnetization process is therefore characterized
by a superposition of wall motion and domain nucleation. The energy penalty due
to the high wall density is limited as the specific wall energy is low at weak Ku.

H

Ku

50 m50 m

Ku = 5 J/m3 (weak) Ku = 10 J/m3 (moderate) Ku = 29 J/m3 (strong)

0.1 mm

a) b) c)

Fig. 10.17 Characteristic domain states during the easy-axis magnetization process around the
coercive field, observed at low (upper row) and high resolution (lower row). Compared are three
Fe73Cu1Nd3Si16B7 nanocrystalline ring cores with circumferentially induced anisotropy of differ-
ent strengths as indicated

The difference in microscopic disorder for weak and strong Ku is also resem-
bled in the hard-axis process as shown in Fig. 10.18. Homogenous rotation, as in
amorphous ribbons, is observed in high-Ku material, whereas inhomogeneous rota-
tional processes and domain splitting are typical for low-Ku ribbons. Surprisingly,
these are the ribbons with the highest rotational permeability. The degree of inhomo-
geneity depends on the relative size of the induced anisotropy. The domain splitting
found at elevated temperature in hard-axis field (see Fig. 10.14d) is another example
of this phenomenon. Due to the decoupling the influence of the random anisotropy
becomes significant despite the strong induced anisotropy.

The degree of microscopic modulation has also a strong impact on the dynamic
magnetization processes at elevated frequencies. In Fig. 10.19 the increase in mag-
netic loss with rising frequency due to eddy currents is shown for a ring core excited
along the circumferential easy axis [22]. As typical for soft magnetic materials, the
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Ku = 33 J/m3
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Fig. 10.18 Characteristic domain states during the hard-axis magnetization process of
Fe73Cu1Nd3Si16B7 ring cores with transversely induced anisotropy of different strengths and thus
permeability as indicated. Three images at increasing field strengths are shown in each case

excess eddy current losses (beyond the classical eddy current loss and hysteresis
loss) are increasing with rising frequency, but with a slower speed as compared
to low frequencies. This indicates that the number and activity of domain walls
increase with frequency (see [1]). The larger the density of domain walls, the smaller
the velocity of every wall to achieve a given induction change, the lower the eddy
current losses. The domain images in Fig. 10.19, obtained by stroboscopic Kerr
microscopy, prove this expectation, but the character of domain refinement strongly
depends on the mentioned interplay of random and induced anisotropies. In the core
with high induced anisotropy regular easy-axis domains are refined with increas-
ing frequency (as also found in amorphous ribbons or in transformer steel). In the
case of low induced anisotropy, however, the regular domains of the ground state
are replaced by fine patch domains with rising frequency. The magnetization pro-
cess thus changes from wall motion to a nucleation type process. A full dynamic
hysteresis cycle, displaying details of domain nucleation and growth at 1 kHz, is
presented in Fig. 10.20.

Stroboscopic imaging relies on reproducible magnetization processes [23]. Each
of the time-resolved images shown in Figs. 10.19, 10.20 are obtained by accumu-
lating thousands of single images after driving the core into saturation for each
image [24]. The sharp domain contrast, especially in case of patch domains, indi-
cates that the nucleation-dominated process is indeed reproducible, i.e., the domains
and their walls are periodically located always at the same position. This is not true
for amorphous ribbons where usually blurred stroboscopic images are obtained [23,
25, 26], indicating non-reproducible wall displacement processes. Obviously the
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Fig. 10.19 Specific power loss per cycle versus frequency and corresponding domain images
of nanocrystalline FeCuNbSiB cores with different strengths of the induced anisotropy Ku . The
domain images are taken by stroboscopic Kerr imaging around the point of zero magnetic induc-
tion. Domain refinement is distinctive with increasing frequency (Reprinted with permission from
Flohrer et al. [24])
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Fig. 10.20 Stroboscopic observation of the dynamic easy-axis process at 1 kHz on a low-
anisotropy nanocrystalline ring core. The regular 180◦ domains of the ground state are replaced
by patch domains at high frequency (Reprinted with permission from Flohrer et al. [24])
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patchy fluctuation of magnetization in low-Ku material provides energetically favor-
able locations for reproducible domain nucleation. The preference for the nucleation
process can therefore again be clearly related to the strong microscopic modulation
of magnetization in the low-Ku material as already discussed in connection with
Fig. 10.17. Interestingly, the material with the smallest induced anisotropy (i.e.,
strongest modulation) reveals the lowest power loss due to the highest density of
domain walls at higher frequencies.

The influence of the random anisotropy on energy loss was also found in
nanocrystalline FeCuNbSiB cores with transverse field-induced anisotropy [22]. A
significant excess loss component was found, in particular for high induction lev-
els, which cannot be explained by homogeneous magnetization rotation. In fact,
dynamic domain observation revealed inhomogeneous rotation of magnetization,
wall displacement processes, and domain nucleation besides homogeneous rotation.
Like in the longitudinal case, domain refinement was observed with increasing fre-
quency with the smallest domain width for cores with weak induced anisotropy,
where excess loss is the lowest.

10.4 Domains in Nanocrystalline Magnetic Films

Ferromagnetic films, e.g., made of Permalloy or cobalt and deposited by sputter-
ing, evaporation, or electrochemical methods, have a nanocrystalline microstructure
already in the as-deposited state with typical gain sizes in the some 10-nm regime.
Like in nanocrystalline ribbons the exchange interaction therefore averages over the
magnetocrystalline anisotropy of the (more or less) randomly oriented nano-grains.
Also uniaxial anisotropies are usually present, induced either by field annealing or
during film deposition in the presence of a magnetic field. The considerations of Sec-
tion 10.3 therefore also apply to (non-epitaxial) magnetic films. In contrast to rib-
bons, however, where the influence of the random anisotropy may lead to a patchy
magnetization modulation, a “ripple” modulation of magnetization is observed in
films [1]. Ripple has been discovered by Lorentz microscopy [27] and is character-
ized by fine, wave-like fluctuations in the micrometer range (thus being much wider
than the grain size) that run perpendicular to the average magnetization direction.

Early theoretical explanations for the ripple phenomenon were given in [28, 29].
In these theories, it is assumed that the film consists of grains with a randomly
oriented easy axis in the plane of the film. The arguments are then similar to the
random anisotropy model. The grain size is so small that the magnetization cannot
follow the preferential direction in each single grain, because the exchange energy
and the magnetostatic energy at the grain boundaries would become too large. The
magnetostatic effect thus adds to the exchange interaction in the ripple theory. The
direction of the magnetization adapts itself to the sum of the anisotropy energies of a
finite number of randomly oriented grains and not to the anisotropy of a single grain.
The magnetization can only rotate uniformly in a region which is much larger than
a single grain. It will do so if the sum of the anisotropy energies of the grains in the
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region considered is lowered by this rotation. It then turns out most advantageous if
the magnetization rotates uniformly in an oblong region with the long axis perpen-
dicular to the average magnetization. The reason for this characteristic texture is the
stray field energy that is smaller for a longitudinal modulation than for a transverse
modulation as illustrated in Fig. 10.21a. An induced easy axis, oriented vertically
and in the film plane, is assumed in the figure. Consider two neighborhoods of grains
(correlation volumes), in which by statistical fluctuations two local anisotropy axes
dominate that are superimposed onto the average (induced) anisotropy axis. The
fixed magnetization directions of the two correlation volumes are given by ϑ1 and ϑ2

relative to the average magnetization direction. In case of transverse neighborhood,
a “transverse” charge λtrans = sinϑ1 − sinϑ2 is generated at the volume boundary.
For small ϑ this is much larger than the longitudinal charge λlon = cosϑ1 − cosϑ2

appearing at the boundary of longitudinally neighbored correlation volumes. The
stray field energy therefore suppresses lateral variations of the magnetization, but
allows small longitudinal variations, particularly for the case ϑ1 = −ϑ2 for which
λlon stays zero even for large deviations [1]. The resulting ripple texture, orthogonal
to the average anisotropy axis, is illustrated in Fig. 10.21b.

Fig. 10.21 (a) Stray field argument in favor of longitudinal magnetization ripple in magnetic films.
The ripple modulation around an average magnetization direction is schematically indicated in (b).
In case of bulk nanocrystalline material like ribbons the cancellation of transverse magnetization
allows a patchy modulation (c). A macroscopic induced anisotropy, here aligned vertically, was
assumed for all sketches

Numerical micromagnetic simulation on the ripple effect in thin polycrystalline
films with random anisotropy and the parameters of hexagonal cobalt were pre-
sented in [30], considering exchange and long-range dipolar interaction. The influ-
ence of exchange coupling at the grain boundaries and the film thickness on the
ripple was systematically investigated. Larger exchange coupling leads to a coarser
ripple pattern. In films with just 1 nm thickness no ripple pattern was found at all.
Obviously the magnetic moment of the individual grains is so small that intergrain
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interactions play no role. The film rather behaves like an assembly of non-interaction
single-domain particles with randomly distributed anisotropy axes.

Here we do not want to go deeper in the ripple theory, but rather stress the men-
tioned connection of ripple in films and the patches in ribbons. This connection
becomes immediately evident in the experiment of Fig. 10.22. Here a nanocrys-
talline ribbon was thinned from 20 μm down to the micrometer regime and below.
The patchy modulation then gradually changes to a classical ripple pattern with the
typical textured modulation. This observation proves that both ripple and patches
are in fact due to the statistical perturbation by the crystal anisotropy. Ripple in
nanocrystalline ribbons that where thinned for transmission electron microscopy
was also observed by electron holography in [31].

20 μm thick thinned to μm still thinner

20 μm

a) b) c)

Fig. 10.22 (a) Patch-like modulated domains in nanocrystalline Fe84Zr3.5Nb3.5B8Cu1 ribbon
(thickness 20 μm), which transform into ripple (b, c) by thinning the ribbon (Reprinted with per-
mission from Schäfer [4])

Similar stray field arguments as for the ripple also apply to the patch phe-
nomenon. The ripple discussion is based on the fact that in thin films the magneti-
zation vector is forced parallel to the film plane by the demagnetizing field, leaving
the textured modulation as only possibility to avoid magnetic charges. In bulk mate-
rial, however, there is the additional freedom of magnetization modulation also in
the third dimension as sketched in (Fig. 10.21c). If one correlation volume is mag-
netized to the left, there can be another one underneath that is magnetized to the
right. This leads to a cancellation of transverse magnetization components so that
stray fields, which would enforce certain wall orientations, are irrelevant. Arbitrar-
ily oriented walls, i.e., patch domains, are the consequence. A theory based on this
argument seems not to be available.

The interplay of random and induced anisotropies, discussed for nanocrys-
talline ribbons in Section 10.3, also applies to films. A stronger magnetocrystalline
anisotropy leads to less-effective averaging effects, i.e., a stronger microscopic
dispersion of magnetization. Consequently, Permalloy films with their inherently
very small crystal anisotropy show a much weaker ripple effect than cobalt films
(Fig. 10.23a) or films made of CoFe alloys. A strong ripple modulation favors a
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nucleation-dominated magnetization process as demonstrated for a very thin cobalt
film in Fig. 10.23b, whereas in Permalloy films the magnetization process is gov-
erned by wall motion. This difference is also manifested in the characteristic domain
patterns after ac-demagnetizing the films (Fig. 10.24). A Permalloy film contains
wide domains with walls that more or less follow the induced anisotropy axis
after easy-axis demagnetization. After hard-axis demagnetization, a finer pattern
is obtained due the so-called blocking mechanism during demagnetization (see [1]
for details). In cobalt films much more complex patterns are found with both field

10 μm

H

10 μm

Hb)

a)

Co (6 nm thick)Permalloy (10 nm thick)

Fig. 10.23 (a) Polycrystalline Co films with strong magnetocrystalline anisotropy show a stronger
ripple effect than Permalloy. (b) The large microscopic dispersion in Co films leads to a nucleation-
dominated magnetization process. Shown are two domain states in decreasing magnetic field,
observed on a 6-nm thick Co film. All films were prepared by sputtering, thus having a nanocrys-
talline microstructure

induced
anisotropy 

axis

Permalloy (4 nm) Cobalt (6 nm) Perm. (4 nm)/Co (1 nm)

50 μm

Hdemag

Hdemag

Fig. 10.24 Low-resolution observations on very thin Permalloy and cobalt films as well as a
Permalloy/Co double layer as indicated. The films were demagnetized at 50 Hz in an external field
aligned along (upper row) and transverse to the easy axis (lower row) (Reprinted with permission
from Schäfer et al. [32])
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histories. If Permalloy and cobalt films are combined in a bilayer, the degree of com-
plexity is somewhere in between that of the pure films. Further observations of such
effects, including patterned cobalt and Permalloy thin films as well as spin-valve-
type multilayers are presented in [32].

By employing multilayers, the angular magnetization dispersion effect can be
altered. This is especially true for films with higher saturation magnetization than
Permalloy. The Permalloy–cobalt bilayer, presented before, points already in this
direction. Often iron is used to obtain high-moment films. Single iron films, how-
ever, show a high degree of dispersion due to the high magnetocrystalline anisotropy
of iron and typical grain sizes in the 100-nm regime (if the films are not grown epi-
taxially – see [33]). To reduce dispersion, a significant reduction in grain size is
required to diminish the random anisotropy. This is possible in multilayers con-
sisting of alternating iron films (for the high moment) and ferromagnetic interlayers
(like amorphous FeCrB films) which serve mostly to avoid the harmful properties of
the main layer material such as the high magnetocrystalline anisotropy. At the same
time grain growth is renucleated each time a new layer is grown, so that small grains
result also in the high-anisotropy layers. Alloying certain elements that inhibit grain
growth can support this effect. In this way thick, high-moment ferromagnetic films
can be grown with a nanocrystalline microstructure. In fact, the ripple dispersion is
strongly suppressed in such films as shown in ref. [34] for Fe–NiFe multilayers. Also
the magnetostriction constant can be tuned by selecting materials with proper mag-
netostriction in the same sense as already mentioned for the two-phase FeCuNbSiB
nanocrystalline ribbons. A review of such multilayer films is given in [35].

Also the interspacing of ferromagnetic films with non-magnetic layers has effects
on the angular magnetization dispersion. If the films are ferromagnetically coupled,
regular ripple modulation is observed, while patches are found for antiferromag-
netic coupling [36, 33]. The patchy modulation can be explained with the argument
of Fig. 10.21c, with the full and hatched arrows corresponding to the magnetiza-
tion vectors of neighboring layers. If exchange coupling between the ferromagnetic
films is suppressed, magnetostatic coupling can nevertheless cause film interaction,
again based on the argument of Fig. 10.21c. An example for such an observation
is shown in Fig. 10.25. The modulation within the domains is of mixed patch and
ripple nature.

Fig. 10.25 Ordered patch
pattern in FeN (150 nm)/
Al2O3 (2.5 nm)/FeN (150 nm)
trilayer film with
horizontal-induced anisotropy
(Courtesy J. McCord [37])
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10.5 Domains in Fine- and Nanostructured Permanent Magnets

The microstructure of common permanent magnets like hexaferrites, NdFeB- or
CoSm-type magnets consists of highly anisotropic grains in the size range of 10 μm
in a polycrystalline, textured compound that are prepared in such a way that the
switching of one grain has little influence on its neighbors [1]. After demagnetiza-
tion or during switching, regular domains are observed in such material, the char-
acter of which depends on the orientation of the observed surface. But permanent
magnets can also be prepared from single-domain particles. Domain patterns in
such particles are impossible or at least unstable. Classical examples are the Alnico
alloys, consisting of fine filaments of a high-saturation FeCo alloy that are embed-
ded into a non-magnetic NiAl matrix. As FeCo is a low-anisotropy material, the
individual particles must have an elongated shape to achieve high switching fields
based on shape anisotropy.

Modern small particle magnets, as reviewed in [38, 39], are based on high-
anisotropy materials that consist of single-domain grains which are usually strongly
correlated. They can therefore not be treated as an aggregate of independent parti-
cles as shown below. A number of techniques can be used to prepare fine-crystalline
magnets out of precursors such as Nd2Fe14B [40]: rapid quenching and subsequent
crystallization, mechanical alloying, and the hydrogenation disproportionation des-
orption recombination (HDDR) process. All these methods generate a fine powder
with a particle size around 100 μm and a grain size between some 10 nm and some
100 nm, which then has to be compacted into solid magnets by resin bonding or
hot pressing. Oriented magnets can be produced by “die-upsetting”, an anisotropic
hot squeezing process. Also by the HDDR process an anisotropic powder can be
produced which can be oriented in a magnetic field. If the grains or particles are
decoupled, an oriented microstructure (texture) is necessary to achieve sufficient
remanence.

But even non-oriented nanocrystalline materials remain interesting as a relatively
weak exchange interaction between very small grains can lead to an enhanced rema-
nence without a significant loss in coercivity (exchange-enhanced magnets). The
coupling enhances the remanence above the average Mr = 0.5Ms of independently
oriented uniaxial grains (see Fig. 10.26). For significant remanence enhancement
at sufficient coercivity the grains have to be small enough (Fig. 10.26c), but still
large enough to avoid the averaging effect of magnetocrystalline anisotropy that
leads to soft magnets as described in Section 10.3. A further possibility of achiev-
ing high remanence in non-oriented nanocrystalline materials consists in adding
a high-saturation soft magnetic phase, which is strongly exchange coupled to the
basic hard magnetic phase if the extension of the soft phase is sufficiently small
[42]. The coercivity in these two-phase nanocrystalline magnets is dominated by
the hard phase, whereas the high remanence is primarily a consequence of the
soft phase. A highly irregular magnetic microstructure that is modulated on the
scale of the grain size (i.e., of the order of some ten nanometers) is found in
such material by numerical micromagnetic simulation [43] (Fig. 10.27 a). Lorentz
microscopy reveals submicron domains which decrease in scale with decreasing
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grain size [44] (Fig. 10.27 b). The complex character of the domains somehow
resembles the irregular patch domains of the overannealed FeCuNbSiB ribbons (see
Fig. 10.16c), although on a much finer scale due to the higher anisotropy and smaller
grain size.

Fig. 10.26 Mechanism of remanence enhancement in non-oriented, nanocrystalline NdFeB mag-
nets. The rotational zones around the grain boundaries in the order of the domain wall width con-
tribute to the remanence. Their relative volume increases with decreasing grain size [compare (a)
and (b)]. Simulated coercivity and remanence curves are shown in (c) (Reprinted with permission
from Rave and Ramstöck [41])

85 nm

field

remanent state

a) b)

500 nm

Fig. 10.27 (a) Finite element simulation of remanence-enhanced Nd2Fe14B / Fe3B magnet
(taken from [43]). (b) Domain image of Nd2Fe14B /Fe material, obtained by transmission electron
microscopy in the Foucault mode (Reprinted with permission from Chapman et al. [44])
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If the exchange coupling between single-domain grains is weak or interrupted,
the predominant dipolar interaction between the grains causes magnetostatic inter-
action domains [1] (Figs. 10.28, 10.29). They are characterized by grain neighbor-
hoods, in which all grains are correlatively saturated along their individual easy axis
along a certain net direction. This kind of irregular domains was first observed in
Alnico material [45] and later also in fine-grained rare-earth magnets [46]. Obvi-
ously also in these materials dipolar interactions between the grains dominate over
the (certainly present) exchange interaction. The characteristic feature of interaction
domains is their elongated shape extending along the preferred axis of the material
as visible in the right image of Fig. 10.28. Consequently, the more pronounced the
interaction domains the better the texture of the material [47]. Interaction domains
are not in equilibrium as can be seen by comparing the thermally demagnetized state
with a field-demagnetized state as elaborated in [1]. Interestingly, such domains
have recently also been found in the classical Sm2Co17-pinning magnets, which
indicates predominant magnetostatic interaction between the Sm2(CoFe)17-cells
that are interrupted by precipitation phases [48].

20 µm 20 µm

observation perpendicular
to texture axis

observation parallel
to texture axis

some 100 nm

Fig. 10.28 Magnetostatic interaction domains in fine-crystalline NdFeB material, where the
Nd2Fe14B grains are exchange decoupled by a paramagnetic grain boundary phase. The sketch
indicates the cooperatively magnetized grain neighborhoods due to predominant dipolar interaction

400 nm

grain structure domains

Fig. 10.29 The comparison between grain structure and interaction domains (here imaged by
magnetic force microscopy) directly proves that the domains extend over several correlated grains
(courtesy O. Gutfleisch, taken from [49])
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Note that the “softening-effect” due to random anisotropy as described in Sec-
tion 10.1 is irrelevant for nanostructured permanent magnets, even in the case
of exchange-coupled grains. The exchange length Lex is 1.3 nm in NdFeB (with
Ku = 4.3 · 106 kJ/m3 and A = 8 · 10−12 J/m), being far below the typical grain
size of 20 nm in exchange coupled and some 100 nm in magnetostatically coupled
magnets.

10.6 Summary

If in a magnetic material the structural correlation length (grain size) is smaller
than the ferromagnetic correlation length (exchange length), magnetocrystalline
anisotropy is significantly reduced by the smoothing effect of the exchange inter-
action. This provides the basis for extremely good soft magnets with a saturation
magnetization higher than in conventional NiFe or amorphous material. The mag-
netic microstructure in such nanocrystalline materials is determined by the interplay
of random and induced macroscopic anisotropies. This is true for both bulk mate-
rial (ribbons) and magnetic films. A strong patchy, respectively ripple modulation
of magnetization is found if the random anisotropy is sufficiently large. The micro-
scopic disorder gives rise to a nucleation-dominated magnetization process, which
(in case of the ribbons) is favorable at higher frequencies due to reduced anoma-
lous losses. In any case the (average) domain magnetization follows the axis of any
induced anisotropy.

In high-anisotropy materials the transition to such soft magnetic behavior is
shifted toward very small grain sizes due to the small ferromagnetic correlation
length. By making use of the coercivity maximum at larger grain sizes (still below
the single-domain limit) nanostructured permanent magnets are obtained. Exchange
coupling between the grains can be exploited in exchange-spring material where it
enhances the remanence. Highly immobile and fine patch domains are characteristic
for such material. If exchange coupling between the grains is interrupted, so-called
interaction domains are observed due to the predominance of magnetostatic interac-
tions between the (single domain) grains.
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17. S. Flohrer, R. Schäfer, Ch. Polak, G. Herzer: Interplay of uniform and random anisotropy in
nanocrystalline soft magnetic alloys. Acta Mat. 53, 2937–2942 (2005)

18. A. Michels and J. Weissmüller: Magnetic-field-dependent small-angle neutron scattering on
random anisotropy ferromagnets. Rep. Prog. Phys. 71, 066501 (2008)
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32. R. Schäfer, D. Chumakov, O. de Haas, L. Schultz, W. Maaß, K.U. Barholz, R. Mattheis:
Magnetization Processes in Spin-Valve Meanders for Sensor Applications. IEEE Trans. Magn.
39, 2089–2097 (2003)
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Chapter 11
Exchange-Coupled Nanocomposite
Permanent Magnets

J.P. Liu

Abstract Exchange-coupled nanocomposite magnets are a new type of permanent
magnetic materials. Large amounts of theoretical and experimental research have
been carried out in the past two decades in understanding the inter-phase exchange
interactions and in processing bulk nanocomposite magnets with enhanced energy
products. This chapter reviews recent advancements in both the fundamental
research and the materials processing technologies. Details in the new findings
about the effects of soft phase properties and interface conditions on the hard/soft
phase exchange interactions are presented. Various methods for characterizing the
inter-phase exchange coupling are reviewed. In materials processing aspects, the
development of the bottom-up approaches is discussed. Novel methodology for
nanoparticle synthesis including the salt-matrix annealing and surfactant-assisted
ball milling is described. Unconventional compaction techniques including warm
compaction and dynamic compaction are recommended because they can be used
to retain the desired nanoscale morphology for effective exchange coupling in
the nanocomposites. At the end of this chapter, perspectives on fabrication of
anisotropic nanocomposite magnets are given.

11.1 Introduction

When Coehoorn and his coworkers discovered in 1989 [1] the inter-phase exchange
coupling that enhanced the remanent magnetization and the energy product in the
rapidly quenched Nd2Fe14B−Fe3B two-phase ribbons with very fine grain size,
their report did not draw immediate attention. Addition of soft magnetic phases was
normally considered harmful to performance of conventional permanent magnets
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because it dramatically deteriorates magnetic coercivity of sintered or cast single-
phase permanent magnets and therefore reduces the energy product.

Two years later, Kneller and Hawig [2] published their simulation model of an
exchange-coupled hard/soft nanocomposite magnet (also called an exchange-spring
magnet) based on the experimental finding by Coehoorn et al. The model shows
that the nanocomposite magnets with desired nanoscale morphology would be a
new approach to obtain high energy products in permanent magnetic materials. This
paper triggered off a strong reaction in the community. Since 1992 a great deal of
experimental and theoretical work has been devoted to investigation of exchange-
coupled nanocomposite systems. Various hard–soft composite systems were studied
using different processing techniques including rapid quench, mechanical alloying,
and thin film deposition. Remarkable results in remanent magnetization enhance-
ment and energy product enhancement have been reported in nanocomposite rib-
bons, powders, and thin films [3–11].

Since 2001, a research team in the United States led by the author of this chapter
started a bottom-up approach – a processing approach starting from nanoparticles,
to produce nanocomposite permanent magnets with well-controlled nanoscale mor-
phology. Zeng et al. [12] demonstrated in 2002 FePt/Fe3Pt nanocomposite magnets
with ∼40% enhanced energy products compared to the single-phase FePt counter-
part. This kind of thin-layer nanocomposite magnets was made from the FePt/Fe3O4

nanoparticle self-assemblies with particle size of several nanometers.
Great efforts to produce bulk nanocomposite magnets have also been made by

the team since 2001. Chen et al. [13] reported shock compaction of Nd2Fe14B-based
nanocomposite ribbons and nearly fully dense bulk samples with retained nanoscale
grain size and magnetic properties. Rong et al. [14] fabricated bulk FePt/Fe3Pt
nanocomposite magnets with density higher than 95% of the theoretical density
by directly compressing FePt/Fe3O4 nanoparticles using a warm compaction tech-
nique. Recently, Rong et al. [15] showed the results of SmCo5/α-Fe fully dense bulk
nanocomposite magnets produced by warm compaction with ∼90% energy product
enhancement in comparison to the single-phase counterpart.

Permanent magnetic materials, since their first application as compasses thou-
sands of years ago in ancient China, have been indispensible in human civiliza-
tion. Today, conventional and advanced applications of permanent magnets are still
growing in a large scale, like in computer devices, MEMS, biomedical facilities,
and in the energy-related applications such as in hybrid vehicles and wind power
generators. Discovery of nanocomposite magnets has opened a new chapter in the
history of permanent magnet development. A timely marriage with nanotechnology
has revived the research in both the fundamentals and the materials processing of
advanced permanent magnetic materials. Exchange-coupled nanocomposite perma-
nent magnets are at the center of the research stage. In this chapter we will review
the major development and milestones in the fundamental study and experimental
research in exchange-coupled nanocomposite magnets. Emphasis will be given to
recent advancements in understanding the exchange coupling and in processing of
bulk nanocomposite magnets.
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11.2 Fundamental Aspects

11.2.1 The Early Models

Energy product (BH)max, the figure of merit of permanent magnets, of a ferromag-
netic material is based on magnetization and coercivity (originating from magne-
tocrystalline anisotropy) of the material. Energy product of permanent magnets has
been increased from less than 1 MGOe to more than 50 MGOe in the last cen-
tury. This impressive many-fold leap was based on successive discoveries of novel
magnetic compounds, especially the rare earth–transition metal compounds dis-
covered in the 1970s and 1980s. Since the discovery in early 1980s of Nd2Fe14B
compound, which is the major phase of the strongest permanent magnets thus
far, people have continued to search for even better hard magnetic materials to
beat the neodymium magnets. For a quarter century, the search has not achieved
anticipated results. It should not be a surprise if one says that there is very low
probability for nature to construct a magnetic structure with significantly higher
magnetization and magnetocrystalline anisotropy as well as Curie temperature than
Nd2Fe14B. It is even obvious for many that to realize further increase of energy
product (hopefully as what we had in last century), we have to look for other
approaches instead of just searching for new compounds because the highest magne-
tization and anisotropy possibly coexisting in one magnetic phase will not increase
with time.

If nature does not provide a desired magnetic structure for new permanent mag-
nets, artificially constructed magnetic structures (referred also as metamaterials)
can then be a solution. Based on the experimental observation by Coehoorn et al.
[1], Kneller and Hawig [2] proposed a new micromagnetic principle for producing
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Fig. 11.1 (A) A bilayer structure with a hard phase bottom layer and a soft phase top layer.
(B) Exchange coupling between a magnetically soft ferromagnet with a tall hysteresis loop and a
magnetically hard ferromagnet with a wide hysteresis loop leads to a beneficial combination of the
two loops – formation of a composite with a wide and tall hysteresis loop. The dashed loop with
kinks refers to a decoupled composite with the wide and the tall loops superposed
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strong permanent magnets by fabricating nanostructured hard/soft phase composite
materials. The principle was derived from a one-dimensional model with alternat-
ing hard and soft phase regions. Figure 11.1 shows the schematic of a hard/soft
bilayer structure with inter-phase exchange coupling. When the soft phase layer
(upper layer) is thin enough, magnetic moments in both layers will be switched
coherently. The magnetization loops of the bilayer will then be like the loop indi-
cated by the arrow. With the geometry of the composite suggested by Kneller and
Hawig, the hard phase volume fraction may be as low as 10% without losing coer-
civity necessary for a high energy-product value.

Schrefl et al. [16] used a finite element method to analyze a hard–soft composite
structure with soft phase grains embedded in the hard phase matrix and concluded
that in order to introduce magnetic hardness from the hard phase into the soft mag-
netic regions, a size of the soft phase region smaller than twice the domain wall
width of the hard phase is required.

Skomski and Coey [17] investigated more geometrical configurations of hard/soft
phase composites by considering the following energy items in a ferromagnetic
composite:

E =
∫ [

A

(
∇ M

Ms

)2

− K1
(n · M)2

M2
s

− μ0M · H

]

dV (11.1)

In the bracket the first term is the energy of magnetic exchange interaction,
A is the exchange stiffness. The second term is the anisotropy energy. K1 is the
anisotropy constant. n is the unit vector in the easy-axis direction. The third term
is the magnetostatic energy. Magnetic moment configuration is determined by com-
petition between these terms. Exchange interaction favors parallel spin alignment,
whereas the random anisotropy, supported by random magnetostatic fields, tends to
disalign the spins.

By minimizing the energy, equilibrium conditions can be obtained and the equi-
librium parameters can be calculated by solving the equations with approximation.
One of the assumptions and approximations in solving the equations is that K1of
a soft phase is zero. Based on the approximation, a similar conclusion about soft
phase critical dimension was drawn as what Schrefl et al. obtained [16]. Skomski
and Coey have been frequently cited for their calculated result about the energy
product of 120 MGOe possibly achieved in an ideal Sm2Fe17N/FeCo multilayer
nanocomposite structure.

Sabiryanov and Jaswal [18, 19] calculated by first principles the theoretical val-
ues of energy products of the FePt−Fe and the SmCo−Co layered systems. They
found that the energy products for these two systems can reach 90 and 65 MGOe,
respectively.

Kronmüller et al. have done a systematic study in micromagnetic simulation of
the exchange-coupled nanocomposite systems; the details can be found in Ref. [20]
and references therein.
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11.2.2 The Soft Phase Effects

The above-mentioned micromagnetic models did not take anisotropy of soft mag-
netic phases into account, as an approximation that helps for solving the equations,
which leads to a conclusion that no matter what kind of soft phases are used, the crit-
ical dimension of the soft phases for effective exchange coupling remains unchanged
for a given hard magnetic phase. This conclusion, however, sounds unrealistic since
soft magnetic phases may have very different properties and as one of the two com-
ponents in a nanocomposite magnet, the properties of the soft phases should have
important effect on the inter-phase exchange coupling. Our simulations and experi-
mental investigations [21, 22] have shown that the early models need to be amended.
The critical soft phase length is also related to the soft phase properties if we do not
ignore the anisotropy of the soft phase component in the composite. Magnetization
values of the soft phases also have a strong effect on the critical dimension. Equation
(11.2) is an analytical solution for the critical soft phase dimension derived from a
simple exchange-coupled bilayer system:

tS-Critical = J/MS

2KHtH − J

MHtH
− 2KS

MS

(11.2)

where J is the exchange strength, K’s are anisotropy constants, and M’s are satura-
tion magnetizations (subscripts S and H denote the soft phase and the hard phase,
respectively).

This equation reveals that the soft phase magnetization and anisotropy have a
direct effect on the critical soft phase dimension. A “less soft” phase will lead to a
larger critical soft phase dimension.

In a more sophisticated modeling analysis in which we consider a twist structure
of magnetic moments in soft magnetic phases (see Fig. 11.1A) under a magnetic
field which is close to practical situation, the exchange field, Hex, between the hard
and soft phase can be expressed as the following [22]:

Hex = −(2
√

KS AS)/(MStS) (11.3)

where AS is the exchange interaction strength in the soft phase and other parameters
have the same meanings as in Eq. (11.2).

We can see from these two equations that the exchange strength between the
hard phase and the soft phase is strongly dependent on the soft phase parame-
ters. The soft phase critical dimensions in various hard phases have been calcu-
lated according to this equation, and a good agreement with experimental results
has been achieved. Table 11.1 shows the values of critical soft phase dimensions
determined with the old model and our new model as well as the experimental data
for Fe and Co soft phase layers on SmCo layers obtained. Related data for several
other soft phases are also listed in the table. It is interesting to see the big difference
between the critical dimensions for Fe and Co. It is also seen that according to our
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Table 11.1 Critical dimensions (t C) of soft phase in hard/soft exchange-coupled nanocomposite
magnets

Ms

(106A/m)
A
(10−11J/m)

K
(105J/m3) tC∗ (nm) tC@ (nm)

tC R©

(SmCo)
(nm)

tC R©

(NdFeB)
(nm)

Fe 1.70 2.8 0.47 2.7−9.0 2.5−10 4.4−6.0 9.2
Fe97Si3 1.58 2.6 0.47 2.8−9.3 − 4.4−6.0 9.2
Fe3B 1.29 1.25 0.32 6.2−20.7 − 4.4−6.0 9.2
Fe65Co35 1.93 3.6 3.11 6.9−23.1 − 4.4−6.0 9.2
Co 1.40 4.0 8.00 16.2−53.9 >20 4.4−6.0 9.2
NdCo 0.68 1.05 6.20 15.0−50.0 >7.8 4.4−6.0 9.2

tC∗ is calculated from Hex= 4(AK)/Mst, tC= 2t for the single-phase-like reversal between 0.3 and
1.0 T. tC@ is the experimental results for SmCo/(Fe,Co) bilayers, tC R© is from the model of Kneller
and Hawig. A values for Fe97Si3 and Fe65Co35 are estimated from their Curie temperatures, 963
and 1253 K, respectively.

new model, FeCo alloy with proper composition is the best soft phase for exchange-
coupled nanocomposite magnets due to its high magnetization and relatively high
anisotropy.

A more detailed micromagnetic analysis by Asti et al. [23] has reached a simi-
lar conclusion to the above statement about the correlation between the soft phase
“hardness” and the critical dimension.

Recently, we have investigated experimentally the effect of soft phases on the
exchange coupling using combinatorial synthesis technique to produce hard/soft
phase bilayer “libraries” with continuously varying soft phase composition and
thickness. Zambano et al. [24] found that within the range of relatively low
anisotropy of soft magnetic phases, magnetization of the soft phases plays the major
role in determining critical dimension.

Clearly, the above discussed modeling and experimental investigations have pro-
vided a deeper insight into the soft phase effect on inter-phase exchange coupling
and have opened a general approach to “materials design” of exchange-coupled
nanocomposite magnets by engineering the soft phase components.

11.2.3 The Interface Effects

Effect of interface on the inter-phase exchange coupling was another unclear issue
when exchange-coupled nanocomposite magnets came to the landscape. An intu-
ition may tell that interface plays little role in magnetic interactions since the interac-
tions are mainly a function of distance. Inter-phase magnetic interactions, especially
the exchange interactions, are still new to the community.

Our early experiments in heat treatments of SmCo/Fe nanocomposite magnetic
thin films revealed that a multi-step heat treatment processing could improve the
magnetic performance significantly, even though the late step of the treatments did
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not alter the composite compositions and microstructures [25]. An inference was
that the interface condition was changed upon the late step treatment. However, to
explore the interface in solid metallic materials is a centennial challenge and it is
even more difficult to study the interface in a nanocomposite material.

A pioneering work by Jiang et al. [26] showed that inter-diffused interface
resulted in a greatly enhanced energy product in a SmCo/Fe nanocomposite. A care-
ful investigation with nanoscale composition profile determination suggested that
the intermixing led to the formation of a region with intermediate anisotropy values,
thus making the demagnetization process more single-step-like reversal. In compar-
ison with a sharp interface, the graded interface created a region in the soft phase
side that is “less soft” (or “semi-hard”) so that the “used-to-be soft phase region”
became more resistant to magnetization reversal and thus increased the apparent
coupling effectiveness between the soft and the hard phases. This result is also con-
sistent with the conclusion we just discussed in the last section about the soft phase
effect. An intermixed boundary means a direct contact of a hard phase with a semi-
hard phase at the interface.

Figure 11.2 is the simulation result by Jiang et al. [26] showing correlation
between the intermixed interface thickness and the demagnetization curves of the
SmCo/Fe nanocomposite. It is found that increased inter-diffusion enhances the
energy product by up to 30%. A recent detailed investigation based on element-
specific magnetization measurements using synchrotron X-ray performed by Choi
et al. [27] has given more quantitative information about the interface effects. A
first-principles calculation on SmCo5/Co(Fe) interface reached a similar result [28].
A conclusion can be therefore drawn that a graded interface structure that forms
a wave-like composition profile in a nanocomposite will give rise to a further
enhanced energy product in exchange-coupled spring magnets.

Fig. 11.2 Calculated
demagnetization and
remanence curves of
SmCo(20 nm)/Fe(10 nm)
bilayers with interfacial
regions of various thickness
(from Jiang et al. [26])
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11.2.4 Coercivity Mechanisms

Understanding of the soft phase effect and the interface effect is not the end of
understanding of all the fundamental aspects on exchange-coupled nanocomposite
magnets. There are still issues to be understood. One of the unclear problems is the
coercivity mechanisms in nanocomposite magnets.

Although early theoretical models showed that more than 50% soft phase can
be added to the nanocomposite magnets to achieve high-energy products, practi-
cally, however, any addition of soft phase is accompanied with sacrifice in coer-
civity. A trade-off between the magnetization and coercivity is a major barrier for
experimentalists to reach high-energy products in nanocomposite magnets. There-
fore, coercivity is a restricting factor for obtaining high-energy products in soft/hard
nanocomposite magnets.

People have tried to explain coercivity mechanisms in exchange-coupled
nanocomposite magnets with the conventional reversal domain nucleation or
domain wall pinning models. In exchange-coupled soft/hard nanocomposite mag-
nets, however, the situation seems more complicated. Coercivity dependence on
soft phase dimension has been observed by researchers from different groups. We
reported in 1998 [29] that the coercivity mechanism changes from pinning-like to
nucleation-like in PrCo−Co nanocomposite with increasing Co layer thickness, as
observed from the initial magnetization curves. In contradiction to this observation,
Zhao et al. [30, 31] reported that in the nanocomposite systems under their investi-
gation, relatively thinner soft phase layers lead to a nucleation mechanism whereas
in the composite with thicker soft phase layers, pinning is dominant.

The complication in coercivity mechanisms may be related to the nature of inter-
action domains with which a single domain contains multiple nanoscale grains
with different crystalline orientation [32]. Further investigation is highly needed
to understand the domain structure and coercivity mechanism in the hard/soft phase
nanocomposite magnets.

11.2.5 Characterization of Inter-phase Exchange Coupling

To exchange, or not to exchange? This is a good question, especially for the new
case of inter-phase exchange interactions. People have gained considerable knowl-
edge and experience in studies of magnetic exchange interactions of inter-spin,
inter-atom, inter-molecule, inter-sublattice, inter-layer and so on. Inter-phase mag-
netic exchange coupling (sometimes referred as “inter-grain” exchange interactions
because granular materials are the most common situation in composite magnetic
materials) seems to be more difficult to understand than the above-mentioned cases
because the inter-phase interactions are often influenced by many factors that are
difficult to quantify, like the grain size and shape, and interface conditions. In addi-
tion, the inter-phase exchange interactions in composite magnets always coexist
with magnetic dipolar interactions. Characterizing and distinguishing these inter-
actions become nontrivial and even very challenging. In this section we briefly
review the major characterization methods to identify inter-phase exchange cou-
pling in nanocomposite magnets.
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11.2.5.1 The “Kink” Method

The simplest way to check the inter-phase exchange coupling is to measure a
hysteresis loop of a nanocomposite magnet. In case of “decoupling” between the
two phases, there will be a kink (or shoulder) on the curve. The kink originates
from superposed loops of a composite sample from its hard and soft component
loops, as we can see from Fig. 11.1B. This method, however, does not distin-
guish single-phase loops and loops of effectively exchange-coupled nanocomposite
magnets.

11.2.5.2 Low-Temperature Measurements

To distinguish a single-phase loop and a loop of well-exchange-coupled nanocom-
posite magnet, low-temperature measurements are often helpful. If magnetocrys-
talline anisotropy of the hard phase component in the composite is enhanced
at low temperatures (this is the normal situation), the exchange length will be
decreased at a low temperature which will lead to a decoupling between the hard
and soft phase components [33, 34]. Figure 11.3 shows magnetic hysteresis loops
at different temperatures of a PrCo−Co nanocomposite magnet. One sees that at
300 K, the magnetization reversal behavior is almost one-step mode (effectively
exchange coupled). At lower temperatures, however, two-step magnetization rever-
sal becomes more pronounced because of decoupling. This temperature-induced
two-step mode cannot be observed in single-phase ferromagnetic materials at any
temperature.
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Fig. 11.3 Hysteresis loops of
PrCo−Co nanocomposite at
different temperatures (from
Liu et al. [34])
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11.2.5.3 Recoil Loop Measurements

Recoil loops are measured by removing and reapplying a demagnetizing field
to a ferromagnetic material, as the demagnetizing field is increased successively.
Open recoil loops refer to the situation where the magnetizing and demagnetiz-
ing branches do not overlap, thereby enclosing an area [33, 35, 36]. Recoil mea-
surements are often used to characterize exchange-coupled nanocomposite perma-
nent magnets because the recoil characteristics are sensitive to inter-phase interac-
tions. Open recoil loops are observed in hard/soft nanocomposite magnets, and thus
the presence of open recoil loops is seen as a manifestation of breakdown in the
exchange coupling and the enclosed area is attributed to the decoupled volume in
the soft phase. Figure 11.4 shows recoil loops measured on three SmCo/Fe bilayers
with different Fe layer thicknesses. Recent studies show that additional factors like
magnetocrystalline inhomogeneity in the hard phases and thermal fluctuation also
have influence on the openness of recoil loops [37, 38].

Fig. 11.4 Recoil hysteresis loops measured on SmCo(20 nm)/Fe(x nm) bilayers with different Fe
thicknesses. (a) x = 20; (b) x = 10; (c) x = 5. The recoil loop measurements were done along the
easy axis (EA). Hard axis (HA) measurements are also shown
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11.2.5.4 δM Method (Henkel Plot)

δM measurement (Henkel plot) method is based on a comparison between rema-
nent magnetization of a ferromagnetic sample to an ideal Stoner–Wohlfarth (S−W)
system so that any magnetic interactions in the sample can be characterized. To
make the comparison, two different remanent magnetizations must be measured.
One is the magnetization remanence Mr(H) which is acquired after the application
and subsequent removal of a directly applied field H. The other is demagnetization
remanence Md(H) which is obtained after saturation in one direction and the subse-
quent application and removal of a direct field H in the reverse direction. A linear
relation between these remanences exists in a noninteracting S−W ferromagnetic
system [39]:

Md(H ) = 1 − 2Mr(H ) (11.4)

It should be noted that this relation is only valid with an initial zero-
magnetization sample. Henkel first proposed that the deviation from zero magne-
tization in real systems is caused by magnetic interactions in the system [40]. The
expression of a Henkel plot is as follows:

δm(H ) = [Md(H ) − Mr(∞) + 2Mr(H )]
/

Mr(∞) (11.5)

where Mr(∞) is the saturation remanence introduced to normalize the δm(H) value.
Normally, positive values of δm(H) are due to exchange interactions promot-

ing the magnetized state, while negative values of δm(H) are caused by interac-
tions tending to assist magnetization reversal (e.g., dipolar interaction). Figure 11.5
shows the Henkel plots for FePt−Fe3Pt nanocomposite magnets with different soft
phase fraction. The positive values are interpreted as a result of magnetic exchange
coupling while the negative values are interpreted as a result of magnetic dipolar
interaction. It is interesting to see that the dipolar interaction is enhanced with
increasing soft phase.
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11.2.5.5 Element-Specific Measurements (Synchrotron Measurements)

Synchrotron-based X-ray magnetic measurements are used to characterize
exchange-coupled composite magnets because the X-ray measurements enable
characterizing different elements separately, by taking advantage of enhanced mag-
netic sensitivity to a resonant element when the incoming X-ray energy is tuned
to an atomic absorption edge of the element of interest [41]. In comparison with
conventional magnetometry techniques that measure the overall magnetic behav-
ior, the X-ray measurements can distinguish magnetic contributions from individual
components in composite magnets. Using this technique, element-specific mag-
netic hysteresis loops can be obtained from a composite magnet, and the effect of
exchange coupling between constituting layers or phases can be inferred by corre-
lating the result with the overall hysteresis loops from a conventional magnetome-
ter. Figure 11.6 shows element-specific hysteresis loops from SmCo/Fe bilayers

Fig. 11.6 Element-specific hysteresis loops from SmCo/Fe bilayer films with gradient Fe thickness
[42]. The hysteresis loops were measured by collecting fluorescence yields at the Fe L3, Co L2,
and Sm M5 absorption edges
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that were grown via a combinatorial approach [42]. Here, X-ray magnetic circular
dichroism measurements were performed as a function of external field while col-
lecting magnetic dichroic signals. Separate measurements with the incident X-ray
energy near the Sm, Co, and Fe resonant energies provide magnetic behavior of
each element so that magnetic exchange coupling can be observed between the hard
phase elements and the soft phase elements.

Besides the above discussed methods, there are also a few other techniques that
can be used to detect and characterize inter-phase exchange coupling. In the early
paper by Kneller and Hawig [2], the authors suggested a method to judge the inter-
phase exchange coupling by observing shapes of the hysteresis loops and by mea-
suring “half-way” demagnetization curves. We also used a simple method to detect
the exchange-spring behavior by measuring the Mr(H) curve [29]. Davies et al. [43]
discussed a first-order reversal curve (FORC) method based on analysis of FORC
distribution that provides information about irreversible switching processes and
switching fields. In exchange-coupled magnets, collective switching behavior of
soft and hard phases can be detected by monitoring the onset of irreversibility in
FORC curves.

The complex nature of inter-phase exchange interactions gives rise to difficulties
in identifying and characterizing the interactions. To determine and characterize the
inter-phase magnetic exchange interactions with enhanced reliability and accuracy,
using more than one of the methods for a “double check” is suggested.

11.3 Experimental Approaches

As discussed above, remarkable progress has been made recently in understanding
inter-phase magnetic interactions in nanocomposite magnets. The study in inter-
phase magnetic interactions deals with “large objects” compared with the research
on magnetic interactions between “small objects” like atoms and molecules and
morphological parameters such as grain size and interface conditions have to be con-
sidered in the study. This study is significant for materials design and has resulted
in an “exchange coupling” between the fundamental magnetism research and the
materials processing research. Next we will review recent progress in materials pro-
cessing of nanocomposite magnets.

11.3.1 The Early Approaches

After Coehoorn et al. [1] first observed the experimental evidence of inter-phase
(inter-grain) exchange coupling in their melt-spun Nd2Fe14B/Fe3B permanent mag-
net, many groups have studied rapidly quenched hard/soft nanocomposite magnets
[3, 4, 43–45]. Remarkable remanent magnetization enhancement and energy prod-
uct enhancement have been observed in isotropic or partially anisotropic ribbons.
The processing includes rapid quench and subsequent heat treatments. The quench
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process is for producing amorphous materials and the heat treatments are for crys-
tallization with controlled nanoscale grain size. Rapid quench technique has the
advantage of accurate overall composition control and is also good for mass pro-
duction. The disadvantages include inhomogeneity in microstructure in the ribbons.
Grain size distribution can be very large (usually larger than 100%).

Mechanical alloying technique has also been adopted in producing nanocom-
posite magnets [5, 6, 46, 47]. This method is suitable for systems that cannot
be easily quenched to form amorphous materials. High-energy mechanical defor-
mation during the mechanical movement deposits large amounts of energy into
the raw materials and amorphous powders are therefore formed. Similar to that
in the rapid quench technique, subsequent heat treatments can produce nanocrys-
talline composite materials. Disadvantage of this method includes contamination
of the raw materials from the containers and vibration materials (like metallic
balls).

As for modeling system investigations, many groups studied hard/soft bilayers
and multilayer nanocomposite magnets [7, 10, 48–52]. Most of the bilayer and mul-
tilayer thin films were prepared by sputtering followed by heat treatments to obtain
required microstructures. It was found that rapid thermal annealing (RTA) is more
effective in tailoring nanoscale morphology than the conventional furnace anneal-
ing.

11.3.2 Nanoparticle Approaches

Since 2001, our research team has started to build up nanocomposite magnets with
magnetically hard and soft nanoparticles. By self-assembly of chemically synthe-
sized 4 nm FePt and Fe3O4 nanoparticles, homogenous FePt/Fe3Pt hard/soft phase
nanocomposites were formed after annealing the assemblies in a reducing atmo-
sphere. Up to 40% energy product enhancement has been achieved compared to the
single-phase counterpart [12]. This work signified a novel approach from the bottom
to control nanoscale morphology of nanocomposite magnets. The advantage of this
approach is clear: the composite morphology can be well controlled since the build-
ing blocks of the composites have their size starting from a few nanometers. Even
after grain growth during subsequent heat treatments, the grain size can be well con-
trolled below the critical length for effective exchange coupling. On the other hand,
success of this bottom-up approach also relies on synthesis of hard and soft phase
magnetic nanoparticles with controllable size and size distribution which is a signif-
icant challenge itself. Next we will review the major methods used to produce hard
and soft magnetic nanoparticles for building up nanocomposite magnets.

11.3.2.1 Chemical Synthesis of Nanoparticles

Compared with other methods for preparing nanoparticles, the chemical solution
method has its unique advantages in producing particles with small particle size
(down to 2 nm) and narrow size distribution (deviation can be as small as 5%), as
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well as good crystallinity and stability. Sun et al. [53] reported in 2000 synthesis
of FePt nanoparticles with well-controlled size and size distribution which were the
first available nanoparticles of a hard magnetic phase. We have worked since then
in size and shape control of FePt nanoparticles.

(a)

(b) (d)

(c)

Fig. 11.7 TEM images of the as-synthesized FePt nanoparticles with size of (a) 2 nm, (b) 5 nm,
(c) 6 nm, and (d) 9 nm

Figure 11.7 shows the TEM images of as-synthesized FePt nanoparticles with
different sizes. By adjusting synthesis parameters we have been able to obtain FePt
nanoparticles with size from 2 to 9 nm with 1 nm accuracy [54]. We also worked in
shape control of FePt nanoparticles. Nanorods and nanowires with controlled length
have been synthesized. Figure 11.8 shows some examples [55]. Shape control of

Fig. 11.8 TEM images of FePt nanorods/nanowires with average length of (A) 15 nm, (B) 50 nm,
and (C) 150 nm
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the nanoparticles gives the possibility to align the building blocks by using shape
anisotropy to form anisotropic nanocomposite magnets.

11.3.2.2 Salt-Matrix Annealing

FePt nanoparticles are the first ever available nanoparticles of hard magnetic phases,
thanks to the pioneering work by Sun et al. [53]. However, as-synthesized FePt
nanoparticles always take a disordered fcc structure that has vanishing magnetic
anisotropy and therefore the particles display superparamagnetism at room tem-
perature. The real FePt hard magnetic phase is the L10 phase with a tetragonal
structure. The fcc structure can be transformed to the L10 structure only after heat
treatments at temperatures above 600◦C. At these high temperatures, unfortunately,
monodisperse nanoparticles agglomerate and sinter together that spoils monodis-
perse nanoscale morphology. To solve this problem, a great deal of effort was made
by doping elements to reduce the transformation temperature and by coating high-
melting-point oxide layers on the fcc particle surfaces. In 2005, we first adopted the
salt-matrix annealing technique and successfully solved the problem in a facile way
[56–58]. Figure 11.9 shows the TEM images of the FePt nanoparticles before and
after the high-temperature salt-matrix annealing. Application of this technique has
led to scalable production of ferromagnetic FePt nanoparticles of few nanometers
with giant room-temperature coercivity (up to 30 kOe). The recovered nanoparti-
cles after annealing contain no non-magnetic impurity and are therefore very suit-
able for permanent magnet fabrication. Availability of single-domain ferromagnetic

(a) (b)

(c) (d)

Fig. 11.9 TEM images of
the as-synthesized (a) 4 nm
and (b) 8 nm particles.
(c) and (d) are the images of
the 4 and 8 nm particles after
salt-matrix annealing at
700◦C for 4 h, respectively
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nanoparticles also opens a new window for further exploration of low- and high-
dimensional magnetic materials and devices with controlled magnetic structures
(including high-density data storage media). This technique is also economic and
can be used for preparing any other nanostructures that need to be heat treated with-
out sintering.

Chemical synthesis has worked very well in producing hard magnetic FePt
nanoparticles (in combination with the special heat treatment techniques). It is nat-
ural for people to attempt to produce other hard magnetic nanoparticles includ-
ing the rare earth-containing SmCo and NdFeB nanoparticles. Great efforts have
been made to synthesize SmCo nanoparticles with various chemical methods,
but no room-temperature coercivity of the produced nanoparticles was reported
[59–61]. The reason is not difficult to understand: rare earth metallic materi-
als are very sensitive to oxygen and their nanoparticles are even more prone
to oxidation because of the huge surface area of nanoparticles. Hou et al.
[62] developed a method to synthesize SmCo5/Fe nanocomposite particles with
micrometer size by reducing SmCoO nanoparticles with Ca. To prevent exces-
sive grain growth, KCl was added, similar as in the salt-matrix annealing. It
turned out that KCl also played a good role in preventing the Sm loss during the
reduction.

11.3.2.3 Surfactant-Assisted Ball Milling

Given the importance for applications of single-domain hard magnetic nanopar-
ticles with size of few nanometers, and the difficulties in preparing the rare
earth-containing nanoparticles by chemical methods, an alternative ball milling
method has been developed to obtain nanoparticles directly from ingots of SmCo
and NdFeB hard magnetic materials. By using suitable surfactants, nanoparticles of
the ingot materials can be obtained. Those nanoparticles, however, have large-size
distributions. A size selection process was then necessary to obtain nanoparticles
with desired size ranges. This process has led to first available SmCo and NdFeB
nanoparticles with room-temperature coercivity [63, 64]. Figure 11.10 shows the
TEM images of the Sm2Co17 nanoparticles. Room-temperature coercivity up to 3
kOe has been obtained from the nanoparticles with size larger than 10 nm, which
were the first ferromagnetic rare earth intermetallic nanoparticles with significant
room-temperature coercivity.

11.3.2.4 Gas-Phase Condensed Nanoparticles

Besides the methods discussed above, gas-phase condensation has also been used
to produce FePt nanoparticles and FePt-based nanocomposite particles. The parti-
cles are formed in a plasma sputter chamber with controlled pressure and tempera-
ture. Rui et al. [65] reported energy product of 25 MGOe of isotropic FePt−Fe3Pt
nanocomposite particle assemblies prepared by gas-phase condensation. Chen
et al. [66] and Qiu and Wang [67] have worked to obtain direct ordering of FePt
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Fig. 11.10 Nanoparticles of Sm2Co17 produced by surfactant-assisted ball milling: (a) without size
selection; (b) selected particles with average size <10 nm; (c) with size in 10−20 nm; (d) with size
in 20−30 nm

nanoparticles using the plasma sputtering technique. Ferromagnetic FePt nanopar-
ticles with L10 structure were obtained upon deposition.

11.3.2.5 Core/Shell Structured Nanoparticles

Self-assembly of hard and soft phase nanoparticles is a good way to obtain well-
mixed nanocomposite magnets because it leads to an intimate contact between two
phases and a highly homogenous distribution of the two phases which are essen-
tial for effective inter-phase exchange coupling. However, self-assembly does not
always take place in nanoparticles. Conditions for self-assembly include a suitable
size difference between the components and an extremely narrow size distribution of
each component. These conditions are not easy to be met experimentally. In addi-
tion, these conditions may also bring restrictions in nanocomposite composition
adjustment.

An excellent way to solve this dilemma is to prepare core/shell nanoparticles.
Figure 11.11 shows an example of FePt/Fe3O4 core/shell nanoparticles with tun-
able shell thickness. After reductive heat treatments, the oxide shells transform to
soft magnetic Fe or Fe3Pt phases. Then each nanoparticle is an exchange-coupled
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(a) (b) (c)

Fig. 11.11 TEM images of the as-synthesized (a) 7 nm FePt nanoparticles; (b) 7 nm FePt nanopar-
ticles coated with 1 nm Fe3O4 shell; and (c) 7 nm FePt nanoparticles coated with 3 nm Fe3O4 shell.
(Scale bar is 20 nm)

nanocomposite magnet so that homogenous nanocomposite magnets can be guar-
anteed. An additional advantage of the core/shell approach is that the core size and
shell thickness can be adjusted in a continuous way so that the soft phase fraction
and the overall composite composition can be finely tuned. Our experiments showed
that 8 nm FePt nanoparticles coated with 2 nm Fe3O4 shells have the highest per-
formance. About 36% energy product enhancement has been achieved compared to
the single-phase FePt core particles.

Other bimagnetic nanoparticles include the brick-like nanoparticles and hetero-
bimer that can also be used as building blocks of nanocomposite magnets [68, 69].

11.3.3 Fabrication of Nanocomposite Bulk Magnets

Fabrication of bulk nanocomposite magnets remains a grand challenge. Traditional
compaction and sintering techniques do not work because the traditional techniques
are based on extensive heat treatments which lead to excessive grain growth. To
date, there have been very limited data reported on direct compaction of intermetal-
lic nanoparticles, especially for nanoparticles with size down to several nanome-
ters, though reports on micro-sized powder particles with nanoscale grain size can
be found. We have attempted to fabricate bulk nanostructured magnets by using
unconventional compaction techniques including warm compaction, spark plasma
sintering, and dynamic compaction. Next we will review the methodology and the
bulk magnet properties fabricated by using these techniques.

11.3.3.1 Warm Compaction

High-pressure warm compaction is one of the advanced compaction techniques in
powder metallurgy and has been widely used in automobile parts manufacturing
in the past decade [70–72]. This technique is established on the knowledge that
metallic powders have better plasticity and compressibility at elevated tempera-
tures and therefore are easier to be deformed to form high-density bulk materials
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under a certain pressure, compared with cold pressing. Unlike hot pressing, warm
compaction is performed at modest temperatures at which the metallic powders are
chemically stable and no excessive grain growth occurs. To reach high density, one
needs not only high pressure but also optimized compaction parameters including
temperature and time. For metallic nanoparticles, lack of dislocations makes their
deformation behavior different from their large-size materials and therefore grain
boundary (and/or particle surface) creep is very important for reaching high den-
sity. Figure 11.12 shows the density dependence on compaction temperature of a
FePt-based nanocomposite bulk magnet system compacted from 4 nm FePt and
4 nm Fe3O4 nanoparticles. It was found that satisfactory density (>95% theoret-
ical density) can be achieved at below 600◦C under pressure equal or larger than
2.5 GPa. To understand the effect of surface condition on the compaction, we com-
pared the density dependence of FePt nanoparticles with surface-treated nanoparti-
cles (coated with carbon, the triangle-symbol curve). The substantially lower den-
sity of the surface-treated samples suggests the importance of surface diffusion and
deformation in the consolidation process.

Fig. 11.12 The dependence of density of the bulk FePt/Fe3O4 samples on compaction temperature

TEM observation (Fig. 11.13) shows that the grain size was not excessively
increased after the warm compaction. More importantly, the size distribution is
quite small compared to bulk materials fabricated by traditional techniques. Mag-
netic characterization confirmed the effective exchange coupling in the bulk samples
and it was revealed that increased density leads to enhanced exchange coupling.
Similar results have been obtained recently in SmCo5/Fe bulk nanocomposite mag-
nets processed by warm compaction. Energy product enhancement of 90% has been
achieved [15].
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Fig. 11.13 TEM
micrographs of bulk
FePt-based samples
compacted at (a) 20◦C and
(b) 400◦C

11.3.3.2 Spark Plasma Sintering Compaction

Spark plasma sintering (SPS) is a technique based on pulsed DC current Joule heat-
ing in powder particles. The heat generates plasma between particles and the plasma
conducts electric current also that enhances the Joule heating, leading to sintering
between the heated particles. Since the heating can be controlled within a very short
time while reaching very high temperatures on the particle surfaces, this technique
has been adopted in recent years to produce nanostructured bulk materials includ-
ing nanocomposite magnets [73–75]. It has been observed that this technique is
very effective in compacting nanostructured melt-spun ribbons of nanocomposite
magnetic materials. We tested the SPS compaction of the 4 nm FePt/Fe3Pt nanopar-
ticles and obtained 70% density at 600◦C under pressure of 100 MPa [76]. Grain
size of the sintered samples remains at the nanoscale even after a post-annealing at
700◦C. It was also found that pressure rather than temperature was more effective
in enhancing inter-grain exchange coupling.

11.3.3.3 Dynamic Compaction

Dynamic compaction (including shock compaction and explosive compaction) is
another method to produce nanostructured bulk materials without long-term ther-
mal exposure. Raw powder materials can be compressed and condensated under
extremely fast and strong shock waves within a period of microseconds and so grain
growth is suspended while high density is achieved.

We prepared successfully the NdFeB-based bulk nanocomposite magnets with
nearly full density (up to 99%) by shock compaction of the melt-spun ribbons using
a gas-gun compaction system [77]. No grain growth was found; instead a decrease
in the grain size of both the hard and soft phases was observed [78]. Further obser-
vation has revealed that the reduction of the grain size can be attributed to shear
bands during the deformation with high strain rate. The decrease of grain size has
been proved by X-ray diffraction and TEM observations. Figure 11.14 shows TEM
images of the samples before and after the shock compaction.

Direct compaction of nanoparticles by shock compressing has been tested with
25 nm Fe nanoparticles [79]. It is found that the density–pressure correlation
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Fig. 11.14 TEM dark-field
micrographs of grain
morphology of starting PrFeB
materials (left) and center part
of recovered shock-
compacted specimens (right).
The scale bars represent
50 nm

(Hugoniot) for the Fe nanoparticle powders cannot be fully described using analyt-
ical models that are otherwise capable of predicting the correlation of micron-sized
powders or highly porous materials. This is an experimental evidence that defor-
mation behavior of nanoparticles is profoundly different from micro-sized pow-
ders, as we mentioned earlier. The reason may be related to lack of dislocations in
nanoparticles.

We have extended our research to explosive compaction to produce large-size
bulk magnets [80]. Figure 11.15 shows the recovered bulk samples by explosive
compaction with size Φ2′′ × 6′′. The dynamic and heterogeneous nature of rapid
plastic deformation during shock compaction can often lead to local melting and
resolidification, as well as formation of macrocracks due to longitudinal tension gen-
erated by the interaction of released waves in the compacted samples. Controlling
overheating and preventing macrocracks are the key to success for explosive com-
paction. Shock speed adjustment with suitable addition of ceramic particles in the

Fig. 11.15 A
cylinder-shaped bulk
nanocomposite magnet
fabricated by explosive
compaction. The diameter of
the cylinder is 2 in.



11 Exchange-Coupled Nanocomposite Permanent Magnets 331

explosive materials is one of the major methods to achieve the optimized results. We
have obtained 98% density in our explosively compacted samples and found similar
phenomenon of grain size reduction as found in the gas-gun compacted samples.
Magnetic properties of the nanocomposite powders have been retained and even
improved owing to the reduced grain size. Further work in dynamic compaction of
nanoparticles including the chemically synthesized particles is still underway.

Besides shock compaction and explosive compaction, combustion-driven com-
paction technique [81] has also been adopted in consolidation of bulk nanocompos-
ite magnets.

11.4 Work Toward Anisotropic Nanocomposite Magnets

Though great progress in understanding inter-phase exchange coupling and in pro-
cessing nanocomposite magnets has been made, there are still many challenges
en route to achieving super high energy products. One of the major challenges is
how to produce anisotropic bulk nanocomposite magnets. Although energy product
enhancement up to 90% has been achieved in isotropic nanocomposite magnets, the
goal to achieve energy products that beat the current highest single-phase magnet
energy products can only be reached when well-aligned nanocomposite magnets are
fabricated.

To align nano-sized crystals to special crystalline directions has been proved to
be a challenge, either in the case of isolated single-crystal nanoparticles or in the
case of nanostructured polycrystalline powder or bulk materials.

Isolated nanoparticles (single crystals) tend to orient their crystalline directions
randomly even when they are patterned or self-assembled. However, it has been
observed that faceted nanoparticle assemblies with narrow size distribution may
have their preferred crystalline directions [82].

To align single-domain ferromagnetic nanoparticles in a magnetic field is pos-
sible theoretically. Practically, however, ferromagnetic single-domain nanoparticles
will become agglomerated by magnetic attraction as soon as they are synthesized.
Therefore, to align single-domain ferromagnetic nanoparticles can be even more
difficult than for non-magnetic nanoparticles.

It has been hoped that anisotropic nanostructured magnets can be made by utiliz-
ing both magnetocrystalline anisotropy and shape anisotropy. For this purpose, high
aspect ratio nanoparticles like nanorods and nanowires of FePt and FeCo materi-
als have been prepared [55, 83]. However, most of the nanorods and nanowires are
not ferromagnetic at room temperature. Further work is underway to produce ferro-
magnetic nanorods and nanowires to realize magnetic field-induced alignment. For
example, salt-matrix annealing is applied to produce L10-structured FePt and FeCo
nanowires.

Traditional methods used in producing anisotropic sintered magnets, namely
the field alignment of powder particles before pressing, cannot be used to pro-
duce nanostructured bulk magnets unless the nanostructured powder particles
contain nano-sized grains that all have the same magnetocrystalline orientation. Our
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experiments showed that this kind of aligned nanostructured powder particles may
be prepared by magnetic field ball milling [84]. Small nano-sized grains inside a
micro-sized particle can be formed either from the plastic deformation of the par-
ticles during milling or from joining (welding) of small nanoparticles. In the latter
situation, external magnetic fields applied to the milling vial will lead to formation
of aligned nanostructured powder particles.

Another way to fabricate anisotropic bulk nanocomposite magnets is by severe
plastic deformation. This method is based on formation of texture after plastic defor-
mation which has been routinely adopted for producing anisotropic NdFeB bulk
magnets. An attempt to produce two-phase FePt/Fe exchange-coupled magnets by
cyclic co-rolling of Fe and Pt foils was made by N.H. Hai et al. [85] and Cui et al.
[86]. Saha et al. [87] worked on FePd-based nanocomposite systems with a sim-
ilar technique. Effect of magnetic field annealing on magnetic anisotropy of the
plastically deformed ribbons has also been investigated [86, 88]. The primary chal-
lenge in synthesizing nanocomposites via cyclic co-rolling is how to maintain suffi-
cient ductility to continue mechanical deformation without exposing the samples to
high-temperature treatments which lead to recrystallization, grain growth, or unde-
sired phase transformation and inter-diffusion. As indicated early, deformation of
nanocrystals can be very different from large-size crystalline materials. Many fun-
damental problems and processing technical issues remain to be solved.
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Chapter 12
High-Temperature Samarium Cobalt
Permanent Magnets

Oliver Gutfleisch

Abstract This chapter reviews the development of SmCo-type magnets over
the last 40 years. First, the physical metallurgy and crystal structures are con-
sidered; then the focus is on the recent developments in high-temperature
Sm(CobalFewCuxZry)z magnets suitable for operation temperatures up to 500◦C. It
is elucidated that the evolution of coercivity and microchemistry in the respective
phases of the heterogeneous nanostructure as well as magnetic domain structure is
very sensitive to details of the processing procedure, especially to the slow cooling
ramp as the last step where the hard magnetic properties evolve. These changes give
rise to rather complex pinning mechanisms in a three-phase precipitation structure,
which again depend in a subtle manner on the microchemistry of the 1:5-type cell
boundary phase in the 2:17-type magnets. It is the amount and distribution of Cu in
and at the cell boundary phase which is the prevalent factor determining the pinning
strength and which can yield a non-monotonic temperature dependence of coerciv-
ity. The chapter concludes with an overview of novel non-equilibrium processing
routes used to obtain SmCo-type nanocomposites.

12.1 Introduction

The last century has been the golden age of permanent magnetism, and the progress
in the field of permanent magnets has been dramatic over the last 40 years. Per-
manent magnets are widely used in our daily life and feature in a large variety
of domestic products such as quartz analogue watches, earphones, microwaves,
cordless tools, mobile phones, and voice coil motors. A modern car, for example,
contains at least 50 permanent magnets. In this case, most of the magnets are so-
called hard ferrites (BaFe12O19 and SrFe12O19), a low cost–low performance type of
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magnet. In more sophisticated applications, where, e.g., miniaturization is an issue
or completely new designs are needed, high-performance permanent magnets based
on rare earth–transition metal compounds are used. Nd2Fe14B, generating a field of
the order of 1 T, is mostly used in computer or portable electronic devices, but also
in medicine for (intraoperative) diagnostics using a magnetic resonance imaging
apparatus. Other examples for new applications are hybrid electric vehicles (HEV),
electronic cyclotronic resonance ion source, magnetic refrigeration, and wind gen-
erators. Modern high-performance magnets are based on compounds of a magnetic
light rare earth (Pr, Nd, Sm) for strong magnetic anisotropy and a 3d element (Fe,
Co) for large magnetization and high Curie temperature. A favorable combination
of these values is only a prerequisite for a good hard magnetic material; the ultimate
suitability can only be gauged when coercive field Hc, remanent magnetization Br,
and maximum energy density (BH)max, as the most relevant extrinsic properties,
fulfill certain criteria. This is done by the preparation of appropriate microstructures
with typical length scales of 1 nm to 100 μm (for more detailed descriptions the
reader is referred to overviews by Cullity [14], Gavigan and Givord [29], Coey [12],
Chikazumi [11], Strnat [95, 96], Buschow [5, 6], Skomski and Coey [88], Gutfleisch
[39, 41], and Khlopkov et al. [53]).

The intrinsic magnetic properties are determined by magnetic moments and inter-
actions on an atomic scale and are independent of the microstructure of the specific
material. In rare earth–transition metal (R–T) compounds three types of exchange
interactions occur: T–T, R–T, and R–R. In the case of SmCo5, for example, where
the transition metal carries a well-established magnetic moment, the T–T interac-
tions dominate. The strong ferromagnetic coupling is responsible for the magnetic
order up to very high Curie temperature. The R–R exchange coupling proceeds indi-
rectly via 4f–5d–5d–4f and is generally very small compared to the R–T interaction.
The latter proceeds also via an indirect mechanism (4f–5d–3d) in which the strong
interatomic direct 5d–3d exchange is transmitted to the 4f electrons via the intra-
atomic 4f–5d ferromagnetic interaction. The 5d–3d exchange is antiferromagnetic
when the 5d band is less than half full and the 3d band is more than half full as
it is the case for compounds of rare earths with ferromagnetic 3d metals. Qualita-
tively it can be summarized that as the transition metal spin ST couples antiparallel
to the rare earth spin SR, the magnetizations of R and T sublattices couple paral-
lel for the light rare earth elements (J = L − S) and antiparallel for the heavy rare
earth elements (J = L + S) according to Hund’s rule. The orbital magnetic moments
in rare earth metals remain unquenched by crystalline fields because the magnetic
moments are produced by 4f electrons well inside the atoms and protected from the
surrounding atoms. However, the electrostatic crystalline electric field acting on the
non-spherical 4f charge distribution favors a certain orientation of its preferred axis
and thus also directions of the magnetization. The result of this interaction is an
enormous magnetocrystalline anisotropy. The rare earth series presents an incom-
plete filling of the 4f shell. The number of electrons in the inner 4f shell vary from
0 to 14 through the series La (atomic number in the periodic table: Z = 57) to
Lu (Z = 71). The total magnetic moment of an R atom has both orbital and spin
components. However, the 4f shell is not the outermost shell of the atom. The R–R
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exchange coupling between two R atoms in a solid is indirect because the direct
overlap between the 4f shells of adjacent rare earth atoms is negligible. The result-
ing weak magnetic interaction with the 4f electrons of neighboring atoms causes
the low Curie temperatures of the rare earth metals; in fact only Gd (TC = 16◦C) is
ferromagnetic close to room temperature.

Microwave tubes, gyroscopes and accelerometers, reaction and momentum
wheels to control and stabilize satellites, magnetic bearings, sensors, and actua-
tors are examples of applications where high-energy density magnets with mag-
netic fields stable over a variety of environmental conditions and wide temperature
ranges are required. SmCo5- and Sm2Co17-type magnets [3, 57, 83, 84, 94, 95]
are ideal for these applications because of their high magnetocrystalline anisotropy
and Curie temperature. Standard commercial magnets of these types satisfy these
requirements over the temperature range from 50 to 250◦C. In addition, they exhibit
a high corrosion resistance; their disadvantages are the costly raw materials and the
difficult magnetization. A slight increase in temperature stability can be achieved
when substituting heavy rare earth elements for Sm [111]. Even better temperature
coefficients of remanence (α = dMr/dT) and coercivity (β = dHc/dT) are required
for higher operating temperatures above 450◦C [43, 100], which are needed for rare
earth permanent magnets (RPMs) for electric vehicles, hybrid magnetic bearings
for turbine engines and advanced power systems. The availability of these newly
developed magnets could also open completely new applications such as magnetic
brakes with performance close to normal friction brakes.

12.2 Physical Metallurgy and Crystal Structures

SmCo phases show a variety of crystal structures and these alloys have been studied
for more than 40 years now. Here, the focus is on the SmCo binaries with Curie
temperatures surpassing 400◦C and which are stable at room temperature, or which
can be easily retained at room temperature in a metastable state by quenching from
higher temperatures. Their crystal structure data are shown in Table 12.1. Note that
the 1:7- and the 1:5-type structures are closely related to each other and have the
same space group P6/mmm [4]. The rhombohedral Th2Zn17 structure can be derived
from the SmCo5 structure by an ordered substitution of a dumbbell of Co atoms
for one-third of the Sm atoms. When a random substitution by Co pairs occurs, a

Table 12.1 Crystal structure data of SmCo binaries [3]

Compound Lattice constant (nm) Structure type Space group

SmCo5 a=0.5002 c=0.3964 CaCu5 P6/mmm
Sm2Co17 a=0.4856 c=0.4081 TbCu7 P6/mmm
Sm2Co17 a=0.8360 c=0.8515 Th2Ni17 Pb3/mmc
Sm2Co17 a=0.8395 c=1.2216 Th2Zn17 R3m
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disordered Co-rich phase of TbCu7 is formed [52]. This phase becomes unstable
when 22% of Sm atoms have been replaced by Co pairs resulting in a phase separa-
tion into the two neighboring phases, SmCo5 and Sm2Co17.

Figure 12.1 shows the structures of the RCo5 and R2Co17 compounds. Depend-
ing on the stacking sequence of the mixed SmCo planes one distinguishes the rhom-
bohedral Th2Zn17 (ABCABCABC . . . ) and the hexagonal Th2Ni17 (ABABAB . . . )
modifications. The Co-rich part of the SmCo equilibrium phase diagram shown in
Fig. 12.2 illustrates the congruent melting of Sm2Co17 at 1,338◦C and the peritectic
reaction at 1,292◦C to form SmCo5.

Co atoms

Sm atoms

SmCo5
CaCu5-type, hexagonal

Sm2Co17
Th2Ni17-type, hexagonal

Sm2Co17
Th2Zn17-type, rhombohedral

Fig. 12.1 Structures of the RCo5 and R2Co17 compounds (after [26])

The used terminology of “1:5”- and “2:17”-type magnets is rather simplistic; in
fact the real magnets are multiphase magnets with a complex sequence of annealing
steps and, especially in the case of 2:17, a heterogeneous nanostructure.

Both the 1:5 and the 2:17 types are usually produced via the powder metallurgical
sintering route. Unlike the Nd2Fe14B phase, the hexagonal SmCo5 compound [94]
with the CaCu5 structure shows a relatively large homogeneity region in the SmCo
phase diagram [7, 90, 91] as shown in Fig. 12.2. This region, however, becomes
asymmetric when approaching the peritectic melting temperature of 1,292◦C. The
2:17 type shows currently the best temperature coefficients α and β of all RPMs, and
its hard magnetic properties are achieved by an elaborate series of heat treatments
resulting in a complex microstructure. Commercially produced SmCo-type sintered
magnets based on the 2:17R-type phase (with the rhombohedral (R) Th2Zn17-type
structure) have usually a composition close to Sm(Co,Fe,Cu,Zr)7.5. The homogene-
ity region of the 2:17R phase narrows with decreasing temperature [7, 79], and
a fine cellular precipitation structure develops from the single-phase metastable
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Fig. 12.2 SmCo phase
diagram. Reproduced with
permission of Elsevier
from [7]

precursor, obtained by solid solution treatment at ∼1,200◦C, quenching and sub-
sequent annealing at ∼800◦C, and slow cooling to 400◦C (Fig. 12.3). The struc-
ture of the homogenized high-temperature phase has been described differently.
Whereas Rabenberg et al. [81, 82] assumed the hexagonal (H) Th2Ni17-type struc-
ture (2:17H), it has been reported later that the hexagonal TbCu7-type structure
(1:7H) is more realistic and, after quenching from ∼1,200◦C, the material consists
of the supersaturated 1:7H phase with partial 2:17R-type order [68]. According to
these authors the 2:17R cells originate from nucleation and growth out of the 1:7
structure. This induces a related increase of Cu (according to Perry [79] the solubil-
ity of Cu in 2:17R at 850◦C is only 4 at.%) and Sm contents in the surrounding 1:7
matrix, which tends to 1:5 stoichiometry and forms the cell boundaries that have a
thickness of 5–10 nm (note that the 1:7- and the 1:5-type structures have the same
space group P6/mmm [4]). A similar scenario had been already proposed by Liv-
ingston and Martin [66] who, however, speak of a disordered 1:5 structure instead
of the 1:7 structure as the homogenized high-temperature phase. The development
of the specific form of the cellular precipitation structure is governed by the elastic
energy due to lattice misfit of the 1:5 and the 2:17R phases. The cell interior (cell
diameter of typically 100 nm) has the 2:17R-type structure and shows boundaries of
coherent twins in the basal plane [27, 28]. The 2:17R phase is the majority phase
of the material. The 1:5 cell boundary phase is coherent (or at least semi-coherent)
with the cell interior [66].

A so-called platelet phase (also referred to as lamellar or Z-phase) rich in Zr is
observed additionally parallel to the 2:17R basal plane. In Fig. 12.4, this Z-phase
manifests itself as thin lines extending over many 2:17R cells. The reported thick-
ness of the lamellae is very small ranging from 1 nm [68] to 3 nm [42]. The lattice
structure of the Z-phase is still somewhat controversially discussed. Rabenberg et
al. [81, 82] reported the rhombohedral Be3Nb-type structure, which has been con-
firmed by Maury et al. [68], Xiong et al. [102], and Stadelmaier et al. [92]. On the
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other hand, Fidler and Skalicky [27, 28] found the 2:17H-type structure for the Z-
phase, which is accepted by various authors (e.g., [35]). The Z-phase is considered
to stabilize the cellular microstructure and to provide diffusion paths for Cu, Fe, and
Co, thereby modifying phase-ordering kinetics [81, 82].

400°C*1 h

slow cooling 0.7°C/min

Isothermal aging at 750°C~850°C
for 12~24h

1100~1200°C*4~10 h
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Time

Fig. 12.3 Schematic heat
treatment regime for
precipitation-hardened
Sm2Co17-type magnets

In order to optimize Sm2Co17-type magnets for a particular high-temperature
application, the profound knowledge of the effects of alloying elements is necessary
(the quinary Sm–Co–Fe–Cu–Zr phase diagram has been studied by Lefèvre et al.
[59]). It has been shown that Cu and Zr stabilize the SmCo7-type phase and Fe
favors the Sm2Co17-type phase with Th2Zn17 structure [70]. The substitution of Co
by Fe results in the precipitation of a Co–Fe phase and in a reduction of coercivity
but improved saturation magnetization [76–78]. This undesired precipitation can be
reduced by the addition of small amounts of Zr [74]. Cu induces the precipitation
of the SmCo5 cell boundary phase surrounding the Sm2Co17-R cells [66, 71]. Cu is
considered to have complete solubility in SmCo5 and to stabilize this structure, in

A

B

100nm

c-axis

C

Fig. 12.4 TEM bright field images of a Sm(Co0.784Fe0.100Cu0.088Zr0.028)7.19-sintered magnet with
the nominal c-axis of the 2:17R main phase parallel (left) and perpendicular (right) to the imaging
plane (A indicates the 2:17R type, B the 1:5-type cell boundary, and C the Z-phases). Reproduced
with permission of Elsevier from [41]
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fact changing the peritectic reaction of SmCo5 to an eutectic one [79]. The influence
of Cu has been thoroughly investigated [61, 62]. The effect of Zr has been studied at
fixed Cu and Sm contents [98]. A strong interaction between Sm and Zr is expected
[91], although it is somehow accepted that Zr is substituting Co.

12.3 Coercivity Mechanism and the Development of
High-Temperature 2:17-Type Magnets

12.3.1 The Sm(CoCu)5 Cell Boundary Phase

The complex preparation process leads to the aforementioned heterogeneous nanos-
tructure in the Sm(CobalFewCuxZry)z magnets. Subtle changes in microchemistry
result in a system in which the domain wall energy (γ = 4(K1A)1/2) depends sensi-
tively on the wall position and in which the walls remain pinned in regions where
their energy is reduced. The gradient in Cu across the cell boundaries is facilitated by
the presence of the Zr-rich lamellae and coincides with the gradient in the domain
wall energy. This pinning-type coercivity mechanism is responsible for the high
coercivities in these solid-state precipitation-hardened magnets.

Due to the large variety in heat treatment and compositional parameters an opti-
mization of the Sm(CobalFewCuxZry)z magnets in terms of high-temperature mag-
netic properties is a complex task. Studies by J.F. Liu et al. [61–63] as well as C.
Chen et al. [8] show that lower z values and higher amounts of Cu lead to a finer
microstructure, which in turn results in a smaller temperature dependence of coer-
civity provided the appropriate Cu content is chosen. More specifically it was shown
that for z ∼ 8.5 and x = 0.088 a room temperature coercivity of μ0iHc = 4 T was
achieved, whereas for z ∼ 7 and x = 0.128 a very high coercivity of 1.08 T at 500◦C
was obtained. Further work showed that increased Co content (lower Fe content)
leads to maximum operation temperatures from 400 to 550◦C. These magnets show
a straight demagnetization curve (BH loop) in this temperature range, which is a
requirement for dynamic applications [9]. Analytical electron microscopy across
the Sm(CoCu)5 cell boundary phase showed that the Cu content differs significantly
from that of the matrix phase. It is also reported [58] that the anisotropy constant K1

as well as the Curie temperature of this phase decreases dramatically with increas-
ing Cu content as shown for K1 in Fig. 12.5 and is finally lower than that of the
2:17-type matrix phase. Consequently, a transition from repulsive to attractive pin-
ning could be expected with increasing Cu content. The pinning of domain walls
has been related to the changes of K1 during the complex annealing regime [43, 55,
102, 108, 109]. Another point of view is the consideration of the crystal structure of
the cell boundary phase. Reports on the changes in phase equilibria and microstruc-
ture [15–20, 69] indicate that the cell boundary phase is actually composed of a
mixture of 2:7 and 5:19-type phases, which are superlattices of the 1:5 phase, after
annealing at 850◦C, i.e., before the slow cooling ramp [15, 16]. The latter point has
been reiterated by Goll et al. [35]. The intrinsic magnetic properties of the 2:7- and
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5:19-type phases are not known and might differ somewhat from those of the 1:5
phase. However, most likely, they are in the range of those of the Sm(Co1–xCux)5

system and thus one can expect finally very similar effects on the domain wall pin-
ning behavior regardless of whether the changes are attributed to microchemical
changes within or crystallographic variations of the cell boundary phase.
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Fig. 12.5 Anisotropy constant K1 at 300 K and exchange stiffness A of Sm(Co1−xCux)5. K1 shows
a linear decrease with increasing Cu content. Reproduced with permission of American Institute
of Physics from [58]

12.3.2 Alloy Optimization

Figure 12.6 shows the coercivity of Sm(CobalFewCuxZry)z samples as a function of
z at room temperature, which were prepared by powder metallurgy production route
[85], including jet milling, powder blending and compaction of oriented powder,
and heat treatment (homogenization at 1,180–1,210◦C, precipitation hardening at
800–860◦C, and finally slow cooling to 400◦C).

The coercivities of samples with the composition Sm(CobalFe0.144Cu0.076 Zr0.022)z

show a narrow z-range with high coercivities, with a peak value above 3.87 T. With
increased Zr, the maximum of coercivity is shifted to higher z values; a maximum
coercivity of 4.4 T is found for z = 8.35. Even for z > 8.5 coercivities above 3.1 T
were achieved. Zr is generally assumed to promote the desired microstructure for
high coercivities. The compositions with higher Zr content were not single phase
after homogenization. Some magnets contained considerable amounts of a Zr-rich
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phase, which was identified as Zr6(Co,Fe,Cu)23 with the Th6Mn23 structure [67].
Nevertheless, these magnets had excellent coercivities and demagnetization curves
with good squareness. The combination of higher Cu and higher Zr content leads to
a very broad range of useful z values, with good coercivity (>2.7 T) up to z = 9.5.
A higher Cu content considerably extends the useful range of z to lower z values,
consistent with the results of Liu et al. [61, 62].

Figure 12.7 (left) shows the coercivity as a function of z for a selection of these
compositions at 450◦C. The highest coercivity is achieved with the compositions
high in Cu. The influence of Cu is fairly well understood: the high coercivity in the
Sm2Co17-type magnets is commonly attributed to the difference in magnetic prop-
erties between the Sm2(Co,Fe)17 matrix and the Sm(Co,Cu)5 cell boundary phase
[24, 25, 84, 93]. This difference is enhanced by an increasing Cu content in the
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Sm(Co,Cu)5 phase leading to a dramatic decrease of the anisotropy constant K1 of
this phase [58]. The maximum of the coercivity is shifted to lower z values, which
are thus seen to lead to a better temperature coefficient of the intrinsic coercivity
[63]. As an example, remanence and coercivity of Sm(CobalFe0.144Cu0.076Zr0.035)z

are shown in Fig. 12.7 (right) for the temperature range from room temperature to
550◦C.
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Fig. 12.8 Second quadrant
demagnetization loops of
Sm(Co0.784Fe0.1Cu0.088

Zr0.028)7.19 for various
temperatures. Reproduced
with permission of Elsevier
from [41]

The effect of compositional changes in Sm(CobalFevCuyZrx)z alloys on the high-
temperature magnetic properties has been studied systematically. A high level of
both Cu and Zr is found to be effective for improving the high-temperature proper-
ties. The real benefit in compositions with high Cu content lays in the possibility to
increase the Sm level and still achieve a high Cu concentration in the Sm(Co,Cu)5

cell boundary phase. An increased Zr level shifts the optimum Sm content to lower
levels, and magnets with excellent high-temperature coercivities were prepared with
a samarium content well below the “2:17” stoichiometry. Figure 12.8 shows second
quadrant demagnetization loops of Sm(Co0.784Fe0.100Cu0.088Zr0.028)7.19 for tempera-
tures up to 550◦C illustrating the excellent high-temperature properties ((BH)max =
82 kJ/m3, Br = 0.67 T, and μ0iHc = 0.74 T) at 500◦C [41].

SEM micrographs of the Sm(Co0.784Fe0.1Cu0.088Zr0.028)7.19-sintered magnet (Fig.
12.9) show a uniform cellular structure (the corresponding TEM bright field images
are shown in Fig. 12.4). Figure 12.10 shows the STEM and HRTEM images of
typical Sm(Co0.784Fe0.1Cu0.088Zr0.028)7.19 magnets (imaging plane perpendicular to
the c-axis). The HRTEM image shows the 1:5 cell boundary phase with a width of
about 5–10 nm. In the composition maps of Cu, Co, Fe, and Sm (Fig. 12.11), the
bright regions represent a high concentration of the respective element and the dark
regions are depleted in the element: the 2:17 matrix phase is rich in Co and Fe, while
the cell boundary phase is rich in Cu and Sm.
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c-axis

200 µm

Fig. 12.9 Backscattered electron mode SEM images of a Sm(Co0.784Fe0.100Cu0.088Zr0.028)7.19-
sintered magnet showing the coarse grain structure with some Sm-rich precipitates (left), a grain
boundary with Zr-rich regions (middle) and (right – image taken within the area indicated by the
frame in the middle image) the cellular network of 1:5-type phase and indications of the lamellar
phase (c-axis approximately parallel to the imaging plane and perpendicular to the lamellar phase).
Reproduced with permission of Elsevier from [41]

5 nm50 nm

Fig. 12.10 STEM (left) image of a Sm(Co0.784Fe0.100Cu0.088Zr0.028)7.19 magnet (c-axis perpen-
dicular to the imaging plane) and HRTEM (right) image showing the cellular phase in detail.
Reproduced with permission of Elsevier from [41]

Cu Co Fe Sm

Fig. 12.11 Element mapping for Cu, Co, Fe, and Sm in a Sm(Co0.784Fe0.100Cu0.088Zr0.028)7.19

magnet (width of each image is 200 nm) confirming that the cell boundary phase is rich in Cu and
Sm. Reproduced with permission of Elsevier from [41]
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12.3.3 Stability at Operating Temperature

An important question is the stability of magnetic properties at operating tempera-
tures exceeding 400◦C. An analysis of the evolution of coercivity at room temper-
ature after measurements at different temperatures shows that the coercivity of the
magnets is decreased with increasing measurement temperature. A coercivity of up
to 0.5 T was obtained at 550◦C. No obvious change in the coercivity at room temper-
ature is detected after high-temperature measurements below or at 400◦C. However,
the coercivity measured at RT starts to reduce after HT measurements above 400◦C
and the higher the measurement temperature, the larger the loss of coercivity at RT.
After the measurement at 550◦C, the coercivity at room temperature is reduced from
2.8 to 2.3 T [45]. The observed decrease in coercivity above 400◦C was found to be
due to microstructural changes in the bulk and not due to surface degradation. The
losses in coercivity can be fully recovered when the last segment of the original heat
treatment of the magnet (550–400◦C with 0.7 K/min and 3 h at 400◦C) is repeated
(as shown in Fig. 12.12 (left)).

–3 –2 –1 0 1

–0.2

0.0

0.2

0.4

0.6

0.8

1.0

25°C-start
500°C-start
500°C-20min
500°C-60min
500°C-100min
25°C-final
25°C-recovered

P
ol

ar
iz

at
io

n 
J 

(T
) 

Internal Field µ0Hi (T)
–0.50 –0.25 0.00

0.45

0.50

0.55

0.60

TIME

500°C-start
500°C-20'
500°C-60'
500°C-100'

P
ol

ar
iz

at
io

n 
J 

(T
)

Internal Field µ0Hi (T)

Fig. 12.12 Demagnetization curves of a Sm(Co0.784Fe0.100Cu0.088Zr0.028)7.19-sintered magnet at
RT (25◦C – start), at 500◦C after various time intervals, and again at RT after the high-temperature
measurements (25◦C – final) (left); enlargement of the circled area in the top figure showing the
degradation of remanence during in situ high-temperature VSM measurements with increasing
time (right). Reproduced with permission of IEEE Trans. Magn. from [45]

The exposure to temperatures as high as 550◦C presents new challenges because
of the reactions between the magnet and the environment. It has been demonstrated
that exposure to air leads to a severe loss in the magnetic properties of the 2:17
SmCo magnets. Samples annealed in air form a surface region of about 20 μm
thickness with enhanced oxygen content and a decreasing Sm content [45]. It was
reported that the major cause for the magnetic loss is Sm depletion [10]. Sm is
lost by vaporization from the surface, leaving an oxide of Fe–Co, and preventing
the vaporization of Sm seems to be more challenging than preventing the surface
oxidation. The Sm loss at the surface causes an increasing dip in the second quadrant
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demagnetization curve with increasing annealing time. Thus, surface protection by
coating can minimize Sm depletion and is crucial for the application of the magnets
at high temperature in air. The oxidation mechanism of high-temperature magnet
grades has been examined in detail by Kardelky et al. [48].

12.4 Microchemistry and Pinning Behavior in Sm2Co17-Type
Magnets

12.4.1 Redistribution of Cu and Slow Cooling

The temperature dependence of coercivity of the Sm2Co17-type magnets is deter-
mined by microstructure and microchemistry of the various phases. The cellular
and lamellar phases are formed during isothermal aging but the coercivity after this
stage is still low. Cu diffusion into the 1:5 cell boundary phase is assumed to take
place during slow cooling and the higher the quenching temperature, the lower the
Cu content in 1:5 phase [84]. The diffusion of Cu into the 1:5-type cell boundary
phase leads to a modification of the magnetic properties of the 1:5-type phase and
thus a significant domain wall energy difference between 2:17- and 1:5-type phases.
Slow cooling is necessary to develop high coercivity at room temperature and the
concomitant evolution of microchemistry of the phases in the Sm2Co17-type mag-
nets needs to be understood in detail.

Figure 12.13 shows typical hysteresis loops of the Sm(Co0.74Fe0.1Cu0.12Zr0.04)7.5

ribbons subjected to aging at 850◦C for 3 h without slow cooling or followed by
slow cooling to different temperatures (600◦C and 400◦C). A coercivity of 3.0 T as
well as strong domain wall pinning is observed at room temperature for the ribbons
after aging at 850◦C for 3 h and subsequent slow cooling to 400◦C (type I), which is
much higher than that of the ribbons without slow cooling (0.32 T); the latter sam-
ple is in the following referred to as type II. The coercivity of ribbons develops
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Fig. 12.13 Typical hysteresis
loops of Sm(Co0.74Fe0.1

Cu0.12Zr0.04)7.5 ribbons
subjected to aging at 850◦C
for 3 h without slow cooling
(type II) or followed by slow
cooling to different
temperature (600◦C and
400◦C (type I)). Reproduced
with permission of American
Institute of Physics from
[108, 109]



350 O. Gutfleisch

mainly during slow cooling, very similar to the behavior observed in bulk and
melt-spun Sm(Co,Fe,Cu,Zr)z materials subjected to a conventional precipitation-
hardening regime.

Uniform cellular and lamellar structures are formed upon isothermal aging the
as-spun ribbons at 850◦C for 3 h, without subsequent slow cooling. The cell size
is about 40 nm, which is smaller than that observed in the conventional sintered
Sm(Co,Fe,Cu,Zr)z magnets [27, 28]. After slow cooling no obvious changes in cell
size and density of lamellar phase are observed [105, 107].

Thus, the evaluation of coercivity should be attributed to chemical modifications
of the cell boundary phase, especially of the Cu distribution. Nanoprobe energy dis-
persive X-ray analysis (EDX) profiles of Cu in the vicinity of a matrix/cell boundary
phase in the type I and type II samples (Fig. 12.14) show that the 1:5 cell boundary
phases are enriched in Cu, in contrast to the 2:17 matrix phase, but the Cu distribu-
tion in the cell boundary phase varies significantly in the type I and type II samples:
a large gradient of the Cu content is observed in the cell boundary phase of the type
I sample. The Cu content in the middle of the cell boundary phase (24 at.%) is three
times as high as that of the region near the 2:17 phase, similar to that observed in
bulk and melt-spun Sm(Co,Fe,Cu,Zr)z materials subjected to conventional magnetic
hardening [33, 43]. However, the Cu content in the cell boundary phase of the type II
sample is more uniform, revealing the redistribution of Cu within the cell boundary
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Fig. 12.14 EDX line scans (marked as a black line in the STEM image) for Cu across a matrix/cell
boundary interface in Sm(Co0.74Fe0.1Cu0.12Zr0.04)7.5 ribbons, which have been aged at 850◦C for
3 h and (1) slow cooled to 400◦C and quenched (bottom – type I), (2) quenched from 850◦C without
slow cooling (top – type II), and (3) slow cooled to 400◦C and quenched, then rapidly reheated to
850◦C and quenched after a 5 min dwell (top – type III). Reproduced with permission of American
Institute of Physics from [108, 109]
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phase during slow cooling. An obvious difference of the chemical composition is not
observed in the 2:17 matrix phase of the type I and type II samples (these results are
consistent with three-dimensional atom probe (3DAP) analysis [36]). The solubility
of Cu in 2:17 SmCo phase is 16 at.% at 1,200◦C, which is significantly reduced to
4 at.% at 800◦C [79]. Thus, most of the Cu atoms in the ribbons should already seg-
regate in the 1:5 cell boundary phase during isothermal aging due to the very low
solubility of Cu in the 2:17 matrix phase at that temperature, and the amount of Cu
diffusing into the cell boundary phase during slow cooling should be quite limited.

The coercive force of Sm(Co,Cu)5 alloys can be significantly increased by aging
at low temperature due to the occurrence of a spinodal decomposition [72]. Hofer
[46] reported an ideal mixing of Co and Cu in the 1:5 composition at high tempera-
ture (>800◦C) and a separation into a SmCo5 phase containing some Cu in solution
and a Co-modified SmCu5 phase due to a spinodal-type decomposition at low tem-
perature. The annealing temperature, time, and cooling rate are of great importance
because the resulting properties of Sm(Co,Cu)5 alloy are very structure dependent.
It could be argued that it is a kind of decomposition-type reaction taking place in
the Cu-rich Sm(Co,Cu)5 cell boundary phase of 2:17 SmCo magnets during slow
cooling, leading to a large gradient of the Cu content within this phase. On the other
hand, the formation of the gradient could also help to reduce lattice strain between
the cell and the boundary phases.

Magnetic viscosity S = −dM /dln t (with M the magnetization of the samples
and t the time) measurements in the two types of Sm2(Co,Fe,Cu,Zr)17 ribbons have
been used to deduce the activation volume va and its temperature dependence, in
relation to that of the coercive field [40]. A clear difference in the va(T) between the
two types of ribbons, consistent with differences in Hc(T), has been found. At room
temperature the type I ribbon has a high coercivity, iHc, in contrast to the relatively
low coercivity of type II. In type II iHc and Hc almost coincide in the whole range
of T and their T dependence is related linearly to that of va

−2/3. According to the
“Global model” of coercivity and magnetic viscosity [2, 31, 32] such a behavior is
expected for materials in which (i) the critical elementary magnetization reversal
processes (CEMRPs) are mainly governed by the intrinsic properties of the mag-
netic main phase of the material and (ii) second-order anisotropy is dominant. These
CEMRPs are assumed to be concentrated in small critical volumes of typical size va,
as derived from viscosity data. In Sm2Co17-type magnets, the CEMRPs are domain
wall unpinning events. The difference in iHc and Hc and the stronger T dependence
of va

−2/3 in the type I material can naturally be related to the more complicated
chemical microstructure of this sample, in particular, the large Cu concentration
gradient in the 1:5 cell boundary phase. Here the CEMRPs are not simply related to
the intrinsic properties of the main phase (thus va depends not only on main phase
properties). iHc of type I decreases monotonically with increasing T whereas that
of type II becomes almost constant when approaching RT. This is attributed to the
different Cu concentration gradients in the 1:5 cell boundary phase in the two types
of ribbon. In the same manner, the positive T coefficient of coercivity between 473
and 773 K (compare Fig. 12.18) for type II can be explained. The large differences
in the va(T) of the two types of ribbons are consistent with their Hc(T) behavior. The
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activation length la = va
1/3 of type I decreases from 7.8 nm at room temperature to

2.4 nm at 20 K, whereas that of type II decreases from 12.1 nm at room temperature
to 3.7 nm at 4 K. The typical width of the 1:5 cell boundary phase in the ribbons is
∼7 nm, which roughly agrees with the room temperature domain wall width δw of
the main phase.

The coercive field of a 180◦ domain wall can be approximated by [55] iHc =
1/(2 Jscosψ0) × (dγ (z)/dz )max − NeffMs (Js: spontaneous polarization; ψ0: angle
between applied field and the easy direction; (dγ (z)/dz)max: maximum slope of the
wall energy in the phase boundary; the term NeffMs describes the force of a locally
acting effective demagnetizing field). A homogeneous Cu content thus leads to a
low gradient of the domain wall energy (dγ (z)/dz)max in the sample without slow
cooling and thus weak domain wall pinning and low coercivity. In contrast, the
larger gradient of the Cu content in the cell boundary phase after slow cooling yields
stronger domain wall pinning within the cell boundary phase, resulting in high coer-
civities. The main contribution of slow cooling to the coercivity of 2:17 SmCo mag-
nets is the development of a large Cu gradient within the Cu-rich Sm(Co,Cu)5 cell
boundary phase. The significant improvement in the coercivity of 2:17 SmCo mag-
nets could result from the large gradient of domain wall energy within the Cu-rich
Sm(Co,Cu)5 cell boundary phase and not from the Cu diffusion from the 2:17 phase
to the 1:5 phase, as proposed by the well-known two-phase domain wall pinning
model, the latter being based on a uniform Cu content and domain wall energy in
the cell boundary phase [22, 24, 25, 27, 28, 34, 43, 66].

12.4.2 Stability of Microchemistry

The stability of microchemistry in Sm(Co,Fe,Cu,Zr)z magnets at high temperature
and its effect on the magnetic properties need to be addressed. Figure 12.15 shows
that an additional aging at 850◦C for only 5 min, after having completed the slow
cooling regime, has a dramatic effect on the magnetic properties. Figure 12.16(a)
shows the dependence of the coercivity of the ribbons upon aging temperature for
an additional 5 min annealing in more detail. A higher aging temperature leads to
higher losses in the coercivity, and the ribbons subjected to only 5 min aging at
850◦C (type III) show a very low coercivity of 0.16 T, which is only 5% of the value
of the original ribbon (type I). Further changes in coercivity are not observed with
further increasing aging time at 850◦C, i.e., all the changes took place within the
initial 5 min (Fig. 12.16(b)).

Figure 12.14 shows also the nanoprobe EDX profile of Cu obtained by a line
scan across the interface between the 2:17 matrix and the 1:5 cell boundary phase in
the type III sample. After an additional 5 min aging at 850◦C (type III), no obvious
change of chemical composition is observed in the 2:17 matrix phase, but the Cu
distribution within the cell boundary phase becomes again more homogeneous and
the large gradient of the Cu content is no longer detectable. A rapid redistribution
of Cu within the cell boundary phase has taken place and is very similar to that
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Fig. 12.15 Hysteresis loops
of ribbons before (type I) and
after (type III) additional
aging at 850◦C for 5 min.
Reproduced with permission
of American Institute of
Physics from [108, 109]
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Fig. 12.16 Dependence of the coercivity of Sm(Co0.74Fe0.1Cu0.12Zr0.04)7.5 ribbons on (a) aging
temperature T (additional isothermal aging for 5 min after having completed the slow cooling
regime) and (b) aging time t (for isothermal aging at 850 and 400◦C). Reproduced with permission
of American Institute of Physics from [108, 109]

observed in the ribbons subjected to isothermal aging at 850◦C for 3 h without slow
cooling (type II).

It is generally accepted that a high Cu content in the cell boundary is beneficial
for the development of high coercivity in Sm(Co,Fe,Cu,Zr)z magnets both at room
temperature and at high temperatures since more Cu in the 1:5 boundary phase leads
to a lower domain wall energy of the 1:5 cell boundary phase and a larger domain
wall energy difference, assuming that the anisotropy of the 2:17 matrix phase does
not change. According to this well-known two-phase domain wall pinning model,
the dramatic loss of the coercivity in the type II sample can be attributed to the
significant reduction of the Cu content in the 1:5 cell boundary phase, and Cu should
diffuse into the 2:17 matrix phase during the subsequent short-time aging. However,
the above EDX shows that the Cu content in the 2:17 matrix phase remains more
or less constant after the short aging. In fact, the solubility of Cu in the 1:5 phase is
much higher than that in the 2:17 matrix phase and a complete solubility is expected
between SmCo5 and SmCu5 only above 800◦C [79]. Thus, most of the Cu should
already segregate in the 1:5 cell boundary phase during isothermal aging due to
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the very low solubility of Cu in the 2:17 matrix phase at this temperature, and the
amount of Cu diffusing into the cell boundary phase during slow cooling should be
quite limited. Moreover, a short time such as 5 min seems not to be sufficient for a
significant diffusion of Cu from the 1:5 phase into the 2:17 phase to take place. Thus,
Cu appears to be present in the 1:5 cell boundary phase after the additional aging
at 850◦C for only 5 min, and a redistribution of atoms (Sm,Co,Cu,Fe,Zr) within the
very thin cell boundary phase (width around 5–10 nm) appears to be more likely.

Based on the Cu content dependence of the anisotropy constant K1 as well as the
domain wall energy γ for Cu-substituted Sm(Co,Cu)5 alloys [58], simplistic γ pro-
files across the 1:5 cell boundary phase for samples of type I and II can be derived.
In the case of a high-coercivity state (type I), a strong pinning occurs within the cell
boundary phase due to the very large slope of the domain wall energy. For a thick-
ness of the cell boundary phase larger than that of the domain wall, the domain wall
may be attractively pinned at the center of the cell boundary phase, due to the lower
domain wall energy of these Cu-rich regions. In addition, the redistribution of Cu
within the 1:5 cell boundary phase during slow cooling leads to a significant reduc-
tion in Cu content in the 1:5 phase close to the interface to the 2:17 matrix phase.
Thus, due to the irregularity of the domain wall energy at this interface the pinning
mechanism might be even more complex after slow cooling. The 2:17 domain walls
may be repelled at this interface by a Cu-deficient 1:5 phase with higher domain
wall energy (repulsive pinning). However, when the size of the inhomogeneities,
i.e., the thickness of the 1:5 cell boundary phase, is comparable to or smaller than
the domain wall thickness, δw ≈ 5 nm, the characterization of the pinning is more
complicated.

Further, temperature-dependent changes of the domain wall energy γ profile
across the 1:5 cell boundary phase need to be considered. For the ribbons with-
out slow cooling, the EDX analysis shows that the Cu distribution within the 1:5
cell boundary phase is roughly uniform. The coercivity at low or room tempera-
ture is caused by a repulsive pinning at the cell boundaries and the complicated
temperature dependence of the coercivity can still be explained by the conventional
repulsive/attractive model, i.e., a crossover between repulsive and attractive pinning
at a certain temperature T. When the sample is slowly cooled to lower temperatures,
the Cu distribution within 1:5 phase becomes inhomogeneous and a large gradient of
Cu content and domain wall energy is formed, leading to a significant improvement
of the coercivity at room temperature. It can be assumed that the Cu-rich 1:5 layer
in the middle of the cell boundary becomes paramagnetic at a certain temperature,
depending on the amount of Cu. The higher the measuring temperature, the more
the fraction of paramagnetic 1:5 phase. In this case, coercivity may be controlled by
a competition between domain wall pinning at the magnetic Cu-poor 1:5 layer near
the 2:17 cell and nucleation of reversed domains in the ferromagnetic 1:5 layers or
2:17 cells. When the measuring temperature is further increased, all of the 1:5 phase
becomes paramagnetic and the coercivity could be related to nucleation of reversed
domains in the ferromagnetic 2:17 cells.

Another point to be considered, apart from microchemical modifications, is the
possibility that the cell boundary phase is actually composed of a mixture of 2:7- and
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5:19-type phases after annealing at 850◦C, i.e., before slow cooling [15, 16]. This
scenario cannot be excluded and this might well affect the above-mentioned differ-
ences in domain wall energy between matrix and cell boundary phases [35]; how-
ever, it is difficult to imagine that these crystal structure changes are also reversible
as demonstrated for the microchemical changes. In any case, these considerations
illuminate that the magnetic and microchemical properties of the Sm(Co,Cu)5-type
cell boundary phase, corresponding in fact to the oldest rare earth–transition metal
magnet (compare, for example, “Giant intrinsic magnetic hardness in SmCo5−xCux”
as reported by Oesterreicher et al. [73] or Kerschl et al. [51]), deserve more attention
and a full understanding of the magnetic, structural, and microchemical properties
of the cell boundary phase during slow cooling is indispensable for clarifying the
very complex coercivity mechanism of 2:17 SmCo magnets.

12.4.3 “Anomalous” Coercivity Behavior

The quenching temperature dependence of coercivity at room temperature and the
temperature stability of Sm(Co0.74Fe0.1Cu0.12Zr0.04)7.5 ribbons are shown in Fig.
12.17. The coercivity at room temperature continues to decrease with increasing
quenching temperature and is reduced to only 0.32 T for the ribbons after aging
at 850◦C for 3 h without slow cooling, revealing that the coercivity at room tem-
perature develops mainly during slow cooling. The temperature coefficient of the
coercivity is negative over the entire temperature range (RT −500◦C) for the ribbons
quenched at 750◦C and below. In contrast, a higher quenching temperature leads to a
lower coercivity at room temperature but a smaller temperature coefficient and even
a positive one (200–500◦C), the last phenomenon also called an “anomalous” coer-
civity behavior. Coercivities of 0.22 T at 200◦C and 0.32 T at 500◦C are obtained in
the ribbons aged at 850◦C for 3 h without slow cooling, similar to those observed in
bulk and melt-spun Sm(Co,Fe,Cu,Zr)z magnets with very low Cu content subjected
to the conventional aging program [33, 61, 62, 80, 113].
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356 O. Gutfleisch

Figure 12.18 (left) shows the coercivity vs. measurement temperature of the rib-
bons quenched from 850 and 800◦C indicating a complex coercivity behavior upon
changing temperature with three distinguished regions for the domain wall energy
γ: the transition from I – repulsive pinning with γ 2:17 < γ 1:5 to II – attractive pinning
with γ 2:17 > γ 1:5. Furthermore, one can assume a nucleation-type mechanism (III)
to be active in a comparatively narrow temperature window (III) between the Curie
temperature of the 1:5 cell boundary phase and that of the 2:17 matrix phase. These
findings are consistent with results by Tang et al. [99]. At the crossover from region
II to III, one can assume that the 2:17 cells become magnetically isolated, provided
the thickness of the cell boundary phase is sufficient to assure magnetic decoupling
(compare Skomski et al. [89] for an evaluation of exchange through non-magnetic
insulating matrix), and the CEMRPs are governed by nucleation in the cell interior.
At this point, i.e., above TC(1:5), one should also expect a drastic deviation from
the phenomenological relationship va ∼ δw

3 [30], and this has actually been shown
by Panagiotopoulos et al. [75]. The temperature coefficient of coercivity (Fig. 12.19
(right)) becomes negative when the ribbons are cooled below 750◦C and the lower
the quenching temperature, the more negative the temperature coefficient of coerciv-
ity. A coercivity of 0.53 T at 500◦C was obtained in the sample quenched at 600◦C.

900 800 700 600 500 400
–0.3

–0.2

–0.1

0.0

0.1

0.2

Tq (°C)

β 
(%

/°
C

)

0.1

0.2

0.3

0.4

0.5

0.6

800°C

850°C

measurement temperature T (°C)

I II III

0 100 200 300 400 500 600

co
er

ci
vi

ty
 μ

0i
H

c 
(T

) 

Fig. 12.18 Coercivity vs. measurement temperature of Sm(Co0.74Fe0.1Cu0.12Zr0.04)7.5 ribbons
quenched from 850 and 800◦C indicating an unconventional coercivity behavior with temperature:
the transition from I – repulsive pinning with γ 2:17 < γ 1:5 to II – attractive pinning with γ 2:17 < γ 1:5

and III – nucleation type with T > TC(1:5) (left). Temperature coefficient of intrinsic coercivity β
(200–500◦C) vs. quenching temperature Tq (right). Reproduced with permission of IEEE Trans.
Magn. from [104–107]

The Cu content in the 1:5 cell boundary phase can be controlled by the quench-
ing temperature and thus the coercivity and its temperature coefficient are affected
strongly not only by the alloy composition but also by the aging program. A low
Cu content in the 1:5 cell boundary phase is helpful to develop positive tempera-
ture coefficients [33, 61, 62, 113]. A positive temperature coefficient of coercivity
as well as a negative one can be obtained even in Sm(Co,Fe,Cu,Zr)z ribbons with
a quite high Cu content by quenching from high temperature. On the other hand, a
lower quenching temperature leads to a more negative temperature coefficient of the
coercivity.



12 High-Temperature Samarium Cobalt Permanent Magnets 357

12.5 Magnetic Domains and Coercivity

12.5.1 Analysis of Magnetic Microstructure

The analysis of the magnetic microstructure in these complex multiphase nanostruc-
tures can further the understanding of the evolution of coercivity during the slow
cooling ramp (usually around 0.7 K/min). Lorentz microscopy on thinned specimen
reveals a zigzag-shaped domain pattern, which follows the cell boundaries [27, 28,
43, 112]. This observation is consistent with the domain walls being pinned at the
cell boundaries of the prismatic cellular microstructure and based on the intrinsic
magnetic properties of the various phases present (the anisotropy constant K1 of the
cell matrix is about 2.6 times larger than that of the cell boundary phase whereas the
exchange constant A can be assumed to be comparable [93]). It can be assumed that
this interaction is of attractive type at room temperature. It should be noted, how-
ever, that domain observation by TEM has only limited relevance concerning the
domain structures of bulk materials and the change of those structures in a magneti-
zation process because domain structures are very sensitive to the sample thickness
[47], and therefore, the domains in samples thinned for TEM investigation can be
very different from those in the bulk. Some early work using magneto-optic Kerr
microscopy reports an irregular laminar domain structure [54, 23, 24, 25, 65] and
that reverse domains originate at grain boundaries [60].

(a)

10 µm

(b)

10 µm

Fig. 12.19 Kerr microscopy images taken in a coarse-grained and homogeneous region of the
Sm2Co17 as-cast alloy. (a) Wide domains separated by 180◦ domain walls on the surface of a grain
with its magnetically easy axis (c-axis) almost parallel to the imaging plane – ”well-oriented grain”;
(b) domain structures of a misoriented grain (left) and a well-oriented grain (right). At the grain
boundary, the latter shows the effect of two-phase domain branching on its boundary perpendicular
to the easy axis. Reproduced with permission of Elsevier from [41]

Figure 12.19 shows Kerr microscopy images of as-cast Sm2Co17; a domain struc-
ture typical for single-phase bulk high-anisotropy easy-axis-type ferromagnets is
observed [47, 64]. The domain structure on the surface of such polycrystalline sam-
ples depends on the intrinsic magnetic properties of the material, in particular the
spontaneous polarization Js, the exchange stiffness A, and the anisotropy constants,
most importantly K1. But it also depends on the size (thickness) of the grains as
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well as the orientation of the grain surface with respect to the magnetically easy
axis. Domains separated by 180◦ domain walls on a weakly misoriented surface of
a grain (i.e., the easy axis is almost parallel to the imaging plane) can be seen in
Fig. 12.19(a). Domain patterns on a strongly misoriented surface are shown in Fig.
12.19(b – top part), and so-called two-phase domain branching at the boundary of a
well-oriented grain is shown in Fig. 12.19(b – bottom part).

12.5.2 Domains and Processing Parameters

The aforementioned high-temperature grades of sintered SmCo 2:17-type magnets
have been cooled slowly from the aging temperature of 850◦C to different temper-
atures Tq and then quenched. The Sm(Co0.784Fe0.1Cu0.088Zr0.028)7.19 magnet slowly
cooled to 400◦C develops the coercivity fully, whereas magnets quenched from Tq =
750◦C or higher show very small or almost no coercivity. A relatively sharp increase
in coercivity can be observed around Tq = 725◦C (Fig. 12.20).
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Figure 12.21 shows the magnetic domain structure observed by Kerr microscopy
and magnetic force microscopy (MFM) of thermally demagnetized magnets, which
have been annealed at 850◦C and quenched, or slowly cooled from 850◦C to Tq =
800 − 750 − 700 − 600 − 400◦C and then quenched. The nominal c-axis is in all
cases perpendicular to the imaging plane. The magnets quenched from Tq ≥ 750◦C
show very coarse domain structures. According to Fig. 12.20 the coercivity of these
three magnets is very small. A comparison of these coarse structures in the upper
two rows of Fig. 12.21 with those in the lower row shows that MFM and Kerr
microscopy yield the same results if the characteristic lengths of the investigated
magnetic structure are larger than the optical resolution limit of about 300 nm.

The magnet slowly cooled to 400◦C, thus exhibiting maximum coercivity, and
shows a very fine magnetic domain contrast, hardly resolved by Kerr microscopy.
As MFM senses here only the vertical components of the force gradient of the mag-
netic stray field, all regions (here cells) that have the same magnetization direction
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Fig. 12.21 Domain structure observed by Kerr microscopy (two top rows) and MFM (bottom
row) of thermally demagnetized high-temperature grade Sm(Co0.784Fe0.100Cu0.088Zr0.028)7.19 mag-
nets (nominal c-axis is perpendicular to the imaging plane) quenched from different temperatures
(as indicated in the bottom row images) on the slow cooling ramp. The Kerr images of the first row
show clearly that the grain boundary also has a very specific magnetic contrast. Reproduced with
permission of Elsevier from [41]

will constitute a single feature in the magnetic contrast. The high-resolution MFM
images in Fig. 12.22 (left: scan size of 10 μm × 10 μm) with the nominal c-axis
perpendicular (a) and parallel (b) to the imaging plane clarify that the areas of uni-
form magnetic contrast extend over several dozens of individual cells. The overall
morphology of the cellular structure with cell sizes of about 100 nm and the overly-
ing Zr-rich lamellar phase within grains of several tens of microns are comparable
for all of these magnets, regardless of the quenching temperature Tq.

In the whole range of considered quenching temperatures Tq and, consequently,
in the whole range of i Hc, the magnetic domain structure is considerably coarser
than the cellular structure. Nevertheless, the physical nature of the domains in the
left and in the right parts in Fig. 12.21 is obviously different. For the samples cooled
from Tq ≥ 750◦C the differences in the intrinsic magnetic properties (in particular in
the anisotropy constant K1) of the 2:17R-type cells and the 1:5-type cell boundary
phase are relatively small. Thus, because the cells as well as the cell boundaries are
coherent to each other within the large grains, the latter can be considered as single
crystals with weakly fluctuating intrinsic magnetic properties. As a first approxima-
tion, the coarse domain structure is associated with effectively homogeneous intrin-
sic magnetic properties close to those of the 2:17R phase. Therefore, as expected, the
domain structure of Fig. 12.23 is similar to that of coarse-grained 2:17R material,
shown in Fig. 12.19(a), which does not have a cellular microstructure and Z-phase
lamellae. In the case of Fig. 12.23, however, the cellular microstructure and the Z-
phase are present, but no influence of them on the magnetic microstructure can be
recognized.
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Fig. 12.22 Domain structure observed by MFM of thermally demagnetized Sm(Co0.784Fe0.100

Cu0.088Zr0.028)7.19 magnets (slow cooled to 400◦C, i.e., in the high-coercivity state): (a) nominal
c-axis perpendicular to the imaging plane showing also a distinct magnetic contrast in the grain
boundary phase and (b) nominal c-axis parallel to the imaging plane showing some strip-like fea-
tures, which could be attributed to the lamellar phase. The large difference in the phase shift could
be consistent with the difference in the stray field along the easy and hard directions of magnetiza-
tion (left). Magnetic domain structure observed by MFM (c) and microstructure observed by TEM
(d). The MFM image has been digitally enlarged to match the magnification of the TEM image
(right) (nominal c-axis is in both cases perpendicular to the imaging plane; not the same area)

On the other hand, in optimized, i.e., slowly cooled to 400◦C, magnets the high
gradient in the Cu concentration in the 1:5 cell boundary phase will give rise to
large fluctuations in the intrinsic properties of this phase. In particular, K1 and the
spontaneous magnetization Ms will be considerably smaller in the cell boundary
regions than in the 2:17R-type cells. Therefore, the domain structures in Fig. 12.22
and in the left part of Fig. 12.21 may be considered as cooperative phenomena sim-
ilar and akin to interaction domains [13] well known for fine-grained ferromag-
netic materials where the interaction between the small grains is predominantly of
magnetostatic nature [47, 53]. In the highly coercive materials considered here, the
magnetic interaction between the 2:17R cells is not purely magnetostatic but the
exchange interaction between the cells is expected to be much smaller compared to
the exchange interaction within the cells and to the exchange coupling between the
cells of the low-coercivity samples of the right part of Fig. 12.21.
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10µm

Fig. 12.23 Kerr microscopy
image of Sm(Co0.784Fe0.100

Cu0.088Zr0.028)7.19 quenched
from 850◦C (corresponding
to the right column of Fig.
12.21) with the nominal
c-axis parallel to the imaging
plane

Subtle microchemical changes [108, 109], mainly the change of the concentra-
tion and distribution of Cu in the cell boundary phase, occurring in the slow cool-
ing ramp, can explain the hysteresis phenomena observed. The cell boundaries are
usually considered as pinning centers for domain walls. To a lesser extent, inter-
face deformation strains due to the lattice misfit between the different phases that
increases during the slow cooling may also enhance the strength of pinning [66].
Xiong et al. [102] reported that the composition of the Z-phase is also affected by
the slow cooling treatment, more specifically they observed that zirconium replaces
samarium to form Zr(Co,Fe)3 at this processing stage. This in turn might have impli-
cations with regard to the domain wall energy of the Z-phase and thus also might be
of relevance when considering local wall energy minima acting as pinning sites for
the domain wall movement [49, 50, 87].

However, the concept of domain walls (to be pinned) is to some degree question-
able in the case of the high-coercivity magnets. Classic domain walls are thin tran-
sition regions between homogenously magnetized domains that can be well deter-
mined by methods of micromagnetism [47]. In the magnetic microstructure of Fig.
12.22, the walls are expected to be quite different from classic domain walls and
the exact pinning mechanism still has to be elucidated. In ideal interaction domains,
the elementary magnetic units are single-domain particles, which would correspond
here to the uniformly magnetized 2:17R cells. Consequently, the boundaries of the
interaction-domain-like structures in Fig. 12.22 could coincide with boundaries of
2:17R cells, similar as the zigzag-shaped patterns observed in thinned samples, by
using Lorentz-mode TEM.

The nature of the magnetic domain structure (in particular the domain width) is
very sensitive to details of the processing procedure, which is needed to attain high
coercivity. In high-temperature Sm(Co0.784Fe0.1Cu0.088Zr0.028)7.19 magnets, the typ-
ical domain width is less than 1 μm, but significantly larger than the typical size
of 2:17R phase cells of about 100 nm, the latter surrounded by the 1:5 cell bound-
ary phase. On the other hand, if such a magnet is quenched straight from the aging
temperature, i.e., the slow cooling ramp is omitted, the resulting domain structure is
much coarser (domain width ∼10 μm) and the coercivity is small (<0.1 T), although
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no significant changes in the microstructure occur during slow cooling (only subtle
microchemical changes take place within and near the 1:5 cell boundary phase).

12.6 Non-equilibrium Processing Routes

Due to their large magnetocrystalline anisotropy SmCo5 and Sm2Co17 compounds
are prototypical candidates for developing coercivity through a decrease of grain
sizes. Non-equilibrium processing routes such as melt spinning [33], mechanical
alloying [1, 21, 86, 97, 101, 114], or reactive milling [38, 56] as a variation of the
hydrogenation, disproportionation, desorption, and recombination (HDDR) process
[37] typically yield the required nanostructures, in which several phases, often of
metastable type, can efficiently exchange couple.

12.6.1 Rapidly Quenched SmCo5/Sm2Co17Magnets

The aforementioned complex aging regime can be simplified when using the melt-
spinning method. Sm(Co0.74Fe0.1Cu0.12Zr0.04)7.5 and Sm(Co0.75Fe0.15Cu0.08Zr0.02)7.6

ribbons show high coercivities without the lengthy solid solution treatment [105,
107]. Ribbons were produced by melt spinning using a low surface speed of the
Cu wheel of 5 m/s and then aged isothermally at 850◦C for up to 12 h, followed
by slow cooling at 0.7 K/min to different temperatures and then quenched to room
temperature. Figure 12.24 (left) shows the room temperature coercivity as a function
of isothermal aging time, and it can be seen that the coercivity is sensitive to the
alloy composition. A coercivity of above 2.8 T is developed immediately after slow
cooling the as-spun Sm(Co0.74Fe0.1Cu0.12Zr0.04)7.5 sample even without isothermal
aging. The coercivity increases with increasing isothermal aging time and a peak
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Fig. 12.24 Coercivity μ0i Hc as a function of isothermal aging time at 850◦C for Sm(Co0.74Fe0.1

Cu0.12Zr0.04)7.5 and Sm(Co0.75Fe0.15Cu0.08Zr0.02)7.6 ribbons (left). Typical hysteresis loops of the
Sm(Co0.74Fe0.1Cu0.12Zr0.04)7.5 and Sm(Co0.75Fe0.15Cu0.08Zr0.02)7.6 ribbons subjected to aging at
850◦C for 3 h followed by slow cooling to 400◦C (right). Reproduced with permission of Else-
vier from Yan et al. [110]
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coercivity of up to 3.0 T can be obtained after aging at 850◦C for 3 h, followed
by slow cooling to 400◦C. For Sm(Co0.75Fe0.15Cu0.08Zr0.02)7.6 ribbons, however, the
coercivity remains almost unchanged around 0.8 T even after a long aging at 850◦C
followed by a slow cooling to 400◦C. A higher Cu and Zr contents promote stronger
domain wall pinning and higher coercivity (Fig. 12.24 (right)).

Cu/Zr-poor samples show an incomplete cellular microstructure along with the
lamellar phase (Fig. 12.25), underlining that Cu and Zr play very important roles
in the formation of the cellular/lamellar microstructure as they modify the phase-
ordering kinetics.

Fig. 12.25 TEM microstructures of annealed ribbons with different Cu and Zr content: left –
Sm(Co0.74Fe0.1Cu0.12Zr0.04)7.5; right – Sm(Co0.75Fe0.15Cu0.08Zr0.02)7.6 (a – 2:17-type matrix phase,
b – 1:5-type cell boundary phase, and c – lamellar phase). Reproduced with permission of Elsevier
from Yan et al. [110]

The formation of a highly twinned, single-phase TbCu7 crystal structure and
the supersaturation of Cu and Zr in the matrix phase prior to aging are required to
develop the cellular/lamellar microstructure and high coercivity [84]. The structures
of as-spun ribbons vary significantly with Cu and Zr contents (Fig. 12.26). The
ribbon with high Cu and Zr contents exhibits a single phase with TbCu7 structure.
On the other hand, reflections of Th2Zn17 are observed in the Cu/Zr-poor as-spun
samples, indicating a mixture of Th2Zn17 and TbCu7 structures.

Magnetically textured SmCo5- [103] and Sm2Co17-type ribbons can be prepared
by single-roller melt spinning at low wheel velocities. The magnetic texture is found
to be due to a crystallographic texture formed during the melt-spinning process, with
the c-axis parallel to the longitudinal direction of the ribbons. Cu and Zr suppress
the formation of a crystallographic texture of 2:17 ribbons prepared at low wheel
speed although they are key elements for obtaining the uniform cellular and lamellar
microstructures [104–107].

12.6.2 Mechanically Alloyed SmCo5/Sm2Co17 Magnets

Remanence-enhanced magnet powders consisting of two magnetically hard phases,
i.e., SmCo5 and Sm2Co17 nanocomposites, can be prepared by high-energy ball
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milling and subsequent annealing [104–107]. As-milled powders were found to be
amorphous. After annealing, the mean grain sizes of SmCo5, Sm2Co17, and fcc-Co
in the powders determined by the Scherrer method from XRD patterns are about 30,
30, and 35 nm, respectively. The saturation polarization Js (at 8 T) increases mono-
tonically and the coercivity decreases with increasing volume fraction of Sm2Co17

due to its higher saturation polarization and lower anisotropy field. Consequently,
the remanent polarization Jr and the maximum energy density (BH)max first increase
and then decrease with the Sm2Co17 volume fraction. The highest remanence of
0.72 T is obtained in the 80% Sm2Co17 powders. Optimum magnetic properties of
Js = 1.07 T, Jr = 0.67 T, Jr/Js = 0.63, μ0i Hc = 1.56 T, and (BH)max = 78 kJ/m3 are
obtained in the mixture consisting of 40% SmCo5 and 60% Sm2Co17. The relatively
low remanence of the nominally 100% Sm2Co17 powder is attributed to its poor
coercivity (0.29 T), although the saturation polarization (1.5 T) is much higher
than that of rhombohedral Sm2Co17 (which is 1.25 T [95]), due to the presence
of elemental fcc-Co. The initial magnetization and demagnetization curves of
SmCo5/Sm2Co17 powders with 0, 60, and 100% Sm2Co17 are shown in Fig. 12.27.
All the hysteresis loops show a magnetically single-phase behavior. The smooth
demagnetization curves and the enhanced remanence in the two-phase composite
can be attributed to the exchange coupling between grains of different phases.

12.6.3 Hydrogen Disproportionated SmCo5 and Sm2Co17 Alloys

For many materials, the conventional HDDR process [37] is not applicable. How-
ever, mechanical-induced gas–solid reactions [38] or increased hydrogen pressure
[44] can be used to hydrogen disproportionate thermodynamically very stable inter-
metallic compounds such as those of SmCo type. This reactive milling procedure in
enhanced hydrogen pressure and temperature and subsequent vacuum annealing can
be employed to first hydrogen disproportionate and second to desorb and recombine
the material with the aim to obtain a nanocomposite.



12 High-Temperature Samarium Cobalt Permanent Magnets 365

–4 –2 0 2 4 6 8
–1.6

–1.2

–0.8

–0.4

0.0

0.4

0.8

1.2

1.6

40% SmCo5 + 60% Sm2Co17

applied field µ0H (T)

po
la

riz
at

io
n 

J 
(T

)

100 %  Sm2Co17

100 % SmCo5

Fig. 12.27 Hysteresis loops
of SmCo5/Sm2Co17 powders
with Sm2Co17 volume
fraction of 0, 60, and 100%.
Reproduced with permission
of American Institute of
Physics from [104–107]

The effect of reactive milling on Sm2Co17 and as a comparison Nd12Fe82B6 and
Nd12Co82B6 is illustrated in Fig. 12.28 (left). The extremely broad reflections of
RH2+δ , bcc-Fe, and fcc-Co (note that SmCo5 behaves very similar to Sm2Co17)
indicate a nanocrystalline structure. Lattice strain induced by the milling proce-
dure and stoichiometric inhomogeneities of the hydride phase lead to an addi-
tional peak broadening. The average grain size of the RH2+δ phases is estimated
to be around 10 nm. This is a much finer structure than that of disproportion-
ated Nd2Fe14B-type materials [38] prepared by the conventional HDDR method.
The desorption curves of the reactively milled powders are shown in Fig. 12.29
(right). Peak (A) in the curves between 100 and 400◦C is attributed to the des-
orption of the δ hydrogen from RH2+δ , whereas peak (B) between 450 and 675◦C
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Fig. 12.28 (left) XRD patterns of Nd12Fe82B6, Nd12Co82B6, and Sm2Co17 after 20 h (the for-
mer) and 40 h (the Co-based alloys) of milling in hydrogen at 350◦C. The corresponding dis-
proportionation products are indicated in each case: RH2+δ with R: Nd, Sm, bcc-Fe, and fcc-Co.
(right) Desorption behavior of these powders upon heating in vacuum (10 K/min). Peak (A) cor-
responds to the desorption of the over-stoichiometric hydrogen and peak (B) to the recombination
to Nd2Fe14B, Nd2Co14B, and Sm2Co17, respectively; the arrows indicate the onset recombination
temperatures
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corresponds to the recombination to Nd2Fe14B, Nd2Co14B, and Sm2Co17. Grain
sizes of 20 nm (600◦C), 30 nm (700◦C), and 100 nm (800◦C) are estimated from the
XRD patterns for the recombined samples. Thus, reactively milled and subsequently
recombined powders show grain sizes much smaller than the average grain size
of standard HDDR-treated (around 300 nm) Sm2Fe17-type and NdFeB-type mate-
rials. In fact, grain sizes are rather comparable to those of mechanically alloyed
SmCo [101].

Despite the presence of two different phases, the demagnetization curves of the
Sm2Co17-type powders have a magnetically single-phase-like appearance for low
recombination temperatures (Fig. 12.29 (left)). The presence of a second phase with
a high-anisotropy field is indicated by the gradual approach toward saturation mag-
netization when recombined at higher temperatures. The remanence Jr = 0.71 T for
the sample recombined at 600◦C is higher than the theoretical maximum value Js/2
= 0.65 T [12] of isotropically distributed single-domain Sm2Co17 particles, which
is attributed to the effect of exchange coupling between the nanoscaled grains. It
has also to be taken into account that the amount of SmCo5 phase within the sam-
ple should decrease the Jr value even further due to the lower value of the saturation
magnetization compared to that of Sm2Co17. An energy product (BH)max = 82 kJ/m3

was achieved for the sample recombined at 600◦C. Figure 12.29 (right) shows
that for temperatures below 700◦C, a magnetic behavior typical for exchanged
coupled magnets can be observed. With decreasing temperature and decreasing
grain size, the remanence is enhanced corresponding to a decrease in coercivity.
Above 800◦C the coercivity decreases for recombination temperatures due to grain
growth.
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Fig. 12.29 Initial magnetization curves and demagnetization curves of reactively milled Sm2Co17

recombined at different temperatures (left). Dependence of remanence Jr and coercivity μ0i Hc of
reactively milled Sm2Co17 powders on the recombination temperature T (right). Reproduced with
permission of American Institute of Physics from [38]

The preparation of highly coercive magnet powders by reactive milling is a novel
processing route for the magnetic hardening of compounds, which are highly stabi-
lized toward the reaction with hydrogen and, therefore, disproportionate very slug-
gishly or, as in the case of NdCoB- and SmCo-type materials, do not react at all
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under standard HDDR conditions. Nanocrystalline, multiphase but magnetically
isotropic SmCo-type powders can be obtained after reactive milling and subsequent
recombination at low temperatures. They show a magnetically single phase behavior
and enhanced remanences [38].

Acknowledgments Many thanks to Aru Yan (then IFW Dresden) for a productive cooperation, to
K.-H. Müller (IFW Dresden) for fruitful discussion on samarium cobalt magnets and to L. Schultz
(IFW Dresden) for his continuous support and interest in permanent magnet research.

Acronyms

CEMRP critical elementary magnetization reversal process
Nano-EDS nano-beam energy-dispersed spectrometry
HEV hybrid electric vehicles
HDDR hydrogenation, disproportionation, desorption, and recombina-

tion
HRTEM high-resolution transmission electron microscopy
MFM magnetic force microscopy
RPM rare earth permanent magnets
R–T rare earth–transition metal compound
SEM scanning electron microscopy
TEM transmission electron microscopy
VSM vibrating sample magnetometer
XRD X-ray diffraction
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and L. Schultz. (2006). Evolution of magnetic domain structures and coercivity in high-
performance SmCo 2:17 type permanent magnets. Acta Mat. 54: 997–1008.

42. Hadjipanayis, G.C. (1996). Microstructure and magnetic domains. In: Rare-Earth Iron Per-
manent Magnets, J.M.D. Coey (ed.), Oxford University Press, Oxford, UK, pp. 286–335.

43. Hadjipanayis, G.C., W. Tang, Y. Zhang, S.T. Chui, J.F. Liu, C. Chen and H. Kronmüller.
(2000). High temperature 2:17 magnets: relationship of magnetic properties to microstruc-
ture and processing. IEEE Trans. Magn. 36: 3382–3387.

44. Handstein, A., M. Kubis, O. Gutfleisch, B. Gebel and K.H. Müller. (1999). HDDR of Sm–Co
alloys using high hydrogen pressures. J. Magn. Magn. Mat. 192: 73–76.

45. Handstein, A., A. Yan, G. Martinek, O. Gutfleisch, K.H. Müller and L. Schultz. (2003).
Stability of magnetic properties of Sm2Co17-type magnets at operating temperatures larger
than 400ºC. IEEE Trans. Magn. 39: 2923–2925.

46. Hofer, F. (1970). Physical metallurgy and magnetic measurements of SmCo5-SmCu5 alloys.
IEEE Trans. Magn. 6: 221–224.
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59. Lefèvre, A., L. Cataldo, M.Th. Cohen-Adad, and B.F. Mentzen. (1997). A representation of
the Sm-Co-Zr-Cu-Fe quinary system: a tool for optimisation of 2/17 permanent magnets. J.
Alloys Comp. 262–263: 129–133.

60. Li, D. and K.J. Strnat. (1984). Domain structures of two Sm-Co-Cu-Fe-Zr “2–17” magnets
during magnetization reversal. J. Appl. Phys. 55: 2103–2105.

61. Liu, J.F., T. Chui, D. Dimitrov and G.C. Hadjipanayis. (1998a). Abnormal temperature
dependence of intrinsic coercivity in Sm(Co, Fe, Cu, Zr)z powder materials. Appl. Phys.
Lett. 73: 3007–3009.

62. Liu, J.F., Y. Zhang, Y. Ding, D. Dimitrov, and G.C. Hadjipanayis (1998b). Rare earth per-
manent magnets for high temperature applications. In: Proc. of 15th Int. Workshop on Rare
Earth Magnets and their Appl., Dresden, Germany, vol. 2, pp. 607–622.

63. Liu, J.F., Y. Zhang, D. Dimitrov and G.C. Hadjipanayis. (1999). Microstructure and high
temperature magnetic properties of Sm(Co,Cu,Fe,Zr)z (z = 6.7–9.1) permanent magnets. J.
Appl. Phys. 85: 2800–2804.

64. Livingston, J.D. and M.D. McConnell. (1972). Domain-wall energy in cobalt-rare-earth
compounds. J. Appl. Phys. 43: 4756–4762.

65. Livingston, J.D. (1975). Domains in sintered Co-Cu-Fe-Sm magnets. J. Appl. Phys. 46:
5259–5262.

66. Livingston, J.D. and D.L. Martin. (1977). Microstructure of aged (Co,Cu,Fe)7Sm magnets.
J. Appl. Phys. 48: 1350–1354.

67. Matthias, T., G. Zehetner, J. Fidler, W. Scholz, T. Schrefl, D. Schobinger and G. Martinek.
(2002). TEM-analysis of Sm(Co,Fe,Cu,Zr)z magnets for high-temperature applications. J.
Magn. Magn. Mat. 242–245: 1353–1355.

68. Maury, C., L. Rabenberg and C.H. Allibert. (1993). Genesis of the cell microstructure in the
Sm(Co,Fe,Cu,Zr) permanent magnets with 2:17 type. Phys. Stat. Sol. (a) 140: 57–72.

69. Meyer-Liautaud, F., S. Derkaoui, C.H. Allibert and R. Castanet. (1987). Structural and ther-
modynamic data on the pseudobinary phases R(Co1−xCux)5 with R ≡ Sm, Y, Ce. J. Less-
Common Met. 127: 231–242.

70. Morita, Y., T. Umeda and Y. Kimura. (1987). Phase transformation at high tem-
perature and coercivity of Sm(Co,Cu,Fe,Zr)7-9 magnet alloys. IEEE Trans. Magn.
23: 2702–2704.

71. Nagel, H. (1979). Coercivity and microstructure of Sm(Co0.87Cu0.13)7.8. J. Appl. Phys. 50:
1026–1030.



12 High-Temperature Samarium Cobalt Permanent Magnets 371

72. Nesbitt, E.A., R.H. Willens, R.C. Sherwood and E. Bühler. (1968). New permanent magnet
materials. Appl. Phys. Lett. 12: 361–362.

73. Oesterreicher, H., F.T. Parker and M. Misroch. (1979). Giant intrinsic magnetic hardness in
SmCo5-xCux. J. Appl. Phys. 50: 4273–4278.

74. Ojima, T., S. Tomizawa, T. Yoneyama and T. Hori. (1977). Magnetic properties of new type
of rare-earth cobalt magnets. IEEE Trans. Magn. 13: 1317–1319.

75. Panagiotopoulos, I., M. Gjoka and D. Niarchos. (2002). Temperature dependence of the
activation volume in high-temperature Sm(Co,Fe,Cu,Zr)Z magnets. J. Appl. Phys. 92:
7693–7695.

76. Perkins, R.S., S. Gaiffi and A. Menth. (1975). Permanent magnet properties of
Sm2(Co,Fe)17. IEEE Trans. Magn. 11: 1431–1433

77. Perkins, R.S. and S. Strässler. (1977). Interpretation of the magnetic properties of pseudobi-
nary Sm2(Co,M)17 compounds. I. Magnetocrystalline anisotropy. Phys. Rev. B 15: 477–
489; Interpretation of the magnetic properties of pseudobinary Sm2(Co,M)17 compounds. II.
Magnetization. Phys. Rev. B 15: 490–495.

78. Perry, A.J. and A. Menth. (1975). Permanent magnets based on Sm(Co,Cu,Fe)z. IEEE Trans.
Magn. 11: 1423–1425.

79. Perry, A.J. (1977). The constitution of copper-hardened samarium-cobalt permanent mag-
nets. J. Less-Common Met. 51: 153–162.

80. Popov, A.G., A.V. Korolev and N.N. Shchegoleva. (1990). Temperature dependence of the
coercive force of Sm(Co,Fe,Cu,Zr)7.3 alloys. Phys. Met. Metall. 69: 100–106.

81. Rabenberg, L., R.K. Mishra, and G. Thomas. (1982a). Microstructure of precipitation hard-
ened SmCo permanent magnets. J. Appl. Phys. 53: 2389–2391.

82. Rabenberg, L., R.K. Mishra, and G. Thomas. (1982b, September). Development of the
cellular microstructure in the SmCo7.4-type magnets. In: Proc. 3rd Int. Symp. Magnetic
Anisotropy and Coercivity in Rare Earth-Transition Metal Alloys, J. Fidler (ed.), Baden,
Austria, pp. 599–608.

83. Ray, A.E. (1984). Metallurgical behavior of Sm(Co,Fe,Cu,Zr)z alloys. J. Appl. Phys. 55:
2094–2096.

84. Ray, A.E. and S. Liu. (1992). Recent progress in 2:17 type permanent magnets. Proc. 12th
Int. Workshop on RE Magnets and their Appl., Canberra, Australia, pp. 552–573.

85. Schobinger, D., O. Gutfleisch, D. Hinz, K.H. Müller, L. Schultz and G. Martinek. (2002).
High temperature magnetic properties of 2:17 Sm–Co magnets. J. Magn. Magn. Mat. 242–
245: 1347–1349.

86. Schultz, L., K. Schnitzke, J. Wecker, M. Katter and C. Kuhrt. (1991). Permanent magnets by
mechanical alloying. J. Appl. Phys. 70: 6339–6344.

87. Skomski, R. (1997). Domain-wall curvature and coercivity in pinning type Sm-Co magnets.
J. Appl. Phys. 81: 6527–5629.

88. Skomski, R. and J.M.D. Coey. (1999). Permanent Magnetism. Institute of Physics, Bristol.
89. Skomski, R., A. Kashyap, Y. Qiang, and D.J. Sellmyer. (2003). Exchange through nonmag-

netic insulating matrix. J. Appl. Phys. 93: 6477–6479.
90. Stadelmaier, H.H., E.-Th. Henig, G. Schneider and G. Petzow. (1988). The metallurgy of

permanent magnets based on Co17Sm2. Z. Metallkd. 79: 313–316.
91. Stadelmaier, H.H., B. Reinsch, and G. Petzow. (1998). Samarium-cobalt phase equilibria

revisited; relevance to permanent magnets. Z. Metallkd. 89: 114–118.
92. Stadelmaier, H.H., D. Goll, H. Kronmüller. (2005). Permanent magnet alloys based on

Sm2Co17; phase evolution in the quinary system Sm-Zr-Fe-Co-Cu. Z. Metallkd. 96:
17–23.

93. Streibl, B., J. Fidler and T. Schrefl. (2000). Domain wall pinning in high temperature
Sm(Co,Fe,Cu,Zr)7-8 magnets. J. Appl. Phys. 87: 4765–4767.

94. Strnat, K.J., G. Hoffer, J. Olson, W. Ostertag and J.J. Becker. (1967). A family of new cobalt-
base permanent magnetic materials. J. Appl. Phys. 38: 1001–1002.



372 O. Gutfleisch

95. Strnat, K.J. (1988). Chapter 2, Rare earth–cobalt permanent magnets. In: Ferromagnetic
Materials, vol. 4, E.P. Wohlfarth, K.H.J. Buschow (eds.), North-Holland, Amsterdam,
Netherlands.

96. Strnat, K.J. and R.M.W. Strnat. (1991). Rare earth–cobalt permanent magnets. J. Magn.
Magn. Mat. 100: 38–56.

97. Tang, H., Y. Liu and D.J. Sellmyer. (2002). Nanocrystalline Sm12.5(Co,Zr)87.5 magnets: syn-
thesis and magnetic properties. J. Magn. Magn. Mat. 241: 345–356.

98. Tang, W., Y. Zhang and G.C. Hadjipanayis. (2000). Effect of Zr on the microstructure and
magnetic properties of Sm(CobalFe0.1Cu0.088Zrx)8.5 magnets. J. Appl. Phys. 87: 399–403.

99. Tang, W., A.M. Gabbay, Y. Zhang, G.C. Hadjipanayis and H. Kronmüller. (2001). Tem-
perature dependence of coercivity and magnetisation reversal in Sm(CobalFe0.1CuyZr0.4)7.0

magnets. IEEE Trans. Magn. 37: 2515–2517.
100. Walmer, M.S., C.H. Chen and M.H. Walmer. (2000). A new class of Sm-TM magnets for

operating temperatures up to 550◦C. IEEE Trans. Magn. 36: 3376–3381.
101. Wecker, J., M. Katter and L. Schultz. (1991). Mechanically alloyed Sm-Co materials. J.

Appl. Phys. 69: 6058–6060.
102. Xiong, X.Y., T. Ohkubo, T. Koyama, K. Ohashi, T. Tawara and K. Hono. (2004). The

microstructure of sintered Sm(Co0.72Fe0.20Cu0.055Zr0.025)7.5 permanent magnet studied by
atom probe. Acta Mat. 52: 737–748.

103. Yan, A., W.-Y. Zhang, H.-W. Zhang and B. Shen. (2000). Melt-spun magnetically anisotropic
SmCo5 ribbons with high permanent performance. J. Magn. Magn. Mat. 210: 10–14.

104. Yan, A., A. Bollero, O. Gutfleisch and K.H. Müller. (2002a). Microstructure and magnetiza-
tion reversal in nanocomposite SmCo5/Sm2Co17 magnets. J. Appl. Phys. 91: 2192–2196.

105. Yan, A., A. Bollero, K.-H. Müller and O. Gutfleisch. (2002b). Fast development of high
coercivity in melt-spun Sm(Co,Fe,Cu,Zr)z magnets. Appl. Phys. Lett. 80: 1243–1245,

106. Yan, A., A. Bollero, K.H. Müller and O. Gutfleisch. (2002c). Influence of Fe, Zr and Cu on
microstructure and crystallographic texture of melt-spun 2:17 SmCo ribbons. J. Appl. Phys.
91: 8825–8827.

107. Yan, A., K.H. Müller and O. Gutfleisch. (2002d). Highly coercive melt-spun Sm(Co, Fe, Cu,
Zr)z magnets prepared by simple processing. IEEE Trans. Magn. 38: 2937–2939.

108. Yan, A., O. Gutfleisch, T. Gemming and K.-H. Müller. (2003a). Microchemistry and reversal
mechanism in 2:17-type Sm-Co magnets. Appl. Phys. Lett. 83: 2208–2210.

109. Yan, A., O. Gutfleisch, A. Handstein, T. Gemming and K.-H. Müller. (2003b). Microstruc-
ture, microchemistry, and magnetic properties of melt-spun Sm(Co,Fe,Cu,Zr)y magnets. J.
Appl. Phys. 93: 7975–7977.

110. Yan, A., A. Bollero, O. Gutfleisch, K.-H. Müller, L. Schultz, (2004). Melt-spun precipitation
hardened Sm(Co,Fe,Cu,Zr)z magnets, Mat. Sci. Eng. A375–377: 1169–1172.

111. Yang, W., W. Ping, S. Zhenhua and Z. Shouzeng. (1992). 2:17 type temperature compensated
magnets with high coercivity. In: Proc. of the 12th Int. Workshop on RE Magnets and their
Appl., Canberra, Australia, pp. 249–257.

112. Zhang, Y., W. Tang. G.C. Hadjipanayis, C. Chen, C. Nelson and K. Krishnan. (2000). Evo-
lution of microstructure, microchemistry and coercivity in 2:17 type Sm–Co magnets with
heat treatment. IEEE Trans. Magn. 37: 2525–2527.

113. Zhou, J., I.A. Al-Omari, J P. Liu and D.J. Sellmyer. (2000). Structure and magnetic properties
of SmCo7-xTix with TbCu7-type structure. J. Appl. Phys. 87: 5299–5301.

114. Zhou, J., R. Skomski, and D.J. Sellmyer. (2003). Magnetic hysteresis of mechanically
alloyed Sm–Co nanocrystalline powders. J. Appl. Phys. 93: 6495–6497.



Chapter 13
Nanostructured Soft Magnetic Materials

Matthew A. Willard and Maria Daniil

Abstract Reduction of the grain size to less than 20 nm has provided major
advances in soft magnetic materials performance, including reduced core losses
and coercivities. These promising results have stimulated research efforts, world-
wide, in the areas of nanocrystalline alloy design, alloy processing, materials per-
formance evaluation, and transition to various applications. This chapter presents
recent advances in nanocrystalline soft magnetic alloy processing methods, phase
transformations, microstructure evaluation, magnetic property measurement and
analysis, and applications.

13.1 Introduction

The synthesis and characterization of soft magnetic materials with nanocrystalline
microstructures has been an intense field of research in recent years. In an effort to
improve their soft magnetic performance by controlling the microstructure, novel
techniques and alloying element combinations have been used. The resulting mate-
rials show unique combinations of magnetic properties that are possible only when
the magnetic correlation and structural correlation lengths are similar. The morphol-
ogy of the material, whether it is particles, rods, platelets, wires, thin films, or bulk
polycrystalline alloys, can have a profound influence on their resulting properties
and potential applications [1–4]. Other chapters in this volume discuss the recent
contributions in the fields of magnetic nanoparticles and thin films, for this reason
this chapter will focus primarily on polycrystalline soft magnetic alloys primarily
formed by rapid solidification, which are important materials for power generation,
filtering, conversion, and sensing applications.

The figures of merit for soft magnetic materials include small coercivity, large
magnetic permeability, and large magnetization. Additionally for applications where
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a magnetic material is switched frequently, it is desirable to have a small area swept
by the hysteresis loop experiment during the regular cycling of the magnetic field.
This area, called the core loss, should be minimized at the switching frequency. A
fast-switching frequency results in induced currents in the magnetic material adding
to the overall losses of the core, making a large resistivity desirable for applications
above 1 kHz. In recent years, developments in amorphous and nanocrystalline alloys
have received increasing examination due to their favorable combination of these
electric and magnetic properties.

Figure 13.1 plots the values of permeability against saturation magnetization
for a variety of premiere soft magnetic materials. As previously mentioned, the
most successful material will have large values for both of these properties. It can
clearly be seen that while conventional alloys (e.g., Si-steel, Fe–Co) possess large
magnetization but low permeability and Co-based amorphous alloys possess large
permeability but low magnetization, the nanocrystalline soft magnetic alloys have
the best combination of both permeability and magnetization. These factors in addi-
tion to materials processing, microstructure development, high-frequency losses,
and applications will be discussed in this chapter.

Fig. 13.1 The magnetic
permeability at 1 kHz plotted
against the saturation
induction (μ0Ms) for many
premiere soft magnetic
materials (adapted from Refs.
[1, 5]). The symbol M in the
composition of
nanocrystalline alloys
represents early transition
metals (e.g., Nb, Zr, Hf, Ta)

Nanocrystalline soft magnetic alloys were first developed in 1988 when
Yoshizawa et al. added small amounts of Nb and Cu simultaneously to a typical
Fe–Si–B amorphous alloy [6, 7]. Excellent magnetic softness was reportedly due
to the fine-grained microstructure and near-zero magnetostriction coefficients. The
combination of low coercivity (<2 A/m) necessary for efficient operation, large
saturation flux density (>1.3 T) allowing miniaturization of cores, and Fe-rich com-
position resulting in inexpensive costs made this alloy a desirable alternative to the
Co-based metallic glasses previously possessing the best magnetic softness. The
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improved magnetic properties of nanocrystalline alloys, including large permeabil-
ity and saturation magnetization, stem from their combination of refined grain size,
the intergranular amorphous matrix phase, and the composition of each phase. Other
alloy compositions of nanocrystalline soft magnetic alloys were formulated through
the 1990s. These alloys were rich in magnetic transition metals with dominant crys-
talline phases (in nanocrystalline form), which mimic the best soft magnetic alloy
phases in conventional alloys. These include Fe- or (Fe,Si)-based alloys having the
body centered cubic (BCC) structure, (Ni,Fe)- or Co-rich alloys with face centered
cubic (FCC) structure, and intermetallic phases, including FeCo-based alloys with
the B2 (CsCl) crystal structure or Fe3Si-based alloys with the D03 structure.

Fig. 13.2 Coercivity plotted
against the grain size of
various soft magnetic alloys
(modified from [8])

The excellent magnetic softness was attributed to the small size and random ori-
entation of nanocrystalline grains embedded in an exchange-coupled amorphous
matrix phase. A plot of the magnetic softness (represented by coercivity) as a
function of grain size is shown in Fig. 13.2 [8, 9]. Two switching mechanisms –
exchange-averaged anisotropy and domain wall pinning – are represented in the dia-
gram by lines with slope D6 and D−1, respectively. The point of intersection of these
two switching mechanisms is the exchange correlation length (roughly the width
of the magnetic domain wall) and results in the worst soft magnet performance.
Conventional crystalline alloys (e.g., permalloy and Si-steels) were improved by
increasing the grain size, which resulted in lesser amounts of domain wall pin-
ning at grain boundaries. The amorphous alloys, with no grains and therefore
no grain boundaries, resulted in lower losses than the conventional large-grained
alloys. Alloys with grain sizes less than 100 nm were largely unexplored until the
first ultra-fine grained microstructures were presented in 1988 [10]. The effects of
microstructure on the magnetic performance of the material will be discussed in this
chapter.

A key advancement that enabled this technology was the novel alloy design
allowing a combination of widespread nucleation of crystallites with little grain
growth. This was accomplished in the Finemet-type alloys by the simultaneous
addition of Nb and Cu to a Fe–Si–B amorphous alloy. A two-stage processing
route was used: first, processing of an amorphous alloy (by rapid solidification
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or deposition techniques) and then annealing to promote partial crystallization.
Microstructure control as the crystallites were devitrified from the amorphous pre-
cursor alloy was a primary concern as it was found to have an exceptional influ-
ence on the coercivity and permeability (extrinsic magnetic properties). Since these
early investigations, the design of novel alloy compositions to improve the satu-
ration magnetization, magnetocrystalline anisotropy, Curie temperature, and mag-
netostriction has expanded the study of nanocrystalline soft magnetic alloys into
an active field of research. Resulting from these efforts, three classes of alloys with
nanocrystalline microstructures have emerged for use under differing operation con-
ditions. Alloys based on the α-(Fe,Si) phase with composition Fe–Si–Nb–B–Cu
(e.g., FinemetTM, VitropermTM) have extremely low losses with moderate satura-
tion magnetization and operation temperatures [9, 10]. The α-Fe-based Nanoperm-
type alloy (e.g., Fe–Zr–B–(Cu)) has slightly larger losses and lower operation tem-
perature, but the advantage of 20% larger magnetization [11]. The final class of
Fe–Co–Zr–B–(Cu) alloys with α- and α′-(Fe,Co) crystallites has much higher Curie
temperature, allowing them to operate at higher operation temperatures (referred to
as Hitperm-type alloys) [12, 13]. The differences between these different classes of
alloys will be discussed in this chapter.

Based on the improved performance of these materials relative to amorphous
alloys and ferrites, nanocrystalline soft magnetic materials are being used for core
materials in power conditioning and power conversion applications, including choke
cores for switched-mode power supplies. Recently, they have been also considered
for electromagnetic interference, sensor, and automotive applications. Optimizing
the magnetic properties of the nanocrystalline alloys to meet the wide variety of
demands is a significant and ongoing challenge. This chapter will provide informa-
tion about the state of the art in alloy development and applications.

13.2 Materials Development

Few processes naturally result in magnetic materials with features on the nanometer
size scale (exceptions include magnetotactic bacteria and magnetite particles found
in Martian meteorites) [14]. This is largely thermodynamically driven since small
grains have higher surface energies than large grains giving a strong driving force
for microstructure coarsening. Achieving nanocrystalline features therefore requires
special processing by chemical (e.g., spin spray [15] or various nanoparticle synthe-
ses [3]), vapor/plasma (e.g., sputtering [16, 17], physical laser deposition [18]), or
non-equilibrium methods (e.g., melt spinning [1, 5], plasma torch [19], mechanical
milling [20]). The resulting materials may be particulate, films, or bulk depending
on the composition and technique employed. Rapid solidification processing has
been the primary route to bulk material fabrication for the applications discussed
in this chapter. For this reason, the following sections will all pertain to melt spun
materials and their properties (unless otherwise indicated).
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13.2.1 Alloy Processing and Design

The conventional melt spinning technique uses an induction coil to melt ingots of a
desired composition and then expels the melt through an orifice in the crucible onto a
rapidly rotating wheel, giving effective quench rates of up to 106◦C/s (see Fig. 13.3).
Using this technique, alloys with compositions near deep eutectics are routinely
formed into ribbons 20–50 μm in thickness, a few millimeters to many centimeters
in width, and meters in length. Typical parameters that influence processing include
the alloy composition, melt temperature, wheel speed, and orifice size. During the
melt spinning process, a partial pressure of either inert gas or air is used to eject the
melt onto the wheel, overcoming the surface tension of the melt that holds it inside
the crucible. Post-quench annealing procedures are then employed to optimize the
alloy performance as necessary.

Fig. 13.3 Schematic diagram
of a single-wheel melt spinner
used for rapid solidification
of the precursors to
nanocrystalline soft magnetic
ribbon materials (after Refs.
[21, 22])

As previously mentioned, the majority alloy components are the ferromagnetic
transition metals – Fe, Co, and Ni. These elements are required to provide large
magnetization and Curie temperature for the alloy. However, the nanocrystalline
microstructure can only be achieved by partial devitrification of an amorphous alloy
precursor. For this reason, additional alloying elements that stabilize the liquid to
low temperatures must be added (i.e., deep eutectic compositions). Selection of ele-
ments from two groups tends to provide the necessary increase in stability of the liq-
uid, while maximizing the amount of magnetic transition metal in the alloy. These
groups are the early transition metals (e.g., M = Zr, Nb, Hf, Ta) and metalloids (e.g.,
B, Si, P, C). The Fe-rich section of the Fe–Zr and Fe–B phase diagrams of Fig. 13.4
shows the reduction in melting point at the eutectics from 1,538◦C for pure Fe to
1,337◦C and 1,174◦C for the eutectic compositions of Fe with Zr and B, respec-
tively. The eutectic compositions for Fe–Zr and Fe–B are also shown with values of
90.2 and 83 at.% Fe, respectively. Small amounts of noble metals (e.g., Cu, Au, Ag)
are essential to developing the optimal magnetic properties in some nanocrystalline
alloys by creating heterogeneous nucleation sites throughout the alloy during the
early stages of annealing [23, 24].

The classes of nanocrystalline alloys are defined by their compositions and result-
ing magnetic properties. Finemet-type alloys have composition Fe–Si–M–B–Cu and
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a bFig. 13.4 Fe-rich portions of
the (a) Fe–Zr and (b) Fe–B
phase diagrams, displaying
the deep eutectics and limited
solubility of Zr and B in the
Fe-rich primary crystalline
phases (modified from
[1, 25])

form α′-(Fe–Si) crystallites during primary crystallization. The optimal magnetic
properties are achieved by annealing to control the Si-content of the crystalline
phase [26]. The resulting alloy has ultra-fine grain size which reduces the mag-
netocrystalline anisotropy and near-zero magnetostrictive coefficient. The combi-
nation of small amounts of both early transition and noble metals was found to be
necessary for the development of exceptional magnetic softness [27]. Nanoperm-
type alloys have the composition Fe–M–B–(Cu) with α-Fe (BCC) primary crys-
tallites [11]. These alloys benefit from reduced solubility of the early transition
and metalloids in the primary crystalline phase. The limited solubility, shown in
Fig. 13.4, is a desirable feature of the phase diagram from an alloy design per-
spective. Although it has been found that the primary crystallites contain a larger
amount of these elements than expected [28], limiting their solubility helps to avoid
their deleterious effects on the magnetization. Hitperm-type alloys with composition
Fe–Co–M–B–(Cu) and α′-FeCo (CsCl-type) phase have shown similar solubility of
M and B elements in the primary crystallites [29] and similarly benefit from limiting
solubility [13].

13.2.2 Phase Transformations

Annealing the as-spun amorphous precursor at temperatures exceeding the pri-
mary crystallization temperature results in crystallite formation by a nucleation
and growth process. When the nuclei density (or nucleation rate) is large and the
growth rate is small, the nanocrystalline microstructure is developed. Optimally, this
microstructure consists of nanocrystallites less than 15 nm in diameter surrounded
by a residual amorphous matrix phase. If the annealing temperature is too high, no
residual amorphous phase is retained, instead magnetic and early transition metals
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form intermetallic phases, which deteriorate the magnetic performance of the alloy.
For this reason, a large temperature difference between the two crystallization tem-
peratures is important (at least 100◦C).

Fig. 13.5 Differential
thermal analysis data for a
high Co-type Hitperm
((Co0.95Fe0.05)88Zr7B4Cu1)
alloy when heated at
20◦C/min. Insets show the
resulting microstructure when
the as-spun alloy was
annealed at (a) near primary
crystallization (at 550◦C) and
(b) above secondary
crystallization (at 750◦C)
each for 3.6 ks (modified
from [30, 31])

Differential thermal analysis is commonly used to determine the crystallization
temperatures and the temperature interval between primary and secondary crys-
talline (see Fig. 13.5). As an example, a Hitperm-type, Co-based nanocrystalline
alloy is presented in Figs. 13.5 and 13.6 to illustrate the phase transformations for
nanocrystalline alloys. Similar crystallization behavior is observed for other types of
nanocrystalline alloys (e.g., Finemet/Nanoperm-type). Regardless of the alloy type,
the early transition metal acts to reduce the diffusivity of the magnetic transition
metal resulting in limited growth rate during primary crystallization. This is evi-
dent from the insets in Fig. 13.5, where the refined grain size of ∼8 nm is found
for a sample annealed at 550◦C (above Tx1 = 477◦C) in contrast to the coarsened
microstructure for a sample annealed above Tx2 (grains ∼45 nm).

The phases formed at the primary and secondary crystallization temperatures
are typically determined by X-ray or electron diffraction techniques. Figure 13.6(b)
shows representative X-ray diffraction data for a Co-rich Hitperm-type alloy
annealed near primary crystallization. The BCC(Co,Fe) phase was identified as the
primary crystalline phase. The breadth of the diffraction peaks is increased due to
the limited size of the grains, and the full width at half maximum can be used for
grain size estimation; in this case, the grains were about 10 nm in diameter. While
there are no planes of atoms to diffract in the as-spun alloy, a broad scattering peak
typical of an amorphous alloy is observed (Fig. 13.6(a)), and the residual amor-
phous phase in Fig. 13.6(b) shows a peak at a similar 2Θ position. More diffraction
peaks with higher intensity are found for alloys annealed above the secondary crys-
tallization temperature. The extra peaks indicate the presence of (Co,Fe)3Zr and
(Co,Fe)23Zr6 phases (see Fig. 13.6(c)); the increased intensity and reduced peak
width are evidence of the increased grain size, and the scattering peak from the
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Fig. 13.6 X-ray diffraction
data for a high Co-type
Hitperm
((Co0.95Fe0.05)88Zr7B4Cu1)
alloy annealed (a) near
primary crystallization (at
475◦C) and (b) above
secondary crystallization (at
750◦C) each for 3.6 ks

amorphous phase is absent in this sample. Typical values for the crystallization tem-
peratures and resulting phases formed at primary and secondary crystallization are
shown in Table 13.1.

The coarsened microstructure and formation of intermetallic phases deteriorates
the magnetic performance of the alloy, so it is important to know the range of

Table 13.1 Soft magnetic nanocrystalline alloys and some relevant thermodynamic and
kinetic properties. All values of EA are for primary crystallization and are accu-
rate to ±20 kJ/mol. Nanoperm- and Hitperm-type alloys were limited to Zr-containing
compositions

EA Primary Secondary
Alloy Tx1(K) Tx2(K) ΔTx(K) (kJ/mol) phase phases

Finemet 775–830 920–1,010 130–205 375 α-(Fe,Si)/
Fe3Si

Fe2B, Fe23B6,
Fe3B

Nanoperm 785–835 980–1,030 145–240 350 α-Fe Fe3Zr, Fe23Zr6,
Fe2Zr, ZrB2

HiTperm 780 970 210 340 α-(Fe,Co) (Fe,Co)3Zr,
(Fe,Co)23Zr6

Co-rich
Hitperm

745–770 905–925 135–180 320 α-(Co,Fe)
(γ-(Co,Fe))

(Co,Fe)3Zr,
(Co,Fe)23Zr6
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Fig. 13.7 Schematic diagram
of the time–temperature-
transformation curves for
primary and secondary
crystallization in a
Finemet-type alloy

annealing conditions, which are sufficient for primary crystallization but not for
secondary crystallization. Both primary and secondary crystallization processes are
thermally activated. For this reason, the rate at which the sample is heated will
change the temperature at which crystallization occurs. This information can be
used to determine the time–temperature-transformation (TTT) curve for the alloy
system, which is a helpful tool for determining the optimal annealing conditions.
A schematic of the TTT curve for a Finemet-type (Fe73.5Si13.5B9Nb3Cu1) alloy is
shown in Fig. 13.7. Quenching by rapid solidification processing must occur at a
rate fast enough to pass by the “nose” of the primary crystalline phase to create an
amorphous phase. The diagram can then be used to determine where crystallization
begins (thin lines in the diagram) for primary phases (e.g., α-(Fe,Si) or Fe3Si) at low
temperatures and short times and secondary phases (e.g., Fe2B, Fe23B6, Fe3B) for
higher temperatures and longer times.

Experimentally, the lower edge of the TTT curve can be approximated using
activation energies measured by thermal analysis techniques (summarized in Table
13.1). Measuring the crystallization temperature as a function of heating rate can
provide essential information for determining the activation energy for each crys-
tallization process. Typical annealing procedures are performed at temperatures
between 750 and 825 K and times between 900 and 3,600 s.

13.2.3 Annealing Techniques

The as-spun alloys, consisting of primarily or entirely amorphous phase, require
annealing to provide partial crystallization and thereby achieve the best soft mag-
netic performance. Conventional, magnetic field, stress field, or rapid thermal
annealing processes are used to achieve primary crystallization of the amorphous
precursor alloy. While conventional annealing is carried out at sufficient tem-
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peratures to crystallize the alloy, it does not control the magnetic domain struc-
ture. Stress fields or magnetic fields can be used to control the domains in the
alloys by providing a uniaxial magnetic anisotropy to shear the hysteresis loop
in a controlled manner without introducing an air gap in the core. This is impor-
tant for many applications where a controlled reduced permeability is necessary
during use.

A significant induced anisotropy has been found for all types of nanocrystalline
soft magnetic alloys from the introduction of an applied magnetic field (in trans-
verse, longitudinal, or rotating with respect to the sample length) or an applied
tensile stress (along the length of the ribbon). The results shown in Fig. 13.8 for
Finemet-type alloys show the much stronger influence of moderate stress anneal-
ing than annealing in a magnetic field [32]. In Finemet-type alloys, magnetic field
annealing in a longitudinal orientation reduces the permeability by producing an
induced anisotropy [7]. Similar field annealing procedures using a transverse mag-
netic field make the loop squarer.

Fig. 13.8 Induced anisotropy
values for primary
crystallization with applied
stress field (thin lines
[33–36]) or longitudinal
magnetic field (thick line [7,
32, 37]) for Finemet-type
(Fe73.5Si13.5B9Nb3Cu1) alloys
annealed for 3.6 ks

13.3 Magnetic Performance

Processing considerations aside, the effects of both microstructure and compo-
sition have direct consequences on the magnetic performance of the alloy. The
significant challenges in maintaining a refined microstructure, increasing the mag-
netization, and reducing the core losses remain important fields of investiga-
tion. Optimizing alloys for elevated or cryogenic temperatures presents additional
challenges. The following sections will address some of the design principles used
to optimize an alloy for applications in some of these environments.
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13.3.1 Exchange-Averaged Anisotropy

The remarkable reduction in coercivity when grain sizes are reduced to the
nanocrystalline regime was first described in the well-known work of G. Herzer
[8, 9]. Noting the fact that randomly oriented grains were exchange coupled through
the residual amorphous matrix, a random anisotropy model was applied to show that
the coercivity was proportional to the grain size to the sixth power. This is possi-
ble when the exchange correlation length (Lex) is larger than the structural correla-
tion length (grain size), an effect referred to as exchange softening which results
from exchange-averaged anisotropy (see Fig. 13.9). Materials with grains much
larger than Lex show strong angular dependence of the magnetization with respect to
the crystalline lattice through the magnetocrystalline anisotropy (K1). However, in
nanocrystalline materials, the local easy axes of the nanocrystalline grains influence
the magnetization direction (represented by dashed lines in Fig. 13.9(a)), but do not
dominate it. This is illustrated in the schematic diagram shown in Fig. 13.9(b), where
the integrated anisotropy energy is unchanged by the averaging but the fluctuations
(which are more important to soft magnetic properties) are significantly reduced.

Fig. 13.9 (a) Schematic representation of the magnetic exchange correlation length compared to
the grain size in the alloy. (b) Schematic diagram showing the effect of grain orientation averaging
on the magnetocrystalline anisotropy of a nanocrystalline soft magnetic alloy

The magnetic exchange correlation length (Lex) indicates the minimum size
scale over which the atomic moments must remain aligned due to exchange
forces. The magnitude of this fundamental magnetic material parameter can be
found by Lex = (A/K1)1/2, where A is the exchange stiffness and K1 is the first
magnetocrystalline anisotropy constant. The resulting value of 35 nm was calcu-
lated for Fe–Si-based nanocrystalline alloys. Since the structural correlation length
of the material (i.e., grain size, D∼10 nm) is much smaller than the exchange corre-
lation length, the magnetic moments in each individual grain cannot relax into the
local easy direction dictated by the grain orientation. This results in an averaging
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of the local magnetocrystalline anisotropy over the exchange correlation volume.
Using a random walk type, random anisotropy model, an effective magnetocrys-
talline anisotropy, <K>, representing the material response can be determined as
<K> = K1/N1/2, with N being the number of grains within the exchange corre-
lation length. The value of N in a cubic volume with sides Lex can be estimated
by the relation N = (Lex/D)3. Using these three equations, the effective anisotropy
can be determined in terms of the crystalline materials parameters, K1, A, and D:
<K> = K1

4D6/A3. The exchange softening described by this model breaks down
as the grains become decoupled, especially as the Curie temperature of the amor-
phous intergranular phase is exceeded, as discussed in Section 13.3.3. More sophis-
ticated models that take induced anisotropy or two-phase microstructures have been
investigated, but are beyond the scope of this chapter (see Refs. [38, 39]).

13.3.2 Intrinsic Magnetic Properties

The magnetic transition metal composition has a major influence on the magne-
tization, magnetostriction, magnetocrystalline anisotropy, and Curie temperature.
Adjusting the ratios of Co, Ni, and Fe has been shown to influence the crystalliza-
tion behavior and resulting magnetic performance. While Fe-based alloys have the
strong advantage of low cost and strong performance in terms of magnetization and
low losses, improvements can be made by adjusting the composition to increase
the operation temperature and saturation magnetization. Figure 13.10 shows the sat-
uration flux density (Bs) for nanocrystalline alloys as a function of the number of
valence electrons per magnetic transition metal atom (as a way of representing com-
position). The Finemet-type alloys (open symbols) show only slight increases in
saturation flux density as Co is substituted for Fe up to about 50% replacement.
However, a marked increase in magnetization is found for similar substitution in
Nanoperm-type alloys (i.e., formation of Hitperm-type). The maximum occurs at
about 30% Co substituted for Fe, a similar result to that of crystalline alloys (the
peak of the Slater–Pauling curve). The reduced effect of Co substitution in the
Finemet-type alloy is likely linked to the redistribution of Si in the crystalline phase.
Enrichment in Co above 50% substitution results in a strong reduction in saturation
flux density for all compositions, consistent with crystalline alloys made by conven-
tional methods (i.e., not nanocrystalline).

The Curie temperature of the amorphous phase (Tc
am) determines the upper

bound of the operation temperature for nanocrystalline soft magnetic alloys. When
a nanocrystalline soft magnetic alloy is used at temperatures approaching Tc

am, the
grains begin to decouple and the magnetic correlation length shortens significantly.
This results in a strong increase in coercivity as exchange averaging is reduced,
and the grains begin to couple magnetostatically [40]. The Curie temperature of
the amorphous phase is near 600 K for Finemet-type alloys allowing operation up
to about 120◦C without degradation of performance (see Fig. 13.11 (open sym-
bols)). Nanoperm-type alloys have a much lower Tc

am limiting their use to room
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temperature applications. Significant improvements in Tc
am are found for Hitperm-

type alloys, with values exceeding 600◦C as the substitution of Co for Fe approaches
50% (closed symbols – Fig. 13.11). The name Hitperm originates from the combi-
nation of high permeability and high-potential operation temperature.

Fig. 13.10 Saturation flux
density as a function of
magnetic transition metal
composition for various
nanocrystalline soft magnetic
alloys. Open symbols are
Finemet-type compositions
and solid symbols are
Nanoperm/Hitperm-type
compositions [41–47]

The exchange averaging effect helps to reduce the effective magnetocrystalline
anisotropy, leaving the magnetostriction as the major influence on the core losses.
Residual stress in the alloy magnetoelastically couples with the magnetization
resulting in the increased loss. This can be avoided by choosing compositions
where the magnetostrictive coefficient is near zero. Finemet-type alloys have been
optimized for near-zero magnetostrictive coefficients by controlling the Si:B ratio
and annealing temperature. Figure 13.12 shows the magnetostrictive coefficient for
Finemet-type alloys with composition Fe73.5(SixB1−x)22.5Nb3Cu1 and annealed at
813 K for 3.6 ks. When x is near 0.7 (e.g., Si = 15.5), the magnetostrictive coeffi-
cient is near zero and the coercivity has a low value of 1.6 A/m [45].

13.3.3 Domain Structure

The magnetic domain structure of a soft magnet has a strong influence on the mate-
rial’s switching behavior. In the case of nanocrystalline alloys, induced anisotropy
produced by stress or magnetic field annealing has been shown to result in controlled
magnetic domain structures. The magnetic domain structure of a Finemet-type
alloy, as measured by stroboscopic Kerr microscopy, shows significant differences
depending on the degree of induced anisotropy (see insets to Fig. 13.13). The
domain wall velocity was observed to also have a strong dependence on the induced
anisotropy especially at high frequencies [56].
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Fig. 13.11 Curie
temperature of the amorphous
phase as a function of
magnetic transition metal
composition for various
nanocrystalline soft magnetic
alloys. Open symbols are
Finemet-type compositions
and solid symbols are
Nanoperm/Hitperm-type
compositions [44, 47–53]

Fig. 13.12 Saturation
magnetostriction coefficient
for Fe73.5(SixB1−x)22.5

Nb3B9Cu1 alloys (annealed at
813 K) as a function of x =
Si/(Si+B) [8, 35, 54, 55]

13.3.4 Hysteretic Losses

Much of the interest in the nanocrystalline class of alloys has been in the excellent
soft magnetic performance of these alloys including the extremely large permeabil-
ity and low-core losses for an alloy with such large saturation magnetization. The
properties for nanocrystalline soft magnetic alloys and potential applications are
presented in Table 13.2.

The frequency-independent losses are typically measured by slowly varying
magnetic measurement techniques, including vibrating sample and superconducting
quantum interference device magnetometries. Desirable features of the hysteresis
loop produced by these techniques include small coercivity and large magnetiza-
tion, resulting in a tall narrow loop with little enclosed area. The softest magnetic
materials, with coercivities less than 2 A/m, have compositions with small values of
magnetocrystalline anisotropy that are further reduced by exchange averaging and
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Fig. 13.13 Domain wall
velocity as a function of
switching frequency for a
Fe73Si16B7Nb3Cu1 alloy
annealed under varying field
annealing conditions. The
insets are Kerr microscopy
images of (a) a high-induced
anisotropy alloy at 5 kHz; (b)
a medium-induced anisotropy
alloy at 5 kHz; and (c) a
low-induced anisotropy alloy
at 1 kHz [56]

near-zero values of magnetostriction. Exchange averaging refers to the reduction
in effective magnetocrystalline anisotropy due to the magnetic correlation length
being much larger than the grain size. This behavior was previously described in the
context of the random anisotropy model (Section 13.3.1).

Table 13.2 Soft magnetic nanocrystalline alloys and some relevant properties. The application
of these materials varies as listed in the “Use” column, where the following listing corresponds
to the designated activity. A: distribution/power transformers; B: EMI filters; C: choke coils;
D: electromagnetic sensors; E: switched-mode power supplies; F: magnetomechanical sensors;
G: magnetic shielding; H: pulse-power cores; I: saturable reactors; J: high-frequency transformers;
K: magnetic switches; L: flux gate magnetometers [11, 22, 57–61]

Alloy Bs (T) μr (max.) Hc (A/m) λs (ppm) ρ (mWcm) Tc (◦C) Use

Finemet 1.23–1.35 5,000–100,000 0.5–3 0–2 115 570–600 A,B,C,D,E,
G,I,K

Nanoperm 1.52–1.60 4,000–48,000 3–8 –1–1 56 100 A,B,C,H,L

HiTperm 1.80 1,000–3,000 ∼60 >30 175 980 A,B,C,F
(High T)

Co-rich
Hitperm

1.49 1,000–10,000 9–21 12 ∼50 >800 D,F,J

Hysteresis loops for a Co-based nanocrystalline alloy are shown in Fig. 13.14,
contrasting the effect of primary and secondary crystallization. The line without
symbols shows an optimally annealed alloy, with coercivity of ∼10 A/m and spe-
cific magnetization of 140 emu/g. The inset (a) shows a high-resolution transmission
electron microscopy image of the sample showing 8–10 nm grains surrounded by a
residual amorphous matrix phase. At higher annealing temperatures, the magneti-
zation is reduced and the coercivity substantially increased (line with square/circle
symbols). The corresponding coarsened microstructure made up of α-Co, Co3Zr,
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and Co23Zr6 phases is shown in inset (b). At 750◦C, the grains coarsen to greater
than 45 nm and the different phases decouple from each other as evidenced by the
separate switching fields in the hysteresis loop.

Fig. 13.14 Hysteresis loops
from a Co-based
nanocrystalline alloy
((Co0.95Fe0.05)88Zr7B4Cu1).
Each sample was
isothermally annealed with
examples of optimal
annealing (550◦C anneal) and
over-annealing (650 and
750◦C). HRTEM
micrographs show (a) the
optimal microstructure when
annealed above the first peak
(at 550◦C) and (b)
undesirable large-grained
microstructure when annealed
at the second peak (650◦C)
(modified from [62])

13.3.5 AC Properties

The main advantage of nanocrystalline soft magnetic alloys over conventional large-
grained materials is their better performance at switching frequencies above 1 kHz.
This is due in part to (a) the smaller interaction of domain walls with the nanocrys-
talline grains and (b) the higher resistivity of these alloys. The hysteretic loss is
present at all frequencies but does not have strong frequency dependence. Con-
trolling the microstructure and composition of the alloy can lead to reduction of
hysteretic losses. As the switching frequency is increased, eddy currents are formed
in the alloy resulting in increased core losses. Reducing lamination thickness and
increasing the resistivity of the alloy help to limit the eddy current loss contribution.
At high frequencies (especially above 10 kHz), the dynamic eddy current losses
dominate. These eddy currents are localized at the domain walls and can be mini-
mized by refinement of the domain structure in the alloy.

Examples of the core losses for different classes of nanocrystalline soft magnetic
alloys are presented in Fig. 13.15. The Finemet-type alloy (open circles) shows the
best loss performance, with the lowest losses across the entire frequency range.
Comparatively, the Nanoperm-type alloy (open squares) has higher losses by a fac-
tor of 5, but has 20% higher magnetization than the Finemet alloy, which is useful
for applications where size and weight are a strong consideration. The Hitperm-
type alloys (closed symbols) show higher losses, however some of this increase
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is due to the higher switching induction amplitude (e.g., 0.3–0.5 T versus 0.2 T
for the Fe-based alloys). The remainder of the increased losses is likely due to the
combined effects of lower resistivity and higher magnetostriction for these Co-rich
alloys.

Fig. 13.15 Core loss as a
function of switching
frequency for nanocrystalline
soft magnetic alloys. Note:
Hitperm-type compositions
(closed symbols) are
presented at a higher
magnetic flux density than
Nanoperm/Finemet-type
(open symbols) [7, 63–65]

13.3.6 Thermomagnetics

At elevated temperatures, the coercivity increases and the losses become larger as
the Curie temperature of the intergranular amorphous phase is exceeded. This is
a limiting condition for use of Finemet-type alloys above 200◦C and Nanoperm-
type alloys above room temperature. The Hitperm-type alloys have been specifically
designed to operate at temperatures above 100◦C. The coercivity of a Finemet-type
alloy and a Co-rich Hitperm-type alloy are plotted against the measurement tem-
perature in Fig. 13.16. The Curie temperature of the amorphous phase is about
225◦C for Finemet, the temperature at which the coercivity begins to increase
rapidly (dark symbols) [66]. The Hitperm alloy possesses much larger coercivity
than the Finemet alloy, only becoming comparable at temperatures above 300◦C.
However, the magnetization of the Finemet alloy is substantially reduced above
200◦C whereas the Hitperm alloy’s magnetization remains high well above 450◦C
(see Fig. 13.17). The combined relatively low coercivity and the large magnetiza-
tion at elevated temperatures make the Hitperm alloys suitable for high-temperature
operation.
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Fig. 13.16 Coercivity as a
function of measurement
temperature for a
Finemet-type (squares) and
Co-rich nanocrystalline soft
magnetic alloy (circles) [31,
66]

Fig. 13.17 Saturation
magnetization as a function
of measurement temperature
for a Finemet-type (squares)
and Co-rich nanocrystalline
soft magnetic alloy (circles)
[31, 67]

13.4 Applications

Soft magnetic materials are desirable for a wide range of applications and can be
classified by the frequency of operation, as shown in Fig. 13.18. Satisfactory mate-
rials for sub-MHz applications include crystalline, nanocrystalline, and amorphous
alloys. However, the detrimental effects of eddy currents cause large losses in these
materials in the higher part of this frequency range. For this reason, the highly resis-
tive spinel ferrites are used for applications above 1 MHz out of simple necessity
to reduce eddy current losses. Their undesirable small values of magnetic induc-
tion (<0.4 T) provide an opportunity for advanced nanocrystalline alloys to make
an impact if the eddy currents can be curtailed. This would allow a smaller magnet
size to produce the same output as their ferrite counterparts. The following section
will illustrate some of the applications which nanocrystalline soft magnetic alloys
may have a strong impact. In many cases, some classes of nanocrystalline alloys are
already in service for the described application.
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Fig. 13.18 Diagram showing
common applications and
potential materials for each as
a function of operation
frequency

13.4.1 Power Applications

In recent years, substantial federal and private investments have targeted improve-
ments in the packaging and performance of power electronic components. Specif-
ically, these efforts address the standardization, modularization, and miniaturiza-
tion of active components in power electronic devices. These active components
are typically semiconductor-based devices that have been designed to operate at
higher loads and frequencies. In contrast, the passive components (i.e., inductors
and capacitors) have not experienced commensurate support and show more mod-
est improvements over this same time interval. As a result, the advances realized
in the packaging, performance, and functionality of the active components have
been marginalized by the state of passive components. This situation has limited
the miniaturization and modularization of integrated power electronic components.
This is a leading motivation for the development of advanced soft magnetic materi-
als with high magnetization and low losses at frequencies above 1 kHz.

Power electronics devices are used to supply a specific voltage with a limited
noise threshold. This typically requires conversion of AC line frequencies to DC,
followed by DC/DC power conversion to match the different components the power
electronics support. In the voltage regulation circuit, the soft magnetic alloy acts
as a magnetic switch (sometimes referred to as a magnetic amplifier) that requires
low and high remanent states of the magnetization with small applied switching
fields between the two [68]. Ideally, the soft magnetic material switches very sharply
at the coercivity and the hysteresis loop has good squareness (i.e., Br/Bs > 0.9).
Conventionally annealed nanocrystalline alloys possess suitable magnetic properties
for these applications.

Power converters also use choke coils to reduce high-frequency harmonics in the
current source. In this case, the inductor coil will have a large amount of current, and
the inductor should not be allowed to saturate under this condition. A soft magnetic
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alloy with induced anisotropy, low remanence (i.e., Br/Bs < 0.3) and high saturation
magnetization is desired for this application. The recent use of Finemet-type alloys
for a 1 MV DC power supply illustrates the importance of nanocrystalline materials
to power-conditioning applications [69]. Power conditioning refers to reducing the
harmonic distortion in the output signal, from a switched-mode power supply, for
instance, caused by the fast switching during DC/DC conversion. A common mode
choke is used in this case and requires a broadband high permeability.

Many modern power applications require magnets to switch at frequencies above
1 kHz, which limits the choices of materials to those with high resistivity. The
materials used for 60 Hz applications (e.g., Si–steels) are not suitable for higher
frequency use due to the increased losses caused by eddy currents. While MnZn–
ferrites have been used as cores for applications, their small saturation magnetiza-
tion values require a much larger amount of material for a given power load.

13.4.2 Electromagnetic Interference Applications

The ubiquitous use of portable electronic devices (including cell phones, laptops,
and personal digital assistants) that operate at high frequencies (above 1 MHz) has
resulted in new regulations to prevent their disruption of other common electrical
devices (including medical devices and personal computers), which are susceptible
to an increased high-frequency noise from portable devices. Common mode choke
coils provide protection of these devices by acting as a low impedance wire for
differential mode currents (i.e., the signal) and high impedance inductor for com-
mon mode currents (i.e., the high-frequency noise). Chokes of this type are used in
switched-mode power supplies, uninterruptible power supplies, inverters, and fre-
quency converters.

Both Finemet-type and Nanoperm-type nanocrystalline materials possess favor-
able properties for common mode choke coil applications [6, 70]. These properties
include high saturation magnetization (Ms) and low remanence ratio (Mr/Ms), which
provide a large pulse voltage attenuation that is broadband (100 kHz to 10 MHz).
Reduction of the permeability in nanocrystalline soft magnetic alloys allows them
to store magnetic energy. This is especially important for choke coils that are used to
prevent signal distortion in reactor elements of phase-modifying devices by smooth-
ing out the higher harmonic ripples in the rectified voltage waveform. Lowering of
the permeability can be accomplished by field annealing, putting an air gap in the
core, or powdering samples of the ribbon materials.

Reduced size of the core material is a desired improvement for these applica-
tions as the core is one of the bulkiest components. Miniaturization of the core
requires materials with higher saturation magnetization and lower core losses. The
saturation magnetization must be increased when the core is made smaller to main-
tain a constant stored magnetic energy. At the same time, the core loss must be
reduced because an increased saturation magnetization tends to increase the hys-
teresis loop size. Smaller cores increase the importance of thermal management due
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to the reduced surface area to shed the generated heat. The rise in temperature is
directly proportional to the core losses in the alloy, illustrating the importance of
using materials with low core losses [71]. Nanocrystalline soft magnetic alloys with
induced magnetic anisotropy provide excellent soft magnetic properties for choke
coil applications using the core principles described here.

The effects of powdering and gapping the cores have both shown increased losses
when compared to ribbon wound cores [72, 73]. Therefore induced anisotropy from
field or stress annealing provides improved magnetic performance if these tech-
niques can achieve the desired permeability. The higher permeability (above 10,000
μ0 at 10 kHz) and impedance over a wide frequency range are significant advan-
tages for nanocrystalline cores compared to Mn–Zn-ferrites for noise suppression
applications. Finemet-type alloys show little change in permeability (<±10%) dur-
ing sustained use at temperatures as high as 100◦C and over the broad temperature
range –40◦C to 150◦C. Due to their low values of magnetostriction, the acoustic
noise emission is also small. These features make the nanocrystalline material favor-
able over amorphous and ferrite cores for use in switched-mode power supplies, fre-
quency inverters, uninterruptible power supplies, adjustable speed drives, and other
applications requiring robust noise suppression from rapid current changes.

13.4.3 Sensor Applications

Ultra-sensitive flux gate sensors used for the detection of small magnetic fields
(∼0.1 nT) have been shown to work well using nanocrystalline alloys [35]. The
sensor is made of two identical saturable cores with high permeability and opposite
winding sense. A small AC field is applied to each coil, and a differential volt-
age drop is measured when an unvarying external field is applied. The difference
is proportional to the magnitude of the external magnetic field. These sensors are
used for magnetic direction sensing applications. The near-zero value of magne-
tostriction, high permeability, and low Barkhausen noise makes nanocrystalline soft
magnetic alloys competitive for these applications. Finemet-type ribbons processed
in a transverse magnetic field during the crystallization process have shown 0.04 nT
noise level for a 16 nT peak-to-peak square applied waveform [35].

Recently Ong et al. have shown that the higher harmonics created in a soft mag-
netic amorphous ribbon can be used for accurate, remote temperature measurement
[74]. The high permeability and the low coercivity found to be important for this
sensor are similar to those in nanocrystalline materials, which might also be used in
this capacity.

13.5 Summary

As the first 20 years of research on nanocrystalline soft magnetic alloys come to a
close, the impact of these materials in a variety of applications is just beginning to be
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exploited. Our understanding of fundamental magnetic properties at the nano-scale
has opened many possibilities for improvement of the properties of soft magnets
due to the diligent work of researchers in this field. While much progress has been
made due to the concerted effort of basic and applied researchers, the significant
need for further improvements to the state of the art will drive continued research in
this field.
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Chapter 14
Magnetic Shape Memory Phenomena

Oleg Heczko, Nils Scheerbaum, and Oliver Gutfleisch

Abstract Giant magnetically induced strain up to 50 times larger compared to
the strain of giant magnetostriction was observed in some Heusler alloys, particu-
larly in Ni–Mn–Ga. In analogy with the shape memory phenomenon this effect was
called magnetic shape memory effect. The effect includes two different phenom-
ena: a magnetically induced structural phase transformation (usually a martensitic
transformation) and a magnetically induced structural reorientation occurring in the
martensitic phase. Transformation behavior, structure of the martensite, and phe-
nomenology of the magnetically induced reorientation are described. The descrip-
tion is based mainly on the well-studied compound Ni–Mn–Ga.

14.1 Introduction

Smart materials combine sensors, intelligence, and actuators to allow a material to
respond to its environment [1]. Magnetic shape memory (MSM) materials can be
used as both sensors and actuators in such materials. The observed large magni-
tude of up to 11% magnetically induced strain in MSM materials has generated an
intensive interest in the material research community [2].

The history of the effect starts with a publication by K. Ullakko et al. in 1996
describing 0.2% deformation of a Ni2MnGa single crystal in a field of 1 T [3]. The
underlying mechanism of the field-induced deformation was described there and
was also patented. However, after initial optimism it appeared difficult to explore
the effect in applications. The main obstacle was the availability of well-defined
single crystalline materials. The key MSM properties of a single crystal depend
very strongly on composition, structure, defects, and therefore on the preparation
conditions. Many properties seemed to be sample dependent, thus the basic under-
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standing of the material properties has been progressing slowly and there are con-
flicting reports.

We will concentrate on the basic phenomenology of the MSM effect and use
a simple model based on total energy. Despite the relatively simple approach, the
model allows to describe and to predict basic properties of MSM materials cor-
rectly. The model is based and tested on the Ni–Mn–Ga compounds. The testing
of the model for other compounds, however, has yet to be done. But it is assumed
that the specific knowledge obtained from the Ni–Mn–Ga system can be applied
to other compounds too. We will skip any atomic and thermodynamical models of
martensitic transformation, which can be found in other reviews.

Perhaps due to the novelty of the phenomena and the different points of view
of researchers involved, the terminology of the effect is far from being settled.
The effect is often called magnetic shape memory (MSM) effect [3–5], magnetic
field-induced strain (MFIS) [6], magnetoplasticity [7], giant magnetostriction [8],
or effect in ferromagnetic shape memory alloys [9–11].

All these names are somehow inaccurate and ambiguous. MFIS can be consid-
ered as a general term describing any deformation in a magnetic field. Magnetostric-
tion by definition refers to a different effect although one of the first surveys on the
magnetic shape memory effect is presented under the label “giant magnetostric-
tive materials” [8]. The term magnetoplasticity suggests some irreversible changes
of the structure (as slip), which is not exactly true for this effect. Some ferromag-
netic shape memory alloys (FSMA) show the MSM effect; however, the effect is
not limited to ferromagnets, as it was observed also in antiferromagnetic [12] and
paramagnetic [13] materials.

We will use the term magnetically induced reorientation (MIR) to describe the
microstructure reorientation (without structural changes) taking place via mag-
netically induced twin boundary motion. The magnetic field-induced structural
transformation will be referred to as magnetically induced martensite (MIM) and
magnetically induced austenite (MIA) depending on which phase is stabilized in
the field. Magnetic shape memory (MSM) effect then includes these two effects,
MIR and MIM/MIA, which both macroscopically can show large strain in mag-
netic fields. Our focus will be on the Ni–Mn–Ga system as a prototypical MSM
material.

The potential of MIR was recognized straight from the first publications [2, 14].
It is expected that the material can be used in

• Actuating (large field-induced deformation)
• Vibration damping (energy absorption, variable stiffness)
• Sensing (magnetization changes during mechanical deformation)
• Energy harvesting (converting mechanical vibration to electrical energy)

Compared with other active materials as piezoelectric and magnetostrictive mate-
rials, MSM materials have similar work output per mass. The piezoelectric and mag-
netostrictive effects can work in high frequencies but show only low strains (order
of 0.1%). MIR on the other hand can work in medium frequencies with relatively
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low loads but results in large strains (order of 1–10%). The thermal shape memory
materials can deliver very high work output compared to all active materials due to
the high stress and strain but at very low frequencies as they are thermally driven.

14.2 Martensitic Transformation and Twinning

Fundamental to the MSM phenomena is the occurrence of a thermoelastic marten-
sitic transformation. A martensitic transformation is a structural phase transforma-
tion of the diffusionless and cooperative type, where the rearrangement of atoms
occurs with relatively small displacements compared to interatomic distances. There
is a rigorous crystallographic connection between the lattices of the initial and final
phases. The transformation is of the first order. The martensitic transformation is
called thermoelastic, when it is thermally reversible.

During martensitic transformation, the high-temperature phase (usually with
high symmetry, e.g., cubic), called austenite, transforms to the low-temperature
phase (usually with lower symmetry, e.g., tetragonal), called martensite. As it is
a first-order structural phase transformation, the high-temperature austenite and the
low-temperature martensitic phases coexist in a specific temperature range. This is
due to the elastic strains that accompany the nucleation and growth of the marten-
sitic or austenitic phase. The austenite–martensite phase boundaries are fully or par-
tially coherent. The elastic strains due to the martensitic transformation increase
with increasing martensite fraction. To compensate the transformation strains, dif-
ferent crystallographic domains (twin variants) are formed within the martensite
[15–18]. Macroscopically, they are often visible as parallel bands on the sample
surface.

The simplest martensitic transformation is from the cubic austenite to the tetrag-
onal martensitic phase. It results in three martensitic twin variants with different
c-axis orientation. The volume of the Bravais cell is (nearly) conserved. The trans-
formation strain is described by transformation matrices which depend on lattice
constants [17]. They have only diagonal components proportional to a/a0 and c/a0.
Here a and c are the lattice constants of the tetragonal martensite and a0 is the lattice
constant of the cubic austenite, respectively.

A martensitic transformation in two dimensions is schematically depicted in
Fig. 14.1. The tetragonal distortions of the cubic lattice occur with the same prob-
ability along each of the crystallographic equivalent axes <100>, if there are no
additional constraints favoring a single orientation. Therefore, equal amounts of
these three differently oriented twin variants appear in the sample and are connected
by twin boundaries.

Several alloy systems undergo such a martensitic transformation, like BaTiO3,
Fe–Ni–C, Fe–Pd, In–Tl, Ni–Al, Ni–Mn, or Ni–Mn–Ga. The most important cubic-
to-tetragonal martensitic transformation occurs in steels (Fe–C) and the terms
austenite and martensite originate from here. This transformation, however, is not
thermoelastic [19].
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Fig. 14.1 Schematics in 2D of the cubic-to-tetragonal martensitic transformation. (a) Two different
tetragonal twin variants (martensite-M) originate from cubic austenite (A), (b) twinned microstruc-
ture formed from two twin variants connected by one twin boundary, and (c) 3D sample containing
two martensitic twin variants

At an atomic level, two twin variants connected with a twin boundary are
depicted in Fig. 14.2. The twin structure is created by a simple shear of one part
of the crystal along the shear plane. For a coherent twin boundary, the twin bound-
ary plane is a mirror plane between the adjacent variants.

The martensitic transformations can be detected by many different methods, e.g.,
by calorimetry (DSC), by the resistivity changes, or in the case of magnetic mate-
rials by the change of magnetic properties (Fig. 14.3). The increase of resistivity
during the transformation from austenite to martensite is ascribed to the existence
of twin boundaries in the martensite or/and to the Jahn–Teller effect [20]. Thanks to
different magnetocrystalline anisotropies of martensite and austenite, magnetic sus-
ceptibility can be used to detect the martensitic transformation temperatures [15].
Differential scanning calorimetry (DSC) is a usual detection method for phase trans-
formations. As the transformation is of first order it is revealed by peaks in the heat-
ing and cooling curves.

Fig. 14.2 Schematics of twinning in 2D. (a) The magnitude of twin shear is denoted s and the
direction of twin shear is parallel to the twin plane (101). Here, c/a = 0.8 is used for the sake of
visibility. (b) Direction of magnetic moments in adjacent twin variants. The easy axis of magneti-
zation corresponds to the short crystallographic axis. In reality, the rotation of magnetic moments
is gradual across the twin boundary creating a 90◦ magnetic domain wall
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Fig. 14.3 Transformation behavior of a Ni–Mn–Ga compound. (a) Magnetic susceptibility and
DSC indicate the transformations in a single crystal (TM: austenite to martensite; TA: martensite to
austenite; Tc: Curie temperature) [21]. (b) Magnetic susceptibility (dotted) and resistivity (solid)
for polycrystalline ribbons [22]. (Reprinted with permission of IEEE Transactions on Magnetics)

14.3 Modes of Magnetic Field-Induced Strain

Any shape changes of a material in a magnetic field can be called magnetic field-
induced strain (MFIS). The term, however, is often used in a narrow sense to
describe the strain in magnetic shape memory alloys. Here, we will use it as
a general term for any field-induced strain, whatever the physical origin. In an
applied magnetic field, the material either shrinks or expands and can therefore
produce external work. In the following we shortly discuss magnetostriction and
the effect of magnetic field-induced structural phase transformation. The rest of
the chapter will then be devoted to magnetic field-induced reorientation (MIR) of
microstructure.

14.3.1 Magnetostriction

The broad definition of magnetostriction is the change in any dimension of a mag-
netic material caused by a change in its magnetic state. In that sense, this definition
includes all MFIS-generating effects. However, magnetostriction is not accompa-
nied by either structural or microstructural changes, only the material’s magnetic
state is changed. Any observed hysteresis is due to magnetic hysteresis. The change
in linear dimension parallel to an applied magnetic field with volume conservation
is called Joule magnetostriction [23, 24].

The magnetostrictive strain originates from the rotation of atomic magnetic
moment in a magnetic field without changing crystallographic orientation or struc-
ture. When the sample is magnetically saturated, all magnetic moments lie in
field direction and magnetostriction reaches the maximum value (saturation mag-
netostriction). In contrast to MIR, a small magnetic anisotropy is desirable for mag-
netostriction as it allows magnetization rotation in low fields. Magnetostriction is
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well known and strains in order of 100 ppm are observed in usual ferromagnetic
materials and up to 0.2% in giant magnetostrictive materials at room temperature.

14.3.2 Magnetic Field-Induced Phase Transformation

MFIS can also be caused by a structural phase transformation, which is initiated by
an applied magnetic field. The transformation is driven by the difference in magnetic
energy of both phases (in saturation equal to the Zeeman energy difference–MH)
[15, 16]. The phase with the higher saturation magnetization is stabilized in the
magnetic field H, resulting in a shift of the phase transformation temperature, TM.
The shift is described by the Clausius–Clapeyron equation as

dH/dT = −Q/(TMΔM), (14.1)

where Q is the latent heat of enthalpy of transformation and ΔM is the change in
saturation magnetization during transformation. If Q is small compared to ΔM, the
shift in transformation temperature can be rather pronounced [15, 16, 27].
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Fig. 14.4 Phase diagram of magnetically induced transformation. Letters A and M mark austenite
and martensite, respectively. (a) In the case with a high magnetization of the low-temperature
phase (Ni53.8Mn20.2Fe1Ga25), TM is shifted to higher temperatures with increasing field [26].
(Reprinted with permission of Physics Letters A.) (b) In the case with high magnetization of the
high-temperature parent phase (Ni45Mn36.6Co5In13.4), TM is shifted to lower temperatures with
increasing fields

From the experimentally obtained phase diagrams in Fig. 14.4, it is apparent
that the application of a field at a constant temperature close to the transformation
temperature can lead to transformation from the phase with low magnetic moment
to the phase with high magnetic moment. The structural transformation results in
strain, due to the different lattice constants of the phases.



14 Magnetic Shape Memory Phenomena 405

In Ni–Mn–Ga–Fe [16, 26], the magnetization of the tetragonal martensite is
higher than that of the cubic austenite, the martensite can be induced by an applied
magnetic field (magnetically induced martensite: MIM). The maximum theoretical
strain ε0 is given by the difference in lattice constants of austenite (A) and martensite
(M) as ε0 = (aA– cM)/aA.

Recently, a magnetically induced transformation was reported in Ni–Mn–In.
Here, the cubic austenite is ferromagnetic and has high magnetization [25, 27]. The
martensite on the other hand has a very low magnetization. The application of a
magnetic field stabilizes the austenite, and the martensitic transformation is shifted
to lower temperature. This is formally close to the thermal shape memory behavior.
Twinned martensite can be easily deformed by external stress via twin redistribu-
tion. Due to the application of a magnetic field the material undergoes a magneti-
cally induced austenitic transformation and shape recovery occurs. As the previous
deformation by twin boundary motion is deleted, the material assumes the origi-
nal shape. In contrast to thermal shape memory materials this occurs at a constant
temperature.

In general, the transformation can be induced in any temperature, as long as
the magnetic field is high enough. Practically, as the field is limited, the necessary
conditions for the effect are a reversible martensitic transformation with a small
hysteresis, and a large difference of magnetization between both phases.

14.4 Magnetically Induced Structure Reorientation

In contrast to the magnetically induced structural phase transformation, the mag-
netic field-induced structure reorientation or shortly magnetically induced reorien-
tation (MIR) occurs in one phase, without any structural phase transformation. Thus,
there is no latent or transformation heat or change of order parameters. MIR usu-
ally takes place via twin boundary motion. On the microscopic scale, twin boundary
motion results in change of the crystal orientation. As the structural unit cell is of
low symmetry, structure reorientation may lead to change of dimensions, to strain.
MIR is accompanied by a change in the magnetic behavior, which is reflected in the
magnetization curve.

The magnetization loop during microstructure reorientation and the accompa-
nied strain of a single crystal exhibiting MIR are shown in Fig. 14.5. Initially, the
single crystal magnetization vector M is perpendicular to the magnetic field H. The
applied field gradually rotates the magnetization from the easy magnetization axis
to the field direction. When the energy needed for the rotation exceeds the energy
needed for MIR, the microstructure changes by nucleation and growth of those twin
variants, having the smallest angle between their magnetic easy axis and the applied
field direction. The growth occurs due to twin boundary motion. This results in a
macroscopic strain. The onset of reorientation is indicated by a steep increase in
the magnetization. This sharp increase of magnetization is superficially similar to
a metamagnetic transition. However, in metamagnetic transition no microstructural
changes are observed.
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Fig. 14.5 Magnetically induced reorientation (MIR) in a Ni2MnGa single crystal. (a) Magne-
tization loop. Initially, the c-axis of the unit cell is oriented perpendicular to the magnetic field
μoH. Magnetic moment is marked by arrows inside unit cells. Magnetization rotation occurs in
low fields only. Due to twin boundary motion, reorientation of the unit cell takes place and the
c-axis changes to the field direction. The difference between the lattice constants gives the max-
imum strain ε0. (b) Simultaneously measured magnetically induced strain. The redistribution of
twin variants with increasing magnetic field and the resulting shape changes are sketched

The increasing field leads to further reorientation of other parts of the crystal
and to magnetization rotation, where MIR is not occurring. When the applied field
exceeds the anisotropy field, the magnetization is completely aligned with the field
direction and magnetic saturation is reached. When saturation is reached, increas-
ing the field further will not result in an increase of driving force for MIR. Thus,
increasing the field will not increase the strain. This is similar to magnetostriction,
which is constant above the saturation field. Due to structure reorientation the max-
imum theoretical strain during MIR, ε0, is determined by the difference of lattice
constants of the non-cubic martensite as ε0 = a/c−1.

If no restoring force acts on the crystal it stays in the reoriented state. Measuring
the magnetization loop a second time in the same direction produces a square-like
loop, as the easy axis lies already in field direction. MIR results in a hysteresis in the
first loop and first quadrant only. The area between initial and return curves denotes
the energy consumed during the reorientation. This hysteresis is an important but not
sufficient indication for MIR. This kind of loop can also originate from exchange
anisotropy, anisotropic elastic coupling, or particular domain structures. Therefore,
an independent confirmation of microstructure changes is needed.

The main focus in studying MIR is on the actuation properties, i.e., magnetically
induced strain as a function of field H at a constant external stress σext. [3–7]. But
there is also the complementary effect, which can be called magnetic field-induced
(pseudo)superelasticity [28–30]. Here, reorientation and therefore magnetization
and strain are changed as a function of the external stress σext, at constant mag-
netic field H. The experimental observations of magnetization and strain changes
are shown in Fig. 14.6.
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Full macroscopic description of MIR can be given by strain

ε = ε(H, σext, T ) (14.2)

and magnetization

M = M(H, σext, T ) (14.3)

as a function of the compressive stress σext, the applied magnetic field H, and the
temperature T. The simultaneous measurements of strain and magnetization give a
complete characterization of the effect [28, 29].

Fig. 14.6 MIR in Ni–Mn–Ga. (a) Magnetically induced strain and (b) magnetically induced
superelasticity in μoH = 1T. Simultaneous measurement of strain and magnetization is shown
[28]. (Reprinted with permission of Journal of Magnetism and Magnetic Materials)

There are two basic requirements for the existence of MIR. The magnetization
vector should be strongly bound to one preferential crystallographic direction or
plane, i.e., the magnetic anisotropy should be large. However, the most demand-
ing requirement is the existence of highly mobile twin boundaries. The magnetic
anisotropy can be determined from the magnetization curve and the twin bound-
ary mobility can be measured as the twinning (detwinning) stress in mechanical
stress–strain curves. Additionally, in order to have MIR in reasonable low fields,
the saturation magnetization should be high. A more quantitative estimation will be
given later in the frame of a simple energy model.

MIR was observed in many ferromagnetic materials. An analog structure reori-
entation by twin boundary motion, but driven by an electric field, was observed
in ferroelectric martensites [31]. The effect is called electro-shape memory effect.
There is an attempt to build a unified theory of these two effects [32].

Concerning MIR in ferromagnetic materials, probably the first observation of
MIR was published in the 1960s when large field-induced strain was observed
in Dy and Tb [33, 35]. A strain of several percent was observed in temperatures
close to absolute zero in very high fields up to 30 T. The observed change in the
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magnetization loop and the existence of a twin structure are in agreement with
today’s knowledge of MIR. The reorientation occurs in such high fields thanks to
a very high magnetic anisotropy of the rare earths. From optical observation it was
concluded that the observed strain is due to twin variant redistribution but was not
studied further [33]. In that time the effect was not recognized as such and it served
as an interesting but exotic case of magnetic behavior. The effect was somehow also
confused with magnetostriction.

In 1996, Ullakko et al. [3] published the first account on the field-induced strain
of about 0.2% in a Ni–Mn–Ga single crystal and described the mechanism of
martensitic structure reorientation by twin boundary motion. Later, MIR strains
of 6% in 5 M [4, 9] and of 10% in 7 M [5, 34] martensite were observed in Ni–
Mn–Ga single crystals. Shortly after the discovery in Ni–Mn–Ga, MIR was also
observed in Fe–Pd and Fe–Pt at low temperatures [11, 36, 37] as well as in anti-
ferromagnetic materials [12]. Also some previous observations on metamagnetic
transitions in CuCo2, which were called Ising axis changes, were relabeled to
MIR [13].

Many other materials are labeled as promising to show large MFIS and are
derived from the generic Ni–Mn–Ga system, like the Heusler alloys Co–Fe–Ga and
Ni–Fe–Ga [38–45]. However, the large strain observed in many of these alloy sys-
tems is due to MIM or MIA, and not MIR. Often, large MIR strains are demonstrated
in stress-assisted experiments, which correspond to only a fraction of percent MIR
strain without the stress assistance (only the free strain is interesting for applica-
tion). To date the most intensively studied alloy system is Ni–Mn–Ga to which we
will devote the rest of the chapter.

14.5 The Ni–Mn–Ga System

14.5.1 Compositional Dependence of Structure
and Transformation

The Ni–Mn–Ga alloys belong to the class of Heusler alloys [46] which are ternary,
intermetallic compounds of the type X2YZ with a L21 atomic order [47]. Ni–Mn–Ga
solidifies from the melt into the B2′ structure at about 1100◦C. Below the ordering
temperature of about 750–800◦C, the Heusler phase with L21long range order is
formed [48]. Therefore, the atomic order of the compound is affected by the heat
treatment and quenching rate [47–49]. In non-stoichiometric alloys (deviation from
Ni2MnGa), the excess atoms do not occupy arbitrary empty positions but a complex
redistribution of atoms takes place [50, 51]. The Ni–Mn–Ga compounds are rich in
different martensites and the transformation path is strongly dependent on chemical
composition, atomic order, and possibly also on the thermo-mechanical history of
the specimens [52, 53]. The martensitic transformation behavior has been described
by a thermodynamical theory, which is based on the Landau theory of phase trans-
formation [15, 16].
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There is a very strong and complex dependence of the transformation tem-
peratures on the composition [16, 54]. As a general tendency, the martensitic
transformation temperature increases with increasing the Ni content from about
200 K for 50 at.% Ni to 330 K for 55 at.% Ni. In the high-temperature region,
it merges with the ferromagnetic–paramagnetic transition, the Curie temperature
Tc. Further increase of the Ni content increases the martensitic transformation
above Tc and the structural transformation occurs in the paramagnetic state. Tc

is only weakly dependent on the Ni content and decreases with increasing the Ni
content.

The dependence on other elements is complex and not well understood. The
martensitic transformation temperature increases by replacing Ga with Mn and
decreases by replacing Ni with Ga. The substitution of Ni with Mn results in a mono-
tonic increase of Tc accompanied first with a decrease and then with an increase of
martensitic transformation temperature up to NiMn2Ga [55]. The observed strong
compositional dependence of transformation temperatures results in a quite complex
phase diagram for a relatively narrow compositional range.

Additionally, at low temperatures transformations between different kinds of
martensite can occur, the so-called intermartensitic transformation (Fig. 14.3a) [21,
56, 57]. This shows that it is very important to know the precise chemical composi-
tion and chemical order in the studied compounds, which is not often satisfied. The
complex dependence on composition is often approximated by the electron con-
centration e/a [15, 58, 59]. However, the universality of this approach is not clear
[60]. For that approach Ni is considered to contribute ten, Mn seven, and Ga three
electrons.

Also a premartensitic phenomenon was observed in many compounds, particu-
larly for low e/a concentrations. Whether this affects the MIR-related properties is
still under discussion [18, 61]. This precursor phenomenon in shape memory alloys
is associated with unstable acoustic modes [62]. It is found that the softening of the
transversal acoustic branch occurs in the austenite in a wide compositional range
of Ni–Mn–Ga, with martensitic transformation from far below room temperature to
near the Curie temperature [63].

The martensitic phase transformation in Ni–Mn–Ga is thermoelastic. Thus, Ni–
Mn–Ga also displays the thermal shape memory effect and superelasticity. The
transformation temperature can be affected by stress as in other shape memory
alloys and by magnetic field. Therefore, the martensitic phase can be induced by
a magnetic field (MIM) [26] and by stress (stress-induced martensite or superelas-
ticity) [64, 65].

In order to increase the Curie and the martensitic transformation temperatures of
Ni–Mn–Ga, various fourth elements were added with mixed success. Design and
preparation of a quaternary alloy is a complex task, where both structural and mag-
netic transformation temperatures have to be raised [66]. Doping with Fe seems to
increase Tc; however, it also seems to suppress the martensitic transformation [67].
So far, there is no guide for the alloying from theoretical calculations, apart from a
consideration of the e/a concentration [57].
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14.5.2 Martensitic Phases in Ni–Mn–Ga

It is generally accepted that three different martensitic phases can be distinguished
in Ni–Mn–Ga [50, 54, 56–58, 68]. There are also reports about some additional
phases, which may differ by the modulation period. But it is not clear yet whether
these might be only an averaging of known phases. The three basic Ni–Mn–
Ga martensitic phases are listed together with a number of possible martensitic
variants:

• Five-layered modulated martensite (named 5 M or 10 M): original cubic
austenitic unit cell is distorted being pseudotetragonal with a�b and c/a∼0.94,
modulation over 10 (220) atomic planes along [–110] direction, three twin vari-
ants.

• Seven-layered modulated martensite (named 7 M or 14 M): original cubic
austenitic unit cell is distorted being orthorhombic with a > b > c and c/a∼0.89,
modulation over 14 (220) atomic planes along [–110] direction, six twin variants.

• Non-modulated martensite (named NM or 2 M): original cubic austenitic unit
cell is distorted being tetragonal with a = b and c/a∼1.2;, no modulation three
twin variants.

The maximum MIR strains reported are about 6% for 5 M and 11% for 7 M
martensite. These strains are very close to theoretical maximum given by the lattice
constants. No MIR strain was observed in the non-modulated martensite.

Here we use 5 M and 7 M labelings, referring to the number of the basic crys-
tallographic unit cells within the modulation containing supercell. The martensites
can also be labeled as 10 M and 14 M, respectively [50, 68–70]. This refers to the
amount of crystallographic planes within the supercell.

The basic unit cells are usually described in two different coordinate systems.
One is the coordinate system originating from the cubic L21 austenitic unit cell [68].
This unit cell simplifies the magnetic and twinning descriptions, as the tetragonal or
orthorhombic distortions, the resulting easy magnetization axis, the twin boundary
plane, and the maximum strain are directly apparent. This coordinate system is used
here.

The other coordinate system is derived from the <110> direction of the cubic
L21 coordinate system. The unit cell in the first case is twice as large as in the
second one. The second approach is more favorable from the crystallographic view-
point (because of its small volume) and the modulation describing supercell is easily
constructed by combining 5 (for 5 M) or 7 (for 7 M) of these basic unit cells.

There is still a discussion about the character of the modulated phases, whether
the modulation can be considered as a harmonic wave or as a stepwise shuffling
of lattice planes [64, 68–74]. Additionally, the question whether the modulated
5 M crystal structures can be considered as commensurate or incommensurate is
not solved [75]. Since the structure strongly depends on composition and on ther-
mal and mechanical history, any slight differences in composition and preparation
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methods may result in conflicting reports about different structures. These depen-
dencies make the precise structure determination difficult.

An approximate guide to which martensitic phases are stable for different tem-
peratures and e/a ratios is given in Fig. 14.7. Above e/a = 7.7–7.8 (martensitic
transformation temperature > Tc), only the NM martensite is observed [15, 50, 56].
The calculations also show that in general the NM martensite has the lowest total
energy [71–73]. However, the 5 M martensite was found to persist down to 4 K in
many alloys with low e/a ratio. Experiment and ab initio calculations suggest fur-
ther that 7 M also is an unstable phase which tends to transform to NM if it is not
stabilized by some external means, e.g., stress [76–78].

The sequence of the martensitic transformations can be detected by DSC and
susceptibility measurements (see Fig. 14.3). When the martensitic transformation
temperature is below Tc, the high-temperature paramagnetic austenite transforms to
a ferromagnetic austenite on cooling, resulting in a large increase of the susceptibil-
ity. Due to low anisotropy in the vicinity of Tc, a small but typical Hopkinson peak
develops upon transformation. On further cooling, ferromagnetic austenite trans-
forms to ferromagnetic 5 M martensite, which is marked by a significant decrease
of the susceptibility. The decrease is due to the high magnetic anisotropy of the
martensitic variants. Despite the large decrease of susceptibility, the saturation mag-
netization increases about 10% upon transformation to the martensite (Fig. 14.8). At
the martensitic transformation, the DSC curve exhibits a peak due to the released or
consumed latent heat.

On cooling within martensite phase, the susceptibility is nearly constant and
slightly increases upon intermartensitic transformation to another martensitic phase.
The DSC curve shows small peaks indicating that the latent heat of the intermarten-
sitic transformation is small. On heating, the sequence of the transformations is
reversed, i.e., the transformations go from NM to 7M to 5M and then finally to the
cubic austenite, showing a hysteresis upon the (inter)martensitic transformations,
which are therefore thermoelastic.

In polycrystalline materials the sharp changes might be smeared by gradual trans-
formation in individual grains. Grain boundaries and grain size can influence the
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martensitic transformation. In quenched polycrystals, the Hopkinson peak is more
pronounced possibly due to the presence of stress-induced anisotropy (Fig. 14.3b),
which is caused by the residual stress after quenching [22].

The transformation from austenite to martensite results for the 5M martensite
in an equivalent and random distribution of all three variants. To prepare a sin-
gle crystal in a specific variant distribution, the transformation to the martensite
has to take place under mechanical stress or magnetic field. A transformation to
the 5M martensite under compressive stress results in a single-variant martensite
with the short c-axis in the direction of the stress. Cooling in saturation field can
have the same effect, but the variant selection potential is limited by the anisotropy
energy [79].

Fig. 14.8 Saturation
magnetization as a function
of temperature and
magnetization loops
corresponding to austenite
and martensite (measured in
hard direction). Loops are
corrected for demagnetization

14.5.3 Magnetic Properties of Ni–Mn–Ga

In Heusler alloys, generally the magnetic order is associated with the Mn–Mn dis-
tance [47, 48, 80]. The cubic parent phase of stoichiometric compounds is ferromag-
netic below Tc = 376 K, which depends only weakly on composition. The magnetic
moment is about 4.17 μB per formula unit mostly confined to the Mn atoms and
with a small moment (<0.3 μB) associated with the Ni atoms [48, 50]. The sat-
uration magnetization of martensite is about 10% larger than that of the austenite
(Fig. 14.8). The redistribution of electronic charges, due to the structure changes,
increases the absolute magnitude of atomic moments. This increase is, however,
small, which was confirmed by calculations and experiments. The main reason for
the higher saturation magnetization of the martensite is considered to be the higher
Curie temperature of the martensitic phase. The saturation magnetization at low
temperatures has a maximum at stoichiometry and decreases with increasing the
Mn content. This is ascribed to an antiferromagnetic ordering of the excess Mn
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atoms [81]. Naturally, the magnetization also decreases with decreasing Mn content
from stoichiometry, as Mn atoms carry most of the magnetic moment.

One crucial parameter for MIR is the magnetic anisotropy. By measuring
the field-dependent magnetization in different crystallographic directions, the
anisotropy constant Ku can be determined as the area between these curves. The
anisotropy of the cubic phase compared to the martensite is very low, which is
reflected in the square-like magnetization curve shown in Fig. 14.8 [82–84]. After
transformation to the martensite the magnetic anisotropy sharply increases. The
magnetization curves of the 5 M, 7 M, and NM martensites are shown in Fig. 14.9.
The curves indicate the strong anisotropy with easy axis along the c-axis for 5 M
and 7 M and with easy a–b plane for NM martensite [84–86].
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Fig. 14.9 Magnetization loops for 5 M, 7 M, and NM martensites of Ni–Mn–Ga single crystals.
The samples were prepared to contain only one single variant as close as possible [82]. (Reprinted
with permission of Journal de Physique IV)

The temperature dependence of the anisotropy constant and the scaling with
the saturation magnetization suggest a one-ion origin of the anisotropy [84]. Espe-
cially, a non-symmetrical surrounding of the Ni atoms was suggested as the origin
of the anisotropy [87]. Other calculations also indicate that the anisotropy of the
non-modulated phase should be much higher than for the modulated phases, which
was, however, not observed. The magnitude indeed increases with the lattice dis-
tortion but it is not proportional and it saturates [88]. The anisotropy constant of
5 M martensite is about 1.6×105J/m3 at room temperature and increases to about
3.3×105J/m3 at 10 K. It depends weakly on the Mn and Ga contents [86, 89]. The
sum of the anisotropy constants of the NM martensite is Ka+Kb = 3.5×105J/m3 at
100 K [84].

The magnitude of magnetostriction of the cubic phase increases in the vicinity of
martensitic transformation to about λ = –150 ppm [83]. The magnetostriction of the
martensite is difficult to measure as the small deformation due to magnetostriction
is masked by much stronger MFIS due to MIR. According to Tickle and James [83],
the magnetostriction of the martensitic phase is about –275 ppm at 265 K. This large
value was not confirmed later on and it has been suggested that the magnetostriction
is below 100 ppm in 5 M martensite [90]. The large value observed by Tickle and
James might be due to MIR not considered in their experiment.
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14.5.3.1 Magnetization Process in Twinned Martensitic Single Crystals

Magnetization curves of a single crystal containing a single tetragonal variant mea-
sured in easy and hard directions are shown in Fig. 14.9. The single-variant state was
prepared by compression in one direction, i.e., the compression axis corresponds to
the easy magnetization axis [001] (c-axis). Magnetizing along the [001] direction
(c-axis) results in a square-like curve Measy(H) with steep increase of the magne-
tization in low fields. Contrary to the high magnetic anisotropy of martensite, the
magnetization curves exhibit low coercivities. In easy direction, this indicates easy
nucleation of magnetic domains and a high mobility of magnetic domain walls.

Magnetizing the single variant along the [100] (a-axis) or [010] (b-axis) direc-
tions (both perpendicular to c-axis) results in linear curves Mhard(H) with low and
constant permeability up to saturation. Above the anisotropy field HA the magneti-
zation reaches the saturation value Msat. The magnetic hysteresis of the hard axis is
low as the magnetizing process is a reversible magnetization rotation.

If the sample contains multiple variants, the magnetization curve is a linear com-
bination of the magnetization curves of all these variants. An example for the 5 M
martensite containing all three variants is shown in Fig. 14.10. The total magnetiza-
tion, Mtot, in that case can be written as

Mtot(H ) = νMeasy(H ) + (1 − ν)Mhard(H ), (14.4)

where ν is the volume fraction of the variant with easy axis parallel to the applied
field direction [91, 92]. For the 5 M tetragonal martensite, there is one variant (with
volume fraction ν) having easy axis in field direction and two variants (with vol-
ume fraction 1 − ν) having hard axis in field direction. The variants with a-axis
and b-axis in field direction are in this approximation considered to be equivalent
and perpendicular to each other. This is not exactly true, as due to the tetragonal
distortion the misorientation across a twin boundary is equal to 2 arctan (c/a).

In the 7 M orthorhombic martensite all three crystallographic directions (a, b, c)
have different magnetic anisotropy (Fig. 14.9b), which, for a multiple variant state,
results in three different slopes for the magnetization curve [78, 85]. Above HA the
magnetization reaches saturation.

When MIR occurs, the magnetization curves change (Figs. 14.5 and 14.6). On
magnetizing a variant perpendicular to its easy axis of magnetization, due to MIR,
variants with easy axis in the field direction nucleate and grow, i.e, their volume
fraction ν increases. This causes a fast increase of magnetization, which results
in a jump on the linear part of the magnetization curve. If the entire volume has
transformed to one variant with easy axis in field direction, the magnetization curve
reaches saturation in fields lower than HA. If μ is the volume fraction, which trans-
forms due to MIR, the total magnetization can be written as

M(H ) = (ν + μ)Measy(H ) + (1 − ν − μ)Mhard(H ). (14.5)
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The magnetization loops for an arbitrary magnetic field orientation can be
approximated using the Stoner–Wohlfarth model for uniaxial particles [23]. This
method can be expanded for polycrystalline samples considering each grain with
different orientation and volume fraction.
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Fig. 14.10 Magnetization curve of a 5M single crystal sample containing multiple variants and
field nearly parallel/perpendicular to easy/hard axes. (a) Experiment and (b) model. Slight tilt in
experimental curve is caused by demagnetization

14.5.3.2 Magnetic Domain Structure

Thanks to the relatively high anisotropy the magnetization vector follows the easy
axis, independently of the surrounding. The magnetization within a twin variant is
not strongly affected by the adjacent twin variants. The domain structures in twinned
5 M martensite single crystals were studied in detail using SEM [93, 94] and optical
methods [95, 96]. Typical magnetic domain patterns are sketched in Fig. 14.11. On
a surface with two variants both having c-axes in plane, the domain and twin struc-
tures create a staircase-type pattern (Fig. 14.11b–e). Due to magnetostatic energy,
each twin variant usually consists of several magnetic domains separated by 180◦

walls. As the direction of the easy axis changes at the twin boundary by ∼90◦, the
twin boundary itself also corresponds to a ∼90◦ domain wall. For the perpendicu-
lar crystal surfaces, the easy magnetization axis of one variant points out from the
crystal surface, whereas that of the second variant lies in plane (Fig. 14.11f,g). This
results in a different magnetic domain pattern with a maze domain structure for the
variants with c-axis out of plane. The domain structure becomes more complex for
arbitrary surface orientations [97]. The domain structure of the 7 M and NM marten-
sites were not studied in detail.

The domain structure of the cubic austenite is similar to other cubic materials.
The domain structure is not easily visualized, due to low Kerr effect of Ni–Mn–Ga
and the very low magnetic anisotropy resulting in very small stray fields. Therefore,
the domain patterns are easily disturbed by external fields when using AFM or SEM.
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Fig. 14.11 Magnetic domain structure of a 5 M martensite single crystal containing two vari-
ants. (a) Schematic of the domain structure. Thick lines – twin boundaries, thin lines – magnetic
domain boundaries. (b) Twin variants. (c) Overlaid magnetic domain structure in these variants. (d)
SEM image of magnetic domains across one twin boundary. (e) Staircase-type twin and domain
structures corresponding to the front face. (f) Maze domain structure in variants with c-axis per-
pendicular to surface. (g) Parallel domain structure with branching on the edge to reduce stray
field. If not stated otherwise, images were taken by polarized optical microscopy. For the magnetic
domains visualization an additional magneto-optical indicator film was used

14.6 Twin Boundary Mobility

After transformation from austenite the resulting martensitic structure consists of
several twin variants. For the 5 M martensite, all three tetragonal variants occur in
the sample randomly distributed, when the transformation is without constraints.
Considering the tetragonal unit cell of 5M and NM martensite a = b �= c (coordinate
system of cubic L21 unit cell of austenite), there are four different twin planes {101}
in each variant. As there are three variants, this results in twelve non-equivalent twin
planes (boundaries) for 5M and NM. For the orthorhombic 7 M martensite, there
are six different variants, which increase the amount of non-equivalent twinning
systems.

For the existence of MIR the twin boundary mobility has to be high.
Experimentally, the twin boundary mobility can be evaluated from stress–strain
curves measured during stress-induced reorientation and quantified by the twinning
stress. In general, the nucleation of new variants may need higher energies com-
pared to growth of existing variants by twin boundary motion. The stress-induced
movement of twin boundaries leads to reorientation and causes a plateau on the
stress–strain curve (Fig. 14.12). The twinning stress is then defined as the stress
which causes the nucleation or the movement of twin boundaries (stress plateau).
The twinning stress is an experimentally obtained parameter and up to now there is
no reasonable way to derive it theoretically [98]. The stress-induced reorientation of
the martensitic microstructure is analog to the magnetic field-induced reorientation.
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The twinning stress depends on pinning sites (e.g., defects, precipitates, voids,
and imperfections) within the microstructure and can differ significantly in various
samples, due to thermo-mechanical history, production route, and so on. Addition-
ally, there is also a large difference in the twinning stress for different martensites
[88, 99].

Fig. 14.12 Stress–strain
curve of 5 M martensite.
Initially the material is in one
variant state and the
compressive stress is applied
perpendicular to the c-axis (as
marked). The strain is
measured in stress direction.
For this sample, a stress of
less than 2 MPa induces a
reorientation by twin
boundary motion. Inset shows
the variant configuration in
different stages of
deformation

One example of a stress–strain curve of a Ni–Mn–Ga single crystal (5 M marten-
site) is shown in Fig. 14.12. Initially the deformation is elastic and a linear behavior
is observed. At about 2 MPa new twins with a favorable orientation (c-axis) to the
applied compressive stress direction nucleate and grow by twin boundary motion.
The external uniaxial stress can be resolved to shear stress along the twin bound-
ary (Fig. 14.2). The instability against shear leads to twinning, which results in a
plateau in the stress–strain curve. The slope of the plateau can be positive, zero, or
even partly negative, like in Fig. 14.13. This indicates that twin nucleation is more
difficult than moving twin boundaries. At high stress, the specimen has transformed
fully to the variant with short c-axis in stress direction. This process is called detwin-
ning. When the reorientation is completed, the sample is deformed elastically again.
The elastic modulus in [001] direction can be determined from the slope and it was
found to vary from 2 to 20 GPa [56, 100–102].

Although the macroscopic twin reorientation, as observed by optical microscopy
and magnetic measurements, seems to be finished in rather low stresses of a few
MPa, a full reorientation of the entire specimen can demand much higher stresses.
The acoustic signal ascribed to reorientation was detected up to 60 MPa [103]. Also
neutron diffraction indicates that the reorientation of martensite is not completed at
a stress of 30 MPa [104, 105].

Twin boundaries interact with pinning points (defects) in the crystal structure
resulting in the non-zero twinning stress [98, 106]. Two extreme stress–strain curves
exhibiting stress-induced twin boundary motion are shown in Fig. 14.13. In the first
case (Fig. 14.13a) there is a maximum at the initial part followed by a stress decrease
with increasing strain. The second curve shows a continuous stress increase with
increasing strain (Fig. 14.13b). When the twinning stress is reached during the initial
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elastic loading of a single variant, the accumulated elastic energy suffices to nucle-
ate new, favorable oriented variants and their subsequent growth by twin boundary
motion. Small nuclei of other favorable oriented variants can also be already present
but pinned in the material. At the twinning stress the twin boundaries are released
from their pinning sites [107]. If there are no other pinning sites with a higher “pin-
ning strength”, the twin boundary proceeds through the whole specimen leading to
large reorientation without increasing the stress (Fig. 14.13a). In Fig. 14.13b, the
twin boundary motion becomes gradually more difficult with proceeding deforma-
tion, due to pinning sites or the twin boundaries mutual hindrance. These two cases
are reflected not only in the strain but also in the magnetization dependence of MIR.
In the first case MIR is initiated by one large jump in strain and magnetization,
whereas in the second case the reorientation proceeds continuously with field.

Although the role of pinning sites for twin boundary motion seems to be under-
stood on the level mentioned above, it is not clear which kind of pinning sites hin-
der twin boundary motion. They can be precipitation or incoherent impurities with
∼20–100 nm in size, chemical disorder, antiphase boundaries, and low-angle grain
boundaries [108, 109]. There might be different phases, voids, and micro-cracks
from production. Also pinning of twin boundary on the surface has to be considered
[110]. The mobility of twin boundaries also depends on microstructure and twin
variant configuration, as one twin boundary can block the motion of others [111].
In polycrystalline materials there are additional constraints due to the surrounding
grains.

Therefore, the movement of twin boundaries and their pinning is a complex pro-
cess and only few theoretical predictions were made [98, 112]. Usually, the value of
twinning stress is taken from experimentally obtained stress–strain curves.

The twinning stress can be decreased by a repeated reorientation induced either
by a mechanical stress or by a magnetic field application in different directions; this
is usually called mechanical or magnetic training, respectively, or as a combination
magneto-mechanical training. By this, a preferable twin structure is created, which
ideally consists of one type of twin boundary only [107, 111]. Therefore, the twin
boundaries cannot block each other.

14.7 Energy Model for MIR

From the point of thermodynamics, there are several phenomenology models which
describe the field-induced motion of twin boundaries [113–122]. These models in
general include the Zeeman energy, the magnetic anisotropy energy, and the exter-
nal stress for each variant. They may also include magnetostatic and, magnetoe-
lastic contributions twin formation, and pinning of twin boundaries. These models
are compared by O’Handley et al. [122]. However, a fully developed microscopic
model of twin boundary motion due to a magnetic field has not yet been put forward
[98, 112].

Here we will examine the model case of a specimen containing only two variants
and one twin boundary. The easy axes (c-axes) of the variants are perpendicular and



14 Magnetic Shape Memory Phenomena 419

Fig. 14.13 (a, b) Two extreme stress–strain curves (first row), the corresponding magnetization
(second row), and MIR strain curves (third row). Sketched potential energy landscapes for the
observed behavior (last row)

parallel to the field direction (Fig. 14.14). In zero magnetic fields both variants have
the same energy and no movement occurs. If a magnetic field H is applied, a dif-
ference in the magnetic energy between both variants develops. In the variant with
easy axis parallel to the field direction, the magnetic energy corresponds to the Zee-
man energy –MsatH, where Msat is the saturation magnetization. In the variant with
easy axis perpendicular to the field, the magnetic energy is given by −MH+Kusin2θ,
which includes the rotation of the magnetization M in the field H, i.e., the anisotropy.
Therefore, the magnetic field induces an energy difference ΔEmag(H) across the twin
boundary. This creates a driving force on the twin boundary to increase the volume
fraction of the favored variant with easy axis in field direction.

A simple energy model describing the twin boundary motion in a magnetic field
was first presented by Likhachev and Ullakko [115, 116] and later applied to differ-
ent experimental cases by Straka and Heczko [28, 29] and Sozinov et al. [123, 124].
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Fig. 14.14 Schematic of a
two-variant sample with one
twin boundary. H - external
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The model is based on the equivalence of the magnetic and elastic energies in the
variants. The model assumes that MIR occurs when the magnetic energy difference
between the variants exceeds the elastic energy needed for twin boundary motion:

ΔEmag > σtwε0, (14.6)

where σ tw is the twinning stress and ε0 the tetragonal distortion [ε0 = (1 − c/a)].
This is equivalent to stress-induced twin boundary motion and the condition can be
rewritten in the form of the equivalent magnetic stress σmag:

σmag = ΔEmag

ε0
> σtw(+σext), (14.7)

where σ ext is an additional external compressive stress applied perpendicularly to
the magnetic field. This equation describes the usual setup of an actuator. In satura-
tion, the magnetic energy difference of two 5 M martensitic variants is equal to the
magnetic anisotropy constant:

ΔEmax
mag = Ku and thus σmax

mag = Ku/ε0. (14.8)

The magnetic energy difference between differently oriented variants in field H
is given by

ΔEmag(H ) =
∫ H

0
M001(H ′)d H ′ −

∫ H

0
M100(H ′)dH ′. (14.9)

ΔEmag(H), and therefore σmag, can be directly determined from the magnetiza-
tion curves of one variant measured in easy and hard directions (Fig. 14.15).

The determination of σmag assumes that the demagnetization factors in both vari-
ants are the same. For a simple uniaxial material, like the tetragonal 5 M martensite,
ΔEmag can be easily calculated for the easy axis parallel or perpendicular to H [29].
When the anisotropy field HA, the demagnetization field HD, and the saturation mag-
netization Ms are known, the energy difference is
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Fig. 14.15 The magnetic stress as a function of the external field is derived from the magnetization
curves measured in easy and hard directions. The broken line gives the magnetic stress without
considering the demagnetization

ΔEmag = 1

2
MS H 2

(
1

HD
− 1

HA

)
for 0 < H < HD

ΔEmag = −1

2
Ms HD + MS H − MS H 2

2HA
for HD < H < HA

ΔEmag = 1

2
MS (HA − HD) for H > HA

(14.10)

which in the last case is equal to Ku. In this calculation, the measured magnetiza-
tion curves in easy and hard directions are approximated by linear dependencies.
No magnetic interaction between variants is assumed for this model. The variants
behave independently in the field and the magnetic energy density depends on the
volume fraction of different variants, but not on their distribution and size.

14.8 Angular Dependence

MIR and the model predictions were mostly studied in single crystals with austenitic
{100} planes parallel to the crystal surfaces. The angular dependence of MIR is
important for applications, e.g., when considering polycrystalline bulk or compos-
ites with small, differently oriented crystallites. There are no experimental studies
on the angular dependence.

Applying the field along the twin boundary, i.e., in a 45◦ inclination to the easy
axes of both the variants the magnetic energies of both variants are the same for any
field strength. Therefore, there is no driving force for twin boundary motion. The
maximum driving force is reached for the model case considered above, with the
field parallel to one easy axis (Fig. 14.14). The situation is more complex for any
other crystal orientation in relation to the applied field.

The magnetization curves of variants can be calculated for arbitrary field angles
by the Stoner–Wohlfarth model, assuming a uniaxial anisotropy [23]. The calculated
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magnetization curves for a 30◦ and 60◦ angle between easy axis and field are shown
in Fig. 14.16. The difference in magnetic energies between two variants is again
equal to the area between the calculated magnetization curves. In the calculation,
the easy axes of the variants are assumed to be perpendicular to each other.

Fig. 14.16 Schematic magnetization curves for a 30◦ and 60◦ deviation between field and easy
axis. The difference (hatched area) gives the magnetic driving force for MIR. Straight lines are
magnetization curves for a 0◦ and 90◦ deviation. Angular dependence of the maximum energy
difference calculated from the magnetization loops for different field to easy axis orientation (up
to saturation)

The magnetic energy difference decreases with increasing deviation between
magnetic field and hard axes of the magnetically unfavoured variant and becomes
zero for 45◦. Additionally, for any non-zero deviation the difference in magnetic
energy is not saturated at the anisotropy field. Thus, the driving force for MIR keeps
increasing above the anisotropy field, in contrast to a field orientation parallel to the
hard axis.

14.9 Reversible and Irreversible MIR Strain

The twin boundary motion due to field or external stress is irreversible, if no stress
or magnetic field is applied in a perpendicular direction (Fig. 14.6) [4, 28, 125]. But
the constant stress cannot be too large as this would block MIR. Thus, there is only
a narrow window of reversibility. From the basic stress consideration one can write
the condition for a MIR deformation to be, due to an external stress, reversible in
the form

Ku/ε0 − σtw > σext > σtw, (14.11)

which is valid for a magnetically saturated sample. The equation also shows that the
requirements for reversibility further decrease the usable actuation stress obtained
from the material. To obtain a reversible strain twinning stress has to fulfill [125]
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2σtw < Ku/ε0. (14.12)

This indicates that a twinning stress as low as possible is desirable for the appli-
cation in a reversible actuator. Simultaneous measurement of MFIS and magnetiza-
tion curves in different stresses σ ext are shown in Fig. 14.17. At a low external stress
the effect is (nearly) irreversible. With increasing stress a partly reversible structure
reorientation takes place, resulting in reversible strain εr and increased magnetic
hysteresis. The hysteresis in the first and third quadrants denotes consumed energy
needed for the structure reorientation.

With increasing stress the onset of the reorientation is shifted to higher mag-
netic fields and the maximum strain slightly decreases, whereas the reversible strain
increases. At 1 MPa the strain and magnetization curves are symmetrical due to

Fig. 14.17 Magnetically induced strain and magnetization curves for different external
stresses [126]
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a full reversible reorientation. At 1.8 MPa the initial magnetization curve is linear
nearly up to saturation. As the onset of reorientation occurs nearly at the anisotropy
field, the sample is magnetized until HA in the hard direction. Further increase of
the external stress (2 MPa) suppresses the reorientation and no hysteresis and strain
occur.

The reciprocal effect to reversible MIR strain, due to stress-induced reorienta-
tion, is the magnetically induced superelasticity [125, 127, 128]. In this case the
magnetic field is constant and the external stress changes. Initially the easy axis is
in the field direction and perpendicular to the stress. The external stress causes the
deformation by twin boundary motion, whereas the magnetic field provides restor-
ing force by MIR. The effect in different fields is shown in Fig. 14.18. In low fields,
MIR does not occur. Therefore, the stress-induced reorientation is irreversible and
could be rather called superplasticity. With increasing field MIR occurs and restores
in the decreasing stress path the initial variant. The stress needed for reorientation
increases as it must work not only against the twinning stress but also against the
magnetic stress provided by the field.

Fig. 14.18 Stress–strain curves for different values of the applied magnetic field. (a) For zero or
small fields, the sample is superplastic. (b) For a few cycles in the field of 0.4 T, the process is
partly reversible (superelastic). (c) Further increasing the field to 0.5 T brings more reversibility.
(d) Strain is fully reversible for a field of 0.6 T and above [29]. (Reprinted with permission of IEEE
Transactions on Magnetics)

The simple inequality from Eq. (14.6) gives a straightforward criterion to evalu-
ate the possibility of MIR in any potentially active material, regardless of the micro-
scopic mechanism of MIR. To estimate the possibility of MIR and its magnitude [28,
29, 91, 92], only a few material parameters are needed: twinning stress, magnetic



14 Magnetic Shape Memory Phenomena 425

anisotropy, and the tetragonal distortion. The magnitude of the twinning stress can
be obtained from the mechanical testing, the magnetic anisotropy from evaluating
the magnetization curves, and the tetragonal distortion of the lattice is given by
X-ray measurements. Validity of the model for Ni–Mn–Ga was confirmed by com-
parison with many basic experiments [28, 29, 91, 92, 115 116, 123, 124]. However,
the universality of the model for other materials has not been widely tested [129].

From the model the stress limit for irreversible or reversible MIR can be pre-
dicted. For that the twinning stress was taken as the stress value needed for a
3% deformation. The agreement between experiment and calculation is shown in
Fig. 14.19. The model was also used to predict the magnitude of MIR in 7 M marten-
site using twinning stress obtained from experimental stress–strain curves [111].
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Fig. 14.19 Experiment and prediction for the magnitude of irreversible (left) and reversible (right)
MIR strains in 5 M martensite [126]. (Reprinted with permission of Journal of Magnetism and
Magnetic Materials)

Superelasticity and the increase of mechanical stress, due to the opposing mag-
netic field, were shown in Fig. 14.18. The prediction from the model agrees well
with the experiment and is shown in Fig. 14.20 for 5 M martensite [29]. The increase
of the mechanical stress due to a magnetic field was also confirmed for the 7 M and
NM martensites [123, 124].

Fig. 14.20 Magnetically induced superelasticity in 5 M martensite (left). The model prediction
and measured values of stress needed for reorientation as a function of magnetic field (right) [29].
(Reprinted with permission of IEEE Transactions on Magnetics)
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14.10 Temperature Dependence of MIR

The twin boundary moves due to a resolved mechanical or magnetic shear stress.
In magnetic fields, this shear stress might originate from the torque [113, 122] or
the magnetoelastic interaction [128, 129]. However, the maximum magnetic energy
difference across a twin boundary ∼105 J/m3≈ 10 μeV/atom is much less than the
thermal energy of ∼kBT ≈20 meV/atom at room temperature. Thus, due to thermal
activation the atoms randomly change their positions. The magnetic energy differ-
ence, due to an applied field, just increases the probability for a position change in
a certain direction [122, 130].

The experiments show that MIR is strongly temperature dependent and is limited
to a certain temperature range. The switching field, i.e., onset of MIR (σmag=σ tw),
increases with decreasing temperature [131]. An example of the simultaneous
measurements of strain and magnetization at different temperatures is shown in
Fig. 14.21. As the twin boundary mobility decreases with decreasing temperature,
the reversibility of MIR also decreases [132].

Fig. 14.21 Temperature dependence of MIR in a 5 M Ni–Mn–Ga single crystal. An external
stress of 1 MPa was applied to obtain reversible MIR [132]. (Reprinted with permission of Scripta
Materialia)

Not only is σ tw temperature dependent, but also Ku and ε0. All parameters
increase with decreasing temperature. The tetragonal distortion increases with
decreasing temperature about 20% and saturates at low temperatures [133]. The
magnetic anisotropy increases about twice from room temperature to 10 K [84].
The most important is the temperature dependence of the twinning stress, which
strongly increases with decreasing temperature, e.g., about ten times by cooling to
150 K [134, 135]. An example of the temperature dependence of twinning stress is
shown in Fig. 14.22.

The magnetic anisotropy Ku denotes the maximum magnetic energy difference
between variants. MIR ceases to exist when the magnetic driving force is lower than
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the elastic energy barrier necessary to drive the twin boundary [134]. The effect
can also be limited by intermartensitic transformation to another kind of martensite
(Figs. 14.3 and 14.7), especially to the NM martensite with a dramatically increased
twinning stress and changes in magnetic anisotropy and tetragonal distortion [82].
As the tetragonal distortion increases with decreasing temperature, the maximum
obtained strain can also increase with decreasing temperature (Fig. 14.21).

The upper limit of MIR is determined by the transformation to austenite and/or
transformation to paramagnetic martensite. As Ku decreases much faster than Ms

on heating to the vicinity of Tc [23], MIR can cease to exist well before Tc is
reached.

Fig. 14.22 Temperature limit
of MIR (here MSME = MSM
effect). The calculated
maximum magnetic stress is
compared with the
experimentally obtained
twinning stress [134].
(Reprinted with permission of
Journal of Applied Physics)

14.11 MIR in Polycrystals, Composites, and Films

Reports of MIR are rare for non-single crystalline materials. As a large deforma-
tion is involved during MIR, random polycrystalline materials can be expected to
fail due to a different deformation in each grain. Additionally, random polycrys-
tals are not expected to show large deformation due to blocking by adjacent grains.
However, textured polycrystals might exhibit significant MIR as all grains deform
in unison, which results in less strained grain boundaries. This decreases the con-
straints for twin boundary motion and provides a better structural stability [136,
137]. Recently, 1% MFIS due to MIR have been shown at room temperature in
Ni-Mn-Ga polycrystals [137, 143].

Another way to have bulk MSM material and to avoid mechanical failure is to
embed active MSM particles in a soft polymer matrix. The matrix has to be stiff
enough to maintain a coupling of the MSM particles with each other and the matrix,
so that a deformation of the composite can lead to stress-induced twin boundary
motion in the MSM particles (e.g., for use in mechanical dampers). Such a compos-
ite may also be used as an actuator. In this case, the polymer matrix has to be soft
enough to allow MIR in the MSM particles, which may lead to a deformation of the
composite. The MSM properties of a composite are naturally diluted as compared
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to an ideal MSM bulk material. However, there are several advantages to be con-
sidered. Firstly, textured MSM–polymer composites are relatively simple to prepare
in near-net-shape form by mixing MSM particles with the polymer and curing the
polymer matrix within a desired mold with an applied magnetic field. Secondly, a
problem of both single and polycrystalline bulk MSM materials (for magnetic field-
controlled dampers and actuators) is the loss generated in high-frequency applica-
tions due to formation of eddy currents. This would be reduced by a non-conducting
polymer matrix in MSM–polymer composites. Thirdly, the individual MSM parti-
cles are relatively free to deform by MIR, due to the thin and soft polymer layer
between them. Fourthly, one can expect an improved fatigue behavior. Unlike the
bulk material, the fracture of some MSM particles does not destroy the MSM prop-
erties of the entire MSM–polymer composite.

There have been several approaches to prepare small, ideally single crystalline
particles for those composites. Direct milling of Ni–Mn–Ga bulk material, which
shows MIR, usually results in powder, which does not show MIR anymore. This is
caused by the stress-induced intermartensitic transformation and/or the high dislo-
cation and crack density. Thus, preparation of small MSM particles without strong
mechanical milling is desirable. Therefore, melt-spun ribbons were studied [22,
138]. The ribbons were annealed and milled. Only a short milling time is needed,
also due to the inherent brittleness of Ni–Mn–Ga. Although the structure of marten-
site was shown to be similar to bulk, no MIR was observed. Nearly single crystalline
particles were also prepared by spark erosion (no MIR observed). The composites
prepared from these particles using a polyurethane matrix show stress-induced twin
boundary motion and therefore an enhanced degree of mechanical vibration damp-
ing [140, 141].

Polycrystalline fibers were prepared by crucible melt extraction. The fibers
have a bamboo-type grain structure, show MIR, easily break along their grain

Fig. 14.23 Single- and oligo-crystalline Ni50.9Mn27.1Ga22.0 MSM particles (fractured pieces of
long fibers) for use in composites. Inset shows sketch of a MSM–polymer composite, where the
MSM particles are separated from each other by a thin polymer layer. The VSM measurement of
a free Ni50.9Mn27.1Ga22.0 fiber shows the typical MIR jumps in the M(H) dependence parallel and
perpendicular to the fiber axis [142, 143]. (Reprinted with permission of Acta Materialia and New
Journal of Physics)
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boundaries, and are therefore promising MSM particles for composite actuators
(Fig. 14.23) [142, 143]. MSM-polymer-composites using these particles also show
stress-induced reorientation [144].

For use in micro-devices the active materials have to be prepared in the shape
of films. The most promising approach is to prepare epitaxial films, as a significant
strain is only obtained in single crystals. However, it is apparently very difficult to
prepare epitaxial Ni–Mn–Ga films and previous research was mostly restricted to
polycrystalline films [145, 146]. Until recently, epitaxial growth of Ni–Mn–Ga has
been reported on GaAs (001) substrates using a Sc0.3Er0.7 [147] buffer and on Al2O3

(110) substrates [148].
Recently, epitaxial Ni–Mn–Ga films on SrTiO3, MgO, and Al2O3 single crys-

tal substrates have been prepared, which possess a ferromagnetic martensitic struc-
ture at room temperature. Despite constraints from the substrate, MIR was indi-
cated by magnetic measurements and confirmed by X-ray diffraction (Fig. 14.24)
[74, 149]. Due to constraints from the substrate, the film does not exhibit a macro-
scopic deformation. MIR is still possible due to the finely twinned orthorhombic
film structure, which generates an additional degree of freedom for MIR. As a corol-
lary, the developed model suggests that no macroscopic deformation may occur
during MIR in orthorhombic martensite if the material is constrained by external
stresses.

Also free standing Ni–Mn–Ga epitaxial films were prepared by deposition
on NaCl substrates [150]. These films have the ferromagnetic 5 M martensitic
structure at room temperature and exhibit shape memory properties [139]. In
these films, field-induced martensitic transformation, but not yet MIR, has been
demonstrated.

Another way to overcome the constraints of a polycrystalline bulk material is
to prepare foams. The porosity limits the constraints between misaligned grains
and makes the material light. The polycrystalline martensitic foams display a fully
reversible magnetic field-induced strain of up to 0.1% [151].

Fig. 14.24 Magnetization
curves of an epitaxial
Ni–Mn–Ga film deposited on
MgO [74]. (Reprinted with
permission of New Journal of
Physics)
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14.12 Other Applications Based on MSM Alloys

The MSM phenomena can be used for active and passive vibration damping
[152, 153]. In shape memory alloys, the energy dissipative motion of boundaries
between different phases or martensitic twin variants damps the external mechanical
vibrations. In ferromagnetic alloys the magneto-mechanical damping is based on the
hysteretic motion of magnetic domain walls. In MSM materials both kinds of damp-
ing can be expected and can be controlled by external magnetic fields. The MSM
materials are relatively soft, provide large deformation, and exhibit large losses of
energy during cycling [141].

The large changes of magnetization during stress-induced reorientation can be
used as a sensor. Additionally, these changes can also provide the means for energy
harvesting from mechanical vibration. Although the suggestions for energy harvest-
ing have been around from the discovery of MIR, only a few reports show direct
measurements of the power generation [154, 155].

Magnetocaloric effect in Ni–Mn–Ga was examined by direct measurement of
the magnetically induced temperature changes in the material [156]. For materials
where the ferromagnetic and the structural (martensitic) transformations coincide,
the effect is particularly large. The changes of magnetic entropy can be quite signif-
icant; however, the large magnetic and thermal hysteresis losses might disable the
preparation of real magnetic refrigerants [157, 158].

14.13 Conclusion

MSM alloys like Ni–Mn–Ga are promising materials with multiple potentials [159].
There has been a large research effort in understanding the principles, although the
use in applications is still some time off. The main research effort was concentrated
on the magnetically induced reorientation (MIR).

Over a long time, observation of MIR was limited to bulk single crystals. But, the
demonstration of MIR on different forms of material recently offers new ways for
applications. As magnetic driving force for MIR is limited, a low twinning stress is
crucial for its existence. The ability to control the mobility of twin boundaries may
decide the usefulness of MIR for applications.

Important for MIR are also a high magnetic anisotropy and saturation magneti-
zation. The upper temperature limit for MIR is determined by the Curie temperature
and/or austenitic transformation temperature. The lower limit is determined either
by a too high twinning stress or by an intermartensitic transformation.

In applications, the strong thermal dependence and high nonlinearity of MIR
strain have to be faced. There are also other problems not mentioned previously
and scarcely investigated, such as the existence of magneto-mechanical creep [160],
the low resistance to mechanical failure [31, 161], and magneto-mechanical fatigue
[162, 163].



14 Magnetic Shape Memory Phenomena 431

Further Reading

Martensite, Eds. G. B. Olson and W. S. Owen, ASM International (1992). ISBN-13: 978-
0871704344

Shape Memory Materials, Eds. K Otsuka and C. M. Wayman, Cambridge University Press (1998).
Bhattacharya K. Microstructure of Martensite, Oxford University Press Inc., New York (2003).
O’Handley. R. C. Modern Magnetic Materials, John Wiley & Sons, Inc, New York (2000)
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Lindroos. Stress-induced variant rearrangement in Ni–Mn–Ga single crystals with nonlay-
ered tetragonal martensitic structure. J. Physique IV, 115, 127 (2004).

124. A. Sozinov, A. A. Likhachev, N. Lanska, O. Söderberg, K. Ullakko and V. K. Lindroos.
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Chapter 15
Magnetocaloric Effect and Materials

J.R. Sun, B.G. Shen, and F.X. Hu

Abstract A brief review for magnetocaloric effect (MCE), including its poten-
tial application to magnetic refrigeration and the corresponding magnetic materials,
has been given. Focuses are recent progresses in the exploration of magnetocaloric
materials which exhibit a first-order phase transition, thus a giant MCE. Special
issues such as proper approaches to determine the MCE associated with the first-
order transition and the effects of lattice and electronic entropies are discussed. The
applicability of the giant MCE materials to the magnetic refrigeration near ambient
temperature is evaluated.

15.1 Introduction

Magnetic materials can absorb or expel heat in magnetizing or demagnetizing
process. This phenomenon is called magnetocaloric effect (MCE). When magne-
tized, magnetic moments of the materials tend to aligning in parallel. This causes
a decrease of magnetic entropy (ΔS), thus a heat release (amounted to T|ΔS|) to
environment, where T is temperature. On the contrary, the arrangement of magnetic
moments becomes disordered after removing magnetic field. Corresponding to the
increase of magnetic entropy, heat from the surroundings has to be absorbed to keep
the materials at a constant temperature. The former causes an increase, whereas the
latter a decrease of environment temperature. This is the principle based on which
magnetic refrigerator works. The MCE of the materials is characterized by two
important quantities. The first one is the field-induced isothermal entropy change
ΔS and the second one the adiabatic temperature change ΔTad. There is an approxi-
mate relation between ΔS and ΔTad: ΔTad≈TΔS/C, where C is the heat capacity of
the materials.
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In addition to the potential application to magnetic refrigeration, the MCE is also
fundamentally important for the study of magnetism. It can provide valuable infor-
mation, which may be unavailable for other techniques, about magnetic transition.
It also has a strong impact on physical arguments such as entropy, specific heat, and
thermal conduction, etc.

The MCE was first discovered by Warburg in 1881 when studying the magnetic
behaviors of Iron [1]. Langevin gave the first theoretical explanation [2]. He found
that reversible temperature change generally occurred when the magnetization (M)
of a paramagnetic (PM) system altered under applied field. The ones who first fore-
saw the technological potential of this effect is Debye and Giauque [3, 4]. They
pointed out, independently, that ultra-low temperatures could be reached through
the reversible temperature change of PM salts with the alternation of magnetic field.
The first experiment of magnetic refrigeration was performed in 1933, by Giauque
and MacDougall [5]. With the use of this technology, the temperatures below 1 K
were successfully gained, which won Giauque the Nobel Prize of 1949. Subsequent
work proved that, via adiabatic demagnetizing of nuclear magnetism, ultra-low tem-
peratures in nanokelvin range can be reached [6]. Nowadays, magnetic refrigeration
has become one of the basic technologies getting ultra-low temperatures.

In contrast to the success in the ultra-low temperature range, the application
of this technique in lifted temperature ranges such as 1.5−20 K, the range for
liquid helium, and 20−80 K, the range for liquid hydrogen and liquid nitro-
gen, is relatively limited. The mature refrigerants for the range from 1.5 to
20 K are the garnets of the formula R3M5O12 (R = Nd, Gd, and Dy; M=Ga
and Al), Gd2(SO4)3.8H2O [7], Dy3Al5O12 (DAG) [8]. The most typical mate-
rial is Gd3Ga5O12 (GGG), which has been successfully used to the precooling
for the preparation of liquid helium. As for the temperature range 20−80 K,
the modest refrigerants are Nd, Er, Tm, and RAl2 (R = Er, Ho, Dy, Dy0.5Ho0.5,
DyxEr1−x, and GdPd), RNi2(R = Gd, Dy, and Ho). The RAl2-type compounds
have obvious advantages over others because of its broad phase transition. For
example, (ErAl2.15)0.312(HoAl2.15)0.198(Ho0.5Dy0.5Al2.15)0.49 has the curie tempera-
ture between 10 and 40 K [9] and (ErAl2.2)0.3055:(HoAl2.2)0.1533(Ho0.5Dy0.5Al2.2)0.252

between 15 and 77 K [10]. A detailed review of the magnetic refrigeration technol-
ogy and corresponding materials in these temperature ranges has been given by
Tishin and Spichkin [11] and will not be repeated here.

Magnetic refrigeration near room temperature is of special interest because of its
great social effect and economical benefit. Compared with the technology based on
the gas compression/expansion, which is widely used today, magnetic refrigeration
is environment friendship and energy saving. It is also a silent cooling technique
because of the absence of compressor. The great challenge to room-temperature
magnetic refrigeration, in addition to the improvement of refrigerator apparatus,
is the lacking of effective refrigerants. Due to the significant increase of heat
capacity near the ambient temperature, the heat transferred by each magnetizing–
demagnetizing cycling of the refrigerator should be considerably large to guar-
antee refrigeration efficiency. As a result, most of the materials working at low
temperatures cannot be directly utilized, and new materials with great entropy
change around the ambient temperature must be explored.
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The first milestone in the long march to room-temperature refrigeration is the
work of Brown in 1976 [12], which showed that Gd is a reasonable working mate-
rial near room temperature. Based on this result, Zimm and his colleagues designed
the first proof-of-principle magnetic refrigerator in 1998 [13]. This machine worked
for 18 months with a coefficient of performance (COP) of 15 and a maximal cool-
ing power of 600 W over a temperature span of 10 K for the field change of
0−5 T. This is the first demonstration that magnetic refrigeration is a competi-
tive cooling technology near room-temperature region. Another important break-
through is the discovery of giant MCE by Gschneidner and his colleagues in 1997
[14, 15]. It was found that the entropy change of Gd5Si2Ge2, for a field varia-
tion of 0−5 T, is ∼18 J/kgK around 280 K, significantly larger than that of Gd
(∼10 J/kgK) under similar conditions. New materials such as LaFe13-xSix [16, 17],
MnAs1−xSbx(0<x<0.3) [18], and MnFeP0.45As0.55 [19] were subsequently reported
showing the entropy changes from 18 to 30 J/kgK near the ambient temperature.
These achievements stimulated a new wave of MCE research.

A common feature of the giant MCE is that it usually occurs accompanying a
first-order magnetic transition. The sharp phase transition and its shift under applied
field confine ΔS to a narrow temperature range, which is the apparent reason for the
enhancement of MCE. However, several basic problems involved in the MCE aris-
ing from the first-order phase transition must be solved. For example, the determina-
tion of MCE, the contributions other than magnetic entropy to MCE, and the effects
of magnetic/thermal hysteresis as far as practical application being concerned. In
this article, we will give first a brief discussion about these problems, then a review
for the typical magnetic materials with giant MCE. Special attention has been paid
to recent progresses in the MCE researches.

15.2 Theoretical Description of Magnetocaloric Effect

In this section, the general description of the MCE will be discussed. Based on the
standard thermodynamics, the differential free energy of a system under magnetic
field H, pressure P, and at temperature T will be dG=VdP-SdT-MdH. The entropy
of the system has the form

S (T, H, P) = −
(
∂G

∂T

)

H,P

, (15.1)

and the magnetization the form

M (T, H, P) = −
(
∂G

∂H

)

T,P

. (15.2)

Based on Eqs. (15.1) and (15.2), the well-known Maxwell relations can be obtained,

(
∂S

∂H

)

T,P

=
(
∂M

∂T

)

H,P

(15.3)
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In the case of fixed pressure and temperature, we have the following equation:

d S =
(
∂M

∂T

)

H,P

d H. (15.4)

The isothermal entropy change can be obtained by integrating Eq. (15.4),

ΔS (T, H, P) = S (T, H, P) − S (T, H = 0, P) =
∫ H

0

(
∂M

∂T

)

H,P

d H (15.5)

In general, the entropy change induced by external field is calculated by Eq.
(15.5) based on magnetic data M(T, H). In practice, the following formula is also
used

ΔS (T, H, P) =
∫ T

0

(
CH,P − C0,P

)

T
dT (15.6)

where CH,P and C0,P are the heat capacities in the fields of H and 0, respectively,
under a constant pressure of P.

For a simple PM system or a ferromagnetic (FM) system above Curie tempera-
ture, M = CJH/T or CH/(T−TC), where CJ = Nμ2

B g2
J J (J + 1) is the Curie–Weiss

constant. The corresponding magnetic entropy change is ΔS = −CJΔH2/2T2 or
−CJΔH2/2(T−TC)2.

In fact, the entropy of a magnetic material is composed of magnetic entropy
SM, electronic entropy SE, and lattice entropy SL. The magnetic entropy of the spin
system is determined by the free energy of the magnetic sublattice, and it has the
form

SM (T, H ) = NkB

[

ln
sinh( 2 J+1

2 J x)

sinh( 1
2 J x)

− x BJ (x)

]

(15.7)

within the mean-field approximation, where x=gJμBH/kBT, with J being the quan-
tum number of angular momentum, kB the Boltzmann constant, g the Lander factor,
and BJ the Brillouin function. In the high temperature and low-field limit (x<<1),
we have

SM = NkB

[
ln(2 J + 1) − 1

2

CJ H 2

(T − TC )2

]
(15.8)

For a complete order–disorder transition, the magnetic entropy will get its maximal
value of SM = NkB ln(2 J + 1).

The electronic entropy has the form of SE = γT, where γ is the coefficient of
electronic heat capacity. Contribution from electronic entropy can be ignored at high
temperatures. Based on the Debye approximation, entropy associated with phonon
can be expressed as



15 Magnetocaloric Effect and Materials 445

SL = R

[

−3 ln(1 − eθD/T ) + 12

(
T

θD

)3 ∫ θD/T

0

x3dx

ex − 1

]

(15.9)

where R is the gas constant, and θD the Debye temperature. In the case of T > θD,
a direct estimation indicates that the higher the θD is, the smaller the lattice entropy
will be. For a first-order transition, contributions of electronic and lattice entropy,
which is negligible for a second-order one, cannot be simply ignored due to the
discontinuous change of order parameter at TC.

After a simple derivation, the adiabatic temperature change ΔTad, upon the vari-
ation of external field, can also be obtained. According to the standard thermody-
namics, the differential entropy has the form,

d S =
(
∂S

∂T

)

H,P

dT +
(
∂S

∂H

)

T,P

d H +
(
∂S

∂P

)

T,H

d P (15.10)

dS = 0 under the adiabatic condition, then the adiabatic temperature change will be,

dT = − T

CH,P

(
∂M

∂T

)

H,P

d H, (15.11)

where CH,P=T(∂S/∂T)H,P denotes heat capacity. Integrating Eq. (15.11) over
H = 0-H, we get the adiabatic temperature change. Therefore, to obtain ΔTad, both
the magnetic data M(H,T) and the heat capacity are required. As will be discussed
later, this is an indirect technique for the determination of ΔTad.

M
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ΔS

ΔTad

S(T,H = 0)

S(T,H)S(T0,H = 0)

S(T0,H)

Fig. 15.1 A schematic for
the entropies under the fields
of 0 and H, respectively. The
horizontal arrow marks
adiabatic temperature change,
and the vertical one marks the
entropy change as magnetic
field increases

There is a simple relation between ΔS and ΔTad as shown by the schematic in
Fig. 15.1, which illustrates the entropies under the field of 0 and H, respectively.
In the case of increasing magnetic field while keeping temperature constant, the
entropy change will be the perpendicular distance of the two curves at T0. However,
if there is no heat exchange between magnetic material and its surroundings, that is,
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ΔS = 0, the application of a magnetic field will cause an increase in temperature
(ΔTad) of the magnetic materials.

15.3 Experimental Determination of Magnetocaloric Effect

The two quantities ΔTad and ΔS that characterize the MCE of magnetic materials
can be determined either directly or indirectly [20].

15.3.1 Direct Measurement of Adiabatic Temperature Change

Without heat exchange with surroundings, temperature of the magnetic materials
will suffer from a detectable change while an external field is applied as schemati-
cally shown in Fig. 15.1. If the initial temperature of the sample is Ti and the final
temperature Tf corresponding to the field increase from 0 to H, the adiabatic tem-
perature change will be ΔTad = Tf(H)−Ti(0).

The adiabatic property of the measuring unit where the sample is settled, the
thermal contact between the sample and the temperature sensors, the sensitivity of
temperature sensors, influence of external field on temperature sensor, and thermal
or magnetic hysteresis of the materials are crucial factors affecting the accuracy of
the measurement. The detected ΔTad is generally smaller than the real value, with
an error about 10%.

To minimize the effect of thermal leakage, a field change as rapid as possible is
desired for the direct measurement of ΔTad. It is not easy to realize a rapid field
change, especially for the superconducting magnet. As an alternative, the sample
is usually moved rapidly into or out of the magnetic field. In the past 80 years,
much effort has been devoted to the improvement of experiment accuracy, and var-
ious technologies have been developed. A detailed description can be found in the
monograph of Tishin and Spichkin [11].

15.3.2 Indirect Measurement of Entropy and Adiabatic
Temperature Changes

Direct measurement gives only the information about adiabatic temperature change.
To determine isothermal magnetic entropy change, two important indirect methods
have to be invoked. The first one is the estimation of ΔS by Eq. (15.5) using the mag-
netization isotherms collected under different temperatures in the interested region.
In reality, an alternative formula, equivalent to Eq. (15.5), is usually used for numer-
ical calculation,

ΔS =
∑

i

Mi+1 − Mi

Ti+1 − Ti
ΔHi , (15.12)
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where Mi and Mi+1 are the magnetizations at the temperatures Ti and Ti+1, respec-
tively. This is the most frequently used approach for the determination of ΔS
because of its effectiveness, efficiency, and convenience. The accuracy of the ΔS
values thus obtained is influenced by the uncertainty of magnetic moment, temper-
ature, and magnetic field, and the errors are estimated to be 3−10%.

Alternatively, ΔS can also be estimated from the heat capacity data. According
to the thermodynamics, there is a relation between entropy and heat capacity

S (T, H ) =
∫ T

0

C(T, H )

T
dT, (15.13)

where the constant pressure P has been omitted. Two S−T relations S(T, H=0) and
S(T, H) can be obtained based on Eq. (15.13) using the data collected under cor-
responding fields, which lead to the isothermal entropy change of the form: ΔS(T,
H)=S(T, H)−S(T, H=0). Noting the one-to-one correspondence between S and T, a
T(S, H) relation can be derived from S(T, H). This in turn gives the adiabatic tem-
perature change: ΔTad(T, H) = T(S, H)−T(S, 0).

The accuracy of the ΔS and ΔTad values thus obtained depends on the preci-
sion of heat capacity, and the errors are generally the order of 10%, varying with
temperature. Pecharsky and Gschneidner have given a systematic analysis about the
uncertainty of the entropy and adiabatic temperature changes experimentally deter-
mined [20].

15.4 Magnetocaloric Effect Associated with First-Order Phase
Transition

It should be noted that Eq. (15.5) is derived for the second-order phase transition.
Because of the discontinuous change of M at TC for the first-order magnetic tran-
sition, it is a problem whether the Maxwell relation can be utilized to determine
entropy changes. Two different cases, an idealized and a non-idealized first-order
phase transitions, should be considered.

15.4.1 MCE Due to an Idealized First-Order Phase Transition

In this case, Eq. (15.12) can still be used to calculate ΔS. For an idealized first-
order transition, that is, the magnetization is a step function of temperature, Sun
et al. [21] showed that the Maxwell relation and the Clausius–Clapeyron equation
gave similar results. Based on the integrated Maxwell relation, entropy change can
be expressed as

ΔS(T ) =
∫ H

0

(
∂M

∂T

)

H,P

d H =
∫ TC(H)

TC(0)
ΔMδ(T −TC )

(
dTC

d H

)−1

H,P

dTC = ΔHΔM

ΔTC
,

(15.14)
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where the equalities (∂M/∂T)H,P = −ΔMδ(T−TC) and dTC/dH = ΔTC/ΔH have
been used. The right side of Eq. (15.14) is exactly the entropy change predicted by
the Clausius–Clapeyron equation. It reveals a constant entropy change in the tem-
perature range between TC(0) and TC(H) whereas null otherwise, without the effects
from the variation of magnetic order parameter. This work proves the applicability
of the Maxwell relation to first-order phase transition.

15.4.2 MCE Due to a Non-Idealized First-Order Phase Transition

15.4.2.1 In the Vicinity of Curie Temperature

In reality, a first-order phase transition occurs in a finite temperature range, and two
phases coexist in the transition process. Liu et al. [22] found that in this case the
Maxwell relation can yield a spurious ΔS peak in the vicinity of the Curie tempera-
ture TC(H = 0).

A typical example is the cubic NaZn13-type intermetallic La0.7Pr0.3Fe11.5Si1.5.
Figure 15.2 shows the magnetization isotherms of La0.7Pr0.3Fe11.5Si1.5 measured in
the field ascending process. The compound is completely FM below 183 K and PM
above 185 K without external field. A stepwise magnetic behavior appears at the
temperature of 184 K, signifying the coexistence of FM and PM phases. The first
steep increase of magnetization marks the contribution of the FM phase, while the
subsequent stair-like variation signifies the filed-induced FM transition of the PM
phase.
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The corresponding entropy change calculated by the Maxwell relation is shown
in Fig. 15.3 (ΔH = 5 T). In addition to the flat ΔS plateau of the height of
∼28 J/kg K, an extra spike-shaped peak of the height of ∼99.6 J/kgK appears at
exactly the same temperature where stepwise magnetic behaviors appear. The heat
capacity of this compound was also measured under the fields of 0 and 5 T, and
the entropy change calculated by Eq. (15.13) indicates the absence of the spike ΔS
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peak. These results show the failure of the Maxwell relation, which cannot give a
correct result for the entropy change near TC.
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Considering the fact that magnetic field affects only the magnetic state of PM
phase, which coexists with the FM phase near TC, only the PM phase contributes
to thermal effect. With this in mind, a modified equation for the calculation of ΔS
can be established. Figure 15.4 is a schematic showing the determination of ΔS for
the system with an idealized stepwise behavior. Denoting the area surrounded by
the two M−H curves at T1 and T2 as Σ1+Σ2, the Maxwell relation gives ΔS =
(Σ1+Σ2)/(T1−T2). Considering the fact that the field-induced meta-magnetic tran-
sition takes place in the PM phase, only Σ1 contributes to ΔS. This implies ΔS =
Σ1/(T1−T2).
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Fig. 15.4 A schematic
showing the calculation of
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occur (Ref. [22])

Stepwise magnetic behaviors widely exist in magnetic materials such as
MnAs1−xFex [23] and Gd5Si4−xGex [24]. It was also observed in MnAs [25] and
Mn1−xCuxAs [26] under high pressures. It could be a general feature of the first-
order phase transition because the finite temperature width of the phase transition.
In this case, ΔS should be handled carefully.
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15.4.2.2 MCE Associated with Complex Magnetic Phase Transitions

When more than two phases coexist in a wide temperature range, applicability of
the Maxwell relation should also be checked carefully considering the fact that this
relation is derived for a homogeneous system in the equilibrium state. Liu et al. [27]
found that if the proportions of the coexisted phases change with either magnetic
field or temperature, the Maxwell relation may predict incorrect results.

A typical example is manganite Eu0.55Sr0.45MnO3. It exhibits a complex mag-
netic behavior. As shown in Figure 15.5, two magnetic processes take place
sequentially on cooling under a field between 0.5 and 2 T. The first one is a PM
to FM transition, while the second one is a FM to antiferromagnetic (AFM) transi-
tion. In the intermediate, temperature and magnetic field range FM and AFM/PM
phases coexist. The fully FM polarized state is obtained above ∼2.3 T.
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Figure 15.6 exemplifies the entropy changes calculated by Eqs. (15.12) and
(15.6), based on magnetization isotherms and heat capacity data, respectively. The
most striking observation is the significant discrepancy between the two results.
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Different from the entropy increase below ∼40 K predicted by the Maxwell rela-
tion, the calorimetric measurement declares an entropy decrease in the whole tem-
perature range below ∼110 K. Similar results are also observed in other compounds
such as La0.27Nd0.40Ca0.33MnO3, etc. [27].

According to the standard thermodynamics theory, when two phases coexist the
entropy change will be

ΔS = X0ΔS2 +
∫ T

0

(
ΔX1C p1 − ΔX1C p2

)
dT/T (15.15)

where X0 is the total volume, and X1 the volume occupied by FM phase, Cp1 and Cp2

are the heat capacities (per volume) of the FM and non-FM phases, respectively. ΔS2

= S2(T,H)-S2(T,0) and ΔX1Cp =X1(T,H)Cp(T,H)-X1(T,0)Cp(T,0) (S2 the entropy of
non-FM phase). In contrast, the Maxwell relation gives

ΔS = X0ΔS2 +
∫ T

0

(
ΔX1C p1 − ΔX1C p2

)
dT/T

+
∫ H

0
(M1 − M2) (∂X1/∂T )H d H

−
∫ T

0
dT/T

∫ H

0

(
C p1 − C p2

)
(∂x1/∂H )T d H

(15.16)

where the relation M = X0M2+X1(M1−M2) has been used. It is obvious that the
same results are obtained only when X1 is independent of T and H. In most of the
phase-separated compounds, the filed-induced FM transition does not occur until a
threshold field is reached. Below this field, the Maxwell relation can still be used
based on the above arguments. However, when the applied field is so large as to
affect the proportion of the FM or non-FM phase in the compound, calorimetric
data have to be used.

15.5 Typical Materials with Giant Magnetocaloric Effect

Since the success of the magnetic refrigeration at ultra-low temperatures, the attempt
to apply this technology to higher temperatures has never stopped. Because of the
increase of heat capacity, the materials working in the low-temperature region can-
not be directly used at high temperatures. To get effective MCE materials becomes
one of the key problems to be solved. The discovery of new magnetic materials
with giant MCE in the last decade, together with the successful demonstration of
the proof-of-principle refrigerators working near the ambient temperature, displays
a bright prospect of magnetic cooling.

There are three categories of magnetocaloric materials as classified by the tem-
perature where the maximal MCE occurs: the low-temperature materials (below
20 K), the materials for intermediate temperatures (20−80 K), and the materials
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Fig. 15.7 A schematic of the
atomic structure of LaFe13

for the temperatures above 80 K. A detailed description for the first two kinds of
materials can be found elsewhere [11, 28]. In the following, we will focus our atten-
tion on the recently discovered high-temperature MCE materials.

15.5.1 LaFe3−xMx (M = Al, Si) Intermetallics

The cubic NaZn13-type intermetallics LaFe13−xMx (M=Si and Al) have attracted
great attention due to their giant MCE, small hysteresis loss, and high thermal con-
ductivity and have been regarded as one of the most promising candidates for mag-
netic refrigerants.
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15.5.1.1 Generic Magnetic Properties

LaCo13 is the only stable NaZn13-type La-transition-metal intermetallic showing a
Curie temperature of ∼1,318 K [29]. Different from LaCo13, LaFe13 is unstable
due to its positive formation enthalpy, and minor additions such as Si and/or Al
are required to stabilize the structure [30]. Figure 15.7 is the fictitious structure
of LaFe13. The crystal structure is cubic, and the space group is Fm3c. Fe atoms
occupy two different crystallographic sites of 8b (FeI) and 96I (FII) at a ratio of
1:12. Eight LaFe13 clusters are contained in each unit cell. La and FeI form the CsCl
structure, and each La is surrounded by 24 FeII atoms. FeI situates at the center of
the icosahedron formed by 12 FeII atoms.

0.9 1.2 1.5 1.8 2.1 2.4 2.7
1.6

1.7

1.8

1.9

2.0

2.1

2.2

Palstra et al.

Si content

Jia et al.

M
ag

ne
tic

 m
om

en
t (

μ B
/F

e)

Fig. 15.9 Magnetic moment
of Fe atoms in LaFe1−xSix.
Data were obtained from
Refs. [32] (Palstra) and [38]
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The LaFe13-xMx compounds were first successfully synthesized by Kripyakevich
et al. in 1968 [30]. With the incorporation of Al or Si, the lattice parameter increases
or decreases linearly. The magnetic properties of LaFe13−xMx were investigated by
Palstra et al. [31, 32], Heimhold et al. [33], Tang et al. [34], Fujita and Fukamichi
[35], Fujita et al. [36], and Hu et al. [37]. These studies showed that LaFe13−xSix is
PM near the ambient temperature and undergoes a FM transition upon cooling at a
temperature between 200 and 250 K (depending on Si content). Palstra et al. found
that TC increased linearly from ∼199 K for x=1.5 to ∼261 K for x=2.5. These
results were confirmed by the subsequent work by Jia et al. [38] and Fujita et al. [39]
(Fig. 15.8). Palstra et al. [32] and Jia et al. [38] also observed a monotonic decrease
of saturation magnetization, at a rate of −0.286 μB for each Si, with the increase of
Si content (Fig. 15.9). This means that the decrease of saturation magnetization is
not a simple dilution effect of Fe by Si. A first-principle calculation conducted by
Wang et al. [40] indicated the occurrence of hybridization between the Fe-3d and
the Si-2p electrons and the change of the density of state below Fermi surface after
the introduction of Si, which could be the reason for the change of Fe magnetic
moment.
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The magnetic transition was found to be first order when x is small for M=Fe,
manifested by the steep drop of magnetization across TC and the occurrence of con-
siderable thermal or magnetic hysteresis. An evolution of the phase transition from
first order to second order takes place as x increases, and a typical second-order
transition appears when x > 1.8.

Magnetic field can drive TC of the first-order transition to high temperatures at
a rate of ∼4.3 K/T. This is an effect essentially independent of the composition of
the compounds. Figure 15.10 displays the field-dependent Curie temperature for the
compounds of LaFe13−xSix, La1−zPrzFe11.5Si1.5, and LaFe11.7−yMnySi1.3, based on
data obtained by Wang et al. [41], Liu et al. [22] and Fujita et al. [39] respectively.
These results indicate that magnetic field affects the LaFe13-based compounds in
essentially the same way, regardless of composition.
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The high-temperature shift of TC under applied field implies the occurrence of
field-induced meta-magnetic transition of the PM phase, an itinerant-electron meta-
magnetic (IEM) transition as claimed by Fujita et al. [36]. The FM state becomes
more stable than the PM state under applied field due to the field-induced change
in the band structure of 3d electrons. The IEM transition is usually marked by the
appearance of “S”-shaped M2-H/M isotherms (Arrott plot). For the LaFe13-based
compounds, the lower the Si content is, the stronger the first-order nature of the
magnetic transition will be (Fig. 15.11).
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The lowest Si content in the previously studied compound is x=1.5. Hu et al.
[37] successfully extended x to lower values by vacuum annealing the as-prepared
samples at a temperature as high as ∼1,150◦C for more than 30 days and found
that the lowest Si content required for the stabilization of the compound is x∼1.2.
Figure 15.12 shows the powder X-ray diffraction spectra of LaFe13−xSix with x=1.2
collected under different temperatures. No secondary phase is detected. Insufficient
annealing will lead to the presence of α-Fe.

When the content of Si is high, the structure of LaFe13−xSix becomes tetragonal
of the Ce2Ni17Si9-type as reported by Tang et al. [34]. Ferromagnetism remains for
2.6 < x < 3, while vanishes when 3 < x < 5.

The introduction of Al, instead of Si, can also stabilize LaFe13-type intermetallics
[32]. Different from Si doping, however, the incorporation of Al leads to complex
magnetic behaviors. The compound is paramagnetic at high temperatures, regardless
of Al content. In the low-temperature range, in contrast, it is micromagnetic for 0.4
< x < 0.6, FM for x 0.7 <x < 1.04, and antiferromagnetic for 1.04 < x < 1.82. It
is interesting that partial replacement of Fe by Co can completely depress the AFM
state. Hu et al. [42] found that La(Fe1−yCoy)13−xAlx (x=1.3) becomes FM when
minor Co atoms (y=0.02) are introduced. This result reveals the small difference
between the free energies of the AFM and the FM states.
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15.5.1.2 Spontaneous Magnetostriction of LaFe13−xSix

The lattice constant of LaFe13−xSix with a Si content below x=1.8 is weakly tem-
perature dependent, decreasing slightly as temperature increases. Accompanying the
PM to FM transition, a significant, yet sharp, change in phase volume takes place,
especially when the Si content is low. The relative volume change at TC is ∼1.2%
for x=2 and ∼2.1% for x=1.2, as shown in Fig. 15.13. Wang et al. [43] proved
that the peculiar temperature dependence of the lattice constant is a combined effect
of spontaneous magnetostriction and thermal expansion. For the LaFe13−xSix com-
pounds, the spontaneous magnetostriciton is particularly obvious. Based on the anal-
ysis of neutron diffraction data, Wang et al. [43] established a quantitative relation
(ΔV/V−3γT)=0.018σ2 for the sample LaFe13−xSix (x=1.6), where ΔV/V is the
relative volume change, σ the normalized magnetization, and γ the linear thermal
expansivity. It means a maximum magnetostriction of ∼1.8%, quite similar to that
of FeNi-invar alloy (1.9%). The result of Wang et al. was obtained in the tem-
perature range below TC. By comparing the ΔV/V−T (obtained from the X-ray
diffraction analyses) and the σ-T dependences in a wide temperature range below
300 K, alternatively, Jia et al. [44] obtained a similar relation (ΔV/V−3γT)=kσ2

with the k values of 0.0215 for x=1.2, 0.017 for x=1.6, and 0.0139 for x=1.8,
where γ≈8.2×10−6 K−1. Figure 15.14 presents a comparison of the ΔV/V-T and
σ2-T relations, after a thermal expansion correction and an appropriate amplifica-
tion. A satisfactory agreement between the two sets of data is observed in the whole
temperature range from 20 to 300 K, especially near the Curie temperature, where
rapid changes in V and σ take place. The decrease of k with x indicates the weaken-
ing of spontaneous magnetostriction, that is, the weakening of the first-order nature
of the phase transition. It should be noted that although the second-order nature of
the transition prevails for x > 1.8, the magnetostriction remains significant. Based
on the results shown in the inset in Fig. 15.13, magnetostriction could exist up to a
x value as high as ∼2.4.
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15.5.1.3 Magnetocaloric effect in LaFe13-xMx (M = Si, Al, and Co)

Magnetocaloric effect in LaFe13−xSix

The most attractive property of LaFe13−xMx is its giant magnetocaloric effect, which
did not come into the vision of the people until the work of Hu et al. [16, 17],
who observed an entropy change as high as ∼20 J/kgK, for a field change of 0−5
T, in LaFe13−xSix (x=1.6). This discovery excited a new wave of materials explo-
ration. Figure 15.15 displays the magnetization isotherms of LaFe11.4Si1.6 measured
in the temperature range from 200 to 255 K. The temperature step is 2 K from 200
to 230 K, 5 K from 165 to 200 K, and from 230 to 255 K. The magnetization is
smoothly saturated and its magnitude gradually decreases with increasing tempera-
ture below TC. Above TC, the M−H cure exhibits a weak “S”-like behavior, which
is a signature of IEM transition as explained above.

Magnetic entropy change ΔS can be calculated by Eq. (15.12) based on the data
in Fig. 15.15, and the corresponding results are shown in Fig. 15.16 as functions of
temperature. The peak values of ΔS for the field changes of 2 T and 5 T are ∼10.5
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and ∼19.4 J/kg K, respectively, appearing at ∼210 K. Such a large |ΔS| is rare for
transition metal alloys in this temperature range.

0

–4

–8

–12

–16

–20

ΔH = 2T

LaFe10.4Si2.6  

LaFe11.4Si1.6

ΔS
 (

J/
kg

 K
)

T (K)

ΔH = 5T

150 180 210 240 270 300

Fig. 15.16 Entropy change
of LaFe11.6Si1.6 (Ref. [17])

A remarkable phenomenon is the asymmetric broadening of the ΔS peak with
applied field. This is a typical feature of first-order phase transition which has a
field-dependent critical temperature. It is the increase of TC with H that yields the
expansion of ΔS.

As shown in Section 15.5.1.2, the lattice constant experiences a sudden contrac-
tion when the FM to PM transition occurs. The lower the Curie temperature is, the
greater the magnetostriction, thus the magnetization change will be. This actually
implies that the large entropy change occurs always accompanying a great lattice
expansion upon the magnetic transition, as claimed by Hu et al. [17].

Fujieda et al. [45, 46] performed the first measurement of adiabatic temperature
change for LaFe13−xSix (x=1.3, 1.43, and 1.56) and concluded that the MCE is
enhanced as the content of Si decreases. ΔS and ΔTad for the compound of x=1.56
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(Ref. [37])

were found to be ∼22.8 J/kgK and ∼8.1 K, respectively, by changing the magnetic
field from 0 to 2 T, where ΔS has been calculated by Eq. (15.12), and ΔTad by
comparing the S(T) curves (calculated from the heat capacity data) under different
magnetic fields as described in Section 15.3.2 (Fig. 15.17).

As mentioned above, MCE enhances as the content of Si decreases. Figure 15.18
displays the typical ΔS−T (ΔH=5 T) relations of LaFe13−xSix for x=1.3, 1.4,
1.6, and 2.0 [37]. It is clear that the reduction in x causes a significant decrease
in TC, whereas a rapid increase in ΔS. The maximal ΔS is ∼29 J/kgK, appearing
at ∼190 K when x=1.3. It is unfortunate that the compounds with the Si content
lower than 1.2 cannot be obtained. However, by a simple analysis, it can be con-
cluded that the maximal ΔS for LaFe13−xSix will be ∼40 J/kgK. It is easy to see
that there should be a one-to-one correspondence between the field-induced mag-
netization change (Δσ) and ΔS. By comparing the data of different compounds, a
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ΔS−Δσ relation can be obtained, and the utmost entropy change will be the result
corresponding to Δσ=1 (inset in Fig. 15.18). To get a comprehensive picture of ΔS,
in Fig. 15.19, we gave a summary for the TC∼ΔS relations of different compounds.
It shows the presence of a general correspondence between ΔS and TC: the former
decreases as the latter grows irrespective of whether TC is modified by the Si or the
R content (R = magnetic rare earth, its effects will be discussed below). A remark-
able feature is the steep drop of ΔS near ∼194 K. It is a signature of the crossover of
the magnetic transition from first order to second order. This result reveals a fact that
large entropy changes occur always accompanying the first-order phase transition.

Magnetocaloric Effect in Transition-Metal-Doped LaFe13−x(Si,Al)x

Although the LaFe13−xSix compounds exhibit a giant MCE, the ΔS peak usually
appears at low temperatures (< 210 K). For the purpose of practical application,
it is highly desired that the maximal entropy change can take place near the ambi-
ent temperature. According to Fig. 15.19, unfortunately, the MCE weakens rapidly
as TC increases. It is therefore an important issue how to shift TC to high temper-
atures without significantly affecting ΔS. Hu et al. [47] found that the best effect
can be obtained by replacing Fe with appropriate amount of Co. Figures 15.20 and
15.21 display the magnetization isotherms and the corresponding entropy change
of La(Fe1−xCox)11.9Si1.1 (x=0.04, 0.06 and 0.08), respectively. The Curie temper-
ature increases from 240 to 293 K as x increases from 0.02 to 0.08, while only a
slow decrease of ΔS from ∼23 to ∼15.6 J/kgK (ΔH=5 T). It is noteworthy that the
sample with x=0.6 shows nearly the same ΔS (∼ 20 J/kgK at ∼ 274 K) as that of
Gd5Si2Ge2 and MnFeP0.45As0.55 whereas there is no obvious magnetic hysteresis,
which is highly desired by practical application. Similar results were obtained by
other groups [48]. Substituting Fe with Co in LaFe11.2Si1.8 and La0.6Pr0.4Fe11.2Si1.8,
the former exhibits a second-order transition, results in similar effects as those
described above. It is interesting to note that the ΔS−TC curves obtained by varying



15 Magnetocaloric Effect and Materials 461

Co content while fixing the Si content are nearly parallel with each other (marked
by the open triangles in Fig. 15.19).
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Fig. 15.20 Magnetization isotherms of La(Fe1−xCox)11.9Si1.1 (Ref. [47])

Although both the Si-doping and the Co-doping drive TC to high temperatures,
the reduction of ΔS is much slower in the latter case. According to Fig. 15.19, ΔS
is ∼22 J/kgK for La0.8Ce0.2Fe11.7-yCoySi1.3 and ∼7 J/kgK for LaFe13−xSix (x=2.4),
while TC takes nearly the same value of ∼242 K. Therefore, reducing the Si content
in LaFe13-xSix as low as possibly and partial replacing Fe by Co is a promising way
to get room temperature giant MCE.

Hu et al. [42] found that partial replacement of Fe with Co droved the samples
from the AFM to the FM state and, similar to LaFe13−xSix, TC shifts to high tem-
peratures when the Co content increases. A distinctive feature is that the entropy
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change keeps nearly constant as Curie temperature grows, though the value of ΔS is
not very large. Figure 15.22 shows the entropy change of LaFe11.7−yCoyAl1.3 with
different Co contents.

In an attempt to find out a way to depress TC while effectively retaining the large
Δ S, Wang et al. [49] studied the effect of substituting Fe by Mn, which may have
a AFM coupling with adjacent Fe. The Mn content in LaFe11.7−yMnySi1.3 is y=0,
0.117, 0.234, and 0.351. The cubic NaZn13-type structure keeps unchanged except
for the appearance of minor α-Fe phase (< 5 wt%) for x ≥ 0.234. A decrease in
saturation magnetization much larger than that expected by a simple dilution effect
is observed, which is consistent with the anticipated antiparallel arrangements of
Fe and Mn (Fig. 15.23). The Curie temperature is found to decrease linearly at a
rate of ∼174 K for 1% Mn. A large ΔS is gained in a wide temperature range,
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though a tendency toward degeneration appears as y increases (Fig. 15.24). It is
∼17 J/kgK for TC=130 K and ∼25 J/kgK for TC=188 K, for a field change of 0−5
T. Increase of the temperature span of ΔS is obvious. It is ∼21.5 K for y=0 and
∼31.5 K for y=0.351 (ΔH=5 T). Fujieda et al. [50] observed similar phenomena in
La1−zCezFe13-x− yMnySix. When the content of Mn is high enough (y > 0.9), long-
range FM order will be destroyed, and typical spin glass behavior appears [49].

Magnetocaloric Effect in Magnetic Rare-Earth-Doped LaFe13−xSix

Effects of magnetic rare-earth (R) doping were first studied by Anh et al. in
2003 [51]. The authors declared an increase of TC and a decrease of MCE in
La1−zNdzFe11.44Si1.56 (z=0−0.4) with the incorporation of Nd. However, these
results are inconsistent with those subsequently obtained by other groups. Fujieda
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et al. [52−56] performed a systematic study on the effect of Ce-doping for the com-
pounds LaFe13−xSix with x=1.3, 1.56, and 1.82. There is a limitation to the con-
tent of R in the compound, beyond which impurity phases will appear. The max-
imal Ce content studied is 0.3. There are two remarkable observations. The first
one is the low temperature shift of TC and the second one is the enhancement of
MCE with the incorporation of Ce. The entropy and adiabatic temperature changes
of La0.7Ce0.3Fe11.44Si1.56 are, respectively, shown in Figs. 15.25 and 15.26. Results
without Ce are also presented for comparison. It indicates that the presence of 30%
Ce reduces TC by ∼24 K whereas increases ΔS by ∼8 J/kgK (ΔH=4 T). The maxi-
mal entropy change is ∼34 J/kgK, appearing in La0.9Ce0.2Fe11.7Si1.3. Effects of other
magnetic rare earths were also studied, such as Nd, by Shen et al. [58], and Pr, by
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Shen et al. [58] and Fujieda et al. [59, 60]. Fujieda et al. [59] successfully extended
the content of Pr up to 0.7 when Si content is 1.82. Analyses of these results lead
to the following conclusions: (i) the incorporation of magnetic rare earth causes a
low temperature shift of TC, thus a strengthening the first-order nature of the phase
transition. Sometimes a second-order phase transition becomes first order after the
introduction of R. (ii) The MCE enhances with the increase of the R content.
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It is obvious that the enhancement of MCE occurs accompanying the decrease of
TC, which can be realized by tuning the content of R or Si. It would be instructive to
analyze the ΔS−TC relations resulted by changing Si content without introducing R
or changing R content while keeping the Si concentration constant, which will allow
a comparison of the ΔS values at the same temperature. A remarkable observation
is the equivalence of increasing z to reducing x, as demonstrated by the coincidence
of the two sets of data in Fig. 15.19.
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Although R and Si have similar effects on ΔS, their influence on magnetic hys-
teresis is different. Defining the energy loss (ΔE) due to magnetic hysteresis as the
area encircled by the two magnetization isotherms, we obtained the ΔE−T relation
shown in Fig. 15.27, based on the data of different compounds La1−zRzFe13-xSix. It
is clear that ΔE is negligible for T > 220 K and increases rapidly as T decreases.
Comparing the hysteresis loss at the same temperature, it can be seen that ΔE
increases when R is introduced. This conclusion is different from that of Fujieda et
al. [53], who claimed a depression of ΔE in La0.7Ce0.3Fe11.18Si1.82 compared with
LaFe11.44Si1.56. The disappearance of ΔE demonstrates again the prevalence of the
second-order transition above 210 K.
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Interstitial Effect in La(Fe1−xSix)13

For the purpose of practical application, as mentioned in the previous sections, it
is required that the giant MCE can occur near the ambient temperature. However,
as shown in Fig. 15.19, ΔS decreases rapidly as TC increases for the LaFe13−xSix
compounds. It is therefore highly desired to find out an effective approach to push
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ΔS to high temperatures without reducing its height. Fujieda et al. [62,63,64] and
Chen et al. [65, 66] independently found that the incorporation of interstitial hydro-
gen shifted TC to high temperatures, while the MCE essentially remains. The effects
are completely different from those of replacing Fe with Co, Ni, Si, or Al and were
inattentive before, though magnetic properties of the relevant nitrides [67,68,69,70]
and hydrides [71, 72] have been studied since 1993.

By changing either the pressure of hydrogen atmosphere or annealing temper-
ature, the concentration of interstitial hydrogen in LaFe13−xSixHδ was controlled
by Fujieda et al. [39]. The hydrogen concentration was determined by both gas
chromatograph and gas fusion analyses. In contrast, Chen et al. [65, 66] tuned the
content of hydrogen by carefully regulating the desorption of absorbed hydrogen.
The Curie temperature was found to increase linearly with the content of hydrogen,
while the magnetic transition remains first order. This is completely different from
the effect of Si- and/or Co doping, which causes an evolution of magnetic transition
from first order to second order. In this way, the giant MCE that usually appears
at low temperatures can be pushed toward high temperatures. Figure 15.28 shows
the variation of TC with δ. The effect of interstitial atom on TC is similar for the
La(Fe, Si)13Hδ hydrides and other R−Fe-based interstitial compounds, for which
lattice expansion caused by interstitial atoms depresses the overlap between Fe-3d
electrons, thus leads to a reduction of TC [65–70].

The typical entropy changes of LaFe13−xSix for x=1.5 [66] and 1.56 [39] are
shown in Fig. 15.29. The peak height of ΔS keeps at ∼23 J/kgK (ΔH = 5 T) for
x=1.56 as TC increases from ∼195 to ∼330 K. Due to the broadening of magnetic
transition caused by hydrogen desorption, the ΔS value in LaFe11.5Si1.5 is somewhat
lower in the intermediated hydrogen concentration range.

Fukamichi et al. [73] further studied the effect of interstitial hydrogen for
LaFe13-xSix with x=1.3, which exhibits a much larger ΔS. It was found that ΔS,
for a field change of 0−2 T, varied from ∼29 J/kgK for T≈195 K to ∼26 J/kgK
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for T≈320 K, again a slow decay of ΔS with TC. Influence of interstitial atoms
on MCE was also investigated for La1−xPrxFe11.44Si1.56 [74]. The decrease of ΔS
with the increase of TC is more rapid compared with other compounds without R,
as shown in Fig. 15.31, which could be a consequence of the broadening of mag-
netic transition due to the bad crystal quality of the samples. Wang et al. [75] stud-
ied the MCE of the LaFe11.7−yMnySi1.3Hδ hydride (Fig. 15.30), which exhibits a
much lower TC, and obtained the same conclusion that the incorporation of inter-
stitial hydrogen drives ΔS to higher temperatures at the least expense of ΔS value
(Fig. 15.31). According to Fig. 15.31, the Curie temperature of LaFe13−xSixHδ can
be tuned between ∼130 and ∼340 K by the content of hydrogen while large ΔS
retains.
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It is unfortunate that the hydrides are usually chemically unstable above 150◦C,
which could be a fatal problem for practical applications. It is therefore necessary
to develop chemically stable interstitials with high TCs and great ΔS values. Chen
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Fig. 15.34 A schematic for
the atomic structure of
LaFe13H3 (La is omitted for
clarity) (Ref. [77])

et al. [76] studied the effects of interstitial carbon for the LaFe13−xSixCδ carbides,
which are stable up to the melting point. The LaFe11.4Si1.4Cδ (δ=0, 0.2, 0.4, and
0.6) carbides were prepared by the solid–solid phase reaction technique, that is,
arc melting Fe−C intermediate alloy together with La, Fe and Si. X-ray diffraction
analyses indicate the volume expansions of ∼0.29, ∼0.75, and ∼0.93% correspond-
ing to δ=0.2, 0.4, and 0.6, respectively, though the cubic NaZn13-type structure
remains unchanged. Compared with hydrides, the lattice expansion of carbides is
much stronger [77], as shown in Fig. 15.32. Minor α-Fe phase appears (6%) when
the carbon concentration is δ=0.6. The Curie temperatures of LaFe11.6Si1.4Cx are
195, 218, 238, and 250 K for δ=0, 0.2, 0.4, and 0.6, respectively, increasing with
carbon content.

Figure 15.33 shows the entropy change of LaFe11.6Si1.4Cδ [76]. The maximal ΔS
is ∼24.2 J/kgK for δ=0.2, ∼18.8 J/kgK for δ=0.4, and ∼12.1 J/kgK for x=0.6. The
entropy change remains constant when x is below 0.2, while decreases rapidly for
x > 0.4. The latter could be a consequence of the appearance of impurity phase,
which affects crystal quality of the sample, thus broadens the phase transition. A
little different carbides LaFe11.5Si1.5Cδ were also studied and similar effects were
observed.

Structure changes due to the introduction of hydrogen were studied by Jia
et al. [77] for the LaFe11.5Si1.5Hδ hydrides (δ=0, 1.2, and 2), based on the Rietveld
analyses of powder X-ray diffraction spectra. It was found that the incorporation
of interstitial atoms causes a lattice expansion of the compounds while leaves the
structural symmetry unchanged. Accompanying the lattice expansion, as shown in
Figs. 15.34 and 15.35, Fe−Fe bond exhibits a concomitant variation. Four of the
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five Fe−Fe bonds show a tendency to expansion. The largest elongation occurs
for the shortest inter-cluster bond (B4), and the relative change is as large as
∼2.37% as δ increases from 0 to 2. In contrast, the longest Fe−Fe bond (B2)
shrinks considerably (−0.53%). Effect of Ce doping was also studied by the same
authors for comparison. It is fascinating that the increase in Ce content produces
essentially the same effect on Fe−Fe bonds as the decrease of hydrogen content,
though interstitial atoms occupy different crystallographic sites from rare earths. A
linear increase of Curie temperature with lattice constant, at a rate of ∼1,779 K/Å
for LaFe11.5Si1.5Hδ/La1−xCexFe11.5Si1.5 and ∼1,089 K/Å for LaFe11.5Si1.5Cδ, is
observed. This is a signature of the strengthening of magnetic coupling as lat-
tice expands. It is found that the change of the shortest Fe−Fe bond dominates
the magnetic coupling in the LaFe1 s−xSix-based intermetallics. A relation between
exchange integral and Fe−Fe distance has been proposed to explain the volume
effects observed.

In Table 15.1, we give a summary of the magnetic/crystallographic transi-
tion temperature TC, isothermal entropy change ΔS, adiabatic temperature change
ΔTadfor LaFe13−xSix, and related compounds.

Thermal and Magnetic Hystereses of La(Fe1−xSix)13

A typical feature of the first-order transition is the appearance of thermal and mag-
netic hystereses. This will affect the efficiency of magnetic refrigeration. As men-
tioned in previous sections, although MCE enhances in the materials that show
first-order transitions, thermal and magnetic hystereses intensify simultaneously.
This phenomenon is especially obvious in R-doped LaFe13−xSix, Gd5(Si1−xGex)4

and MnAs-based compounds. It is therefore necessary to find a method to depress
magnetic hysteresis without spoiling the giant MCE, which is actually equiva-
lent to depressing the driving force of the phase transition. Recently Shen et
al. [78] found that the hysteresis can be significantly depressed by introducing
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Table 15.1 Magnetic/crystallographic transition temperature TC, isothermal entropy change ΔS,
adiabatic temperature change ΔTadfor LaFe13−xSix, and related compounds for the field changes
from 0 to 2 T and from 0 to 5 T

ΔS(J/kgK) ΔS (J/kgK) ΔTad (K) ΔTad (K)
Material TC (K) (0−2 T) (0−5 T) (0−2 T) (0−5 T) References

LaFe13−xSix
x = 1.3 184 −28 −30 12.1 [39]
x = 1.43 188 −24 −26 10.7 [39]
x = 1.56 195 −20 −23 6.5 8.6 [39, 56]
x = 1.6 208 −14 [37]
x = 1.8 220 −7.48 −13 [37]
x = 2.0 234 −4 −7.2 [37]
x = 2.4 250 −3 −4.8 [37, 79]
La1−xCexFe11.44Si1.56

x = 0.1 −22.9 [53, 54]
x = 0.2 −26.4 [53, 54]
x = 0.3 −28.9 7.3 [53, 54]
La1−zPrzFe11.5Si1.5

Z = 0.1 191.0 −16.5 [57]
Z = 0.2 187.5 −27.0 [57]
Z = 0.3 184.5 −28.0 [57]
Z = 0.4 181.5 −29.1 [57]
Z = 0.5 181.0 −29.4 [57]
La1−xPrxFe11.44Si1.56

Z = 0 195.9 −23.0 8.6 [74]
Z = 0.1 193.8 −25.7 10.5 [74]
Z = 0.2 192.2 −25.4 10.4 [74]
Z = 0.3 191.1 −26.0 11 [74]
Z = 0.4 188.0 −27.5 11.3 [74]
Z = 0.5 186.1 −29.9 11.9 [74]
LaFe11.7Si1.3Hδ

δ = 1.1 287 −28 −31 7.1 15.4 [39]
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interstitial atoms into the compound. Figure 15.36 displays the hysteresis loss of
La0.5Pr0.5Fe11.5Si1.5Cδ. ΔE decreases from ∼91 to ∼22 J/kgK when δ increases
from 0 to 0.3. The high-temperature shift of the phase transition, where the max-
imal ΔS occurs, could be the main reason for the reduction of ΔE: Strong thermal
fluctuation at high temperatures reduces the driving force required. This result indi-
cates that introducing interstitial atoms could be also be a promising method to get
giant MCE while without significant ΔE.

15.5.2 Gd5(Ge,Si)4 and Related Compounds

The large entropy change observed in Gd5Si2Ge2 [14, 15] triggered the exploration
of the MCE effect in Gd5(Ge,Si)4 and related compounds [80,82,83,84,85]. In the
following, we will give a brief introduction to this kind of materials. A detailed
review can be found elsewhere [86]. In fact, the crystal structures of Gd5Si4, Gd5Ge4

and Gd5(Ge,Si)4 were studied 40 years ago [87], and three categories of structures
were identified, which are, respectively, the Gd5Si4- and Gd5Ge4-based structures,
and an unknown phase when the Ge or Si content is in the intermediate range.
It was originally believed that the Gd5Si4 and Gd5Ge4-based solutions have the
Sm5Ge4-type structure. A completed phase diagram of the Gd5(SixGe1−x)4system
was recently established by Pecharsky and Gschneidner [80]. Three extended solid
solution regions and two two-phase coexisted regions were confirmed, see Fig.
15.37. The first one is Si-rich region when 0.575 ≤ x ≤ 1. The compounds in
this region crystallize in the Gd5Si4structure and they undergo a second-order mag-
netic transition on warming, without structural changes. All of the compounds
exhibit a moderate MCE. The second region is for 0.4 < x ≤ 0.503, where the
Gd5Si2Ge2-type solid solutions with monoclinic structure appear. The alloys in this
region experience a first-order magnetic transition that is coupled with a Gd5Si4to
Gd5Si2Ge2structure change and display a giant MCE. The last region is for 0 <
x ≤ 0.3, where the Sm5Ge4-type structure is supported. Two regions with coex-
isted phases were also identified. The first one is the coexistence of the Sm5Ge4-
type and the Gd5Si2Ge2-type phases when 0.3 < x ≤ 0.4, and second one is the
coexistent Gd5Si2Ge2-type and Gd5Si4-type structure when 0.503 < x < 0.575.
Both the monoclinic Gd5Si2Ge2-type and the orthorhombic Sm5Ge4-type alloys
exhibit giant MCE around respective transition temperatures because of the first-
order phase transformations.

The major difference between the three crystallographic modifications in the
Gd5(SixGe1−x)4 system is due to different bonding arrangements between the well-
defined sub-nanometer thick slabs [80]. The orthorhombic Sm5Ge4type, where none
of the slabs are interconnected via covalent-like Ge−Ge bonds, belongs to space
group Pnma. The Gd5Si2Ge2type is the monoclinic phase, which belongs to space
group P112/a, and the covalent-like (Si,Ge)−(Si,Ge) bonds connect the slabs into
pairs, but no (Si,Ge)−(Si,Ge) bonds are found between the pairs of the slabs. The
Gd5Si4type is also an orthorhombic structure and it has the same space group as
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the Sm5Ge4-type structure, but all the slabs are interconnected via covalent-like
Si−Si bonds. During the Gd5Si4-type to Sm5Ge4-type phase change, the a lattice
parameter expansion exceeds that of the other two lattice parameters by nearly
a factor of 5. On the atomic resolution scale, the distances between the Si(Ge)
atoms increase from 2.5 to 2.6 Å (Gd5Si4) to 3.4−3.5 Å (Gd5Ge4), indicating
much stronger interactions between the slabs in the former when compared with the
latter.

The structural change at the phase transition in the Gd5(SixGe1-x)4 system also
brings about a strong magneto-elastic effect, and an anomalous electrical resistivity,
indicating a strong coupling between electronic structure and lattice.

Because of the coupled magnetic and structural transitions, Gd5(SixGe1−x)4

exhibits great magnetic entropy change ΔS covering the temperatures from ∼50 to
∼300 K [15]. The ΔS value first reported in a polycrystalline sample Gd5Si2Ge2[14]
in 1997 reached 18.8 J/kgK for a field change of 5 T, and the corresponding adiabatic
temperature change is 15 K. It is nearly doubled the MCE of the known materials
at that time. By improving the crystal quality of Gd5Si2Ge2, the ΔS value was fur-
ther enhanced by 80% and ΔTad by 55% [87]. A minor addition of other elements
such as Fe, Co, Ni, Cu, Ga, Al, and C can shift the temperature of the phase tran-
sition but did not enhance the MCE effect [88]. By altering the Si to Ge ratio in
Gd5(SixGe1−x)4, the transition temperature shifts from ∼50 to ∼300 K, and a great
MCE was resulted (Fig. 15.38).

Although the Gd5(SixGe1−x)4 system shows a great MCE, it exhibits consider-
able magnetic and thermal hystereses, which will impede its practical application
as refrigerants. It is therefore necessary to reduce hysteresis loss while retaining
the MCE. Unfortunately, a satisfy solution cannot be found in literature. Although
changing the Si to Ge ratio can push TC to high temperatures, no significant improve-
ment in hysteresis loss was observed. It was recently reported that the addition
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Fig. 15.40 A schematic
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of Fe can remarkably reduce the hysteresis loss, however, ΔS was simultaneously
depressed by 63% [93]. Figures 15.39(a) and (b) show the magnetic hysteresis loss
and the entropy change as functions of temperature for the Gd5(SixGe1−x)4 com-
pounds.

For practical applications, the production cost of the refrigerant is also an impor-
tant factor to be considered. It has been reported that the MCE of Gd5(SixGe1−x)4

depends strongly on the purity of starting materials [88]. Impurity atoms such as
carbon and oxygen in the starting materials can hamper the formation of the mon-
oclinic structure, and the Gd5(SixGe1−x)4alloys thus obtained only show a second-
order phase transition with a much weaker MCE [80, 90, 91, 93]. However, high
purity starting materials increase the production cost, which will limit the broad
application of this kind of materials.

Replacing Gd with Tb, it was found that the Gd5Si2Ge2-type structure can also
be obtained, and a large MCE shows up when the structural transition coincides
with the magnetic one, which can be realized by applying a pressure of 8.6 kbar as
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shown by Morellon et al. [94]. The maximal entropy change reaches ∼22 J/kgK for
a field change of 5 T (P=10.2 kbar).
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15.5.3 Mn-Based Heusler Alloys

The Heusler alloys with the nominal formula of X2YZ crystallize in the L21structure
[95]. As shown in Fig. 15.40, the structure is composed of four interpenetrating fcc
sublattices, with two of them being occupied by X atoms. In general, the X is a noble
or a transition metal, and Z is the atoms with s and p valence electrons. In Mn-based
Heusler alloys, Mn occupies the Y sites, and it exhibits a magnetic moment of 4 μB

if the X sites are not occupied by Co or Fe. As shown by Fig. 15.40, the Mn atom
has eight nearest neighboring X and six second neighboring Z. The neighboring
Mn atoms appear in the third shell. The typical distance between first, second, and
third neighbors are 2.6, 3, and 4.2 Å, respectively. Because of the large distance
between Mn atoms, a direct exchange interaction is negligible and the magnetic
coupling is mediated by the itinerant electrons of X and Y atoms. Therefore, the
magnetic interaction is sensitive to the electronic structure of X and Z. The structural
and magnetic properties of the alloys are sensitive to chemical order, compositions,
and the lattice parameter. Most of the Mn-based Heusler alloys are FM, such as
the typical compound Ni2MnGa, which is well known for its shape-memory effect,
superelasticity, and magnetic-field-induced strain. AFM state appears when the Z
sites are occupied by Al or In. Mn carries a magnetic moment of 4 μB, while Ni a
rather small moment.

Ni−Mn−Ga undergoes a martensitic–austenitic structure transition on heat-
ing. Both the martensite and the austenite phases are FM. However, the mag-
netic behaviors of the two phases are significantly different. The former is hard
to be magnetically saturated because of its large magnetocrystalline anisotropy. The
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simultaneous change of structure and magnetic properties at the phase transition
yields significant entropy changes. Since the first report of large ΔS associated with
the structure transition in Ni51.5Mn22.7Ga25.8 in 2000 (Fig. 15.41) [96], an intensive
study on the magnetic and magnetocaloric properties of various Heusler alloys has
been stimulated [96,97,98,99,100,101,102,103,104]. It was found that ΔS is posi-
tive under low magnetic fields. It becomes negative and increases with applied field
when magnetic field is high [98]. As shown in Fig. 15.42, the entropy change of the
single crystal Ni52.6Mn23.1Ga24.3 is ∼18 J/kgK (ΔH=5 T) [97], nearly the same as
that of Gd5Si2Ge2. The martensitic transition temperature, thus the ΔS peak, can
be tuned by the chemical compositions between 150 and 300 K as required. It was
recently found an extremely high ΔS can be gained when the structural and mag-
netic transition coincides with each other. The reported ΔS of −64 J/kgK (ΔH=5
T and TC=308 K) and −86 J/kgK (ΔH=5 T and TC=313 K) occurred in polycrys-
talline Ni2Mn0.75Cu0.25Ga [102] and single crystal Ni55.4Mn20.0Ga24.6[103], respec-
tively (Fig. 15.43). However, there is still no evidence from the thermal data for
the giant entropy change at present. The adiabatic temperature change ΔTad of the
Heusler alloys is rarely reported, and the only result is 1.2 K (ΔH=2.6 T), for a
polycrystalline alloy Ni54.8Mn20.2Ga25.0.

A new kind of Heusler alloys, named meta-magnetic shape-memory alloys
(MSMAs), has recently attracted intensive attention [105]. In these materials,
the magnetization of martensite phase is very low. Magnetic fields can induce a
mantensitic–austenitic transformation, thus a huge shape-memory effect. Mean-
while, the structure transition is accompanied by a significant MCE, and a
ΔS spanned in a relatively wide temperature range has been observed [104,
106,107,108]. ΔS is positive, and amounts to ∼18 J/kgK (ΔH=5 T and
TC=307 K) for Ni50Mn37Sn13 [104] and ∼6.8 J/kgK (ΔH=1 T and TC=307 K)
for Ni50Mn39Sn11[106] (Fig. 15.44). The wide temperature span (about 5−30 K) of
ΔS may be the main advantages of MSMAs over the traditional Heusler alloys. The
adiabatic temperature change ΔTad of Ni50Mn34In16 is −0.6 K for a field change of
1.3 T [108, 109].
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Significant thermal and magnetic hysteresis exists in both the FSMAs and the
MSMAs alloys because of the first-order transition. In general, the thermal hys-
teresis varies between 5 and 20 K, and the magnetic one between 0 and 60 J/kg,
crucially depending on compositions. The preparation of Heusler alloys is fairly
simple. Polycrystalline samples can be obtained by the arc melting technique. The
resulting ingots were homogenized at 1,100 K within 10 days, then quenched into
ice water.

15.5.4 Mn−As-Based Compounds

MnAs is a ferromagnet with saturation magnetization of 3.4 μB/Mn [110]. A first-
order FM−PM transition takes place at TC ≈318 K. Accompanying this transi-
tion, a hexagonal (NiAs-type) to orthorhombic (MnP-type) structure transformation
occurs. The resulting MCE is pretty large, and ΔS reaches ∼40 J/kgK and ΔTad

∼13 K for a field change of 5 T [18, 110]. The MnAs alloy shows large thermal and
magnetic hystereses. A substitution of Sb for As can reduce thermal hysteresis and
lower TC to ∼280 K while the MCE effect is not remarkably affected. ΔS still has a
value of −30 J/kgK even 10% As was replaced by Sb [18, 110].

MnFeP0.45As0.55 is another kind of compounds showing significant MCE [111].
It crystallizes in the hexagonal Fe2P-type structure, with a Curie temperature of
∼307 K. The magnetic transition is first order with a thermal hysteresis less than
1 K. The maximal ΔS is ∼−18 J/kgK for a field change of 5 T. A variation of the P
to As ratio between 3:2 and 1:2 tunes TC between 200 and 350 K without obviously
affecting MCE [112].

The preparation of the MnAs1−xSbx and MnFeP1−xAs alloys is simple [18,
110,111,112]. However, the high vapor pressure of As and P and the toxicity of
As may limit their applications in commercial devices.
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15.6 Concluding Remarks

The discovery of giant MCE in Gd5Si2Ge2, LaFe13-xSix, and MnFeP1−xAsx, etc.
leads the interest of researchers to the material that experience a first-order phase
transition, which causes an entropy change concentrated in a narrow temperature
range, thus a giant MCE. In addition to the materials discussed here, consider-
able MCE is also observed in perovskite manganese oxides [113], antiperovskite
Mn3GaC [114], and many other compounds.

In this case, lattice or electronic entropy can also undergo a significant change
on the application of magnetic field, therefore is usable for magnetic cooling.
These results display a bright prospect of the magnetic refrigeration near ambient
temperature.

Compared with other materials, the LaFe13−xSix intermetallics show consider-
able advantages as far as magnetic hysteresis loss, thermal conductive property, and
production cost of the materials being concerned. There are also attempts to verify
the efficiency of this kind of materials as magnetic refrigerants by putting sphere-
shaped LaFe11.18Si1.82Hδ into an active magnetic regenerator (AMR) test module,
and satisfactory result is obtained [115]. However, the existing materials are still
far from practical applications. New materials with much stronger MCE are desired
to guarantee the high efficiency of the magnetic refrigeration, especially when per-
manent magnet is used in refrigerators. As far as the practical application being
concerned, furthermore, several basic issues involved in the MCE arising from the
first-order phase transition must be considered. For example, the effects of mag-
netic/thermal hysteresis and magnetostriction, the latter may cause a degeneration
of the performance of materials because of the mechanical fatigue.

Acknowledgments The authors wish to thank Mrs. Jia Lin for her assistant in preparing part of
the figures.
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Mater. 4, 450 (2005).
105. R. Kainuma, Y. Imano, W. Ito, Y. Sutou, H. Morito, S. Okamoto, O. Kitakami, K. Oikawa,

A. Fujita, T. Kanomata, and K. Ishida, Nature 439, 957 (2006).
106. Z. D. Han, D. H. Wang, C. L. Zhang, H. C. Xuan, B. X. Gu, and Y. W. Du, Appl. Phys. Lett.

90, 042507 (2007).
107. T. Krenke, E. Duman, M. Acet, and E. F. Wassermann, X. Moya, L. Mañosa, A. Planes, E.
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Chapter 16
Spintronics and Novel Magnetic Materials
for Advanced Spintronics

Jiwei Lu, Kevin G. West, Jiani Yu, Wenjing Yin, David M. Kirkwood, Li He,
Robert Hull, Stuart A. Wolf, and Daryl M. Treger

Abstract This chapter contains both the description of advanced spintronic
devices for logic and memory applications and the synthesis and characterization of
some new magnetic materials that would lead to new paradigms in spintronics. The
first part gives a brief introduction to spintronics and its history. First-generation
spintronics has entered the mainstream of information technology through its uti-
lization of the magnetic tunnel junction in applicable devices such as read head
sensors for hard disk drives and magnetic random access memory. We also dis-
cuss the conceptual spintronic devices, including spin torque transfer random access
memory, spin-polarized field-effect transistor, and spin-based qubit quantum proces-
sor, and their potential impacts on information technology. The future of spintronic
devices requires next-generation spintronic materials. The second part of the chapter
is dedicated to the synthesis and characterization of some novel magnetic materials,
including ferromagnetic oxides and diluted magnetic Group IV semiconductors.

16.1 Introduction to Spintronics

The term “spintronics” usually refers to the branch of physics concerned with
the manipulation, storage, and transfer of information by means of electron spins
in addition to or in place of the electron charge as in conventional electronics.
Introduced in 1996, spintronics was originally the name for a Defense Advanced
Research Projects Agency (DARPA) program managed by one of the authors
(S. A. Wolf ).

In conventional electronics, only the charge of the electrons is of consequence
for device operation. Using the electron’s other fundamental property, its spin, has
opened up this new field. Major advances in electron spin transport started in the
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late 1970s and 1980 with the discovery of large, low-temperature magnetoresistance
in metallic superlattices [1, 2]. Later demonstrations of the “Giant” effect at room
temperature evolved toward applications to practical devices [3].

Spintronics promises the possibility of integrating memory and logic into a single
device. In certain cases, switching times approaching a picosecond are possible,
which can greatly increase the efficiency of optical devices such as light-emitting
diodes (LEDs) and lasers. The control of spin is central as well to the efforts to create
entirely new ways of computing, such as quantum computing or analog computing
that uses the phases of signals for computations.

Spin is a fundamental quantum–mechanical property. It is the intrinsic angular
momentum of an elementary particle, such as the electron. Of course, any charged
object possessing spin also possesses an intrinsic magnetic moment. It has been
known for decades that in ferromagnetism the spins of electrons are preferentially
aligned in one direction. Then, in 1988, it was demonstrated that currents flowing
from a ferromagnet into an ordinary metal retain their spin alignment for distances
longer than interatomic spaces, so that spin and its associated magnetic moment
can be transported just as charge [2]. This means that magnetization as well can be
transferred from one place to another.

The first practical application of this phenomenon is in the giant magnetoresistive
(GMR) effect. The GMR is observed in thin-film materials composed of alternate
ferromagnetic and nonmagnetic layers (Fig. 16.1a) [4]. The resistance of the mate-
rial is lowest when the magnetic moments in ferromagnetic layers are aligned in
the same direction and highest when they are anti-aligned. This is because the spin-
aligned currents from one layer are scattered strongly when they encounter a layer
that is magnetically aligned in the opposite direction, creating additional resistance.
But when the magnetic fields are oriented in the same direction, the spin-aligned
currents pass through easily. The discovery of the GMR effect won Drs. Albert Fert
and Peter Grünberg the Nobel prizes in physics in 2007.

Fig. 16.1 Spin-dependent transport structures. (A) Spin valve. (B) Magnetic tunnel junction [4]

Current GMR materials operate at room temperature and exhibit significant
changes in resistivity when subjected to relatively small external magnetic fields.
Thus they can be used as magnetic field sensors. The imposed magnetic field
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changes the magnetic orientation of one of the two layers, disrupting their relative
orientation and thus changing the resistivity. The first GMR-based magnetic field
sensor was created in 1994, and high-performance disk drives utilizing GMR-based
read heads to detect magnetic fields were realized in 1997 and now are ubiquitous.
These read heads are responsible for the very rapid growth in magnetic storage den-
sities that has occurred in the last decade.

A spin-dependent tunneling (STD) device is similar to a GMR cell but replaces
the metal between the two ferromagnetic layers with a very thin insulator through
which a current can tunnel preferentially when the two magnetic orientations are
aligned (Fig. 16.1b). The difference in resistance between the spin-aligned and the
nonaligned cases is much greater than for GMR devices and large enough that the
low-resistance state can encode, say, a “1” and the high-resistance state a “0” [5].
Recently, an SDT device was used in the first commercial magnetoresistive ran-
dom access memory (MRAM), a fast RAM that is nonvolatile, meaning it does not
require power to retain information [6, 7].

Significant developments assure that MRAM will be able to scale down to 60 nm
and below. The most notable of these was the discovery of the spin torque transfer
(STT) effect, predicted theoretically in 1996 [8, 9], in which the angular momen-
tum carried by a spin-polarized current can exert a torque on the magnetization of a
magnetic film that is magnetized in any nonparallel direction. This effect was exper-
imentally observed in 2000 [10].

Conventional MRAM utilizes current-generated magnetic fields to rotate the
magnetization in the free layer whereas STT-RAM uses the spin torque to rotate the
magnetization in the free layer. In spite of advances in the switching methodology to
make the switching robust to disturbances, increase the yield, and lower the switch-
ing current by magnetic cladding of the word and bit lines, STT-RAM potentially
uses much lower energy per bit write compared to conventional MRAM and other
memory technologies. Apparently STT switching can significantly improve the per-
formance of MRAM and make it a truly universal memory. Key areas of research to
be addressed in the near future include using MRAM in embedded memory and for
multibit memory (stacked memory).

A summary of the projected performance of MRAM and STT-MRAM is pre-
sented in Table 16.1, in which the performance of the more conventional semicon-
ductor memories is included. STT-MRAM has the potential to dominate this aspect
of memory technology particularly because of its nonvolatility and very low power.
Even at the 90-nm node, STT-MRAM competes favorably with FLASH memory in
density and has advantages over FLASH in speed, energy, and endurance.

While fast nonvolatile memories could be very important to increasing computer
capabilities, a key bottleneck is moving information between memories and logic
circuits. Ideally, if individual devices could both process and store information,
transfer delays could be eliminated, at least for data in immediate use. A spin-based
device that could accomplish this dual task is a spin-polarized field-effect transis-
tor. In a conventional FET, when a bias voltage is applied, a conducting channel is
created between the source and the drain regions, allowing the transistor to act as
a switch. If source and drain contacts are made from ferromagnetic materials, the
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Table 16.1 Projected performance of MRAM, STT-RAM, and more conventional semiconductor
memories

MRAM
(180 nm)

DRAM
(45 nm)+

SRAM
(45 nm)+

FLASH
(45 nm)+

STT-RAM
(45 nm)

Cell size (μm2) 1.25 0.03 0.18 0.03 0.03
Read time 35 ns 1 ns 0.5 ns 10–50 ns 5 ns
Write time 5 ns 1 ns 0.5 ns 0.1–100 ms 5 ns
Write energy/bit 150 pJ 0.02 pJ

Needs
refresh

5 pJ 10 nJ 0.04 pJ

Endurance >1015 >1015 >1015 >1015 read,
>106 write

>1015

Nonvolatile Yes No No Yes Yes

+ compared to the Industry (ITRS) Roadmap [11]

electrons emitted from each contact have a preferential spin. Thus the current can be
controlled either by applying a bias voltage as in a conventional FET or by chang-
ing the orientation of the spins as they move from the source to the drain either by
rotation or by electric-field-controlled scattering [12].

There is, however, a serious difficulty which has so far prevented the develop-
ment of practical spin FETs. The conductivity of ferromagnetic materials, generally
metals, is much higher than that of the semiconductors that make up the rest of the
FET. This means that there are far more mobile electrons in the ferromagnet than
in the semiconductors, so only a few of the spin-aligned electrons are able to enter
the semiconductor. For a large transfer of spin-aligned electrons, the conductivity
of the ferromagnets and the semiconductors must be closely matched, or there must
be a tunneling contact between the ferromagnet and the semiconductor to match the
conductivities. One way to achieve this match is to utilize ferromagnetic semicon-
ductors as the source and the drain.

The first ferromagnetic semiconductors with Curie temperatures (TC) above 50K
(−223◦C or −370◦F), developed in 1996, were diluted magnetic semiconductors—
alloys in which some atoms are randomly replaced by magnetic atoms, such as man-
ganese. However, these early materials still had to be cooled to cryogenic tempera-
tures to exhibit ferromagnetism. Subsequent research has shown that other types of
semiconductors can exhibit ferromagnetism at much higher temperatures. In 1998
ferromagnetic behavior in GaMnAs was reported with a Curie temperature of about
110K (−163◦C or −262◦F), which was subsequently raised to nearly 200 K (−73◦C
or −100◦F). In 2000 room-temperature ferromagnetism in TiCoO2 was discovered
in Japan [13, 14]. There have also been reports, not widely reproduced and con-
firmed, of ferromagnetism in many other semiconductors near or above room tem-
perature. One of the key features that is highly desired and has been demonstrated
in a very limited number of these materials is that they exhibit carrier-mediated fer-
romagnetism, in which the ferromagnetism is caused by the interaction of the mag-
netic ions with the carriers—electrons or holes. The Curie temperature and other
magnetic properties can be modified by changing the carrier concentration with
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electric fields (gates) or with optical excitation. This ability to gate the magnetism
by changing carrier concentration presents a new paradigm for novel devices in
which carrier concentration and spin polarization are controlled concurrently. These
discoveries appear to bring practical spin FETs within reach.

Another avenue for using the spins of elementary particles comes from the
rapidly developing field of quantum computing. The states of spin of electrons or
other spin-1/2 particles can be used as an implementation of a qubit (quantum bit,
the unit of quantum information). Information can be encoded using the polariza-
tion of the spin, manipulation (computation) can be done using external magnetic
fields or laser pulses, and readout can be done by measuring spin-dependent trans-
port. Quantum computers execute a series of simple unitary operations (gates) on
one or two qubits at a time. The computation on a quantum computer is a sequence
of unitary transformations of an initial state of a set of qubits. After the computation
is performed, the qubits can be measured and the outcome of the measurement is
the result of the quantum computation. Quantum effects like interference and entan-
glement are used as computational resources and make fast solutions to hard prob-
lems possible. For some very special problems, such as factorization of large prime
numbers or exhaustive database searches, quantum computing algorithms have been
developed that show a very significant speed-up in computation time and a reduction
in complexity [15, 16]. For certain calculations that find global properties of func-
tions like factoring and discrete logarithms, the speed-up for a quantum processor is
dramatic. For these operations, a 30-logical-qubit quantum processor can perform
the same calculation in the same time as a 109-bit classical computer.

Scientists are searching for quantum–mechanical two-state systems with long
decoherence times, which would provide the ability to carry out computations
before stored information is lost. It must be possible to readily fabricate and scale
these quantum systems if they are to perform quantum algorithms. One very viable
candidate for quantum information is electron spins in coupled quantum dots. How-
ever, other two-level systems have been proposed for implementing qubits and
include nuclear magnetic resonance (NMR), which involves nuclear spins in special
molecules; excited states of ions in traps; cavity quantum electrodynamic systems;
Josephson junctions; and SQUIDs (superconducting quantum interference devices).
The potential uses of quantum qubit systems range from quantum key distribution,
quantum encryption, and quantum dense coding to quantum teleportation and ultra-
precise clock synchronization.

16.2 Novel Magnetic Oxide Thin Films by Reactive Bias Target
Ion Beam Deposition

First-generation spintronics has already entered mainstream information technol-
ogy with the widespread use of hard drive read head sensors for magnetic disk
storage, as well as the recent commercialization of a magnetic random access mem-
ory (MRAM) technology by Freescale Semiconductor. The revolution in electronics
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that this will create and advance the next-generation spintronic devices into main-
stream memory and logic requires the exploration and development of novel mag-
netic materials that will scale to nano-dimensions. In the following text, we will
discuss some of our results on developing and characterizing novel magnetic oxides
and semiconductors which could potentially be used in the next-generation memory
and logic devices.

16.2.1 Reactive Bias Target Ion Beam Deposition (RBTIBD)

RBTIBD is a novel sputter deposition process utilizing low-energy ion beam source
and bias target sputtering technique [17], which can be used to prepare oxide thin
films. It was recently demonstrated that this deposition technique provided very
smooth interfaces in a GMR multilayer structure [18, 19]. Figure 16.2 illustrates the
schematic of RBTIBD system and explains the operation of this deposition system.
This process utilizes a low-energy broad beam ion source that reliably produces a
very high density of low energy (5–50 eV) inert gas ions. A large negative potential
bias is applied to the metal sputtering target. The high density of low-energy inert
gas ions in front of the sputtering target, seeing a very large potential difference,
are accelerated to the target surface at a near normal incidence angle at high-enough

Fig. 16.2 Reactive bias target ion beam deposition system
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energies to induce sputtering. Reactive gases (e.g., oxygen, nitrogen) can be mixed
in with the inert gas in a precise and controlled manner to react with the sputtered
metal atoms and form the desired compound. A pulsed DC bias is used to avoid
target poisoning during reactive processing. The main advantage of this novel sput-
ter technique is the ability to precisely control adatom energies, the composition,
and phase formation and to operate in a rather wide processing window. This sys-
tem has the capability of sputtering from three targets simultaneously, giving us the
opportunity of rapidly exploring a wide range of dopants. It is also capable of devel-
oping multilayer structures and providing a very smooth interface. This system is
also equipped with a substrate heater which can heat substrates to 650◦C.

16.2.2 Crx V1−x O2 Thin Films

Chromium dioxide (CrO2) is a ferromagnetic half-metal with a high degree of spin
polarization [20, 21]. It is an ideal candidate for practical spintronic devices because
it has a Tc above room temperature [22, 23]. Recent theoretical and experimental
analysis indicates CrO2 is nearly 100% spin polarized [24, 25]. However, prepara-
tion of single-phase CrO2 thin films is difficult, and present growth methods, such
as chemical vapor deposition (CVD) [26, 27, 28], are not well suited for multilayer
devices such as spin valve and magnetic tunnel junctions. Furthermore, chromium
has many oxidation states, including CrO3, Cr2O5, CrO2, and Cr2O3, and as such the
CrO2 phase is unstable and is known to readily irreversibly decompose to the Cr2O3

phase at elevated temperatures [29, 30]. CrO2 has a rutile structure, similar to that of
the high-temperature phase of vanadium dioxide (VO2). Vanadium dioxide (VO2)
undergoes a first-order metal-insulator transition (MIT) at 341 K. The first-order
phase change is dominated by a structural transformation from a high-temperature
tetragonal structure to a low-temperature monoclinic structure. The abruptness of
the phase transition is characterized by an abrupt change in electrical conductivity
and infrared transmission characteristics, making it an excellent candidate for sensor
and switching applications. It has previously been demonstrated that high-quality
single-phase VO2 thin films have been prepared using RBTIBD technique over a
rather wide range of phase composition [31]. In our experiments, the approach was
to deposit CrO2 and VO2 concurrently and stabilize CrO2 by combining with a VO2

matrix. The newly discovered CrVO2 thin films exhibited a unique combination of
magnetic and electrical properties.

The stoichiometry of the films was determined using inductively coupled plasma-
mass spectrometry (ICP-MS) after chemically dissolving the films and confirmed by
X-ray fluorescence (XRF) using peak ratios. We have chosen to focus on two thin
films doped with 10 and 20 at.% Cr. The X-ray diffraction (XRD) patterns of the
10 and 20% CrxV1−xO2 films correspond to the rutile VO2 structure with lattice
constants of 2.270 and 2.273 Å respectively as shown in Fig. 16.3a. The observed
rutile (020) VO2 peaks had FWHM values of 0.19 and 0.20 respectively, indicat-
ing the highly crystalline nature of the material. The metal insulator transition from
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(a)

(b)

(c)

Fig. 16.3 (a) XRD 2θ/θ scan for 10% Cr and 20% Cr-doped VO2 thin films deposited on (0001)
Al2O3 single crystalline substrates. The rutile (020) VO2 peak is observed; (b) Φ scans of (110)
CrVO2 and (022̄4) sapphire; (c) atomic force microscopy (AFM) image of 2×2 μm2 area of a 20%
Cr-doped VO2 thin film surface. The root mean squared (RMS) surface roughness was calculated
to be 0.3 nm over a 5×5 μm2 area

the tetragonal to monoclinic structure is apparently suppressed at room temperature
with the addition of Cr ions into the VO2 matrix. A clear shift in the peaks to lower
angles is observed with increasing Cr concentration indicating an increase in lattice
constant. This behavior is not completely understood; the addition of substitutional
Cr4+ to the VO2 matrix should cause a decrease in the lattice constant, since they are
smaller than the V4+ ion. It is believed that the 20% Cr-doped VO2 sample is more
oxygen deficient than that of the 10% Cr-doped VO2 sample and could account for
this observation. No secondary chromium oxide phases were detected in the X-ray
diffraction analysis. X-ray diffraction (XRD) Φ-scans (Fig. 16.3b) show six off-
axis reflections at Ψ = 45◦ corresponding to a (110) orientation of CrxV1−xO2. The
presence of six peaks in the phi scans is due to the presence of three orientation
variants of CrxV1−xO2 that are rotated in-plane by 60◦ about the CrxV1−xO2 [020]
axis. The (110) CrxV1-xO2 reflections of each orientation variant are rotated by 30◦

with respect to the (022̄4) sapphire reflections. This indicates that orientation rela-
tionship can be described as follows:

(010)CrxV1−xO2
‖ (0001) Al2O3

and [100]CrxV1−xO2

∥∥ [101̄0
]

Al2O3
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The surface morphology was characterized on a typical sample by atomic force
microscopy (AFM). AFM measurements indicated remarkably smooth films with
a root-mean-square (RMS) roughness of 3.0 Å over a 5×5 μm2 scan area in
Fig. 16.3c. One plausible explanation for the smoothness of our films is growth
chamber configuration, and its use of low-energy ion beam-assisted growth, which
has already been demonstrated to smooth metal and oxide thin films during process-
ing.

Cross-sectional transmission electron spectroscope characterization was made
on the 20% Cr-doped VO2 thin film to ascertain information on the microstructure,
and Cr distribution throughout the crystal lattice. Figure 16.4a shows a bright field
image taken at 293 K, parallel to the Al2O3 <110> zone. From the cross-sectional
bright field image, an oriented columnar crystal structure is observed, with no clear
presence of Cr clustering or secondary phases. Electron diffraction patterns, parallel
to the Al2O3 <110> and <100> zones, are taken at 100 and 293 K as indicated in
Fig. 16.4b. The electron diffraction patterns show the classic presence of stacking
faults, but they support the identification of the tetragonal VO2 structure at room
temperature, and coincide with observations made with XRD experiments. There is
no change in the electron diffraction pattern between room temperature and 100 K,
suggesting that the structure transition in VO2 is suppressed at least to tempera-
tures of 100 K. Electron energy loss spectroscopy (EELS) elemental mappings near
the film surface and substrate–film interface indicate no significant Cr concentra-
tion variation throughout the film. Figure 16.4c shows the corresponding Cr L edge
(575 eV) image for both the film surface and substrate–film interface.

Fig. 16.4 (a) Bright field cross-section TEM image of 20% Cr-doped VO2 thin film parallel to
Al2O3 substrate <110> zone; (b) Electron diffraction patterns for 20% Cr-doped VO2 at 293
and 100 K for both the <110> and the <100> zones. The “A” denotes the Al2O3 substrate;
(c) Elemental mapping for 20% Cr-doped VO2 near the film surface and substrate/film interface
using Cr L edge (575 eV). The brightness represents the concentration of Cr ions
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Figure 16.5 shows resistivity as a function of temperature for an undoped VO2

and a Cr0.2V0.8O2 thin film. The undoped VO2 thin film has a resistivity of 3.4×10−4

Ω-cm at 380 K and then undergoes an abrupt change of 103 in resistivity at its MIT
temperature of 341 K, and then increases several orders of magnitude as temperature
decreases to 1.7×103 Ω-cm at 100 K, following a variable-range-hopping conduc-
tion mechanism. The Cr0.2V0.8O2 thin film has a resistivity of 1.4×10−3 Ω-cm at
380 K and then increases several orders of magnitude as temperature decreases to
27.5 Ω-cm at 100 K, again following a variable-range-hopping conduction mecha-
nism. It is important to note the absence of an abrupt transition in the Cr0.2V0.8O2

thin film as is seen in the undoped VO2 thin film. This observation supports the
electron diffraction analysis which shows no apparent change in the tetragonal
structure from 293 K down to 100 K. Below 285 K the experimental data were fit-
ted to a variable-range-hopping conduction mechanism described by the following
equation:

σ = σo exp

(−B

T 1/4

)

where B = 4E/
(
kB T 3/4

)
, E is the activation energy, and kB is the Stephan–

Boltzmann constant. The resistivity vs. temperature plot for the Cr0.2V0.8O2 sample
is typical of all Cr-doped VO2 samples studied.

Fig. 16.5 Resistivity as a function of temperature of undoped VO2 and 20% Cr-doped VO2

thin films deposited on (0001) sapphire substrates. Below 285 K the experimental data follow a
variable-range-hopping conduction mechanism

The magnetic properties were investigated using a vibrating sample magnetome-
ter (VSM) attached to the PPMS tool from quantum design and verified using a
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superconducting quantum interference device (SQUID) magnetometer. The mag-
netic behavior of the 10% Cr and 20% Cr-doped VO2 thin films was investigated
over a range of temperatures. Figure 16.6a shows the magnetization as a function
of applied magnetic field (M–H) as measured at 5 and 300 K for 10% Cr and 20%
Cr-doped VO2 thin films. The magnetic field was applied parallel to the plane of the
film, and the diamagnetic contribution from the sapphire substrate is subtracted. An
algorithm was used to smooth the presented data. Hysteresis measurements were
made in the range of −1.5 T ≤ H ≤ 1.5 T. The coercivity of 20% Cr-doped VO2

thin film was 400 and 150 Oe at 5 and 300 K respectively, while the 10% Cr-doped
VO2 thin film had coercivity of 600 and 500 Oe at 5 and 300 K respectively. The
saturation magnetization was determined to be 0.95 μB/Cr and 0.40 μB/Cr for the
20% Cr-doped VO2 thin film at 5 and 300 K respectively, whereas the 10% Cr-doped
VO2 thin film saturation moments were 0.90 μB/Cr and 0.20 μB/Cr at 5 and 300 K
respectively. Figure 16.6b shows the saturation magnetization vs. temperature for
the 10% Cr and 20% Cr-doped VO2 thin films using an applied field of 1.5 T. From
the magnetization vs. temperature data, it appears that the magnetic interactions are
significantly enhanced below 50 K which could be due to some inherent composi-
tional or strain inhomogeneity. The magnetization at higher temperatures appears
to increase significantly with Cr concentration, which is promising for future device
applications, where one can tune the magnetic properties by varying the dopant con-
centration.

(a)

(b)

Fig. 16.6 (a) Magnetization vs. applied magnetic field (M–H) plots for 10% Cr and 20% Cr-
doped VO2 at 5 and 300 K. respectively; (b) Saturation magnetization vs. temperature plot with
1.5 T applied field for 10% Cr and 20% Cr-doped VO2 thin films
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In summary, we prepared rutile CrxV1−xO2 (0.1 ≤ x ≤ 0.2) thin films on sapphire
substrates. These films have a rutile structure, have a high crystalline quality, and
are remarkably smooth, which may prove important in future devices where inter-
face engineering is a concern. TEM studies conclude that the films have the rutile
VO2 structure and a uniform distribution of Cr throughout the host matrix. The
films display “poor metal” like conduction at temperatures above room temperature
and variable-range-hopping conduction below that. Ferromagnetism was observed
at room temperature, and the moment is dependent on the Cr-dopant concentration.
Further characterization on the spin polarization of CrxV1−xO2 is underway, and
the unique combination of magnetic and ferromagnetic properties could be useful
in spin injection or sensor application if a very high spin polarization is obtained
in CrxV1−xO2. It is also important to understand the ferromagnetic exchange mech-
anism in this new material and study the impact of defects on the transport and
magnetic properties.

16.2.3 Cox Ti1−x O2 Thin Films

The ferromagnetism in Co-doped TiO2 has attracted considerable attention since
Matsumoto et al. first reported the room temperature ferromagnetism in Co-doped
anatase TiO2 [13]. The room temperature in Co-doped rutile TiO2 thin films has also
been reported [32] and the Anomalous Hall Effect (AHE) was observed which indi-
cated that the nature of ferromagnetism was carrier mediated [33]. However, a con-
sensus on whether the origin of the ferromagnetism is intrinsic or extrinsic has not
yet been reached. Reports [34, 35] on the observation of Cobalt nano-clusters in both
rutile and anatase Co-doped TiO2 indicated that the metallic Co clusters caused the
room temperature ferromagnetism in Co:TiO2. The AHE was also observed in rutile
Co:TiO2 with the presence of Co nano-clusters, which brought doubts on determin-
ing the nature of the diluted magnetism of the Co:TiO2 system using AHE [34].
On the other hand, Chambers’ group has done extensive studies on TiO2 thin films
doped with Co and Cr, and he presented strong evidence that the structural defects
such as oxygen vacancies may cause the ferromagnetism in Cr-doped TiO2 [36].

It is important to identify the origin of ferromagnetism in TiO2 films as well as
to investigate the AHE in this system in order to utilize the room temperature ferro-
magnetic TiO2 in any practical spintronic applications. Having this as the objective,
we start to investigate the influence of the phase, the microstructure, the crystal
quality, and the impurity phases on the ferromagnetism and transport properties of
Co-doped TiO2 thin films prepared by the new RBTIBD processing. In the following
section, we present some preliminary results we obtained.

We were able to synthesize both rutile and anatase TiO2 thin films doped with
Co on (100) LaAlO3 substrates by controlling the growth parameters; the two
parameters mainly controlled were the total growth pressure and oxygen content.
Figure 16.7 shows XRD spectra of TiO2 thin films deposited on LaAlO3 sub-
strates using different growth conditions. In both cases, TiO2 thin films were highly
textured.
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Fig. 16.7 XRD spectra of (a) an anatase Co-doped TiO2 thin film on LaAlO3; (b) a rutile Co-
doped TiO2 thin film on LaAlO3

Figure 16.8 shows the magnetic moments of Co:TiO2 thin films as a function
of magnetic field (H) at 10 and 300 K respectively. The Co concentration has been
determined using X-ray fluorescence (XRF). It is clear that the Curie temperature
(Tc) of the anatase thin film is much higher than room temperature based on the
fact that there is no significant change in the hysteresis loop between 10 and 300 K.
We have been very careful with the sample handling and VSM operation to make
sure that no ferromagnetic contamination was introduced during the measurements.
The saturation magnetic moment for this anatase TiO2 doped with 2.3 at.% Co is
∼2 Bohr magneton (μB) per Co. On the other hand, the rutile thin film exhibits
much higher saturation magnetic moment (∼4 μB per Co) with a smaller Co con-
centration (∼1.5 at.%). In addition, the hysteresis loop in the rutile phase thin film
disappears at 300 K, which indicates that the film becomes superparamagnetic at
room temperature.

Fig. 16.8 Hysteresis loops of (a) 2.3 at.% Co-doped anatase TiO2 film; (b) 1.5 at.% Co-doped
rutile TiO2 film
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Transmission electron microscopy (TEM) was used to reveal the microstructure
of TiO2 thin films with different phase compositions. Figure 16.9 shows a cross-
section bright field image of the same sample whose magnetic properties are shown
in Fig. 16.3(a). The strong surface faceting indicates that the film is strongly textured
with a very high crystal quality. There is no observation of any secondary phase,
which implies that the ferromagnetism comes from a uniform single phase of diluted
magnetic anatase TiO2. The inset in the micrograph is an electron diffraction patter
taken on the film as well as the LAO substrate. It further confirms the epitaxial
relationship obtained from XRD.

Fig. 16.9 Cross-section
bright field TEM image of
anatase TiO2 doped with
2.3 at.% Co

In contrast, nano-sized clusters (∼2 nm) have been observed all through the rutile
TiO2 thin film as shown in Fig. 16.10. Energy dispersive spectroscopy (EDS) tech-
nique was used to identify the chemical composition of the nano-clusters. The inset
shows EDS spectra taken on the nano-clusters and on the background matrix. It is
found that these clusters are much richer in Co compared to the background. In the
literature, the observation of Co clusters has been reported and the presence of Co
clusters brings either ferromagnetism or supermagnetism to TiO2 thin films depend-
ing on the size and temperature. It is likely that the high saturation moment of this
rutile TiO2 thin film is due to these Co-rich clusters, which is undesired for a diluted
magnetic semiconductor.

We preformed transport measurements on the anatase sample using the Van de
Pauw method. The preliminary temperature dependence of resistivity shows a semi-
conducting behavior as shown in Fig. 16.11. We also observed the nonlinear Hallef-
fect on the same sample at 100 K (not shown here), and this implies the presence of
the AHE. However, the data are very noisy due to the high resistance of this sample.
Further characterization on micro-fabricated devices is underway.

In summary, we deposited both anatase and rutile TiO2 films doped with Co.
The saturation magnetic moment for the anatase TiO2 doped with 2.3 at.% Co was
∼2 μB/Co at 10 and 300 K, which implies that Tc is much higher than room tem-
perature. Meanwhile, the rutile TiO2 film exhibits much higher saturation magnetic
moment (∼4 μB/Co) with a smaller Co concentration (∼1.5 at.%) at 10 K but the
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Fig. 16.10 Cross-section bright field TEM image of rutile TiO2 doped with 1.5 at.% Co

Fig. 16.11 Temperature vs.
resistivity of an anatase TiO2

thin film doped with
4 at.% Co

hysteresis loop disappears at room temperature. TEM revealed that both films were
highly textured. In the rutile film, nano-size Co-rich clusters (∼2 nm) have been
identified using EDS. We concluded that the ferromagnetism in the rutile films was
caused by these nano-clusters. While in the anatase film, we did not observe Co-rich
clusters and therefore the ferromagnetism in the anatase film may arise from intrin-
sic diluted magnetism. The preliminary result on the transport properties showed
that the anatase film was semiconducting at room temperature. More detailed AHE
experiments are necessary to understand the influence of Co doping on the carrier
concentration and the correlation between the carriers and ferromagnetism.
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16.3 Diluted Ferromagnetic Ge1−x Mnx by Ion Implantation

The search for semiconductors with room temperature ferromagnetism has been a
longstanding goal because of their potential as spin-polarized carrier sources and
possible new spintronic devices [4]. The discovery of diluted ferromagnetism in
transition metal-doped III–V semiconductors [37–39] has helped bring practical
semiconductor spintronic devices within reach. One of the key features of some
of these materials is that they exhibit carrier-mediated ferromagnetism, in which the
ferromagnetism is caused by the interaction of the magnetic ions with the carriers—
electrons or holes. The Curie temperature and other magnetic properties can be
modified by changing the carrier concentration with electric fields (gates) or with
optical excitation. This ability to gate the magnetism by changing carrier concen-
tration presents a new paradigm for memory/logic integrated devices [4] which has
the potential for much lower power dissipation compared to conventional CMOS
[40]. Recently there has been some active research on the ferromagnetism in Group
IV semiconductors in both theory [41, 42] and experiments [43–53] due to the
interests stated above. Most efforts have been on the growth of the GeMn system
using molecular beam epitaxy (MBE) [44, 47, 54, 55], and a few groups employed
the ion implantation technique [45, 51, 53]. In Ge1−xMnx prepared by either tech-
nique, the formation of intermetallic secondary phases especially the ferromagnetic
Mn5Ge3 phase has been reported, and it is highly undesirable to have such phases in
Ge1−xMnx for any anticipated device applications. In this study, ion implantation,
a standard technique in the semiconductor industry, was used to introduce Mn ions
into n-type Ge thin films. We will focus on the magnetic and electric properties of
precipitate-free Ge1−xMnx samples produced by Mn ion implantation.

Germanium-on-insulator (GOI) substrates were used for this study. The sample
is composed of 200 nm thick Ge/400 nm thick SiO2 on the top of a boron-doped
Si handle wafer. Thus the electrical transport properties of Mn-doped Ge thin films
could be studied without the influence of the underlying substrate. Mn ions were
introduced into Ge by ion implantation performed by Core Systems, Inc. Both single
implantation and multi-implantation methods were used. The implantation energies
and doses were calculated by SRIM (stopping and range of ions in matter) software
[7] based on the desired Mn concentration which ranged from 0.5 to 4 at.%. Single
implantation was performed at a temperature of 300◦C and an implantation energy
of 200 keV. Dual ion implantations were also performed at a lower implantation tem-
perature 75◦C. The first implant used a lower dose with a higher implantation energy
of 170 keV, and the average depth of Mn ions was around 100 nm from the surface.
The second implantation used a higher dose and a lower implantation energy of
60 keV and resulted in an average ion depth ∼30 nm from the surface. The combi-
nation of the two Mn ion implantations yields a more uniform distribution of Mn
ions across the Ge thin films compared to that by the single implantation.

Figure 16.12a shows a cross-section TEM bright field image of an as-implanted
2 at.% Mn-doped Ge thin film prepared by a single implantation. A secondary crys-
talline phase was embedded in the Ge matrix that has been also observed in the
post-annealed 2 at.% Mn-doped Ge sample. The diffraction pattern acquired by a
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Fig. 16.12 (a) Cross-section bright field TEM images for 2 at.% Mn-doped Ge by the single
implantation and annealed at 650◦C for 5 min. (b) Nano-beam electron diffraction pattern of the
impurity phase and Ge matrix. Both images were taken along the Ge 〈110〉 zone axis

nano-beam diffraction showed that the impurity phase can be indexed as an Mn-rich
alloy Mn5Ge3 with the hexagonal structure as shown in Fig. 16.12b. Figure 16.13a
shows a cross-section TEM bright field image of an annealed 4 at.% Mn-doped Ge
sample by the dual implantation method. It can be seen that the most of Ge thin
films remained amorphous after annealing. There is some crystalline Ge close to
the Ge/SiO2 interface. But the secondary phase was not observed in the entire film.
In addition, XRD spectra (not shown here) also shows that there are no diffraction
peaks from the Mn5Ge3 phase in both as-implanted and annealed dual-implanted
Ge1−xMnx. Thus, we are confident that we can rule out the existence of an Mn-rich
secondary phase in these dual-implanted 4% Mn-doped Ge samples.

The implantation temperature is a very critical parameter in controlling the for-
mation of the secondary phase. For the single implantation, the temperature was
kept at 300◦C, and the Mn5Ge3 phase was formed during the implantation when
the Mn dose was 2.73×1015 ions/cm3 corresponding to 2 at.% Mn. However, during
the dual implantation, the implantation temperature was 75◦C, and the intermetallic
secondary phase did not form in the as-implanted sample even with a much higher
Mn dose (8×1015 ions/cm3). In comparison, it has been established that the ferro-
magnetic Mn5Ge3 phase appears in GeMn at the growth temperature higher than
85◦C prepared by MBE [47, 49]. A recent report on MBE grown Ge1−xMnx indi-
cated that the annealing temperature above 250◦C caused the nucleation of Mn5Ge3

[56]. However, we did not observe the formation of ferromagnetic Mn5Ge3 in the
dual-implanted samples following the rapid thermal annealing at 300◦C.

Figure 16.13b and c is the zero loss and Mn M-edge (49 eV) elemental mapping
images near the sample surface of the 4% Mn dual-implanted Ge sample, respec-
tively. In Fig. 16.13b, some dark regions with the size of ∼3 nm occurred near the
sample surface. The features corresponding to these dark spots have the brighter
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Fig. 16.13 (a) Cross-sectional bright field image of the 4% Mn dual-implanted Ge sample,
annealed at 300◦C for 1 min. The inset is the electron diffraction pattern. Energy-filtered images
taken near the sample surface: (b) electron energy zero-loss image and (c) Mn M-edge (49 eV)
map of the same area. The brightness in (c) represents the concentration of Mn ions. We circled
and marked the interested areas to show the correlation of these spots in both images

contrast compared to the background in Fig. 16.13c. The brightness in Fig. 16.13c
represents the richness of Mn ions. Therefore, these spots are likely the Mn-rich
clusters.

Mn-doped samples of 0.5 and 1% showed very small magnetization after the Mn
implantation at 375◦C, but the 2% sample showed strong ferromagnetism close to
room temperature due to the intermetallic Mn5Ge3 secondary phase as shown in
Fig. 16.14. Figure 16.14a shows that the hysteresis loop of this sample disappeared
between 200 and 300 K, and the Curie temperature is close to 300 K as indicated
by M vs. T (Fig. 16.14b). Mn5Ge3 has a Curie temperature of 296 K [57, 58]. The
magnetic properties of the single-implanted 2% Mn-doped sample were dominated
by the Mn-rich secondary phase which excludes it from any spintronics applications
that we are interested in. Therefore, we will focus on the characterization of dual-
implanted samples only which are free of the Mn5Ge3 phase.
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Fig. 16.14 Magnetic properties of 2 at.% Mn-doped Ge thin film by single implantation and
annealing at 600◦C for 5 min. (a) Hysteresis loops as a function of temperature. A diamagnetic
background caused by Si substrate was subtracted. (b) Magnetization as a function of temperature
under the magnetic field of 0.5 T

Figure 16.15 shows the hysteresis loops of the 4% Mn-doped Ge by dual implan-
tation at 5 K after the post-annealing at different conditions. The optimal magnetic
property, namely the saturation moment, was achieved at 300◦C. The annealing
temperature above 300◦C resulted in the decrease in the saturation moments at
5 K. The magnetization curves as a function of temperature measured on the dual-
implanted 4% Mn-doped Ge sample before and after the annealing at 300◦C are
shown in Fig. 16.16. The as-implanted sample shows a hysteresis loop and a very
small saturation moment (∼0.04 μB/Mn) below 10 K. It became superparamagnetic
between 10 and 25 K and eventually showed only weakly paramagnetism at 50 K.

Fig. 16.15 Hysteresis loops
of 4 at.% Mn-doped Ge
samples at 5 K following dual
implantation and annealing
under different conditions.
The diamagnetic background
is caused by the underlying Si
wafer
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Fig. 16.16 Hysteresis loops as function of temperature of 4 at.% Mn-doped Ge thin films following
dual implantation (a) as implanted and (b) annealed at 300◦C for 1 min. A diamagnetic background
caused by the Si substrate was subtracted

The hysteresis loop was observed up to 25 K then the magnetization curve was para-
magnetic at higher temperatures (above 50 K). The saturation moment at 5 K was
∼0.12 μB/Mn. We estimated that only ∼4% of the Mn ions were magnetically active
based on the expected 3 μB/Mn of theoretical predictions [41, 44]. The annealing
temperature of 300◦C was relatively moderate, and it can be seen in Fig. 16.13a that
the amorphous Ge caused by the ion implantation did not fully re-crystallize at this
temperature. However, the magnetic properties were degraded following the anneal-
ing at higher temperatures. The magnetic properties in dual-implanted samples are
likely determined by the distribution of Mn ions rather than the crystallinity of
Ge1−xMnx.

Figure 16.17 shows both the zero-field magnetization and the magnetization at 1
T as a function of temperature for 4% Mn sample. The spontaneous magnetization

Fig. 16.17 Temperature
dependence of the
magnetization at the zero
fields and 1 T. The dashed
lines were added to guide the
eye
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disappeared between 15 and 20 K, and we estimated that TC is ∼20 K. The external
field induced magnetization can be observed to much higher temperature (∼200 K),
which we denote as T ∗

C . The shape of the magnetization curve was different with
or without the external magnetic field. At zero magnetic field, the magnetization
has a very steep decrease from 5 to 20 K, and the shape can be approximately fit
to a first-order exponential decay function. A similar magnetic behavior has been
predicted using the percolation theory of magnetic polarons [59]. Meanwhile, the
magnetization curve at 1 T showed two distinguishable regions. It showed a small
change below 60 K and a much more rapid decrease in the magnetization from 60
to 200 K. The discrepancy in the two ordering temperatures has been reported pre-
viously on GeMn thin films grown by MBE, and it has been attributed to interacting
“spin clusters” [47, 54]. These Mn-rich regions in Ge as seen in Fig. 16.13c prob-
ably have local magnetic ordering from 20 to 200 K, therefore T ∗

C represents the
Curie temperature of Mn rich clusters in the system.

Figure 16.18 shows the resistivity as a function of temperature for the as-
implanted samples and samples annealed at various conditions. The as-implanted
samples have the highest resistivity probably due to implantation damage. After
annealing, the resistivity decreased and a higher dose of Mn resulted in a lower
resistivity at the same annealing condition. The thermal annealing promoted Mn
ion substitution into the Ge lattice, and as a result, Mn ions released carriers (two
holes) into the Ge film which we believe caused the improvement in electrical con-
duction. The carriers created in this process, especially localized carriers, play an
important role in the exchange interaction between Mn ions, and it will be the topic
of a forthcoming paper.

Fig. 16.18 Resistivity as a
function of temperature of
Mn-doped Ge thin films
following dual implantation
and annealing under different
conditions

Now we focus on the electric properties of the dual-implanted 4% Mn sample
annealed at 300◦C, which showed the optimal magnetic properties. Figure 16.19a
shows the magnetoresistance ratio (MR) of the 4% sample after annealing as a func-
tion of external field and temperatures. The MR is defined as
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Fig. 16.19 (a) Magnetoresistance ratios as a function of magnetic field and temperature; (b)
Anomalous Hall resistances as a function of field and temperature of 4 at.% Mn-doped Ge annealed
at 300◦C for 1 min

M R = ρH − ρ0

ρ0

where ρ0 and ρH are the zero-field resistivity and the resistivity at an external mag-
netic field of H. A small positive MR ratio of ∼1.5% is obtained at 10 K and 7 T.
The MR decreases monotonically with an increase in temperature however it is still
0.8% at 300 K and 7 T. It has been suggested that the MR in this system appears to be
closely tied to the Mn distribution rather than the magnetic properties [56]. Further
studies are necessary to clarify the origin of the MR in dual-implanted Ge1−xMnx

samples at room temperature.
There are two components that contribute to the Hall resistance: the Ordinary

Hall Effect (OHE) and the AHE which comes from spin–orbit coupling. The Hall
resistance RHall can be expressed as:

RHall = R0 B + Rsμ0 M

where R 0 is the normal Hall coefficient, RS is the anomalous Hall coefficient, B is the
external magnetic field, M is the magnetic moment, and μ 0 is the magnetic perme-
ability of vacuum. The second term in the above equation Rsμ0 M is the anomalous
Hall resistance and is directly determined by the magnetization of a ferromagnet.
Hall measurements of Mn-doped Ge samples were dominated by ROHE, and we had
to subtract the linear component from RHall to extract RAHE as shown in Fig. 16.19b.
RAHE persists to 200 K, which coincides with T ∗

C . RAHE disappeared above 200 K
which was well above the spontaneous magnetization temperature (∼20 K). This
implies that the external field induced magnetization is carrier mediated.

In summary, Ge1−xMnx thin films (n-type Ge on SiO2) were prepared by Mn
implantation using different parameters. The dual implantation at a lower temper-
ature (75◦C) prevented the formation of the intermetallic MnGe compounds and
allowed higher Mn-doping concentrations (up to ∼4 at.%). TEM showed a rather
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uniform Mn ion distribution in dual-implanted 4% Mn-doped Ge following a post-
annealing at 300◦C however Mn-rich clusters were observed close to the sample sur-
face. The optimal ferromagnetic properties were achieved following post-annealing
at 300◦C. This relatively low annealing temperature did not fully recover the implan-
tation damages as suggested by the TEM results. Two different ordering tempera-
tures were observed on dual-implanted 4% Mn samples following post-annealing at
300◦C for 1.5 min. The spontaneous magnetization disappeared around 20 K, and
this temperature represented the Curie temperature for the entire Ge1−xMnx thin
film. The external field induced magnetization was observed up to 200 K, and it was
likely caused by the magnetization of Mn-rich clusters. The electrical characteriza-
tion showed that the external field induced magnetization was carrier mediated, and
the anomalous effect was observed up to 200 K. We are currently investigating the
influence of the initial carrier type and concentration on the diluted magnetism in
the GeMn system in order to understand the coupling of carriers and ferromagnetic
ordering. Further studies on Mn ions redistribution and the crystallization of amor-
phous Ge are also needed to explain that the optimal ferromagnetic properties of
GeMn were obtained at a relatively moderate annealing temperature.
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Chapter 17
Growth and Properties of Epitaxial Chromium
Dioxide (CrO2) Thin Films and Heterostructures

Guo-Xing Miao and Arunava Gupta

Abstract CrO2 is a remarkable ferromagnetic material that is simultaneously an
excellent metal for majority spin electrons and an insulator for minority spin elec-
trons [1–3]. For this reason, CrO2 is called a half-metal, and in fact, it is the only
one experimentally demonstrated [4–6]. Because of this, CrO2 has received con-
siderable interest for spintronic applications in recent years. Band structure cal-
culations have shown that the conduction bands in the spin minority channel of
this system are completely shifted away from the Fermi level, resulting in 100%
spin polarization. This makes it an attractive choice as a ferromagnetic material for
spin-dependent devices such as spin injectors and spin detectors. In this chapter, we
briefly describe the bonding characteristics in CrO2, based on first principles band
structure calculations, as well as discuss some of its intrinsic structural, electrical,
and magnetic properties. The strain-induced magnetic anisotropy resulting from lat-
tice mismatch with the substrates is also discussed. Finally, we provide some details
regarding the fabrication of epitaxial rutile-based heterostructures and their trans-
port properties in micron-sized tunnel junction and GMR devices.

17.1 Density of States (DOS) of Half-Metallic CrO2

and the Double Exchange Mechanism

We use the DOS of half-metallic oxide (CrO2), a non-magnetic metallic oxide
(RuO2), and an insulating oxide (TiO2), all belonging to the rutile family, to illus-
trate the differences between a half-metal and other materials. Figure 17.1 illustrates
the unit cell of a rutile structure. We choose TiO2 (with the rutile structural poly-
morph) for comparison because Ti(Z = 22) is very close to Cr(Z = 24) in the
periodic table, and it is also the most common member within the rutile family.
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Further, very high-quality single crystal substrates of TiO2 with cuts of different
orientations ((100), (110), and (001)) are available commercially. We choose RuO2

as an example of a non-magnetic metallic rutile oxide. We can epitaxially grow thin
films of these rutile oxides using the technique of chemical vapor deposition (CVD)
and also form heteroepitaxial structures with each other.

Fig. 17.1 The rutile crystal
structure. The dark spheres
indicate the O ions, and the
light spheres indicate the
cations (Ti, Cr, Sn, Ru, etc.)
in the unit cell. The
octahedral coordination of the
central cation is depicted in
the drawing

In the following examples of DOS results for various rutile oxides, we have
carried out the calculations using the generalized gradient approximation (GGA)
method in the VASP code allowing the atoms to relax to their equilibrium posi-
tions by minimizing the stress tensors acting on them. Figure 17.2 illustrates the
total DOS for CrO2, TiO2, and RuO2. The half-metallic nature of CrO2 is appar-
ent from comparing the three plots. The spin-up DOS of CrO2 closely resembles
the DOS of RuO2, while the spin-down DOS of CrO2 is similar to the DOS of
TiO2. Therefore, CrO2 is metallic in its spin-up channel, and insulating in its spin-
down channel, hence the name “half-metal.” The s, p, and d electron sub-DOS
of CrO2 are also illustrated in Fig. 17.2. Below the Fermi energy in the energy
range −8eV< E <−2eV, the p and d electron DOS have similar shapes, although
with differing intensities. As a consequence, there is covalent bonding between the
Cr(3d) and the O(2p) electrons. The crystalline field due to the octahedral coordi-
nation of the Cr ions splits the Cr3d orbitals into t2g and eg sub-bands, occupying
the energy range −2eV < E < −2eV and 2eV < E < −2eV, respectively. The
spin-down DOS is rigidly shifted because of exchange interaction by approximately
2rmeV , resulting in a band gap of about 2eV in the spin minority channel. The local
distortion of the CrO6 octahedra further splits the t2g bands into xy, yz + zx , and
yz−zx orbitals. Cr4+ (d2) has two valence electrons. One of them, with xy character,
is buried below the Fermi level (the DOS peak between −eV and 0eV) and strongly
localized at each site. The other, with mainly yz + zx character, lies across the
Fermi level and is strongly hybridized with O2p electrons. It has been proposed that
such an electronic configuration makes CrO2 “a self-doped double exchange ferro-
magnet” [3]. The valence electrons themselves provide the localized and mobile
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electrons, and according to Hund’s rule the free-moving electrons travel between
sites and have the effect of ferromagnetically aligning the neighboring spins.

Fig. 17.2 The DOS for half-metallic CrO2, metallic RuO2, and insulating TiO2. The angular
momentum dependent sub-DOS of CrO2 is also shown in the upper right panel. The Fermi level
is defined as energy zero

17.2 Intrinsic Properties of Epitaxial CrO2 Films

As mentioned earlier, CrO2 has a tetragonal rutile structure with bulk lattice param-
eters of a = b = 0.4421 nm and c = 0.2916 nm The short c axis is a consequence
of the distortion of the oxygen octahedral. Being a metastable phase, the nucleation
of CrO2 is critically dependent on the substrate lattice structure and the formation
temperature. For aiding the nucleation and epitaxial growth of CrO2, we choose
an isostructural and well-lattice-matched substrate, namely (100)-TiO2 with lattice
parameters of a = b = 0.4594 nm, and c = 0.2958 nm We have deposited high-
quality epitaxial CrO2 thin films using a simple CVD reactor consisting of a quartz
tube placed inside a two-zone furnace with independent temperature control of the
two zones [7, 8]. Before film growth, the single crystal (100)-TiO2 substrates are
cleaned with organic solvents and dilute hydrofluoric (HF) acid solution and loaded
into the CVD chamber. The films are grown at a substrate temperature of 400◦C in
the primary reaction zone, with the solid CrO3 precursor being placed in the sec-
ondary zone of the furnace that is heated to about 260◦C for sublimation. Oxygen is
used as a carrier gas with a flow rate of 100 sccm.
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Due to the difficulty in the formation of CrO2 under ambient conditions, deposi-
tion during the CVD growth process occurs selectively on the lattice-matched TiO2

substrate in a very narrow temperature window of ±20 ◦C, with the quartz tube
and the susceptor remaining clean after the deposition. The selective deposition of
CrO2 [9, 10] can be exploited for the patterned growth of the material using TiO2

substrates that are pre-patterned using SiO2 [10]. The lattice match between the
film and the substrate results in epitaxial strain in the film that can lead to signifi-
cant modifications in the film properties. We will detail the influence of strain on the
magnetic properties in the next section. Because the lattice parameters of rutile TiO2

are larger than those for CrO2 by 3.91 and 1.44% along the b- and the c-directions,
respectively, the epitaxial films experience tensile stress in both in-plane directions
and consequently shrink in the out-of-plane a direction. The strain increase shows
up as a shift in the normal θ−2θ XRD peak to higher angles with decreasing film
thickness (Fig. 17.3). In addition, we have performed off-axis XRD scans to deter-
mine the in-plane CrO2 film lattice parameters for various thicknesses, and the strain
relaxation roughly follows a t1/3 dependence along all three lattice directions [11]. A
slower relaxation rate than predicted by the equilibrium Matthews–Blakeslee (M-B)
model [12] is commonly observed for epitaxial oxide films and has been attributed
to kinetic barriers in the propagation and multiplication of the misfit dislocations
needed for relaxation due to the ionic nature of the oxides [13, 14]. The strain relax-
ation mechanism in CrO2 results in changes in the film quality with thickness. The
inset to Fig. 17.3 illustrates the variation of the CrO2 rocking curve FWHM of the
(200) peak with film thickness. The peak width is a measure of the dispersion of the
films out-of-plane alignment and is a direct indication of the film quality. A peak
in the FWHM is observed for a film thickness of around 100 nm. For thinner films,
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dislocations are not energetically favored, and the films grow coherently on the sub-
strate. On the other hand, for thicker films, most of the strain is relaxed by disloca-
tions, and the films grow relatively strain free. For films of intermediate thickness,
the strain is only partially relaxed and is distributed relatively inhomogeneously
across the thickness of the film. The effect of inhomogeneous strain distribution on
the magnetic properties will be discussed in the next section.

The epitaxial CrO2 films exhibit a strong anisotropy in the electrical con-
ductivity between the long axes (a, b) and the short axis (c) directions,
(Fig. 17.4). The resistivity for an 84 nm thick film along the a- and c-directions
is 150 μΩ-cm and 200 μΩ-cm at room temperature, and 10.9 μΩ-cm and
5.6 μΩ-cm at 5 K, respectively. Apparently, transport along the a-direction is more
favorable at RT, but it is overtaken by the c-direction at lower temperatures. The
cross-over temperature between the two resistivity curves decreases with film thick-
ness, and it ranges from 220 K for a 17 nm film to 130 K for a 400 nm film (Fig. 17.4
inset). The residual resistivity ratio (rrr) is much larger along the c- than in the
a-direction. The larger rrr in the c-direction is not primarily a result of the increased
phonon scattering, as normally interpreted for larger rrr. Instead it is a result of
enhanced magnon scattering in this direction [15]. For comparison, similarly struc-
tured nonmagnetic RuO2 films deposited by CVD on (100) TiO2 substrates do not
exhibit any significant transport anisotropy.
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Fig. 17.4 Thickness dependence of the CrO2 resistivity along the c- and b-axis directions. Thick-
nesses are marked in nanometers. Inset shows the cross-over temperature as a function of film
thickness

The magnetic measurements presented here have been carried out on films of
dimension 5×5 mm2, with the film thickness being no more than 2×10–4 of the
lateral dimension. We thus expect the magnetization to be confined to the plane of
the substrate with negligible in-plane demagnetizing field (HD < 0.5Oe) and shape
anisotropy. The thinnest film we have studied is about 9 nm thick (corresponding
to about 40 atomic layers) and the surface anisotropy contribution, as is usually
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observed in ultrathin (1–10 atomic layers) transition metal films, is not expected
to be significant. For very thick films, the strain anisotropy can also be neglected.
Figure 17.5 summarizes the magnetic properties of a bulk-like CrO2 epitaxial film
of 1 μm thickness. Irrespective of film thickness, the epitaxial (100) CrO2 films that
we have grown display a Curie temperature (TC) of ∼390 K. The room tempera-
ture and 7 K saturation magnetization MS have been determined to be 475 emu/cm3

and 640 emu/cm3, respectively. The corresponding anisotropy energy constant K1

values are 2.2×105 and 4.5×105 erg/cm3 (Fig. 17.5), and for K2 are 4×104 and
3×104 erg/cm3, respectively [16]. The anisotropy field values HK are determined
from the in-plane hard axis (b-axis) hysteresis loops, and the crystalline anisotropy
energy constant K1 is calculated from the relation K1 = HK MS/2. Generally
speaking, bulk CrO2 is a relatively soft material as compared to most traditional
ferromagnets. Its crystalline anisotropy energy along the c-axis decreases mono-
tonically with temperature, rendering the bulk CrO2 film’s easy axis to be more
closely aligned along the c-axis at lower temperatures due to the increased energy
barrier in the hard b-axis direction. In competition, the strain arising from the mis-
fit between the CrO2thin film and the TiO2 substrate creates an additional uniaxial
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anisotropy which favors the b-axis direction. With decreasing film thickness, this
strain-induced anisotropy can become large enough to compete with and eventually
surpass the intrinsic crystalline anisotropy. We will discuss the details of this effect
in the next section.

17.3 Influence of Strain on the Magnetic Properties
of CrO2 Thin Films

For the practical implementation of CrO2-based spintronic devices, it is important to
gain a better understanding of its switching characteristics and magnetic anisotropy
and to explore possible approaches to control these properties. With such knowl-
edge, one can potentially realize independent switching of two separate CrO2 lay-
ers, and thus manipulate the relative spin orientations of the layers. The latter is
important for the operation of GMR and TMR-based devices. This section attempts
to provide a comprehensive investigation of the magnetic properties of epitaxial
CrO2 thin films, with emphasis on the strong sensitivity of its magnetic anisotropy
to strain and temperature.

17.3.1 Film Growth on Atomically Smooth TiO2 Substrates

In this section, we discuss the magnetic properties of CrO2 films deposited on atomi-
cally smooth (100)-TiO2 substrates. A dilute HF treatment of the substrates is essen-
tial to achieve such smoothness. There are two competing anisotropies present in the
as-deposited CrO2 films – the magnetocrystalline and the strain anisotropy – that are
considered significant. The former, a volume effect, is an intrinsic property of the
material that favors the magnetic easy axis to orient along the in-plane c-direction.
The latter is an interface effect, and highly strained thin films grown on (100)-TiO2

substrates exhibit magnetic easy-axis alignment along the b-direction, since the lat-
tice mismatch is larger along the b than in the c-axis direction (3.91% vs. 1.44%).
We have found that the relative magnitude of these two anisotropies is dependent
on the film thickness [17]. As illustrated in Fig. 17.6, the magnetic easy axis is
aligned along the c-direction for thick CrO2 films, but it becomes the hard axis for
thin films due to the dominance of the strain anisotropy. The cross-over thickness is
approximately 50 nm. Figure 17.7 clearly demonstrates the rotation of easy axis with
film thickness, as evidenced from the 90◦ out of phase between the thick and thin
films’ magnetic switching properties. Based on simple estimates, one expects the
ratio of the magnetocrystalline energy to the strain anisotropy energy to be approxi-
mately proportional to the film thickness t, which is related to the volume-to-surface
ratio. We will show, based on a simplified model of residual strain in the film, that a
more complex thickness dependence is appropriate in the heavily strained CrO2 thin
films.
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Fig. 17.6 Hysteresis loops
for a thin (15 nm) and a thick
(200 nm) CrO2 film along the
c- and b-axis directions

We here attempt to explain the thickness dependence of the magnetic anisotropy
and easy axis rotation. We describe the free energy of the system as follows:

E = K0 + K1 sin2 θ + K2 sin4 θ + (Kσc sin2 θ + Kσb cos2 θ )

= const + K1 sin2θ + Kσ sin2 θ + K2 sin4 θ
(17.1)

where K1 and K2 are the magnetocrystalline anisotropy energy constants; Kσb and
Kσc are the strain anisotropy energy constants associated with the b- and c-axis
directions, respectively.

Kσ = Kσc − Kσb = 3

2
λ(σc − σb) = 3

2
λY (εc − εb)

where θ is the angle between the magnetization and the c-axis; σc and σb are the
stress components [18]. We have represented Kσ in terms of the strain components
in the two directions by using the relationship Kσ = 3

2λY ε, where λ is the magne-
tostriction coefficient, Y is the Young’s modulus, and ε is the strain [18].

It is well known that for epitaxial growth on lattice-mismatched substrates the
film usually grows coherently strained to match the substrate for thin layers. How-
ever, above a critical thickness, dislocations are generated to relieve the misfit strain.
By minimizing the sum of the energy of the misfit dislocations and the elastic
misfit strain, Matthews and Blakeslee (M–B) [12, 19] have derived the thickness
dependence for the residual equilibrium strain,
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Fig. 17.7 Thickness
dependence of the CrO2

anisotropies. Inset shows the
enlarged curve for the 27 nm
film

ε = 1 − ν cos2 ϕ

8π (1 + ν) cosφ

b

t
ln

(
4t

b

)
(17.2)

where b is the magnitude of the Burgers vector of the dislocation, and α =
1 − ν cos2 ϕ

8π (1 + ν) cosφ
is a constant that depends on the Poisson ratio (ν ∼= 0.3), the

angles of the Burgers vector with respect to the dislocation line (ϕ), and the angles
between the interface and the normal to the slip plane (φ). By neglecting the K2

term in Eq. (17.1), we can relate the effective magnetic anisotropy energy constant
K1e f f = K1 + Kσ to the film thickness t,

K1eff = K1 + 3

2
λYα

[
c

t
ln

(
4t

c

)
− b

t
ln

(
4t

b

)]
(17.3)

In the above equation, we have approximated the magnitudes of the Burgers vectors
in the b- and c-directions with the corresponding lattice parameters. From Eq. (17.3),

it is seen that the ratio between K1 and Kσ is proportional to
t

ln t + const
for films

thicker than a few tens of nanometers (i.e., when t >> b, c). By analyzing the
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anisotropy fields based on the hysteresis loop measured along the hard-axis direction
at room temperature (e.g., Fig. 17.6), we have determined the values of K1eff for
CrO2 films over a large range of thicknesses, and a fairly good match has been
observed between the model and the experiment [17]. We have carried out X-ray
measurements of the off-axis CrO2 (220) and (202) peaks to determine the in-plane
b and c lattice parameters, and the value of α is determined to be 0.39 from the
experimentally measured strain in a 50 nm CrO2 film. If we assume the Young’s
modulus to be 2.5×1012 dyne/cm2, as in the case of bulk TiO2, the magnetostriction
coefficient of CrO2 at room temperature is estimated to be 9.4×10–6. Because of
differences in the thermal expansion coefficient between the film and the substrate,
the temperature can also induce easy axis reorientation in CrO2 films, especially for
films with thickness around 50 nm.

From the above discussion, it is clear that the nature of the strain relaxation as
a function of thickness has a strong influence on the magnetic anisotropy of CrO2

films. The crystalline and strain anisotropy directions for growth on (100) TiO2 sub-
strate are orthogonal to each other. If coherent rotation can be achieved for all thick-
nesses, the easy axis should be along the c-direction for films thicker than 50 nm,
and along the b-direction for films below 50 nm, as suggested by the change in the
sign of K1eff [17]. However, our results show that the anisotropy of CrO2 films is
more complicated than a simple switching of easy axis for an intermediate range
of thicknesses. In the thickness range of about 50–250 nm, we find that the CrO2

films do not exhibit a simple uniaxial switching behavior. Figure 17.9(a) shows the
hysteresis loops for a 65 nm film with fields applied along various angles relative
to the c-axis. Clearly, there exist two different switching fields, and they are 90◦ out
of phase, corresponding to the easy axis being along the b- or c-direction. A similar
behavior is observed for thicker films up to about 250 nm, with the c-axis switch-
ing component increasing in magnitude while the b-axis component decaying with
increasing film thickness.

The original M–B model was developed for relatively thin films in which the
thickness is not much larger than the spacing between neighboring edge dislocation
lines, and therefore the strain distribution is assumed to be homogeneous throughout
the film. In reality, especially for thick oxide films, the strain is more concentrated
near the interface and is gradually relaxed by forming dislocations. This is evidenced
from the non-uniform distribution of dislocations at various depths in the films [20,
21]. Using a simple model for the strain distribution throughout the film thickness,
we have demonstrated that it is energetically more favorable to form a 90◦-domain
wall in the middle of the film, and it thus results in the observed double-switching
phenomena [17]. The key factors that favor such a phenomena are that the material
must have low exchange stiffness constant (A), higher strain anisotropy (Kb∼3/2
λYε) of the bottom layers, and sufficient thickness to form the domain wall. For films
not too thin, and the strain distributed linearly near the substrate–film interface up to

thickness t0, the criterion is
1

2
Kbt0 ≥ β

2
π [A(Kb + Kt )]1/2. Here Kt is the top layer

crystalline anisotropy energy constant, β is a dimensionless factor depending on the
distribution of strains, and in the above-mentioned case, it is 0.22. CrO2 satisfies the
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criterion because it has a low Curie temperature (low A), a relatively large lattice
mismatch with the substrate, and yet can maintain epitaxial growth.

17.3.2 Films Grown on As-Polished TiO2 Substrates

The growth morphology of the CrO2 films is critically dependent on the TiO2

substrate-cleaning procedure utilized prior to deposition. Films grown on as-
polished (100)-TiO2 substrates that are cleaned with organic solvents (acetone and
isopropanol) and then rinsed in distilled water are relatively rougher and have a
columnar morphology with only a small residual strain [11]. The strain effect is
much more pronounced in films grown on substrates that are briefly treated with
dilute HF prior to deposition. AFM images confirm that the HF-treated substrates
have an atomically smooth surface (Fig. 17.8), and this is the origin of the large
strain established in the films described above. Furthermore, the CrO2 films
deposited on top of HF-treated substrates show elongated grains, while those on
as-polished substrates show square-shaped grains. This is yet another consequence

Fig. 17.8 AFM images of (100)-TiO2 substrates before (a) and after (b) HF treatment, and CrO2

films grown on top of them, 65 nm (c) and 37 nm (d)
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of the effect of residual strain. Hereafter, we refer to the CrO2 films grown on TiO2

substrates that do not or do undergo the additional HF treatment as strain-free and
strained films, respectively. Note that the “strain-free” films are not completely
strain free, but exhibit a much lower level of strain as compared to the other type
of films. Further improvements in the CrO2 film morphology is expected with use
of TiO2 substrates that are annealed at high temperatures (700−1,000◦C) after the
HF chemical treatment [22]. Depending on the miscut angle, the annealing step
can lead to formation of large flat terraces with well-defined unit cell steps on the
substrate surface.

We next focus on the magnetic properties of the strained and strain-free films. As
previously noted, the strained films that grow on atomically ordered substrates are
much more heavily strained than the strain-free films.

The effective anisotropy energy constant K1eff can thus be negative, resulting in
an easy axis reorientation toward the b-axis. In the case of strain-free films, the
nucleation and growth of the film occurs more randomly since the surface is rough
on an atomic scale. Correspondingly, the strain anisotropy in these films is signif-
icantly lower than the crystalline anisotropy. Because of the presence of a large
number of defects, the RMS roughness of these films is typically about twice as
large as those of the strained films. Despite an inferior crystalline quality, these
films exhibit magnetic switching behavior close to that observed in bulk single crys-
tals of CrO2. Figure 17.9 shows the hysteresis loops of a strained and a strain-free
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Fig. 17.9 Comparison of the hysteresis loops for a heavily strained (a) and a relatively strain-free
(b) CrO2 film. Both films are 65 nm. The indicated angles are the field direction with respect to the
film c-axis
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film, both of which are nominally 65 nm thick. The double-switching phenomena,
resulting from non-uniform distribution of strain, that normally appear in the heav-
ily strained films of intermediate thickness, are not observed in the strain-free films.
Furthermore, because of the lack of any significant influence of strain in the lat-
ter, the magnetic anisotropy is close to being uniaxial with a much more uniform
magnetization, resulting in a higher nucleation field.

The CrO2 films grown on TiO2 substrates can be readily etched by chemical
treatment using a commercial chromium etchant solution. The cleaned substrates
can then be reused (after HF pre-treatment) for growth of CrO2 films. We have found
that TiO2 substrates that have been repeatedly re-cleaned also lead to the growth of
strained CrO2 films, but progressively less so with increasing usage as compared to
virgin HF-treated substrates [11]. This is not surprising considering that the surface
becomes increasingly rougher with each deposition and surface cleaning cycle. In
addition, we have found that ion milled substrates also lead to the growth of less-
strained films. This suggests that it is important to start with an atomically smooth
surface in order to obtain coherently strained epitaxial films.

17.4 CrO2-Based Heterostructures

We have taken advantage of the fact that the switching field of CrO2 thin films is
strain dependent to achieve differential magnetic switching in CrO2/epitaxial spacer
layer/CrO2 heteroepitaxial structures without resort to exchange biasing of one of
the magnetic layers. Exchange biasing would in general require an additional anti-
ferromagnetic layer that can potentially degrade the epitaxy. The spacer layers we
have explored include SnO2, RuO2, and Cr2O3. In all cases, the bottom CrO2 layer is
grown on an atomically smooth TiO2 surface as described above, while the top layer
is deposited on top of a somewhat rougher spacer layer that is either formed natu-
rally (Cr2O3) or deposited by CVD (SnO2, RuO2), and is less strained than the bot-
tom layer. With spacer layer thicknesses of ≥ 2 nm, the top and bottom CrO2 layers
can be magnetically decoupled (Fig. 17.10). Indeed, the XRD results in Fig. 17.11
show that the two layers are strained differently, as reflected by the presence of two
separate peaks in the θ−2θ scans. However, when using Cr2O3 as a spacer layer, the
two peaks are indistinguishable, suggesting that the very thin Cr2O3 reverts back to
CrO2 during the deposition step for the top CrO2 layer. The extremely low resis-
tance of MTJs fabricated using CrO2−CrO2 layers separated by a natural barrier
provides further evidence of the absence of interface Cr2O3 after the second depo-
sition step. Interestingly, high-resolution TEM images show that the formation of
either RuO2 or SnO2 on top of the CrO2 surface also results in the removal of the
native Cr2O3 surface layer [15, 23], but at the expense of increased interface rough-
ness. The increased interface roughness, or what we term intermixing, has a signif-
icant influence on the spin polarized transport as described later. We have observed
substantial magnetoresistance (MR) in these heterostructures with using Co as a
counter-electrode. But the observed MR values are far lower than what would be
expected based on the simple Julliere model. Surprisingly, negligible MR has been
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observed in the more interesting fully epitaxial CrO2 heterostructures using SnO2

and RuO2 spacer layers.

17.4.1 Epitaxial SnO2 Barrier Layer

Despite a large difference in the lattice parameters, epitaxial SnO2 (a = b =
0.4737 nm, c = 0.3185 nm; lattice mismatch with CrO2 being 7.2 and 9.2%, respec-
tively) layers can be deposited on top of CrO2 in a separate CVD step. The epi-
taxy has been confirmed using both TEM and off-axis XRD measurements [23].
We have used tin (IV) iodide as a precursor for the growth of thin SnO2 layers.
Figure 17.12 shows a cross-sectional Z-contrast image of the interface region for
a 50 nm CrO2/20 nm SnO2 heterostructure. The two layers are well aligned and
form an abrupt interface, with no evidence of an interfacial layer of Cr2O3, overall
indicating that the SnO2 layer is indeed highly crystalline and uniform.

CrO2

SnO2

1 nm

Fig. 17.12 High-resolution STEM image at the CrO2/SnO2 interface of a film deposited on a
(100) TiO2 substrate. One of the edge dislocation cores resulting from the lattice mismatch is
highlighted. (Courtesy of M. Varela and S. J. Pennycook, Oak Ridge National Laboratory)

Amongst the three layers investigated, SnO2 is the barrier material that has
yielded the highest MR in the CrO2-based systems. Using Co as counter-electrode,
the MR is about 14% at 10 K for an optimized barrier layer thickness of about
1.7 nm. Figure 17.13b shows one example of such a MTJ. Since SnO2 is a
semiconductor, MTJs based on it exhibit some unusual behavior. Firstly, the
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tunneling magnetoresistance (TMR) is negative for very small SnO2 thicknesses,
reverses sign at around 0.8 nm, and then peaks for a barrier thickness of 1.7 nm.
This behavior is shown in Fig. 17.14. As the SnO2 thickness is reduced, the chemi-
cal bonding at the top interface shifts from being predominantly Co−SnO2 to being
mostly Co−Cr2O3. For small SnO2 thicknesses, the tunneling is dominated by the
negatively polarized d-like electrons due to sdσ bonding, whereas for larger thick-
nesses positively polarized s-like electrons dominate because of ssσ bonding. The
increase of the TMR is correlated with the exponential increase of the junction RA
product, consistent with an elastic tunneling process. As the barrier thickness is
increased further, a cross-over into the diffusive regime is evidenced.

In this case, the hopping mechanism dominates, and the TMR decreases with
increasing SnO2 thickness. Interestingly, the RA value also decreases as the barrier
thickness increases. A rapid drop in the SnO2 resistivity with film thickness has been
reported for as-grown epitaxial SnO2 films using CVD [24]. This is dependent on
the deposition method used for the growth of SnO2. In an oxygen environment at
elevated temperatures, thinner CVD-grown SnO2 films are closer to being stoichio-
metric, while thicker films tend to develop more oxygen vacancies.
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Fig. 17.14 Thickness dependence of TMR and junction RA at 10 K and 1 mV bias voltage; the
dashed and solid lines are for visual guidance

From the results, we can estimate the concentration of oxygen vacancies in the
barrier layer. For this, we assume the existence of two parallel conduction chan-
nels – a ballistic tunneling channel and a diffusive channel. When the direct conduc-
tance becomes equal to the tunneling conductance, a cross-over in the RA value is
observed. Assuming that at the cross-over point the conductances of the two chan-
nels are equal, we can estimate the barrier resistivity at 10 K to be about 6×105

Ω-cm. For the 8 nm barrier, which is sufficiently thick that direct conduction domi-
nates, the barrier resistivity is estimated to be only 3×102 Ω-cm. The large decrease
of the SnO2 resistivity is a signature of the dramatic increase in the concentration
of oxygen vacancies in the thicker SnO2 films, as well as the associated decrease in
the carrier mobility [25]. Even so, using an approximate mobility value of 7 cm2/V�s
[26], we estimate a carrier concentration of only 3×1015 cm−3 for the 8 nm barrier at
10 K, and the estimated oxygen vacancy (assuming each O vacancy contributes two
charge carriers) is below 0.03 ppm. If the spin coherence can be maintained in the
direct conduction pathway, the MR should not change significantly with the emer-
gence of this conduction channel. However, because of large spin–orbit coupling,
the Sn atoms (Z = 50) are strong spin scattering centers, and the spin diffusion
length in SnO2 is only about 4 nm as estimated from the decay rate of the MR.

Figure 17.15 shows the bias-dependence results for one of the SnO2-based MTJ.
A clear signature of defect mediated tunneling is inferred from the data. Firstly,
the samples exhibit a rapid drop in TMR with applied bias voltage, which points
to the existence of spin-flip scattering resulting from impurities in the barrier [27].
Two sources of impurities are possible – Cr ions and oxygen vacancies. The former
is a consequence of the intermixing at the SnO2/CrO2 interfaces, and the latter
has been theoretically predicted and experimentally observed in SnO2, resulting in
its semiconducting properties [28]. Secondly, a clear TMR reversal with applied
bias voltage is observed [29,30,31]. Unlike previous findings [32,33,34], the TMR
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Fig. 17.15 Comparison of bias dependence for CrO2/Co junctions with 2 nm SnO2 barriers (white)
and natural Cr2O3 barriers (black), inset shows the zoomed-in region. The magnetoresistance of
the SnO2 sample at 1 and 450 mV bias values are shown on the right. T = 10 K

reversal with bias cannot be attributed to the DOS peak in the Co 3d minority bands
at about 400 mV bias [33, 34], since that would imply a negative TMR at zero bias
and a positive TMR at high-bias values. Based on the model proposed by Tsymbal
et al. [29,30,31], we attribute the observed TMR reversal at higher bias voltages
(250−400 mV depending on the barrier thickness, Fig. 17.15) to the existence of
impurity levels within the barrier.

Figure 17.16 illustrates the tunneling spectra for an MTJ with a 2.5 nm SnO2

barrier sandwiched between two epitaxial CrO2 layers. The nonlinear I−V char-
acteristics provide evidence of tunneling transport. However, the large temperature
dependence of the conductance indicates that the tunneling is dominated by mul-
tistep hopping instead of direct tunneling. Surprisingly, no MR has been observed
in these MTJs. On the other hand, a sample prepared in the same run, but with Co
as the top electrode, showed finite TMR at 10 K (Fig. 17.13b). The results are puz-
zling, and we believe part of the problem is in the rough/intermixed interfaces in the
all-heteroepitaxial structures. The deposition of the second CrO2 layer is performed
at an elevated temperature, which may introduce additional spin scattering centers
at the interfaces and also inside the barrier layer itself. High-resolution microscopy
images of the top interface in these epitaxial heterostructures are needed in order to
identify the influence of deposition of the top layer.

17.4.2 Epitaxial RuO2 Barrier Layer

Epitaxial RuO2 thin films can also be deposited on TiO2 and CrO2 using CVD
methods [15, 35]. The lattice parameters of RuO2 (a = b = 0.4499 nm and c =
0.3107 nm) provide a better lattice match with CrO2 in the two in-plane directions
(1.8 and 5.0%, respectively) than with SnO2. For the growth of RuO2, we have
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used tris(2,2,6,6-tetramethyl-3,5-heptanedionato) ruthenium(III) (Ru(TMHD)3) as
a precursor. RuO2 exhibits good metallic behavior, with room temperature resis-
tivity of ∼40 μΩ-cm, and can thus be used as a spacer layer in GMR structures.
CrO2 − RuO2 − CrO2 should be an “ideal” spintronic system based on electronic
structure. For parallel alignment of the magnetizations of the two CrO2 layers, the
resistance should be extremely small because of the close majority band matching
between CrO2 and RuO2. For anti-parallel alignment, however, the resistance should
be extremely high, giving ∼100% magnetoresistance for the ideal case.

The detailed structural and electrical properties of CVD-deposited RuO2 thin
films are provided in [15]. Using CrO3 as a precursor for the CrO2 growth, and
Ru(TMHD)3 for depositing RuO2, we have the advantage that the entire structure
can be grown under process conditions compatible with the growth and stability of
CrO2. However, although both films can be grown under similar conditions, it is still
necessary to stop the growth after each layer and exchange the precursors to grow
the next layer. This is because both of the precursors are solids at room temperature,
and there is no convenient scheme for switching from one to the other in situ using
our setup.

As the TEM micrograph in Fig. 17.17 shows, the RuO2 spacer forms a contin-
uous spacer layer in the heterostructure, but the RuO2/CrO2 interfaces are quite
rough and intermixed. Surprisingly, we find that that despite stopping the growth
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Fig. 17.17 HRTEM of a CrO2/RuO2/CrO2 heteroepitaxial structure. The right side figure shows
a high-magnification image of the interface intermixed region (adapted from Ref. [35])

and exchanging precursors after the CrO2 deposition, the typical Cr2O3 natural bar-
rier on the CrO2 surfaces is absent after the RuO2 deposition (similar to that of
CrO2 − SnO2 discussed previously). This yields a highly conductive interface that
has a resistance at least four orders of magnitude lower than if the Cr2O3 were
present. The high-resolution TEM (shown as an inset in Fig. 17.17) and electron
diffraction pattern at and around the CrO2/RuO2 interface reveals a highly inter-
mixed region ∼2 nm wide, with a lattice parameter between those of CrO2 and
RuO2. In our interpretation, this intermixed region results from the transformation
of a Cr2O3 surface layer formed after CrO2 deposition (but before RuO2 deposition)
into the rutile structure upon RuO2 deposition, giving a CrO2/RuO2 mixture.

So far, we have observed very limited MR in these heteroepitaxial structures
(Fig. 17.13c). At least part of the reason for the low MR might be from poor mag-
netic ordering and spin alignment at the mixed CrO2/RuO2 (001) interface. Pre-
liminary first principles calculations suggest that non-collinear spins resulting from
interface mixing may play a role. In these calculations, we find that the moments
of the Cr atoms prefer to align at an angle of ∼150◦, while the Ru atoms develop
a small moment that aligns opposite to that of the sum of two Cr atoms [36]. Such
non-collinear spin arrangements, which will depend on the details of the Cr and Ru
occupation of the disordered rutile structure, are expected to cause mixing of the
spin channels, drastically reducing the GMR effect.

17.4.3 VO2 Barrier Layer

VO2 is yet another rutile oxide that has been investigated extensively, primarily for
its unique metal–insulator transition occurring at around 340 K resulting in dra-
matic change in electrical resistivity. Because of the large change in the resistance
of the spacer layer at the transition temperature, a change in the magneto-transport
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characteristics from TMR to CPP-GMR would be expected in CrO2 − VO2 − CrO2

heterostructures. This may involve both changes in the MR magnitude as well as its
bias dependence, and could lead to novel effects to be exploited for new applications
for storage and memory devices.

Chemical vapor deposition can be used to grow VO2 thin films at relatively low
temperatures [37]. We have used vanadium (III) acetylacetonate as a precursor for
the growth of VO2 films. Above the transition temperature, VO2 has a rutile structure
(a = b = 0.4556 nm, c = 0.2859 nm), which matches fairly well with CrO2 (3.1 and
−2.0%). Below the transition temperature, VO2 has a monoclinic structure (a =
0.5743, b = 0.4517, c = 0.5375, and β = 122.6◦). Figure 17.18 shows the M−I
transition in an as-deposited epitaxial VO2 film (∼100 nm thick) on (100) TiO2

substrate. The high quality of the film is confirmed by the sharpness of the transition
and the associated hysteretic behavior. Vanadium has a number of stable oxidization
states, and different phase(s) of vanadium oxide (VO, V2O3, VO2, V2O5 can be
stabilized in thin film form, particularly when they are very thin. XPS result shows
that a 2−3 nm thick VOx film deposited on top of a CrO2 film is primarily V2O5

(Fig. 17.19), instead of the desired VO2 phase. Indeed, preliminary measurements
on MTJs fabricated using such a VOx barrier with Co counter-electrode did not
show any evidence of an M−I transition above room temperature. The TMR in
these junctions is negative, similar to that observed with a natural Cr2O3 barrier.

100 200 300 400
100

102

104

106

108

R
 (

Ω
)

T (K)

Fig. 17.18 Metal–insulator
transition in an epitaxial VO2

film (∼100 nm)

17.4.4 TiO2 Barrier Layer

TiO2 is the most common rutile structure oxide. The name rutile comes from the
mineral composed mainly of TiO2. The lattice parameter of rutile TiO2 are a = b =
0.4594 nm, c = 0.2958 nm, providing a good match with CrO2 (3.9 and 1.4%).
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Fig. 17.19 XPS result for a thin VOx film deposited on top of a CrO2 film. Inset shows the O 1s
and V 2p spectra. Peakfit of the V 2p3/2 line suggest the presence of VO2 (23%) and V2O5 (77%)
states

Indeed, as a substrate material, rutile TiO2 provides an excellent template for the
epitaxial growth of CrO2 films as discussed earlier. We have used titanium(IV) iso-
propoxide as a precursor for the growth of TiO2 films. Although rutile TiO2 is the
most stable and abundant phase of TiO2, the primary challenge is to stabilize TiO2 in
its rutile structure at low enough temperatures on top of CrO2 since the latter readily
decomposes at temperatures much higher than 400◦C (see next section). At lower
temperatures, the anatase and brookite phases of TiO2 are formed, and they can be
converted to the rutile phase only at temperatures above 750◦C. Direct deposition
of rutile TiO2 films using CVD at temperatures as low as 490◦C has been reported
[38]. With plasma enhancement, it is possible to reduce the temperatures even lower
[39]. However, using standard CVD, we have thus far succeeded in only growing
the anatase phase of TiO2 at temperatures compatible with the stability of CrO2. To
the best of our knowledge, there have been no other reports in the literature on the
growth and transport measurements of heteroepitaxial CrO2/TiO2-based MTJs.

17.4.5 Cr2O3 Barrier Layer

Cr2O3, an antiferromagnetic insulator (TN = 307 K), is the most stable phase in the
Cr oxide family. The formation of the different phases of Cr oxide by CVD is depen-
dent on the deposition temperature, background pressure, and lattice mismatch with
the substrate [40]. The air-exposed surface of an as-grown CrO2 film tends to be
reduced to Cr2O3 forming a native insulating layer. This insulating layer can be uti-
lized as a tunneling barrier. From the STEM and EELS data shown in Fig. 17.20, the
thickness of the barrier is estimated to be ∼2 nm. An example of the TMR measured
in a CrO2/natural barrier/Co tunnel junction is shown in Fig. 17.12a, and the first
results on such junctions were reported in [41]. One striking feature of the natural
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Fig. 17.20 STEM image and EELS line scan data for a Co/natural barrier/CrO2 stack. The inter-
face chemical width, which includes the natural barrier, is about 2 nm. (Courtesy of M. Varela and
S. J. Pennycook, Oak Ridge National Laboratory)

barrier-based MTJs is the inverse sign of the TMR, which has been attributed to
the dominance of d-like tunneling electrons [23]. The thickness of the Cr2O3 can
be controllably increased by thermally annealing the CrO2 films. The transverse
susceptibility results on CrO2 films that have been partially converted to Cr2O3, by
annealing in an oxygen environment at 450◦C for different lengths of time, have
been reported in [42]. Figure 17.21a shows the XRD pattern for a 200 nm CrO2 film
after thermal annealing. Clearly the CrO2 peak intensity decreases with increasing
anneal time, with the emergence of the Cr2O3 (110) and (006) product peaks. The
corresponding magnetic hysteresis loops of the samples are shown in Fig. 17.21b,
confirming the decrease in magnetization with increasing anneal time.

Fig. 17.21 (a) XRD for CrO2 films partially decomposed into Cr2O3. The starting CrO2 film
thickness is around 200 nm, and the curves are systematically shifted upwards by a decade for
clarity. (b) Hysteresis loops for the samples with increasing anneal time
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Fig. 17.22 Variations in the coercive and anisotropy fields for thermally decomposed CrO2 −
Cr2O3 bilayer structures. Inset shows the decrease of the saturation moment with increasing anneal

Large changes in the coercive and anisotropy fields are observed in these
CrO2−Cr2O3 bilayer structures. The anisotropy field, HK, increases monotonically
with increasing thickness of Cr2O3, while the coercivity, HC, exhibits an initial sharp
increase and then decreases slowly with further annealing (Fig. 17.22). The dramatic
changes in the film magnetic properties indicate the presence of exchange interac-
tions between the AFM Cr2O3 and FM CrO2. However, the exchange bias in such
an FM-AFM system is quite small. From the exchange bias measured for a 100 nm
CrO2 film that is 3/4th decomposed into Cr2O3, the exchange energy is estimated
to be only ∼0.028 erg/cm2 at 6 K, and the exchange field further drops to about
1/3rd its initial value after cycling through saturation ten times (the training effect).
From the decrease in the magnetic moment with anneal time (Fig. 17.22 inset), the
formation rate of Cr2O3 from CrO2 decomposition is estimated to be about 4 nm/h.
The TMR measured in junctions with thicker Cr2O3 barriers formed by annealing
still remains negative, and the junction resistance increases slowly. For example, for
a Cr2O3 layer thickness of 10 nm, the junction resistance is measured to be only
10 times higher than that for a natural barrier of 2 nm thickness. Furthermore, the
junction resistance is strongly temperature dependent. These results suggest that the
Cr2O3layer has a high concentration of defects, and the conduction through such a
barrier most likely involves multistep hopping instead of direct tunneling.
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Chapter 18
FePt and Related Nanoparticles

J.W. Harrell, Shishou Kang, David E. Nikles, Gregory B. Thompson,
Shifan Shi, and Chandan Srivastava

Abstract This chapter reviews recent studies of chemically synthesized FePt and
related nanoparticles. Various methods for synthesizing the nanoparticles and con-
trolling their shape are described. Thermal effects in nanoparticles near the super-
paramagnetic limit are discussed. Some of the methods for reducing sintered grain
growth during annealing to obtain the L10 phase are described, including the use
of a hard shell, annealing in a salt matrix, and flash annealing. The effect of metal
additives on the ordering temperature and on sintered grain growth is discussed.
Additive Ag and Au significantly not only reduce the ordering temperature but also
the grain growth temperature in close-packed 3-D arrays. Preliminary experiments
that show additive Ag also reduces the ordering temperature when sintering is pre-
vented. Easy-axis alignment of L10 FePt nanoparticles can be achieved by drying
a nanoparticle dispersion in a magnetic field, and the effect of thermal fluctuations
on orientation is discussed. Large particle-to-particle compositional distributions in
chemically synthesized FePt nanoparticles have been measured. A method of deter-
mining the anisotropy distribution is described. Theoretical and experimental works
showing the size effect on chemical ordering of FePt nanoparticles are discussed.
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Nano-EDS nano-beam energy dispersed spectrometry
HRTEM high-resolution transmission electron microscopy
SCA strong coupling approximation
TEM transmission electron microscopy
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XRD X-ray diffraction
ZFC zero-field-cooled

18.1 Introduction

There has been a dramatic increase in the interest in magnetic nanoparticles in recent
years. Much of this interest has been a result of the development of new chemical
and physical processes for synthesizing nanoparticles. Magnetic nanoparticles are
finding applications in areas such as information storage, biomedicine, and catalysis.
The properties of magnetic particles change significantly from the bulk as their size
approaches the nanometer scale. Surface effects play a major role as the surface to
volume ratio increases, and thermal effects become important at small volumes. The
development of the chemistry for synthesizing highly monodisperse FePt nanoparti-
cles by Sun et al. [53] and the potential for these nanoparticles for ultra-high density
data storage has been a major factor in the surge in interest in chemically synthe-
sized nanoparticles for a variety of applications. The interest in FePt is primarily
because of its high magnetocrystalline anisotropy, Ku, in the ordered L10 phase.
The equilibrium order–disorder temperature for bulk FePt is ∼1,300oC. Above this
temperature, the equilibrium phase is A1 (disordered fcc), while below this temper-
ature, the equilibrium phase is L10 (ordered fct). Typical low temperature syntheses
yield nanoparticles in the A1 phase, and high-temperature annealing is required to
obtain the L10 phase. Annealing close-packed arrays of nanoparticles leads to sin-
tered grain grown, which is usually undesirable. In addition to grain growth, there
are other materials issues involved in obtaining high-anisotropy L10 FePt nanopar-
ticles with uniform properties, such as compositional distributions, easy-axis orien-
tation, and size effects on chemical ordering.

This chapter is mostly a review of some of research done in addressing these
issues. It draws heavily from the research of the authors and their associates. Sec-
tions 18.2 and 18.3 discuss thermal effects. Chemical methods for synthesizing FePt
and related nanoparticles are reviewed in Section 18.4. Section 18.5 discusses some
techniques for reducing sintered grain growth during annealing. Easy-axis orienta-
tion of arrays of nanoparticles is discussed in Section 18.7. Sections 18.8 and 18.9
discuss particle-to-particle compositional distributions and the resulting anisotropy
distribution. Finally, the effect of particle size on chemical ordering is discussed in
Section 18.10.

18.2 Thermal Effects in Magnetic Nanoparticles

The magnetization of all materials is temperature dependent, even well below the
Curie temperature where the saturation magnetization and anisotropy become zero.
In bulk materials, this temperature dependence may be negligible; however, it can
be significant in nanoparticles. For particles with first-order uniaxial anisotropy, the
energy in an applied field is given by
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E = K V sin2 θ − Ms H cos(θ − α), (18.1)

where θ and ( are the directions of the magnetization and applied field with respect to
the easy axis. In zero field, the magnetization fluctuates between the energy minima
at θ = 0◦ and 180◦, which are separated by an energy barrier ΔE0 = KuV. Thus, if
the magnetization is initially in one direction, its average value will decay in time as

M(t) = M0 exp(−t/τ ), (18.2)

where

1

τ
= 2 f0 exp

(
− Ku V

kB T

)
. (18.3)

and where f0 is the attempt frequency, kB Boltzmann’s constant, and T the tempera-
ture. f0 depends on the anisotropy constant and ranges from about 109 to 1011 Hz. In
bulk materials, KuV >> kBT and the magnetization is stable for long times. When
KuV is sufficiently small, then τ becomes comparable to the measuring time, and
the decay of M becomes significant. The particle is then said to be superparamag-
netic. The temperature above which particles are superparamagnetic is the blocking
temperature.

For example, if t = 100 s (typical for VSM), then KuV ∼ 27 kBT, assuming
f0 = 1010 Hz. For a spherical hcp Co particle with Ku = 4 × 106 erg/cc, the super-
paramagnetic diameter at room temperature is d = 8 nm. On the other hand, for L10

FePt with Ku = 6 × 107 erg/cc, d = 3.3 nm. Surface effects can impact the actual
superparamagnetic size. This would be especially true for FePt since about 1/3 of
the atoms of a 3.3 nm FePt particle are on the surface.

For superparamagnetic particles for which KuV << MsH, the magnetization
curve will have zero coercivity and can be described by the Langevin function,
M = MsL(μH/kBT), where μ = MsV is the moment of the particle. The magne-
tization curve can be fit to give μ, from which the particle size can be determined if
Ms is known (or vice versa).

Thermally activated reversal can also be important for particles above the super-
paramagnetic limit and can give rise to time-dependent coercivity. The remanent
coercivity, Hcr, is the reverse field required, after applying a saturation field, to give
zero remanent magnetization. For a reverse field applied along the easy axis, the
energy barrier is

ΔE = Ku V

(
1 − H

Hk

)2

, (18.4)

where Hk = 2 Ku/Ms. The magnetization will decay in time as
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M = Ms(2e−t/τ − 1), (18.5)

where now

1

τ
= f0 exp

(
− ΔE

kB T

)
(18.6)

The remanent coercivity is obtained from the above equations by setting M = 0
and solving for H to give the “Sharrock equation” [44],

Hcr = H0

{
1 −

[
kB T

Ku V
ln ( f0t)

]n}
, (18.7)

where H0 = Hk and n = 1/2. In Eq. (18.7) a factor of ln(2) is absorbed in the definition
of f0 (f0/ln(2) → f0). When the applied field is at an angle α with respect to the easy
axis, then the field dependence of the energy barrier can be approximated by a power
relationship similar to Eq. (18.4), but with exponent q varying from 2 at α = 0◦ to
1.43 at α = 45◦ [16]. This leads to a Sharrock relationship similar to that above but
with n = 1/q and with H0 varying from Hk at α = 0◦ to 0.5Hk at α = 45◦. For a
random distribution of easy axes, a Sharrock type relationship still applies with H0

≈ 0.5Hk and n ≈ 2/3.
Thermally activated reversal also leads to a dependence of the coercivity, Hc, on

the sweep rate used in measuring the hysteresis loop. The coercivity is given by a
Sharrock-type equation with an effective wait time that depends on the sweep rate
[38]. Time-dependent coercivity measurements (Hcr or Hc) can be fit to determine
the zero-field energy barrier, KuV, and the short-time coercivity, H0.

The graph below (Fig. 18.1) shows the remanent coercivity calculated from Shar-
rock’s equation for randomly oriented high anisotropy spherical nanoparticles as a

Fig. 18.1 Calculated
remanent coercivity as a
function of particle size and
anisotropy for t = 100 s and
T = 300 K
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function of size and anisotropy, assuming a measuring time of 100 s, a temperature
of 300 K, and f0 = 1010 Hz. For nanoparticles near the superparamagnetic limit, the
coercivity will be strongly time dependent. As a consequence, distributions in size
and anisotropy will have a strong effect on the coercivity.

18.3 Magnetic Recording and the Superparamagnetic Limit

Current hard disk media consists of granular hcp Co-based thin film alloys. In con-
ventional perpendicular recording, each bit consists of tens of grains magnetized
perpendicular or nearly perpendicular to the film. Areal storage densities for hard
disk media have increased by about 8 orders of magnitude since the first commercial
drive was introduced in 1956. This increase in density has required a corresponding
decrease in grain size in order to maintain adequate signal to noise. Grain diame-
ters are now below 10 nm and further significant reductions in grain size of Co-based
media are limited by thermal fluctuations. For 10-year stability, the zero-field energy
barrier of the grains must be of the order KuV ∼ 50 kBT or larger, depending on the
coercivity distribution. The smallest allowable grain size of Co-based media is lim-
ited by the achievable anisotropy. Because of its very high anisotropy, L10 FePt is
a choice material for the next-generation media. The bulk value of Ku is about 6.6–
10 × 107 erg/cc [63]. This would allow stable cylindrical grains with diameters as
small as ∼3 nm.

FePt media, however, cannot be written with the fields achievable with conven-
tional heads, since Hk ∼ 116 kOe in the fully ordered phase. Heat-assisted magnetic
recording, in which the grains are heated during writing to reduce Hk, is a possi-
ble write scheme that is under investigation [34]. Another possibility is to reduce
the write field by using anisotropy-graded grains with one end consisting of a low
anisotropy material and the other end consisting of L10 FePt [49].

Much attention has been given to potential media consisting of chemically
synthesized FePt nanoparticles [51]. The size distribution of chemically synthe-
sized nanoparticles can be much narrower than the grains in sputtered films. Self-
assembly allows the further possibility of producing patterned media in which
each particle would represent a single bit. There are considerable problems, how-
ever, associated with fabricating suitable nanoparticle media, as was previously
mentioned.

18.4 Chemical Synthesis and Shape Control of FePt and Related
Nanoparticles

18.4.1 Synthesis

Chemical reduction techniques have been extensively investigated in the preparation
of nanoparticles because these methods can be implemented under simple and mild
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conditions and can be used to prepare nanoparticles on a large scale. The chemical
reduction of transition metal salts in the presence of stabilizing agents to generate
zero-valent metal colloids in aqueous or organic media was first published in 1857
by M. Faraday [13]. This approach has become one of the most common and pow-
erful synthetic methods in this field. Turkevich et al. proposed a mechanism for the
stepwise formation of nanoparticles based on nucleation, growth, and agglomera-
tion, which in essence is still valid [56]. In the embryonic stage of the nucleation,
the metal salt is reduced to give zero-valent metal atoms. These can collide in solu-
tion with other metal ions, metal atoms, or clusters to form a stable metal particle.
Within mainly the past decade, a series of chemical reductants has been utilized
for the preparation of noble metal nanoparticles, which include H2 [1], NaBH4[5],
N2H4 [6], NH2OH [4], (CH3)2NHBH3 [55], ethanol [37], ethylene glycol [62], cit-
rate [35], formamide [15], formaldehyde [33], Tollen’s reagents [67], ascorbic acid
[21], and polyaniline [59]. The reducing ability of a reductant plays an important
role in the preparation of the metal nanoparticles by the reduction reaction. A strong
reductant will result in fast nucleation of particles, and a weak reductant will result
in slow reaction for the formation of metal atoms, which may be favorable for the
size and morphology control of the metal nanoparticles obtained.

To make magnetic FePt nanoparticles, initially, S. Sun et al. combine two
specially selected iron pentacarbonyl and platinum acetylacetonate chemicals in
a heated solution with reducing reagent and surfactants [53]. As the platinum
acetylacetonate (Pt(acac)2) molecule reacts with the reducing reagent, the plat-
inum separates from its organic segment. At high temperature, the iron pentcar-
bonyl decomposes into iron and carbon monoxide. Thus, the zero-valent iron and
platinum coalesce into spherical nanoparticles of an iron–platinum alloy each con-
taining several thousand atoms in about equal elemental proportions. Surrounding
the growing nanoparticles is a flexible layer of surfactant molecules (oleic acid and
oleyl amine) that keep the particles physically and magnetically independent as they
self-assemble into a regular array as the solvent is allowed to evaporate. Experi-
ments show that oleic acid bonds to the FePt nanoparticles in both monodentate
and bidentate forms, while the oleylamine bonds to the FePt nanoparticles through
electron donation from the nitrogen atom of the NH2 group [46]. The typical syn-
thetic procedure is as follows: Under the nitrogen atmosphere, platinum acetylacet-
onate (0.5 mmol), 1,2-hexadecanediol (1.5 mmol), and dioctyl ether or phenyl ether
(20 ml) are mixed in a three-neck flask and heated to 100◦C. After the chemical
powders are completely dissolved, oleic acid (0.5 mmol), oleylamine (0.5 mmol),
and Fe(CO)5 (1 mmol) are injected into this solution via syringes. Then the mix-
ture is heated to reflux and held for 30 min. The heat source is then removed, and
the reaction mixture is allowed to cool to room temperature. The inert gas pro-
tected system can be opened to ambient environment at this point. The black prod-
uct is precipitated by adding ethanol (∼40 ml) and separated by centrifugation. The
yellow-brown supernatant is discarded. The black precipitate is dispersed in hex-
ane (∼25 ml) in the presence of oleic acid (∼0.05 ml) and oleylamine (∼0.05 ml)
and precipitated out by adding ethanol (∼20 ml) and centrifuging. The product is
dispersed in hexane (∼20 ml), centrifuged to remove any unsolved precipitation,
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and again precipitated out by adding ethanol (∼15 ml) and centrifuging. The final
black materials, FePt nanoparticles, are redispersed in hexane and stored under N2.

However, for future practical applications, several issues regarding this decom-
position/reduction process need to be addressed. Fe(CO)5 is a well-known toxic
chemical and thermally unstable, gradually releasing CO and Fe at ambient temper-
ature. In order to make FePt nanoparticles with stoichiometric structures, an excess
of Fe(CO)5 is needed during the high-temperature condition of the synthesis and
the chemical composition of the final particles is hard to control. A correlation
between the molar ratio of Fe(CO)5/Pt(acac)2 and FePt composition always needs
to be established in order to determine the final composition of the particles [51].
Metal borohydrides are a class of well-known reducing agents for the reduction of
various metal salts to metal nanoparticles [14]. Specifically, a borohydride deriva-
tive, such as superhydride (LiBEt3H), is easily dissolved in organic ether solvent,
facilitating homogeneous reduction of metal salt and formation of metal nanopar-
ticles [52]. For controlled synthesize of FePt nanoparticles, S. Sun et al. combined
iron chloride and platinum acetylacetonate chemicals in a heated solution through
the superhydride co-reduction process [50]. The main advantage of using LiBEt3H
over other metal borohydrides is that the final material, FePt nanoparticles, is easy
to wash, clean, and separate from the by-product. Since the Li+ cation from the
superhydride will combine with the Cl− or acac−anion from FeCl2 and Pt(acac)2 to
form Li salt, it can be easily washed off from the product with alcohol. After reduc-
tion, BEt3 is usually released from the mixture. The BEt3 may be removed from
the system under nitrogen, or it can combine with other organic ether/amine/alcohol
species in the mixture to form organic adducts, leading to pure FePt nanoparticles.
The typical co-reduction procedure for making Fe50Pt50 nanoparticles is as follows:
Pt(acac)2 (0.5 mmol), FeCl2•4H2O (0.50 mmol), 1,2-hexadecanediol (2 mmol), and
phenyl ether (25 mL) are added under nitrogen atmosphere into a flask equipped
with a N2 in/outlet, septa rubber, and a thermometer. The mixture is heated to 100◦C
for 10 min to dissolve the precursors. Then, oleic acid (0.5 mmol) and oleyl amine
(0.5 mmol) are added, and the mixture is continuously heated to 200◦C for 20 min
to remove water and other low boiling point impurities. LiBEt3H (1 M tetrahydro-
furan (THF) solution, 2.5 mL) is slowly dropped into the mixture over a duration
of ∼2 min. The black dispersion is stirred at 200◦C for 5 min under N2 to remove
low boiling solvent (THF). Then the mixture is heated to reflux at 263◦C for 20 min.
Finally, the heating source is removed, and the black reaction mixture is cooled to
room temperature. The FePt nanoparticles are cleaned and separated from the by-
product with ethanol. The final FePt nanoparticles are re-dispersed in hexane sol-
vent for further use. The initial molar ratio of two metal precursors is carried over
to the final product, and the composition of the final FePt is easily tuned. By anal-
ogy, a number of additives, such as Cu [54], Ag [23], Au [28], Pd [24], Cr [48], Sb
[66], Mn [57], and Co [8], have been successfully introduced into FePt nanopar-
ticles by modifications of these original techniques with proper metal additive
reagents.

In order to make thin films for characterization, the FePt nanoparticles are well
dispersed in a 50/50 mixture of hexane and octane with small amounts of oleic acid
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and oleyl amine and dropped on a solid substrate, such as glass or Si wafer. The
typical size of the substrate is about 1 by 2 cm. The solvent is allowed to evaporate
slowly (∼5 min) at room temperature. During the drying process, the FePt nanopar-
ticles self-assemble into regular arrays. The thickness of the films can be roughly
controlled by the amount of drops. For transmission electron microscopy (TEM)
observation, a drop (0.5 μL) of a dilute FePt nanoparticles dispersion (1 mg/mL)
is deposited on a carbon-coated copper grid or SiN membrane. Figure 18.2 shows
some typical TEM images of self-assembled monodispersed FePt nanoparticles.

Fig. 18.2 TEM of
self-assembled chemically
synthesized FePt
nanoparticles

18.4.2 Shape Control

Controlled synthesis of FePt nanoparticles with tunable size and different morphol-
ogy was reported by Sun’s group with a one-pot reaction method [7]. They changed
the molar ratio of stabilizers to Pt(acac)2 and heating conditions to control the size
of particles in the range of 3–9 nm. More importantly, this one-pot reaction could
also lead to particles with either spherical or cubic shape. Slow evaporation of
the particle dispersion yielded nanoparticle superlattices on solid substrates. The
nanoparticles within the superlattice exhibited preferred alignment of crystal ori-
entations correlated with their shape (See Fig. 18.3). With this texture control, the
shaped nanoparticles could become useful building blocks for the construction of
functional nanostructures. Generally, the spherical FePt particles exhibit a 3D ran-
dom distribution of the crystalline orientation, while the cubic FePt nanoparticles
prefer a (200) texture. By controlling the stabilizers ratio and replacing oleic acid
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Fig. 18.3 Chemically synthesized FePt nanoparticles with cubic shape. (Reprinted with permis-
sion from Journal of American Chemical Society. © 2006 American Chemical Society)

with octadecene, FePt nanowires and nanorods can be formed [58]. Length control
of the FePt nanowires/nanorods was realized by tuning the volume ratio of oleyl
amine/octadecene, with lengths ranging from over 200 nm for nanowires down to
20 nm for nanorods. For example, FePt nanowires with a length of over 200 nm
were made when only oleyl amine was used as both surfactant and solvent, while
an oleyl amine/octadecene ratio of 3:1 gave FePt nanowires of length 100 nm, and
a 1:1 volume ratio of oleyl amine/octadecene led to FePt nanorods of length 20 nm
(See Fig. 18.4).

18.5 Prevention of Sintered Grain Growth During Annealing

As previously discussed, the procedures for synthesizing monodispersed FePt
nanoparticles yield particles with the fcc phase. Partially ordered FePt nanoparti-
cles can be synthesized using high-temperature solvents; however, the synthesized
nanoparticles have a distribution of sizes and degree of chemical order, and the
average anisotropy is not high. In order to achieve high-anisotropy monodisperse
nanoparticles, sintered grain growth must be inhibited during high-temperature
annealing. In this section, three methods for inhibiting sintered grain growth are dis-
cussed – use of a hard shell, annealing in an inert matrix, and short-time annealing.
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Fig. 18.4 Chemically synthesized FePt nanorods and nanowires. (Reprinted with permission from
Angewandte Chemie International Edition. © 2007 Wiley-VCH Verlag GmbH & Co. KGaA)

18.5.1 FePt/MnO Core/Shell Nanoparticles

MnO has been used as a hard shell on FePt nanoparticles to prevent sintering during
annealing [26]. The MnO shell was formed by adding 3–4 nm FePt nanoparticles
to a solution containing an Mn source (manganese acetylacetonate (Mn(acac)2), a
reducing agent (1,2-hexadecanediol), and surfactants (oleic acid, oleylamine), with
benzyl ether as a solvent, and heating to reflux. The thickness and shape of the MnO
shell (spherical or cubic) could be controlled by varying the ratio of the Mn(acac)2

and surfactants. Figure 18.5 shows a TEM image of FePt/MnO core/shell nanopar-
ticles with a cubic shell. Most of the nanoparticles consist of a single 3–4 nm FePt
nanoparticle inside a cubic MnO shell.

Annealing the core/shell nanoparticles at 600◦C for 30 min resulted in the L10

phase with very little evidence of sintered grain growth of the core FePt nanoparti-
cles, based on TEM, XRD, and magnetic measurements. One of the consequences
of preventing grain growth is a distribution of anisotropies and coercivities. This is



18 FePt and Related Nanoparticles 547

Fig. 18.5 TEM of FePt/MnO
core/shell nanoparticles with
cubic shell. (Reprinted with
permission from Journal of
American Chemical Society.
© 2006 American Chemical
Society)

evident from the shape of the hystersis loop and from a large ratio of the remanent
to hysteresis coercivity. This distribution is thought to be a result of a particle-to-
particle composition distribution. Anisotropy and composition distributions will be
discussed in more detail in later sections.

Bulk MnO is antiferromagnetic below 122 K. Exchange bias was observed in
the unannealed FePt/MnO nanoparticles by a shift in the hysteresis loop at 10 K
after cooling in an applied magnetic field. The core–shell interaction also had the
effect of enhancing the thermal stability at 10 K. Evidence for this was enhanced
coercivity, saturation field, and blocking temperature determined from zero-field-
cooled (ZFC) measurements. The core–shell interaction also appears to restore some
of the particle moment that is lost in unannealed FePt nanoparticles with a surfactant
coating.

18.5.2 FePt/SiO2 Core/Shell Nanoparticles

There have been several reports of the synthesis of FePt/SiO2 core/shell nanopar-
ticles [2, 20, 30, 40, 42, 64, 65, 69]. Generally, the procedure is a sol–gel process
involving the hydrolysis and condensation of tetra-ethoxysilane (TEOS) in a solu-
tion of NH4OH to form a SiO2 shell on the surface of pre-synthesized FePt nanopar-
ticles. Figure 18.6 shows a TEM image of FePt/SiO2 core/shell nanoparticles with
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Fig. 18.6 FePt/SiO2 nanoparticles (a) before and (b) after annealing at 900◦C. (c) Annealed
FePt nanoparticles after removal of SiO2 shell. (Reprinted with permission from Applied Physics
Letters. © 2005 American Institute of Physics)

an FePt core size of 6.5 nm synthesized by Yamamoto et al. [64]. Figure 18.6(a)
shows the core/shell nanoparticles before annealing, and Fig. 18.6(b) shows the
core/shell nanoparticles after annealing at 900◦C, with no evidence of sintered grain
growth of the FePt core nanoparticles. The SiO2 could be removed by dissolving the
core/shell nanoparticles in tetramethylammonium (TMA) hydroxide. The resulting
FePt nanoparticles were dispersible in water (Fig. 18.6(c)), reportedly because of
a charged surface. Yamamota et al. also were able to get apparent easy-axis ori-
entation of the nanoparticles by freezing a water dispersion of the SiO2-free FePt
nanoparticles in a magnetic field.

18.5.3 Salt Matrix Annealing

Liu and co-workers [12] have developed a simple procedure for annealing FePt
nanoparticles in a NaCl matrix to prevent sintered grain growth. Finely ground NaCl
is mixed with FePt in a solvent such as hexane. After evaporating the solvent, the
mixture is furnace annealed in an inert atmosphere. The salt is then removed by
dissolving in water. A key to minimizing sintered grain growth is to use small salt
crystals (∼20 μm) and a large salt to FePt ratio (>100). Figure 18.7 shows TEM
images of FePt nanoparticles with sizes from 2 to 15 nm before and after annealing
in salt at 600◦C. The images show no evidence of sintered grain growth.

Salt annealed FePt nanoparticles exhibit high coercivities indicating a high
degree of chemical order. Liu et al. [31] measured the temperature dependence of
the coercivity of salt-annealed 4-nm, 8-nm, and 15-nm nanoparticles. At room tem-
perature, the 8-nm particles had the highest coercivity (∼25 kOe), whereas at 4 K the
4-nm particles had the highest coercivity. This behavior is apparently related to the
fact that the 4-nm particles were single crystalline, whereas the 8-nm and 15-nm par-
ticles were multicrystalline. Particles with multivariant c-axes are expected to have
reduced average magnetocrystalline anisotropy relative to particles with a single
c-axis [43].
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Fig. 18.7 TEM of as-made (top) and salt-annealed (bottom) FePt nanoparticles. Particle sizes for
(a)–(e) are 2, 4, 6, 8, and 15 nm. (Reprinted with permission from Advanced Materials. © 2006
Wiley-VCH Verlag GmbH & Co. KGaA)

18.5.4 Flash Annealing

One possible method for reducing sintered grain growth is to anneal with millisec-
ond temperature pulses. Chemical ordering involves diffusion of atoms over atomic
dimensions, whereas sintered grain growth involves the breakdown of the surfactant
coating, nanoparticle displacement, and atomic diffusion over nanometer distances.
Although chemical ordering and sintered grain growth are correlated, these pro-
cesses are expected to occur over different time and temperature regimes. Shi et al.
[45] have carried out a series of annealing experiments in the millisecond regime
using a high-density plasma arc lamp at Oak Ridge National Laboratory. The lamp
could produce infrared pulses with pulse widths down to 20 ms.

Figure 18.8 shows the XRD spectrum of 3-nm FePt nanoparticles that were
annealed with a series of five 250 ms pulses. The sample was spin-coated onto a

Fig. 18.8 XRD spectrum of
spin-coated film of FePt
nanoparticles annealed with
250 ms infrared pulse.
(Reprinted with permission
from JOM. © 2006 The
Minerals, Metals & Materials
Society)
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silicon wafer and had a thickness of about 80 nm. The XRD spectrum shows well-
defined (001) and (110) peaks corresponding to the L10 phase, and the width of
the XRD peaks suggests very little sintered grain growth during annealing. The
coercivity at 10 K was 5.6 kOe, which was much less than expected for the highly
ordered phase. This relatively low Hc was attributed in part to a large distribution
in anisotropies, which is expected for small nanoparticles that are annealed without
sintered grain growth. Evidence for this distribution was a large ratio of remanent to
hysteresis loop coercivity, which will be discussed in Section 18.9.

Large coercivities could be obtained by flash annealing thick nanoparticle films
made by drop drying a particle dispersion on a substrate. However, grain growth
was evident for these thick films. Also, flash annealing thick films caused sample
damage due to rapid decomposition of the surfactant. Flash annealing is a potential
method for obtaining phase transformation while minimizing sintered grain growth;
however, finding optimum annealing conditions is challenging.

18.6 Effect of Metal Additives on Chemical Ordering
and Sintered Grain Growth

There have been a number of studies showing that metal additives such as Au, Ag,
and Cu lower the ordering temperature in sputtered thin films of FePt [3, 9, 32, 36,
39]. This has motivated studies of the effect of various metal additives on chemi-
cal ordering in chemically synthesized FePt nanoparticles. Lowering the ordering
temperature was seen as a possible way of reducing sintered grain growth.

Harrell and co-workers [18, 19, 22–24, 28, 29, 48, 54] synthesized a series of
FePtX nanoparticles, where X = Au, Ag, Cu, Pd, and Cr. Furnace annealing experi-
ments were done on samples that were drop dried on a silicon or glass substrate.
Generally, the effect of the additives on the ordering temperature was found to
depend on the type and amount of additive. Additive Au and Ag lowered the order-
ing temperature, leading to a maximum reduction of about 100–150◦C. Evidence
of weak ordering could be seen in the XRD spectra at an annealing temperature of
300◦C. The largest reduction in ordering temperature was obtained for about 24 at.%
Au and for about 15 at.% Ag. The reduction in the ordering temperature as seen by
XRD was confirmed by a corresponding reduction in the temperature at which coer-
civity appeared in the annealed nanoparticles. The Au and Ag appear to be fully
incorporated into the lattice in the as-made particles and expand the lattice relative
to FePt. XRD spectra show that during annealing the additive Au and Ag segre-
gate from the FePt nanoparticles and form aggregates. Although the exact reason
why the additives reduce the ordering temperature is not known, it is reasonable to
assume that lattice strain and diffusion of the additives from the nanoparticles facil-
itate ordering by enhancing the atomic mobility of the Fe and Pt atoms. In contrast
to additive Au and Ag, additive Pd, Cr, and Cu were found to increase the ordering
temperature [24, 48, 50, 54, 61]. In addition, these additives did not segregate dur-
ing annealing. The effect of additive Cu in the nanoparticles is opposite to that
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reported for sputtered films, where additive Cu significantly reduced the ordering
temperature [32].

Although additive Au and Ag lower the ordering temperature in FePt nanoparti-
cles, they also promote sintered grain growth [19]. Figure 18.9(a) shows the grain
size as a function of annealing temperature for additive Au, Ag, Pd, Cr, Cu, and
for no additive. The grain size was obtained from a Scherrer analysis of the (111)
XRD diffraction peak. Figure 18.9(b) shows the coercivity as a function of anneal-
ing temperature for these same samples. A comparison of the two figures shows that
there is a one-to-one correspondence between the effect of additives on the thresh-
olds for chemical ordering (as inferred from coercivity) and grain growth. One can
infer from these results that either chemical ordering promotes grain growth or grain
growth promotes chemical ordering. The latter is more likely because of the possible
effect of particle size and grain boundary diffusion on ordering.
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Fig. 18.9 Grain size and
coercivity as a function of
annealing temperature for
FePtX nanoparticles.
(Reprinted with permission
from Scripta Materialia. ©
2005 Elsevier)

Because of grain growth, these experiments do not show the intrinsic effect of
additives on chemical ordering. In order to study the intrinsic effect of additives,
4-nm Fe55Pt45, Fe44Pt41Ag15, and Fe45Pt42Mn13 nanoparticles have been annealed in
a salt matrix, and the order parameter has been measured as a function of annealing
temperature. The order parameter was determined from the relative integrated inten-
sity of the (110) and (111) XRD diffraction peaks. The results, shown in Fig. 18.10,
show that the order parameter for all particles is about the same (0.8–0.9) when
annealed at 700◦C; however, order develops at a lower annealing temperature for



552 J.W. Harrell et al.

0 200

0

20

40

60

80

100

S

400

FePt

FePtAg

FePtMn

600 800

T (°C)

Fig. 18.10 Order parameter
versus salt-matrix annealing
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FePtMn, and FePtAg
nanoparticles

additive Ag than for Mn or no additive. Further studies are necessary to elucidate
the intrinsic effect of additives since small differences in particle size can be impor-
tant in the 4-nm size range.

18.7 Easy-Axis Orientation

The magnetic response of a nanoparticle with uniaxial anisotropy, such as L10

FePt, depends strongly on the orientation of its easy axis with respect to an applied
field. For magnetic media applications, it is important to have the easy axes of the
nanoparticles aligned in the same direction. Self-assembled arrays of spherical L1o

FePt nanoparticles formed by drying a dispersion of the nanoparticles will have
nearly random orientations. One approach to achieve orientation is to dry a particle
dispersion in a magnetic field, similar to what is done with magnetic tapes. Tape
particles, however, are typically acicular in shape, and orientation is facilitated by
shear forces during the coating. Also, tape particles are sufficiently large that thermal
fluctuations are not important during the orientation process. Thermal fluctuations,
however, can limit the field orientation of small nanoparticles.

18.7.1 Model of Easy-Axis Orientation

Harrell et al. [17] have modeled the thermal effect on the orientation of an array of
non-interacting nanoparticles obtained by drying a dispersion of particles in a mag-
netic field. The orientation depends on the coupling of the moment to the applied
field, which depends on μH/kBT, and the coupling of the easy axis to the moment,
which depends on KuV/kBT. Figure 18.11 shows the results of a Monte Carlo cal-
culation of the normalized remanent magnetization as a function of μH/kBT for
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Fig. 18.11 Monte Carlo
calculation of the normalized
remanent magnetization.
(Reprinted with permission
from Applied Physics Letters.
© 2005 American Institute
of Physics)

different values of KuV/kBT. Orientation increases with increasing both μH/kBT
and KuV/kBT. It is interesting to note that significant orientation can be achieved
even for superparamagnetic particles. The orientation for KuV/kBT = 20 is nearly
the same as for infinite KuV/kBT (strong coupling approximation, SCA). It should
be pointed out, however, that the calculated remanence is what one would measure
at T = 0 K. So even though “superparamagnetic” particles can in principle be well
oriented, the remanence measured with a VSM at room temperature would be zero.
The results show that high fields are required to achieve significant orientation in
small particles. For example, for 5-nm FePt particles with very high thermal sta-
bility ratios (SCA case), a 1 kOe field would yield a remanence of 0.59, whereas
a 10 kOe field would yield a remanence of 0.94. The orientation increases rapidly
with particle diameter since μ ∼ d3.

18.7.2 Easy-Axis Orientation Measurements

Kang et al. [25] measured the orientation of partially chemically ordered FePt
nanoparticles that were dried in a magnetic field. FePt nanoparticles with
diameter 6–7 nm and coercivity 1.3 kOe were synthesized using a high-temperature
solvent. The particle dispersion was dropped onto a substrate and dried in a longi-
tudinal field, and the remanence was measured as a function of the aligning field.
The dependence of the remanence on aligning field was qualitatively similar to that
shown in Fig. 18.11, although the value of the remanence was less than predicted.
Figure 18.12 shows the hysteresis loops measured parallel and perpendicular to the
aligning field for a field value of 20 kOe. The normalized remanence values are
0.72 and 0.33, and the coercivities are 1.48 kOe and 0.87 kOe in the easy and hard
directions, indicating significant orientation. The easy direction remanence, how-
ever, is less than predicted. The discrepancy is believed to be due to interparticle
interactions and to a distribution in particle size and anisotropy.
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Fig. 18.12 Hysteresis curves
measured for oriented FePt
nanoparticles measured
parallel and perpendicular to
the aligning field. (Reprinted
with permission from Applied
Physics Letters. © 2005
American Institute of
Physics)

Kang et al. [27] also studied the orientation of salt-annealed FePt nanoparticles
which had a diameter of 8 nm and coercivity of about 30 kOe. The degree of ori-
entation that could be achieved in thick films was much less than that obtained for
the 6–7 nm particles with low coercivity. The reason is believed to be due to larger
magnetic dipolar interactions, which increase roughly as d3. In-plane orientation of
monolayer films was obtained based on the angular dependence of TEM diffraction
rings; however, the extent of the orientation was not quantified. Monolayer films
should be easier to orient than thick films since the dipolar interactions should be
smaller in the monolayer films. Particles with nonspherical shape (e.g., cubic or
cylindrical) could be easier to orient in a field if the c-axis is appropriately aligned
with respect to the particle.

18.8 Composition Distribution

Although FePt nanoparticles can be synthesized with a narrow size distribution,
there can be a substantial variation in the composition from particle to particle. Yu
et al. [28] used field emission electron nano-beam energy dispersive spectrometry
(nano-EDS) to measure the compositions of about 500 individual FePt nanoparti-
cles. The nanoparticles were synthesized using the iron pentacarbonyl method of
Sun et al. [53] and had an average particle size of 3 nm and average composition
Fe51Pt49. They found that only about 29% of the FexPt100−x nanoparticles were
within the composition range 40 < × < 60. In the absence of sintered grain growth,
such a compositional distribution can obviously give rise to a very large anisotropy
distribution since most of the particles would have compositions outside the range
for formation of the L10 phase. When sintered grain growth occurs during anneal-
ing, the compositional distribution is largely averaged out and significant chemical
ordering can then occur.
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Kang et al. [27] studied salt-annealed 8-nm FePt nanoparticles using high-
resolution TEM (HRTEM) and nano-EDS, and a correlation was found between
individual particle ordering and composition. Those particles with nearly
equiatomic compositions were highly ordered while those that were strongly Fe
or Pt rich were partially ordered. Figure 18.13 shows an HRTEM image of nanopar-
ticles with composition Fe51Pt49 and Fe65Pt35. The nearly equiatomic particle on the
left is a single crystal with lattice fringes consistent with the {001} interplanar spac-
ing of the L10 phase. The iron-rich particle on the right has two crystalline phases:
one with lattice fringes consistent with the L10 {001} spacing and the other with
lattice fringes consistent with the A1 {002} spacing.

Fig. 18.13 HRTEM image of (a) equiatomic and (b) iron-rich FePt nanoparticles. (Reprinted with
permission from Journal of Applied Physics. © 2007 American Institute of Physics)

The reasons for the large composition distribution of chemically synthesized FePt
nanoparticles are not fully understood. However, it is reasonable to ask if the dis-
tribution depends on the type of nanoparticle synthesis. Srivastava et al. [47] have
compared the compositional distribution of 3-nm FePt nanoparticles synthesized by
the decomposition of iron pentacarbonyl and the reduction of platinum acetylaceto-
nate with 3-nm nanoparticles synthesized using the superhydride reduction of iron
chloride and platinum acetylacetonate. Because of the volatility of iron pentacar-
bonyl, the latter method is known to be better for controlling the average compo-
sition of FePt. It was found that the nanoparticles synthesized by the superhydride
reduction process had a more narrow composition distribution. Whether this differ-
ence is inherent in the two different methods and how the distribution depends on
variabilities in the syntheses need further study. It was found, for example, that the
composition distribution could be narrowed in the superhydride method by increas-
ing the reflux time.
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18.9 Anisotropy Distribution

The maximum achievable atomic order of FePt nanoparticles depends on com-
position. Thus, a compositional distribution will give a distribution in the mag-
netocrystalline anisotropy energy, Ku. A particle size distribution can also affect
the anisotropy distribution since smaller particles are inherently more difficult to
order. Wang et al. [60] developed a method for determining the anisotropy distri-
bution from the ratio of the remanent coercivity, Hcr, to the hysteresis loop coer-
civity, Hc. For aligned, non-interacting Stoner–Wolhfarth particles Hcr = Hc in the
absence of thermal effects. For randomly oriented easy axes, Hcr = 1.1 Hc if there
is no anisotropy distribution. However, the coercivity ratio Hcr/Hc will increase with
increasing anisotropy distribution.

Wang et al. calculated the coercivity ratio as a function of anisotropy distribution.
Figure 18.14 shows Monte Carlo calculations of the coercivity ratio at T = 300 K for
an assembly of FePt nanoparticles with mean diameter 5.2 nm and mean anisotropy
energy 4 × 107 erg/cc. If interparticle interactions and thermal effects are excluded,
then the coercivity ratio increases linearly with the log-normal distribution width
σK. Exchange interactions between nanoparticles (e.g., when sintered) will reduce
the ratio, while dipolar interactions will increase the ratio. The effect of dipolar
interactions in high-anisotropy particles such as L10 FePt is negligible but can be
significant in lower anisotropy particles such as hcp Co. Thermal effects on the
coercivity ratio can be eliminated by making low-temperature measurements or by
comparing intrinsic, short-time coercivities obtained from time-dependent remanent
and sweep-rate coercivity measurements.
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Fig. 18.14 Calculated
coercivity ratio at T = 300 K
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Institute of Physics)

18.10 Size Effect on Chemical Ordering

There have been several experimental and theoretical studies which have suggested
a size effect on chemical ordering of FePt nanoparticles. Chepulskii and co-workers
[10, 11] have used first-principles methods to calculate the dependence of the
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equilibrium L10 order parameter on temperature and particle size. The results are
shown in Fig. 18.15. For bulk materials, the equilibrium order parameter changes
discontinuously with increasing temperature, whereas in particles of finite size, the
order parameter continuously decreases with increasing temperature. At any given
temperature, the order parameter decreases with decreasing particle size. For exam-
ple, at 700◦, a typical annealing temperature for getting the L10 phase, the equilib-
rium order parameter for a 3.5-nm particle is 0.78.

Fig. 18.15 Calculated
equilibrium order parameter
for FePt nanoparticles as a
function of temperature and
particle size. (Reprinted with
permission from Physical
Review B. © 2005 American
Institute of Physics)

Rong et al. [41] have measured the order parameter of FePt nanoparticles that
were annealed in a salt matrix at 700◦C as a function of particle size. The results,
shown in Fig. 18.16, are qualitatively similar to the calculations of Chepulskii et al.
The order parameter decreases from about 0.99 for the 15-nm particles down to
about 0.79 for the 4-nm particles. More recently, Liu et al. [31] have reported an
order parameter of 0.62 for 3-nm particles.

18.11 Summary and Conclusions

Some recent studies of chemically synthesized FePt and related nanoparticles have
been reviewed. Because of its high magnetocrystalline anisotropy in the ordered
phase, chemically synthesized FePt nanoparticles have attracted great interest.
Various chemical methods for making FePt and related nanoparticles have been
described. The high anisotropy of L10 FePt allows thermally stable nanoparticles
as small as ∼ 4 nm. Some of the issues regarding thermal stability of nanoparticles
both above and below the “superparamagnetic” limit have been discussed. Although
FePt nanoparticles with a narrow size distribution can be made by chemical synthe-
sis, transforming the nanoparticles to the L10 phase without sintered grain growth
is a major challenge. Some of the methods for reducing or eliminating grain growth
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include the use of a hard shell, annealing in a salt matrix, and flash annealing. Addi-
tive Au and Ag have been shown to significantly lower the ordering temperature
in close-packed arrays of nanoparticles. It was shown, however, that the reduction
in ordering temperature comes at the expense of increased grain growth. Prelimi-
nary experiments on salt-annealed FePtAg show that additive Ag may nevertheless
intrinsically lower the ordering temperature in the absence of grain growth. Easy-
axis alignment of L10 FePt nanoparticles can be achieved by drying a nanoparticle
dispersion in a magnetic field, and the limiting effect of thermal fluctuations on ori-
entation has been discussed. Significant field orientation has been achieved exper-
imentally for 6 nm FePt particles; however, the orientation is less than predicted
due in part to interparticle interactions. Large particle-to-particle variations in the
composition of chemically synthesized nanoparticles have been measured, and the
compositional distribution has been shown to depend on the type of synthesis. Com-
positional distributions lead to anisotropy distributions in the chemically ordered
nanoparticles. The anisotropy distribution can be determined by measuring the ratio
of the remanent to hysteresis loop coercivity. Finally, theoretical and experimental
work has been described showing that the maximum achievable chemical order, and
by inference the maximum anisotropy, is limited by particle size.
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65. Yan, Q., Purkayastha, A., Kim, T., Kröger R., Bose, A., Ramanath, G.: Synthesis and
assembly of monodisperse high-coercivity silica-capped FePt nanomagnets of tunable size,
composition, and thermal stability thermal stability from microemulsions. Adv. Mater. 18,
2569–2573 (2006a)

66. Yan, Q.Y., Kim, T., Purkayastha, A., Xu, Y., Shima, M., Gambino, R.J., Ramanath, G.: Mag-
netic properties of Sb-doped FePt nanoparticles. J. Appl. Phys. 99, 08N709-1–08N709-3
(2006b)

67. Yin, Y.D., Li, Z.Y., Zhong, Z.Y., Gates, B., Xia, Y.N., Venkateswaran, S.: Synthesis and char-
acterization of stable aqueous dispersions of silver nanoparticles through the Tollens process.
J. Mater. Chem. 12, 522–527 (2002)



562 J.W. Harrell et al.

68. Yu, A.C.C., Mizuno, M., Sasaki, Y., Kondo, H.: Atomic composition effect on the ordering of
solution-phase synthesized FePt nanoparticle films. Appl. Phys. Lett. 85, 6242–6244 (2004)

69. Yu, C.H., Caiulo, N., Lo, C.C.H., Tam, K., Tsang, S.C.: Synthesis and fabrication of a thin
film containing silica-encapsulated face-centered tetragonal FePt nanoparticles. Adv. Mater.
18, 2312–2314 (2006)



Chapter 19
Magnetic Manipulation of Colloidal Particles

Randall M. Erb and Benjamin B. Yellen

Abstract We review some recent advances in the field of magnetic manipula-
tion techniques, with particular emphasis on the manipulation of mixed suspensions
of magnetic and nonmagnetic colloidal particles. We will first discuss the theoreti-
cal framework for describing magnetic forces exerted on particles within fluid sus-
pensions. We will then make a distinction between particle systems that are highly
dependent upon Brownian influence and those that are deterministic. In both cases,
we will discuss the type of structures which are observed in colloidal suspensions as
a function of the size and type of particles in the fluid. We will discuss the theoret-
ical issues that apply to modeling the behavior of these systems, and we will show
that the recently developed theoretical models correlate strongly with the presented
experimental work. This chapter will conclude with an overview of the potential
applications of these magnetic manipulation techniques.

19.1 Introduction

The manipulation of particle suspensions is an essential capability for various engi-
neering applications ranging from self-assembled nano-manufacturing to life sci-
ence analysis tools. Methods for manipulating the particles in parallel have mainly
relied on the use of optical [1, 2], electrical [3, 4], or magnetic field traps [5–10],
which have the advantage of being shaped remotely through the use of lasers, elec-
trodes, or external coils. Magnetic manipulation techniques, in particular, have the
practical advantage of being biologically and chemically invisible [11], as compared
to electrical and optical systems which are prone to overheating or chemically alter-
ing the specimen [12, 13]. There are several comprehensive reviews in the literature
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describing developments in the field of magnetic manipulation systems over the
last four decades [14–17]. This chapter will instead focus on the interesting capa-
bilities that have recently been demonstrated in mixed magnetic and nonmagnetic
particle suspensions, and we will emphasize our own recent advances in controlling
particles of various sizes, shapes, and degrees of magnetization. Due to the inher-
ent complexity in modeling systems composed of strongly interacting particles, this
topic poses considerable theoretical and experimental challenges; however, we will
show that continuum models can be effective at describing the equilibrium behavior
of colloidal suspensions exposed to external magnetic fields.

The most common use of magnetic particles is in the field of separation, where
magnetic manipulation schemes are applied to capture and separate various biolog-
ical materials of interest (e.g., cells [18, 19], viruses [20, 21], and proteins [22, 23]).
For magnetic separation applications, magnetic particle surfaces are typically func-
tionalized with proteins and antibody receptors that can recognize and associate
with various biological materials by affinity binding. Once attached, the biological
materials are separated from solution by applying force to the magnetic particle.
Consequently, there has been much effort in the synthesis and characterization of
these colloidal magnetic particles, reviewed elsewhere [24].

Recently, we have demonstrated an alternative method for separating and
manipulating biological and other nonmagnetic materials using a suspension of
magnetic nanoparticles to provide “magnetic contrast” to the surrounding fluid.
Nonmagnetic materials immersed within the suspension of magnetic nanoparticles
are shown to become effectively magnetized with respect to the surrounding fluid,
allowing them to be manipulated by magnetic fields and field gradients [6,7, 25–
28]. This manipulation strategy has been given the name negative magnetophoresis
in order to draw parallels with the corollary “negative dielectrophoresis” commonly
referred to in the literature [29, 30].

The theoretical analysis of magnetic nanoparticle suspensions poses considerable
challenges with respect to accurately calculating the magnetic force on submerged
nonmagnetic materials. Compared with negative dielectrophoresis where continuum
equations are generally applicable due to the solvent being much smaller than most
colloidal materials, the analysis of magnetic nanoparticle suspensions is compli-
cated by the larger size of the magnetic nanoparticles (∼10 nm) which is commen-
surate with the size of many proteins and macromolecules. Furthermore, the strong
interactions between 10 nm sized magnetic nanoparticles lead to a phenomenon
(e.g., chaining), which is not observed in corollary dielectric systems where the sol-
vent is of molecular length scale [31–33]. Larger particle size brings into question
the applicability of continuum equations for fluid magnetization when considering
nonmagnetic particles that are only slightly larger than the magnetic nanoparticles in
the fluid. By investigating the agreement between theory and experiment, we show
continuum models are applicable when the nonmagnetic particles are at least 2–3
times larger than the magnetic nanoparticles [10, 28].

The rest of this work will be organized as follows. In Section 19.2, we will
introduce the theoretical basis of controlling magnetic and nonmagnetic particles
and establish the role that is played by Brownian motion. In Section 19.3, we will
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review some non-Brownian particle manipulation systems including surface-based
assemblies and substrate-based transport. In Section 19.4, we will present magnetic
and nonmagnetic particle systems where the manipulation of individual particles
is influenced, but not dominated, by Brownian motion, such as chain growth, self-
organizing structures, and the alignment of anisotropic particles. In Section 19.5, we
will expand these models to account for the behavior within populations of nanopar-
ticles which are dominated by Brownian fluctuations and must be modeled using
Boltzmann distributions. We will demonstrate the validity of our theoretical predic-
tions by comparing theoretical models with experimental results. In Section 19.6,
we will conclude this discussion by outlining open questions and future directions
for this field.

19.2 Magnetic Manipulation of Particles

19.2.1 Deterministic and Brownian-Dominated Particle Systems

Throughout this chapter, we will be discussing either particles which follow deter-
ministic trajectories or ones dominated by random Brownian motion. The general
principle of Brownian motion suggests that the positions of particles will fluctu-
ate due to random collisions with the solvent molecules [34]. Owing to its smaller
mass, the fluctuations of nanoparticles (i.e., <100 nm) tends to be much larger
than microparticles; however, the Brownian interactions can be overlooked in some
cases where the magnetic forces are particularly strong. In either case, it is worth-
while to establish a general guideline for when a particle’s motion can be mod-
eled deterministically and when random motions must be taken into account. Under
an applied force,

⇀

F p, a particle will experience a change of potential energy of
ΔU (⇀r ) = ⇀

F p (⇀r ) dr . In this work, the particle’s trajectory is considered to be deter-
ministic when the change in potential energy during its movement over a distance
commensurate with its own radius, a, is larger than thermal fluctuation energy (i.e.,
2aF ≥ kB T ). If the change in potential energy is smaller than thermal fluctuation
energy, then random Brownian motion cannot be ignored. To make this distinction
for each type of motion, it is first necessary to discuss how to calculate magnetic
forces on colloidal particles.

19.2.2 Material Properties

Before embarking on a discussion concerning the calculation of different forces, we
first review the type of magnetic materials used in magnetic manipulation technol-
ogy and their field-dependent behavior. Magnetic particles are typically composed
of iron, nickel, or cobalt, and their various oxidized forms. A division in nomencla-
ture is used to distinguish between the different types of magnetic ordering of spins
within these materials. Iron, nickel, and cobalt in pure metal form are referred to
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as ferromagnets, whereas their oxidized forms are referred to as ferrimagnets. For
more discussion, see Ref. [35] or other chapters in this handbook. Regardless of
these differences, both types of material classes display common magnetic proper-
ties, including the ability to store magnetization in the absence of external field (i.e.,
remanence), and a history-dependent magnetization (i.e., hysteresis). The hysteretic
magnetization behavior of typical ferro/ferrimagnetic material below the Curie tem-
perature is presented in Fig. 19.1A [35, 36].

When ferro/ferrimagnetic materials are heated above the Curie temperature, the
spin–spin coupling within the material is no longer sufficient to overcome thermal
fluctuation energy, and as a result these materials begin to display different behav-
ior referred to as paramagnetism, which is characterized by a lack of remanence
and hysteresis. In other words, paramagnetic materials can magnetize in an exter-
nal field, but they promptly lose their magnetization when the field is removed. The
classic paramagnetic hysteresis graph is shown in Fig. 19.1B, and the linear region
is called the magnetic susceptibility, χ, which describes how easily the material can
magnetize in an external field.

A B–Hc

Mp Mp Ms

H

Ms

H

–Ms –MsHc
Ferromagnetic Particles Paramagnetic Particles

Fig. 19.1 Hysterisis curves for (A) ferromagnetic and (B) paramagnetic material. The magne-
tization, �Mp , of the particles increases with an applied field, �H , until the saturation magnetiza-
tion, Ms, of the particle is reached. Ferromagnetic particles retain a magnetization in zero field that
can only be switched in a reversal field exceeding the coercive field, �Hc

Recently, the term “superparamagnetism” has been given to a class of very small
metal or metal-oxide nanoparticles (usually smaller than 10 nm) that display extraor-
dinarily large paramagnetic response to an external field even at temperatures below
the Curie point, where the bulk material would have magnetic remanence. This
behavior originates from the competition between the nanoparticle’s magnetic crys-
talline anisotropy energy and the thermal fluctuation energy of the surrounding bath.
Since the crystalline anisotropy energy is proportional to the volume of the nanopar-
ticle, there exists a critical size below which the particles cannot retain its preferred
magnetization orientation inside the material’s crystalline structure. This “super-
paramagnetic limit” is of particular interest to magnetic data storage technology,
since it dictates the smallest nanoparticle that can store binary data. These materials
are also of interest as magnetic nanoparticle fluids, since they remain stable in the
absence of magnetic field but respond strongly when external field is applied.
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In the last few decades, there have been significant advances in synthesizing flu-
idic suspensions of magnetic particles for various applications in drug delivery, cell,
and molecular separation, and a variety of other applications [14]. One type of sus-
pension, referred to as magnetorheological fluid, consists of 100 nm to 10 μm sized
magnetic beads suspended in nonmagnetic carrier fluid. These magnetic beads are
typically composed of a spherical polymer matrix which encapsulates a dispersion
of magnetic nanoparticle grains. If the magnetic grains are small enough and spaced
sufficiently far apart inside the polymer matrix, then the composite particle will
behave superparamagnetically yet it will have a large dipole moment due to the col-
lective response of the large number of magnetic grains inside the bead. The mag-
netic susceptibility of these commercially available beads is typically in the range
of 0.1–1.0.

Another type of suspension, referred to as ferrofluid, consists of 5−20 nm sized
magnetic nanoparticles that are freely suspended inside a nonmagnetic carrier fluid.
The magnetic properties of the fluid can be modeled as a continuum when the fluid
volume element under consideration is much larger than the individual nanoparti-
cles. In our work, for example, we have found that ferrofluids having at least 0.1%
volume fraction of magnetic nanoparticle material will behave as a magnetic con-
tinuum on the 100 nm length scale [64]. These fluids can also be characterized
by a magnetic susceptibility which can be tuned by changing the concentration of
nanoparticles within the fluid.

It is interesting to note that in some ferrofluids the overall fluid magnetization
can display superparamagnetic properties despite its being composed of nanopar-
ticles that are larger than the superparamagnetic limit. The mechanism for achiev-
ing superparamagnetic behavior is due to the Brownian rotational diffusion of the
nanoparticles, as opposed to through the classic Neel mechanism (i.e., rotation of
the magnetic moment inside the crystalline structure) [35]. For these fluids to remain
stable, the nanoparticle cannot be too large, since force interactions between the
ferro/ferrimagnetic nanoparticles can lead to irreversible aggregation. In most cases,
ferro/ferromagnetic nanoparticles smaller than about 20 nm will remain colloidally
stable, since thermal fluctuations will dominate not only the particle–particle mag-
netic force interactions but also other surface forces of relevance to this size scale.
Thus, the criteria for modeling a medium as superparamagnetic must consider not
only the properties of the material itself but also the mobility of particles inside their
host matrix.

Finally, it is important to mention the role of shape in the particle magnetization
process, which is commonly referred to as the “shape anisotropy” of the material.
The magnetization of various particle shapes can be modeled using discrete dipole
approximation techniques [36]. When the particle shapes conform to certain sym-
metrical geometries (e.g., spherical and ellipsoidal), these calculations can often be
simplified with analytical functions at negligible cost to accuracy. Simplified models
are especially beneficial for treating spherical particles, which are the most abundant
particle geometry [35–37], and are unique in that the particle’s field is identical to
a point dipole when it is uniformly magnetized. However, some corrections may be
needed when the particle shape is slightly irregular or if the particle’s magnetization
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is not uniform due to the presence of nearby magnetic sources [36, 38] (e.g., a per-
manent magnet or another particle). Numerical techniques can achieve better accu-
racy; however, the gains in improved accuracy are relatively minor and frequently
not worth the computational investment [27] when applied to applications in mag-
netic separation and manipulation.

19.2.3 Magnetic Force

The stability of any colloidal suspension is highly dependent upon short-range
forces (e.g., steric, Van der Waals, and depletion); however, particle trajectories
are dominated by long-range forces (e.g., electrical, gravitational, and magnetic)
[39, 40]. Electrical forces often exist in suspensions in the form of electric sur-
face charges, which assist in stabilizing the suspension by repelling neighboring
particles. These charges, however, will negligibly affect particle motion in dilute
suspensions which are not exposed to electric fields. Gravitational forces can also
be ignored for small magnetic particle suspensions over short-time scales [44].
Hence for the magnetic particle systems discussed in the following sections, we
have neglected other forces entirely and have focused on the formation of colloidal
structures solely due to magnetic forces.

The magnetic force on particles can be computed by considering the equivalent
magnetic poles distributed inside the particle volume and on the particle surface.
In the case of uniform magnetization, the magnetic poles are strictly on the par-
ticle’s surface, and the equivalent magnetic pole density can be determined from
the divergence in the normal component of magnetization at the particle surface,

σ = μo

(
�Mp − �M f

)
n̂, where �Mp and �M f are the respective magnetizations of

the particle and the surrounding fluid, and n̂ is the normal surface vector of the
particle, Sp. The constant μo represents the magnetic permeability of free space,
μo = 4π ·10−7 [H/m] . The magnetic force,

⇀

F p, that acts upon these magnetic
poles is defined by

⇀

F p ≡
∫∫
©
Sp

σ �Hd S = μo

∫∫
©
Sp

(
�Mp − �M f

)
· n̂ �Hd S (19.1)

�H is the local magnetic field using SI notation where the magnetic flux density,
⇀

B, is related to the magnetization and local field by
⇀

B = μo (
⇀

H + ⇀

M). Applying
Gauss divergence theorem [14, 41], Eq. (19.1) can be reduced for a spherical particle
of volume Vp to

⇀

F p ≡ μoVp

[(
�Mp − �M f

)
· ∇

]
�H (19.2)

Equation (19.2) indicates that in order to achieve significant magnetic force, the
particles should have large volumes, there should be a large contrast between the
magnetization of the particle and the fluid, and the manipulation system should
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be capable of applying large magnetic field gradients. Equation (19.2) also indi-
cates that both magnetic and nonmagnetic particles can be magnetically manipu-
lated depending on the fluid magnetization. For example, magnetic microparticles
surrounded by water, for which �M f = 0, can experience large magnetic forces as
evidenced by the numerous applications in magnetic manipulation [14], detection
[42], and separation [8]. In weak magnetic fields where Mp << Ms , the particle
magnetization follows a linear constitutive relationship �Mp = χ �H , where χ is the
bulk material susceptibility, as shown in Fig. 19.1B. This relationship allows the
force to be expressed as

⇀

F p = μoVp
(
⇀

M p · ∇) �H = 1

2
μoVpχ̄∇ ⇀

H
2 (19.3)

where χ is the susceptibility of the particle. The geometry of the particle also affects
its ability to magnetize in an external magnetic field [43]; for example, spherical
particles have a shape corrected susceptibility of χ̄ = 3χ

/
(χ + 3).

Magnetic force can also be applied to nonmagnetic particles provided the sur-
rounding fluid has nonzero magnetization, such as ferrofluid. It is convenient to rep-
resent the fluid magnetization using continuum models, and this assumption tends
to be reasonably accurate in cases when the fluid volume of consideration is much
larger than the individual ferrofluid particles. An alternative method for modeling
these suspensions would consist of considering each particle as a discrete dipole
and using Monte Carlo techniques [44, 45] to track the average position and density
of particles over time. Due to its computational complexity, these techniques are
only applied by a limited number of groups, while most advances have employed
continuum approximations. The force on a relatively large nonmagnetic particle
(i.e., >50 nm) immersed in ferrofluid can be rewritten as

⇀

F p = −μoVp

(〈
�M f

〉
· ∇

)
�H (19.4)

The effective fluid magnetization is a function of the magnetization of the indi-

vidual magnetic particles, �Mp,m , and their volume fraction, Cm, as
〈
�M f

〉
= �Mp,mCm .

For very low magnetic fields where Mp,m << Ms , a linear constitutive relationship
can be employed to describe the magnetization of the individual magnetic parti-
cles as �Mp,m = χ

⇀

F . However, in strong magnetic field, the particle magnetization
is more accurately characterized by Langevin’s function, L (x) = coth (x) − x−1,
which provides a mechanism to describe magnetization saturation [46], given by

〈
�M f

〉
= ⇀

M p,mCm = MsCm L (ξ ) Ĥ (19.5)

where ξ is a dimensionless ratio between the magnetic and thermal energy as
ξ = μ0 Ms,m Vm | �H |/kB T , where Vm is the volume of the individual magnetic par-
ticles that comprise the ferrofluid. Combining Eq. (19.5) with Eq. (19.4) yields the
force on nonmagnetic particles submerged in ferrofluid and subjected to magnetic
field gradients as:
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⇀

F p = −Vp MsCm L (ξ )
(
Ĥ · ∇) �H = −kB T Cm L (ξ ) ∇ξ (19.6)

Thus, Eqs. (19.3) and (19.6) represent the forces experienced by magnetic par-
ticles surrounded by nonmagnetic carrier fluid, such as water, and by nonmagnetic
particles surrounded by ferrofluid, respectively. These expressions will be applied
to describe magnetic manipulation techniques in various colloidal particle systems
and elucidate the role of magnetic force played in forming colloidal particle chains
and other self-organizing structures, controlling alignment of anisotropically shaped
colloidal particle, as well as the transport and assembly of colloidal particles onto
magnetically patterned surfaces.

19.3 Deterministic Particle Manipulation

19.3.1 Substrate-Based Self-Assembly of Particles

In this section, we begin by discussing microfluidic systems in which the motion
of colloidal particles is dominated everywhere by magnetic force. Brownian diffu-
sion is assumed to play a negligible role, and thus the trajectory of particles will be
calculated solely from the magnetic force and the viscous response of the environ-
ment. One example type of system is a magnetically patterned surface, containing
an array of closely spaced magnets which produce both strong local field and field
gradients, leading to magnetic forces exceeding piconewton strength on nearby col-
loidal particles. These types of magnetic separation systems can be fabricated by
various lithographic techniques and have been studied by a number of researchers
for applications in biochip technologies, manufacturing, and purification [8, 16, 46].

In some instances, the magnetic templates or islands are fabricated from ferro-
magnetic material that allow for magnetic information to be stored in the substrate
and used to program the particle assembly instructions [47]. This programmabil-
ity allows for the controlled placement of magnetic or nonmagnetic particles into
desired regions of the substrate. For a particle near an island, the classical dipole
field pattern for an island is shown in Fig. 19.2 superimposed on the uniform field.
Without external fields, the field of the island,

⇀

Hisland , will remain symmetric, hav-
ing maxima of equal magnitudes near both magnetic poles and minima far away
from the island; however, when an external field bias is applied to the system it is
possible to change the locations of magnetic field maxima and minima.

As seen in Fig. 19.2, the magnitude of the local field can be altered by applying
an external field,

⇀

H o, such that the external field adds to the island’s field in some
locations and subtracts in other locations. In this particular example,

⇀

H o adds to
the magnitude

⇀

H on the right side of the island and reduces
⇀

H on the left, creat-
ing a field maximum and minimum, respectively. Thus, magnetic particles will be
forced toward the right side of the island while nonmagnetic particles in ferrofluid
will be forced to the left side. Because photolithographic patterning techniques are
well developed, a magnetic template with a controllable field distribution is a very
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straightforward method to create self-assembled arrays of particles onto specific
locations of a surface.

Fig. 19.2 Schematic illustration of nonmagnetic particle immersed in ferrofluid assembling on
top of a micromagnet (grey disc with arrow denoting the island’s magnetization). (A) Under no
external field, the ferrofluid accumulates near the island, whereas the particle is forced away from
the island toward the region of lower magnetic field. (B) The external magnetic field is applied
parallel to the island’s magnetization, causing the ferrofluid to accumulate around the edges of
the island where the external field adds to the island’s field (denoted by dotted line with arrow),
meanwhile the nonmagnetic particle is pulled directly on top of the island where the external field
subtracts from the island’s field. (C) The external field is applied in the vertical direction that causes
the nonmagnetic particle to move to the left edge of the island and the magnetic nanoparticles are
pulled toward the right edge

19.3.2 Substrate-Based Transport and Separation

Time-varying magnetic fields applied to substrates of magnetic islands provide a
new class of interesting physical behavior with potential ramifications in the trans-
port and separation of colloidal particles. For example, a rotating external field
applied to the system will move the locations of magnetic minima and maxima
across the surface of the substrate. The transverse motion of these maxima and min-
ima can be modeled as a traveling wave, as shown in Fig. 19.3, which transports
individual particles horizontally across the substrate [8].

A simplified analytical model can be developed to model the particle’s motion in
response to a traveling wave. In this system, a rectangular array of circular magnetic
islands patterned from thin ferromagnetic film will have an effective magnetic pole
density on the array surface which is well approximated by a 1-D Fourier expansion.
For the purpose of this analysis, we will still assume that the substrate’s field can still
be accurately modeled if only the first harmonic in the Fourier expansion is retained
[48]. The sinusoidal pole distribution has an amplitude equal to the island’s average
pole density, σo, with the minimum and maximum of the sinusoid corresponding
with the left and right side, respectively, of the island. In addition to the static field
produced by the substrate, a spatially uniform rotating field is assumed to be applied
to the substrate with frequency, ω. The total magnetic field will be the superposition
of the island’s field and the external field, and it will depend upon the particle radius,
a, the periodicity of the island array, d, and time t, as
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Fig. 19.3 (A–D) A magnetic label attached to a large virus transverses a magnetic array (magne-
tized in the + x direction) in the presence of a rotating field (also directed in the + x direction in
(A) and rotating counterclockwise). (E–G) A finite element analysis of the magnetic array shows
the magnetic field maxima (white) moving across the array with the rotating field. Reproduced by
permission of The Royal Society of Chemistry [8]

⇀

H x = ⇀

Hisland,x + ⇀

H o,x = σo

2
e−2πa/d sin

(
2π

d
x

)
+ Ho sin (ωt) (19.7)

Thus, the force on a particle will be dependent upon the current position and time
as Fx = Fp,x sin (2πx/d − ωt), where Fp,x can be input from either Eq. (19.3) or
Eq. (19.6) depending on the type of system considered. The particle trajectory can
be modeled from the equations of motion:

Fnet = m
d2x

dt2
= Fx − D

dx

dt
(19.8)

where m is the mass of the particle, and D is the viscous drag coefficient. In low
Reynold’s number flow, the inertial term can be ignored, thus the magnetic force
is found to exactly balance the drag force on the particle, assumed in this case to
be Stokes’ drag on a sphere. It is convenient to write Eq. (19.8) in dimensionless
form as

dφ

dτ
= sin (φ) − ω

ωc
(19.9)

where φ = 2πx/d − ωt , ωc = 2πFp/ (d D) is a particle’s critical frequency, and
τ = ωct is the dimensionless time variable. This equation of motion is similar to
a nonlinear harmonic oscillator observed in many physical systems [49–51]. The
behavior of a nonlinear harmonic oscillator suggests that two regimes of motion
may be observed depending on the velocity of the traveling wave. If the travel-
ing wave is moving too rapidly, then the substrate cannot supply enough magnetic
force to maintain the particle’s relative position within the traveling wave. On the
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other hand, when the traveling wave is moving less rapidly, the particle becomes
locked into the traveling wave and can move linearly across the substrate at a con-
stant rate. Mathematically, this behavior is described as follows. When the system
is below the critical frequency, Eq. (19.9) has a stable solution, and the velocity
of the particle is found to be independent of drag forces as dx/dt = ωd/ (2π ).
However, when the frequency exceeds ωc, the viscous drag forces cause the particle
to slip from the moving field maxima and reduce the particles linear velocity by

dx/dt =
(
ω − √

ω2 − ω2
c

)
d/ (2π ).

For simple transport systems, maintaining the rotating field below the critical
frequency (i.e., ω < ωc) can produce very reliable particle trajectories; however,
the ability to separate magnetic particles of different sizes can be accomplished by
adjusting the frequency close to or exceeding the critical frequency of the system
(i.e., ω > ωc). For most colloidal transport systems, the damping of the particle
velocity is due solely from a Stokes’ drag force of Fd,x = 6πηa (dx/dt), where η is
the viscosity of the fluid. The critical frequency can then be solved for as a function
of a particle’s susceptibility and radius:

ωc = χμoσo Ho

18η

(
2πa

d

)2

e−2πa/d (19.10)

From the dependencies of this equation, the transport velocity of particles with
different size and susceptibility has a different frequency response. Exploiting this
nonlinearity, the frequency of the rotating field can be adjusted to allow particles of
certain size or magnetization to move freely while the motion of others is greatly
impeded. For example, 3 μm magnetic particles have higher critical frequencies
than similar 1 μm magnetic particles, shown in Fig. 19.4, which allows for their
separation. Another separation system involves attaching bio-particles to magnetic
particles, effectively reducing the magnetization of any reacted magnetic particle
[8]. Then free magnetic particles could be separated quickly from the suspension,
and any left over magnetic particles, those attached to the bio-particles, could be
subsequently transported elsewhere on the chip (possibly for detection, extraction,
or further analysis) by reducing the frequency of the rotating field.

19.4 Brownian-Influenced Particle Manipulation

19.4.1 Magnetic and Nonmagnetic Particle Chains

The motion of large magnetic beads is not always dominated by magnetic force.
There may be regions in the fluid where relatively weak magnetic force is expe-
rienced by the particle, in which case its trajectory is dominated completely by
random Brownian motion. However, when other particles are present in the fluid,
the Brownian diffusion does not play a lasting role as particle–particle interac-
tions begin to dominate. Here, we review some of the interesting particle–particle
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Fig. 19.4 (A) Percentage of immobile 1.0 μm (♦) and 2.7 μm particles (�) is plotted as a
function of the frequency of rotation of the external magnetic field. The cumulative distribution
function (CDF) and probability distribution function (PDF) are presented as dashed and solid lines,
respectively. In (B), the velocity of the 1.0 μm (�,�) and 2.7 μm particles (�,�) is presented as a
function of the rotation frequency. The squares represent the mean velocity of the mobile particles,
while the triangles represent the mean velocity of the entire population of particles. The dashed or
dotted lines are the simulated velocity for the 2.7 μm and 1 μm particles, respectively, based on
an appropriate choice for the critical frequency for each particle size. Reproduced by permission of
The Royal Society of Chemistry [8]

structures which can be formed inside fluids. In general, the forces can be either
attractive or repulsive depending upon the relative position and orientation of the
particles [29]. As seen in Fig. 19.5, attractive forces exist between two iden-
tical particles when the position vector connecting the particle centers is par-
allel to the local field (i.e., opposite poles are in close proximity). Repulsive
forces are present when this position vector is perpendicular to the local field
(i.e., magnetic equators are in close proximity). This anisotropic behavior leads
to the pole-to-pole chaining of similar particles that has been well characterized
[52–54].

In computing forces between particles in the suspension, it is important to
account for both the field and the field gradient of one particle on another. Assuming
that these particles behave approximately as dipoles, the field of a particle,

⇀

H p, can
be determined from the classical dipole field equation [35]:
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Fig. 19.5 (A) Magnetic particles suspended in a nonmagnetic carrier fluid form chains in local
field, ⇀H o. The particles’ moments align parallel with the field. (B) Nonmagnetic particles sus-
pended in a magnetic carrier fluid also form chains; however, the particle moments are aligned
antiparallel with the field. In both cases, particles are attracted toward the magnetic poles of other
particles and repelled from the magnetic equators, exemplified by the small force arrows

⇀

H p = 3[Vp(
⇀

M p − ⇀

M f ) · ⇀r ] · ⇀r
r5

− Vp(
⇀

M p − ⇀

M f )

r3
(19.11)

where ⇀

r is the distance between the point of observation and the particle location. It
is important to note that the magnetization of the particle is a function of the local
field, which includes the fields produced by neighboring particles. In a system with
more than one particle, the field needs to be solved self-consistently [55].

In general, the formation of particle chains is a time-dependent process domi-
nated by translational diffusion on the long length scale. For two particles or chains
of particles to link, the groups need to diffuse through the suspension until their
proximity substantially increases the magnetic attraction energy between them, at
which point the particle trajectory becomes dominated by magnetic force. This type
of chain growth is a random-walk, Smulochowski-type growth that has been inves-
tigated in the past [60, 61, 62]. Two particles will only be significantly attracted
or repelled from one another if the change in potential energy experienced by the
particle as it moves a distance of one particle diameter becomes significant relative
to kB T . At this point, the particles undergo a transition from Brownian-dominated
motion to trajectory-dominated motion, and the chain formation process quickly
occurs.
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19.4.2 Magnetic and Nonmagnetic Mixed Assemblies in Ferrofluid

An interesting branch of these physical systems occurs when several different types
of particles are mixed together, such as the mixture of magnetic particles, nonmag-
netic particles, and ferrofluid. The magnetic particles will behave as positive dipoles
if their magnetization is stronger than that of the ferrofluid, while the nonmag-
netic particles still behave as negative dipoles. The net effect is that the magnetic
and nonmagnetic particles will still attract one another; however, the magnetic and
nonmagnetic particles will not align head to tail, but instead will align in an anti-
ferromagnetic fashion.

In these systems, interesting structures have been observed to self-organize
depending on the applied field strength, the bulk ferrofluid concentrations, and the
sizes of the particles. For example, if commensurately sized magnetic and nonmag-
netic particles are suspended within ferrofluid, they can form simple cubic rectan-
gular arrays in an applied external field as seen in Fig. 19.6A,C.

In addition to these particle arrays, other self-assembled structures can be
observed in mixed suspensions when the magnetic and nonmagnetic particles
are of two different sizes. For example, if one of the particles is much larger
than the other (e.g., tripling the size of the highly magnetic particles as seen
in Fig. 19.6B), Saturn-like structures take form as the smaller particles are
attracted only to the magnetic equator of the large particle, shown also in
Fig. 19.6D,E [56].

19.4.3 Anisotropic Particle Alignment

In addition to translational forces, torques also can be applied to particles that have
shape anisotropy. This effect can occur for either magnetic or nonmagnetic parti-
cles depending on the surrounding fluid magnetization. The energetics of particle
alignment is schematically illustrated in Fig. 19.7, in which a magnetized particle
develops magnetic poles on its surface which act to oppose the field

⇀

H within the
particle. This field, known as the demagnetizing field,

⇀

H D , contributes to the total
magnetic field within the interior of the particle,

⇀

Hint , according to the following
equation:

⇀

Hint = ⇀

H − ⇀

H D = ⇀

H − G(
⇀

M p − ⇀

M f ) (19.12)

Here the tensor G represents the demagnetizing factor and is based solely on the
particle’s aspect ratio and the direction of the external field. In general, demagnetiz-
ing factors are smaller when the longest particle axis (i.e., the easy axis) is aligned
with the field.

Though many particles can be approximated as spherical, there exist many par-
ticle geometries that are better modeled as ellipsoids [57, 58], such as rod-like col-
loidal particles which can be represented very accurately as prolate spheroids when
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Fig. 19.6 (A) Equal-sized nonmagnetic and magnetic microparticles suspended in ferrofluid form
array-like structures. (B) Enlarging one particle size leads to ring-like structures. Simplified direc-
tional forces are shown with small arrows. (C) Micrograph showing 3 μm magnetic and 3 μm non-
magnetic particles forming a simple cubic lattice in ferrofluid. (D) Micrograph of 1 μm magnetic
particles forming a ring around a 3 μm nonmagnetic particle in ferrofluid. (E) Fluorescent micro-
graph of 1 μm nonmagnetic particles forming around a 3 μm magnetic particle (non-fluorescent)
into a ring structure in ferrofluid

the aspect ratio is larger than 10. When the long axis of the prolate spheroid, labeled
a in Fig. 19.7, is aligned parallel or perpendicular to

⇀

H , the respective demagnetiz-
ing factors of Ga and Gb are well established [67]:

Ga = (a/b)2

2

∫ ∞

0

ds
(
s + a2

)3/2 (
s + b2

) ,Gb = (a/b)2

2

∫ ∞

0

ds
(
s + a2

)1/2 (
s + b2

)2

(19.13)
As seen in Eq. (19.13), alignment away from the easy axis requires more energy

to achieve due to substantial increase in demagnetizing fields. Because particles are
more likely to be in lower energy states, the particle experiences a torque driving
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Fig. 19.7 A magnetic
ellipsoidal particle shown in a
local field directed
(A) parallel and
(B) perpendicular to the easy
axis, a. Magnetic poles on the
particle surfaces create a
demagnetizing field, ⇀H D ,
within the particle

its easy axis to point along the external field direction. The rotational energy of an
ellipse aligned at an angle of θ from the magnetic field is well characterized and
found to be [59, 60]:

U (θ ) = 2πab2

3

μ f
(
μp − μ f

)2
(Gb − Ga) H 2 sin2 (θ )

(
μ f − (

μp − μ f
)

Ga
) (
μ f − (

μp − μ f
)

Gb
) (19.14)

where μp and μ f are the respective magnetic permeabilities of the particle and the
fluid derived from the material susceptibility (e.g., μp = μo

(
1 + χp

)
).

This rotational energy can be used to determine the alignment distribution within
a population of prolate spheroids using a Boltzmann distribution function. For larger
particles with strong fluid magnetization mismatches, the rod’s alignment is com-
pletely determined by the direction of the external field; however, smaller particles
can experience larger orientational variation when the average alignment energy,
〈U (θ )〉, is close to thermal fluctuation energy. The average energy of particle align-
ment energy is given by

〈U (θ )〉 =
∫ 2π

0 U (θ ) e−U (θ)/kB T dθ
∫ 2π

0 e−U (θ)/kB T dθ
(19.15)

In order to describe the orientation variation, nematic order parameters [62]
can be used such as S = 〈(

3 cos2 θ − 1
)/

2
〉

where S ranges from 0, for com-
pletely disordered suspensions of particles, to 1, for completely ordered suspen-
sions of particles. For a suspension of magnetic or nonmagnetic elliptical particles
within nonmagnetic or magnetic carrier fluid, respectively, typical order parame-
ters, like those shown in Fig. 19.8, depend upon particle geometry, surrounding
fields, and relative magnetizations. Such studies have been carried out for both
nonmagnetic rods in ferrofluid [63], seen in Fig. 19.8, and magnetic particles in
water [64].



19 Magnetic Manipulation of Colloidal Particles 579

Fig. 19.8 Optical micrographs (A) and (B) demonstrate the orientation distribution of nonmag-
netic nanorods in ferrofluid for external fields of (A) 0.2 G and (B) 100 G. Data in (C–F) show the
effective orientation of nanorods at ferrofluid volume fractions of (C) 3.6%, (D) 1.8%, (E) 1.2%,
and (F) 0.9%. The theoretical fitting curves from the nematic order parameter S are shown by
the solid lines and demonstrate a nice fit of the experimental data points. Reused with permission
from Chinchun Ooi, Journal of Applied Physics, 103, 07E910 (2008). Copyright 2008, American
Institute of Physics [61]

19.5 Brownian-Dominated Manipulation of Particle Populations

19.5.1 Modeling Thermal Diffusion

When the nanoparticle is reduced to a critical size, its motion becomes dominated
by Brownian diffusion regardless of the applied field, and the role of thermal fluc-
tuations in modeling the distribution within nanoparticle suspensions can become
very important. Moreover, at these length scales, the thermal energy of the particles,
kB T , may no longer be diminutive relative to the particle’s magnetization energy,
Ms V H , even in strong magnetic fields. Thus, the role of thermal fluctuations in sev-
eral aspects will need to be incorporated in order to attain representative models. The
models will no longer follow the individual trajectories of nanoparticles but instead
will be concerned with the average particle flux in the statistical sense. The overall
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flux of the local particle concentrations,
⇀

J net , can be modeled through the sum of
the thermally driven diffusion flux,

⇀

J di f f usion , and the deterministically forced drift
flux,

⇀

J dri f t . The diffusion flux is proportional to the local diffusion coefficient, D,
and the local variation of the particle concentration, C, as

⇀

J di f f usion = −D∇C . The
drift flux is also based on the velocity of the particle, ⇀

v p, due to migration forces as
⇀

J dri f t = ⇀

v pC . The local net particle flux is time dependent and can be written in
terms of the continuity equation: −∇ · ⇀

J net = ∂C
/
∂t . The encompassing charac-

terizing equation for the local net particle flux, known as Fick’s Law [65], can be
written as follows:

∂C/∂t = −∇ · ⇀

J net = −∇ · (
⇀

J dri f t − ⇀

J di f f usion) = −∇ · (⇀ν pC − D∇C) (19.16)

There arises a special case for this equation where the drift and the diffusion
fluxes exactly balance. This can be viewed as a quasi-equilibrium state where,
although the individual particles have a nonzero velocity, the average particle popu-
lation densities are static. In this case, where ∂C

/
∂t = 0, concentration distributions

can be obtained by solving the equation ⇀

v pC = D∇C if the local particle velocity
and the diffusion coefficient are known or can be calculated.

In a viscous medium where inertial effects are unimportant, there is a direct rela-
tionship between the magnetic force

⇀

F p and the particle’s velocity according to
⇀

v p = η
⇀

F p, where η is the hydrodynamic mobility of the particle. Inserting this
relationship into Eq. (19.16) under steady-state conditions yields

∇C

C
= η

D
⇀

F p (19.17)

The Einstein relation, D = ηkB T , presents a convenient simplification at this
point. This relation assumes that the diffusion coefficient and particle mobility are
independent of local particle concentration which is a good assumption in dilute
suspensions [41]. However, in the case of very high local particle concentrations,
this relation may not be accurate and a concentration-dependent diffusion coefficient
is needed.

Assuming the force is given by Eqs. (19.2), (19.17) can be rewritten as

∇C

C
= μo

kB T
V
[(

�Mp −
〈
�M f

〉)
· ∇

]
�H (19.18)

Here, V represents the volume of the effective ferrofluid particle size, and kB T
is taken as a constant assuming isothermal equilibrium conditions. This equation is
general as it allows for the local concentration to be obtained for both magnetic and
nonmagnetic particles based upon the local magnetic field and the particle and fluid
magnetizations. When the Langevin saturation model is combined with Eq. (19.18),
the following differential equation is obtained:
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∇C

C
= μo

kB T
V
[(

�Mp − MsCm L (ξ ) Ĥ
)

· ∇
]

�H (19.19)

This equation can be used either to model the local concentration of the ferrofluid
particles, in which case the parameters become C = Cm and �Mp,m = Ms L (ξ ) Ĥ ,
or to model the local concentration of nonmagnetic particles within the ferrofluid,
in which case the parameters become C = Cn and �Mp,n = 0.

19.5.2 Magnetic Particle Concentration

Initially, we restrict our discussion of Eq. (19.19) to model the local concentration
of the magnetic particles that comprise the ferrofluid. This is the logical starting
point as the system becomes even more complicated when nonmagnetic particles
are introduced. For a suspension of magnetic particles, Eq. (19.19) becomes

∇Cm

Cm (1 − Cm)
= L (ξ ) ∇ξ (19.20)

This represents a first-order differential equation that can only be analytically
integrated when ξ is independent of Cm. However, some caution must be taken when
using this model. In the present representation of Eq. (19.20), the magnetic energy
is assumed to be independent of the local particle concentration. When the volume
fraction of magnetic particles is large (>5% V.F.), particles can be shielded by their
neighbors, effectively lowering the local magnetic field that determines ξ (

⇀

H ). In
order to incorporate this shielding phenomenon, the local magnetic field must be
solved at the same time as solving for the local particle concentration (i.e.,

⇀

H (Cm)).
By solving this continuum model self-consistently, the fluid magnetization is more
accurate in both the high-field and the high-concentration regimes. However, this
self-consistent solution prevents the derivation of analytic models that are useful for
first-order approximations or for systems with relatively low particle concentration.
In relatively low concentrations, minor errors may be acceptable, in which case an
analytical expression can be obtained for particle concentration. Equation (19.20)
can be directly integrated to yield

Cm

(1 − Cm)
= A

sinh (ξ )

ξ
(19.21)

where A = Cmξ
/

[(1 − Cm) sinh (ξ )] is an integration constant that can be solved
through forcing the resultant equation to satisfy bulk conditions in a gradient-
free regions. Away from field gradients, the local particle concentrations must
equal bulk particle concentrations, Φm , and the local field will be equal to the
magnetic field external to any local magnetic sources that has an energy ratio
of ξo. Substitution of the boundary conditions leads to the integration constant,
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A = Φmξo
/

[(1 − Φm) sinh (ξo)]. By inserting the integration constant back into
Eq. (19.21), the local concentration of the magnetic particles within ferrofluid can
be attained:

Cm =
(

1 + (1 − Φm)

Φm

sinh (ξo)

sinh (ξ )

ξ

ξo

)−1

(19.22)

Equation (19.22) is very useful as it can predict the local particle concentration
as a function solely of the local energy ratio, ξ . In addition, Eq. (19.22) exhibits the
appropriate asymptotic behavior; at very large local fields, (ξ >> ξo), Cm → 1,
and at very small local fields, (ξ << ξo), Cm → 0. An experimental image of a
typical ferrofluid concentrating near high-gradient magnetic sources is presented in
Fig. 19.9A. Here, the ferrofluid particles concentrate very densely between rectan-
gular islands, where the fields created by the islands add to a transverse external
field.

Experimental work has verified the accuracy of this expression in regions of
strong field and relatively low particle concentrations through the use of opti-
cal absorption measurements [10]. Attenuation of the intensity of light through
a distance r of ferrofluid follows a well-defined Beer–Lambert relationship of
I = Ioe−αr . Here α is a material-dependent absorption coefficient that needs to
be experimentally determined independently for a ferrofluid. For example, the well-
characterized ferrofluid EMG 705 from Ferrotec (Nashua, NH) shown in Fig. 19.9A
is found to exhibit an adsorption coefficient of α = K (Cm)β / (2L), where K and β
are proportionality constants and 2L is the total path length the light travels (twice
the fluid height for a reflected light microscopy setup). For a fluid height of 3 μm, a
calibration curve was created, shown in Fig. 19.9B, that relates the bulk particle con-
centration to collected light intensity. For proper characterization of this calibration
data, the proportionality constants were found to be K = 9.24 and β = 0.79.

With this calibration relationship established, a theoretical light intensity can
be calculated for suspensions of ferrofluid near micromagnets. To determine these
intensities, the Beer–Lambert relationship can be integrated across the fluid height
to account for variation in particle concentration with height above the micromag-
nets as

I (x, y) = 2
∫ L

0
e−K zCβ

m/Ldz (19.23)

Equation (19.23) allows for a theoretical relationship between local field ener-
gies and light intensities to be established and correlated to the local concentration
profile of ferrofluid. For different bulk particle concentrations, this relationship pro-
duces different plots as shown in Fig. 19.9C. Using photo analysis software, the
relative light intensities of experimentally collected micrographs, such as the one in
Fig. 19.9A, can be directly compared to the theoretical plots as presented with dot-
ted lines in Fig. 19.9C. For these experiments, the areas directly between two islands
were sampled for intensity data for two reasons. First, the particle concentrations in
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Fig. 19.9 (A) Experimental micrograph shows rectangular cobalt islands that are 8 μm by 4 μm.
Magnetic ferrofluid particles concentrate between the islands in the field maxima. (B) A calibra-
tion curve is shown comparing bulk concentration versus bulk light intensity. (C) Plots of local
concentration of magnetic particles versus local field for different dilutions of ferrofluid. The local
concentration can be described fairly accurately using Eq. (19.22) with an effective nanoparticle
diameter of ∼24 nm. Reused with permission from Randall M. Erb, Journal of Applied Physics,
103, 063916 (2008). Copyright 2008, American Institute of Physics [10]

these areas are within the low-concentration regime (<10% V.F.), which is neces-
sary for the validity of Eq. (19.22). Second, the fields produced by cobalt thin-film
islands can be well predicted at large distances away from the islands poles (i.e.,
distances on the order of the width of an island).

Our experimental results indicated that the ferrofluid is best characterized by an
average aggregate size, which is much larger than the individual ferrofluid parti-
cles observed within the suspension. The underlying reason for this effect can be
explained from aggregation phenomenon occurring in colloidal physics. For exam-
ple, other forces in colloidal suspensions exist including steric, electrostatic, Van der
Waals, and depletion forces, some of which are attractive and others repulsive. In
general, all colloidal suspensions are thermodynamically unstable due to the deep
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attractive potential energy minimum when two particles are touching; however due
to the presence of a repulsive energy barrier, the time scales over which particles
aggregate can be sufficiently long to consider them stable. For certain sized col-
loids, the attractive Van der Waals forces, which scale with the particle radius, may
be stronger than the repulsive electrostatic forces, which scale with the total charge
on the particle. The net result is that aggregation will be present; however, the aggre-
gation has been shown to be self-limiting based on generic scaling relationships
between these attractive and repulsive interactions [66]. Specifically, it has been
shown that when the repulsive energy barrier between neighboring particles exceeds
15kB T , the suspension is conventionally considered stable. If the energy barrier is
smaller, then the particles within the suspension will aggregate until this constraint
is met. This self-limiting aggregation is common in particle suspensions, and the
average particle size is often well larger than an individual particle at conception
[67–70]. These large average aggregate sizes must be included to form a realistic
model for the particle suspension since the larger magnetic volumes of the aggre-
gates play a major role in the force upon a particle and, ultimately, its velocity. For
this reason, it was not surprising that the ferrofluid particles in our experiments were
behaving as small aggregates.

19.5.3 Nonmagnetic Particle Concentrations

Once the magnetic nanoparticle concentration can be determined, it is possible to
describe the local particle concentration of nonmagnetic particles, Cn, submerged
within a ferrofluid. In this situation, the nonmagnetic particles have negligible mag-
netization ( �Mp,n = 0), and Eq. (19.19) becomes

∇Cn

Cn
= −γCm L (ξ ) ∇ξ (19.24)

where γ = Vn
/

Vm represents a nondimensional size ratio between the ferrofluid
and nonmagnetic particles. Equation (19.24) indicates that the concentration of non-
magnetic particles depends upon the local ferrofluid concentration, which consider-
ably complicates the general analysis. For scenarios where the ferrofluid is in the
high-concentration regime, Cm, a self-consistent approach should be used to solve
Eq. (19.20). If the ferrofluid concentration is reasonably low, then Eq. (19.22) can
be inserted into Eq. (19.24) and an analytic expression can be obtained. Considering
the low-concentration regime, Eq. (19.24) can be integrated as

Cn = A−1

[
2

sinh (ξ )

ξ
+ 2

(
1 − Φm

Φm

sinh (ξo)

ξo

)]−γ
(19.25)

where the integration constant, A, can again be arrived at by satisfying bulk con-
ditions within gradient-free regions. In these regions, the local nonmagnetic particle
concentration must equal the nonmagnetic bulk concentration, Φn , and the local
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magnetic energy will be equal to the bulk energy ratio of ξo. Satisfying these require-
ments determines the value of the integration constant which can be incorporated
into Eq. (19.25) to yield

Cn = Φn

[
1 + Φm

(
sinh (ξ )

sinh (ξo)

ξo

ξ
− 1

)]−γ
(19.26)

Fig. 19.10 (A) Bright field and (B–F) fluorescent images of 5 μm circular cobalt ferromagnetic
islands magnetized in an external field directed rightward. On top of the islands, nonmagnetic par-
ticles in ferrofluid concentrate to different extents depending on particle size. (G) Plots of local
concentration of nonmagnetic particles versus external field for different sizes of nanoparticles
with bulk volume fractions of particles and ferrofluids as 1% and 3.6%, respectively. Below ∼15
Gauss, the external field is too weak to create field minima on top of the islands, and the nonmag-
netic particles are forced away. Reused with permission from Randall M. Erb, Journal of Applied
Physics, 103, 07A312 (2008). Copyright 2008, American Institute of Physics [28]

In regions of very high local field, where the ferrofluid particles will densely con-
centrate, Eq. (19.26) shows the nonmagnetic particle concentration to approach 0.
This expression, unlike Eq. (19.22), has no inherent saturation since the non-
magnetic concentration will breach the non-physical close-packing threshold with
large enough local fields. To resolve this, an artificial restriction on the geometric
packing factor can be placed upon Eq. (19.26) that limits the possible values
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of the concentration strictly to those that are physical (e.g., Cn≤1). The main
benefit of Eq. (19.26) is that it conveniently predicts the local concentration of
nonmagnetic particles based only upon local energy ratios, size ratios, and bulk
concentrations.

To test the validity of Eq. (19.26), nonmagnetic fluorescent polystyrene particles
of various sizes were mixed with 705 EMG ferrofluid and concentrated on top of
cobalt islands, shown in Fig. 19.10A–F [28]. For these experiments, the fluid height
was held at 3 μm, and the bulk volume fraction of ferrofluid and nonmagnetic par-
ticles were 3.6% and 1.0%, respectively. Nonmagnetic particle sizes of 210 and
520 nm are seen to close-pack on top of the magnetic islands. Conversely, the 24
and 48 nm particles do not seem to concentrate substantially on the islands, while
the 100 nm particles somewhat concentrate. In comparison with these experimen-
tal studies, the behavior of Eq. (19.26) for these experimental bulk conditions is
plotted in Fig. 19.10G across different field strengths and particle sizes. Compar-
ison between these plots and the experimental fluorescent micrographs confirms a
qualitative agreement between theoretical predictions and experimental results, and
moreover it indicates that continuum equations are still reasonably accurate even
when the nonmagnetic nanoparticles are only 2–3 times larger than the magnetic
nanoparticles in the fluid.

19.5.4 Applications of Concentration Gradients

The concentration gradients that arise in various ferrofluid mixtures are complex
phenomena that lend themselves to certain unique applications. The particles within
a magnetic particle suspension can be strongly concentrated within certain regions
of HGMS systems, and in some cases can reach close-packing, which implies a
localized phase transformation has occurred in the fluid. Regions of the substrate
where the particles become close-packed will experience substantial changes in the
local viscosity and rheological properties. Furthermore, these regions become effec-
tively inaccessible (i.e., masked) from the surrounding suspension. For example,
these close-packed regions can be used as a UV photomask to block light from
interacting with the underlying surface [71–72].

In addition to blocking electromagnetic waves, these close-packed particles can
possibly block certain chemical hybridization reactions from taking place. Such
applications are enhanced since in the regions of high magnetic concentration there
are very low concentrations of nonmagnetic particles as per Eq. (19.26). For this
reason, magnetically programming the chemisorption or physiosorption of non-
magnetic particles onto surfaces becomes physically plausible as demonstrated in
Fig. 19.11. This technique can be used for applications including cell manipulation,
concentration of fluorescent labels onto biosensors, and even production of protein
arrays. However, due to the recent development of this niche of colloidal physics,
there remain many applications yet to be conceived.
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Fig. 19.11 Example setup of magnetically controlled adsorption of nonmagnetic particles to the
surface. In (A), ferrofluid is concentrated in regions to be blocked. In (B), nonmagnetic particles
are introduced into solution and allowed to diffuse throughout suspension, avoiding areas of high
magnetic particle concentration. In (C), suspension is rinsed or diluted and adsorped particles
remain

19.6 Conclusions and Outlook

Here we reviewed the magnetic manipulation of particles within suspensions. Com-
pared with other reviews that focused on high-gradient magnetic separation systems,
including by one of the authors, this chapter has instead focused on the magnetic
manipulation of mixed suspensions of magnetic and nonmagnetic particles. In this
chapter, we developed a theoretical basis for determining the effect of Brownian
motion within a system, through determining the magnitude of the magnetic forces
present. We first detailed several deterministic systems that are minimally influenced
by Brownian motion, in which we described recent theoretical and experimental
work on surface-based assembly and substrate-based transport of colloidal particles.
Due to the programmability of these systems, they have potential in self-assembled
fabrication techniques and lab-on-a-chip platforms. We then turned our attention to
particle systems that can be influenced, but are not dominated, by Brownian motion.
Several types of self-organizing structures we presented included particle arrays,
particle rings, and chain growth. The use of multiple different colloidal components
may lead to more complex assemblies than those presented here; thus, this field
appears to be very promising for future discoveries. This discussion was followed
by the analysis of Brownian-dominated systems, which despite the inherent random-
ness, can still allow for controllable manipulation of groups of colloidal particles.
The theoretical predictions developed in this section based on ensemble modeling
techniques for determining local particle concentrations were shown to agree rea-
sonably well with experimental results. However, these models are limited to the
low particle concentration regime, and future numerical work is needed to determine
the degree of inaccuracy when these models are applied to regions of high particle
concentrations.
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70. Kruse, T., Krauthäuser, H. G., Spanoudaki, A., Pelster, R.: Agglomeration and chain formation
in ferrofluids: Two-dimensional x-ray scattering. Physical Review B. 67 (9), 094206-10 (2003)

71. Yellen, B. B., Fridman, G., Friedman, G.: Ferrofluid lithography. Nanotechnology 15 (10),
S562–S565 (2004)

72. Yellen, B. B., Friedman, G., Barbee, K. A.: Programmable self-aligning ferrofluid masks for
lithographic applications. IEEE Transactions on Magnetics, 40 (4), 2994–2996 (2004)



Chapter 20
Applications of Magnetic Nanoparticles
in Biomedicine

Carlos Bárcena, Amandeep K. Sra, and Jinming Gao

Abstract In recent years, magnetic nanoparticles have played an increasing role
in biomedical applications and have been the subject of extensive research investi-
gations. Physical properties, including nanoparticle size, composition, and surface
chemistry, vary widely and influence their biological and pharmacological proper-
ties and, ultimately, their clinical applications. Among different magnetic nanoparti-
cles, superparamagnetic iron oxide nanoparticles (SPIOs) were found nontoxic and
used as magnetic resonance imaging (MRI) contrast agents, in molecular and cellu-
lar imaging applications. SPIOs are used in detection of liver metastases, metastatic
lymph nodes, and inflammatory and/or neural degenerative diseases. In addition,
drug delivery via magnetic targeting, hyperthermia, and labeling/ tracking of stem
cells have also been explored as potential therapeutic options.

20.1 Introduction

The use of magnetic particles in medicine has long been recorded since ancient
times [69]. Often regarded as the first philosopher in the Greek tradition, Thales of
Miletus (ca. 624–547 BC) believed man and magnet were somehow connected and
each possessed a soul. Hippocrates of Kos (ca. 460–370 BC), father of medicine,
made medical references to magnetism. He used the styptic iron oxides magnetite
and hematite to stop bleeding and control hemorrhage. In the first century, Roman
scholar Pliny the Elder (23–79 AD) described the treatment of burns with pulverized
magnets.

In more modern times, medical uses for magnets and magnetic particles have
spread to numerous fields including dentistry, cardiology, neurology, oncology, and
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radiology. In dentistry, magnets are commonly applied to aid in the retention of oral
prostheses [50]. Magnetic intrauterine devices for use in contraception have recently
been developed [121]. Purification of healthy bone marrow cells from tumor cell
with magnetic microspheres was established ex vivo [184, 185]. Moving from the
macroscale to the nanoscale, magnetic nanoparticles have found increasing use in
biomedical applications. Working in unison, strong local magnets can be used to tar-
get specific organs where magnetic nanoparticles can accumulate in targeted sites
for imaging and/or therapy. In magnetic resonance imaging (MRI), superparamag-
netic iron oxide (SPIO) nanoparticles are used as negative contrast agents to enhance
imaging contrast. Furthermore, these SPIO nanoparticles have been used as imaging
probes for cell labeling and tracking throughout the human body.

Unlike bulk ferromagnetic materials, SPIO nanoparticles have no net magnetic
moment until they are placed in an external magnetic field [30]. Quantum size
effects and the large surface area of magnetic nanoparticles dramatically affect their
magnetic properties such as exhibition of superparamagnetic phenomena and quan-
tum tunneling effect of magnetization [61]. Therefore, based on their unique physi-
cal, chemical, thermal, and mechanical properties, SPIOs demonstrate great poten-
tial for various biomedical applications.

20.2 Nanoparticle Classification

Magnetic nanoparticles can be classified in a variety of categories based on com-
position and physical or biological properties. Typically, most magnetic nanoparti-
cles for biomedical applications are comprised of iron oxide-based nano-crystalline
structures of magnetite (Fe3O4) and/or maghemite (γ-Fe2O3) encased or coated with
polysaccharide, organic or polymeric stabilizers, or inorganic coatings. Recently,
however, novel nanoparticles with advanced magnetic properties are being actively
pursued for potential biomedical applications. One such class of materials is transi-
tion metal ferrites (MFe2O4) nanoparticles, where M is a divalent metal ion, while
others are metal alloys such as iron cobalt (FeCo) [164] or iron platinum (FePt) [42]
nanoparticles.

In addition to composition, size also plays a critical role in determining the mag-
netic and biological properties of these nanoparticles. Focusing on clinically rele-
vant nanoparticles, SPIO hydrodynamic diameters can vary widely depending on
the type of surface modification, but the nanoparticles themselves can range from
3 to 1,000 nm in diameter. In general, SPIOs are categorized based on their over-
all diameter (iron oxide core and hydrated coating) including [179, 195] “large”
oral SPIO agents (300 nm–3.5 μm), standard SPIO (SSPIO, 60–150 nm), ultra-small
SPIO (USPIO, 10–40 nm) [198], a subset of USPIO named monocrystalline iron
oxide nanoparticles (MION, 10–30 nm) to emphasize the single crystal nature of
the core [165], and very small SPIO (VSOP, 7 nm) [178]. Other acronyms include
cross-linked iron oxide (CLIO) [207], monodisperse iron oxide nanoparticle (varia-
tion of MION), and magnetism-engineered iron oxide (MEIO) [114]; all fall in the
initial categories above.
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20.3 Syntheses of SPIO Nanoparticles

Several methods are generally used to produce iron oxide nanoparticles. Histori-
cally, physical grinding of bulk magnetite with a stabilizing surfactant produced
the first documented ferrofluids [136]. However, for biomedical applications, sev-
eral chemical methods were established to synthesize SPIOs. Some of the more
commonly used methods are co-precipitation, microemulsion, and thermal decom-
position, although numerous other methods exist. The main challenge is to produce
and reproduce monodisperse SPIO without any complex purification steps. Ideally,
the synthetic scheme should also yield highly crystalline nanoparticles with a high
saturation magnetization (Ms).

20.3.1 Co-precipitation

The most common method for producing SPIO nanoparticles is a one-step co-
precipitation reaction of Fe2+ and Fe3+ salts in an alkaline solution [22, 26, 40,
63, 67, 78, 97, 101, 115, 132, 177, 205]. The precipitate is recovered through mag-
netic isolation or centrifugation. The overall reaction may be written as shown in
Eq. (20.1) [67, 101].

Fe2+ + 2Fe3+ + 8OH− → Fe3O4 + 4H2O (20.1)

According to the thermodynamics for this reaction, a complete precipitation of
Fe3O4 should be expected between pH 7.5 and 14, while maintaining a molar ratio of
Fe2+:Fe3+ at 1:2 under a nonoxidizing, oxygen-free environment. Otherwise, Fe3O4

may also be oxidized to Fe(OH)3 (Eq. 20.2).

4Fe3O4 + O2 + 18H2O → 12Fe(OH)3 (20.2)

This dramatically affects the physical and chemical properties of the nanopar-
ticles. In order to prevent possible oxidation and aggregation, Fe3O4 nanoparticles
are usually coated with organic or inorganic molecules during the precipitation pro-
cess. The resulting precipitate is reddish brown (maghemite) to brownish black
(magnetite) in color, depending on the oxidation state of iron. Maghemite is the
ferrimagnetic cubic form of Fe(III) oxide and differs from the inverse spinel struc-
ture of magnetite through vacancies on the cation sublattice. However, both possess
very similar lattice parameters at 8.346 and 8.396 Å for maghemite and magnetite
[27, 179], respectively, making chemical identification very difficult with techniques
such as x-ray diffraction. To prevent possible oxidation, the synthesis is carried out
in an inert environment by bubbling inert gas through the reaction solution.

Although co-precipitation methods are widely used due to its simplicity and abil-
ity to be scaled up for large reaction, the nanoparticles produced are fairly polydis-
perse. Another disadvantage of these bulk solution syntheses is that the pH value
of the reaction mixture needs to be adjusted during both the synthesis and the
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purification steps. Advancement in the use of magnetic particles for biomedical
applications depends on new synthetic methods with better control over size dis-
tribution, magnetic properties, and particle surface characteristics. As a result, other
methods have been developed to synthesize nanoparticles with more uniform dimen-
sions.

20.3.2 Microemulsion

A microemulsion is a thermodynamically stable isotropic mixture of two immisci-
ble liquids and surfactant [141]. Microemulsions may be classified as water-in-oil
(w/o) or oil-in-water (o/w) emulsion, depending on the dispersed and continuous
phases. In both cases, the dispersed phase consists of monodispersed droplets rang-
ing from 10 to 100 nm in diameter. The main advantage is that microemulsions pro-
vide compartmentalized liquid structures with high surface area. These structures
then serve as versatile media for chemical reactions, where the resulting nanoparti-
cles of desired size reflect the shape and the environment of the aqueous/organic
droplets [141]. For biomedical applications, the water-in-oil approach is a more
common technique for preparing highly monodisperse iron oxide nanoparticles.

The general strategy involves enclosing “nanodroplets” of aqueous metal salts in
a surfactant coat that separates them from the surrounding organic solution to form
reverse micelles [49, 83, 116, 117, 120, 141, 162, 193]. An alkaline solution pre-
cipitates and oxidizes the SPIO within the micelle. For example, ferric and ferrous
salts are mixed with dioctyl sulfosuccinate sodium salt (AOT) and lecithin (phos-
phatidylcholine) in an organic hydrocarbon phase. After centrifugation to remove
impurities, ammonium hydroxide/AOT solution is added to the metal/AOT mixture
with stirring. The metal hydroxides are precipitated and are oxidized to ferrite within
the nanosized micelle. After stirring to achieve complete conversion, the solvent is
removed and the nanoparticles are re-dispersed in water (Fig. 20.1). The size of the
synthesized nanoparticles is relatively uniform and can be varied from 3 to 20 nm
by varying the iron salt or the surfactant concentrations.

LecithinDioctyl sulfosuccinate sodium salt 

1. Metal salt added 
to AOT/lecithin 
with stirring.

2. Centrifugation to 
remove impurities 
and insolubles.

3. Excess NH4OH 
in AOT solution  
added.

4. Removal of  
solvent  and 
excess AOT.

5. Nanoparticles 
re-dispersed in 
H2O.

Fig. 20.1 Scheme for preparing monodisperse SPIO inside w/o microemulsion droplets
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20.3.3 Thermal Decomposition

More recently, organic solution-phase decomposition of iron precursors at high
temperature has been used in iron oxide nanoparticle synthesis. Advances in the
synthesis process has demonstrated that direct decomposition of iron cupferron
complex (FeCup3, Cup: N-nitrosophenylhydroxylamine) [154] or decomposition of
iron pentacarbonyl (Fe(CO)5) [80, 139] followed by oxidation can lead to high-
quality monodisperse γ-Fe2O3 nanoparticles. The preparation of metal cupferron
complexes is based on the precipitation of a metal salt from aqueous solution at
a specific pH with cupferron. The synthesis of highly crystalline and monodisperse
γ-Fe2O3 nanoparticles also result from high temperature aging of the iron–oleic acid
metal complex. This complex was prepared by thermal decomposition of Fe(CO)5

in the presence of oleic acid. The resulting iron nanoparticles were transformed into
monodisperse γ-Fe2O3 by controlled mild oxidation using trimethylamine oxide.
By controlling experimental parameters, the particle size can be varied from 4
to 16 nm. However, these synthetic procedures only form γ-Fe2O3, not the more
desired Fe3O4.

Sun et al. [172, 173] for the first time demonstrated that high-temperature solu-
tion phase reaction of iron(III) acetylacetonate, Fe(acac)3, with 1,2-hexadecanediol
in the presence of oleic acid and oleylamine can be used to make monodisperse
magnetite (Fe3O4) nanoparticles under 20 nm. This procedure creates highly crys-
talline nanoparticles with high Ms (16 nm particles, ∼83 emu/g) approaching 84.5
emu/g for commercial magnetite fine powder. In addition, this process can be read-
ily extended to the synthesis of other types of ferrite (MFe2O4) nanoparticles, where
M is a divalent metal ion (e.g., Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Mg2+, Zn2+, Cd2+) [81,
95, 114, 173, 210]. The benefit of these mixed ferrite structures would be an increase
in Ms due to the increased moment of the M2+ ion. These results were shown by
Cheon et al. [114] who synthesized NiFe2O4, CoFe2O4, FeFe2O4, and MnFe2O4

and observed an increase in the transverse relaxivity coefficient, a measure of MR
contrast effect, due to the increase in Ms. However, one of the major challenges
for the Sun method is that the resulting nanoparticles from the initial reaction are
subsequently used as seed crystals to grow larger magnetite nanoparticles, which
makes scale-up for mass production tedious and possibly problematic. In addi-
tion, the cost of the starting materials for this reaction is relatively high at today’s
prices.

To address this issue, Hyeon et al. [138] developed an economical mass-
production method to produce magnetic nanoparticles using inexpensive and non-
toxic metal salts as reactants. This relatively simple procedure is shown in Fig. 20.2
(sodium-oleate = CH3(CH2)7CH==CH(CH2)7COONa).

In this reaction, an iron–oleate complex is first made by reacting iron chloride and
sodium oleate. The iron–oleate complex along with oleic acid in a high boiling point
solvent is then heated to 320◦C. The nanoparticles are then washed and separated
by centrifugation to provide monodispersed SPIO nanoparticles.
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Fig. 20.2 Scheme for the mass production of SPIO (scale bar = 100 nm)

20.3.4 Alternative Methods

Other methods that exist for the controlled syntheses of SPIO particles include ultra-
sound sonication and spray and laser pyrolysis. During ultrasound sonication, stable
ferromagnetic colloids of iron are formed using high-intensity ultrasound to sono-
chemically decompose volatile organometallic compounds. Volatile organometallic
precursors, such as Fe(CO)5, inside the cavitating bubble are decomposed in the
presence of a stabilizer to create a nanosized iron colloid. The collapse of bubbles
generates localized hot spots with transient temperatures of approximately 5000 K
which induce particle formation [174]. In spray pyrolysis, a solution is sprayed into
a series of reactors where the solute condenses as the solvent evaporates. Here in an
organic compound, the Fe ions are reduced to a mixture of Fe2+ and Fe3+ ions, lead-
ing to SPIO formation [38, 122]. Pure γ-Fe2O3 particles are prepared by a continu-
ous wave CO2 laser-induced pyrolysis of Fe(CO)5 vapor in an oxidizing atmosphere
[188]. This synthesis method initiates and sustains a chemical reaction. Above a cer-
tain pressure and laser power, a critical concentration of product nuclei is formed
in the reaction zone. Finally, another synthetic route is a layer-by-layer deposition
method [48]. Chemisorption of ions allows shells or nanoparticle cores around exist-
ing particles to form by repeated submersion of a substrate or colloidal template in
solution of oppositely charged polyelectrolytes.

20.4 Surface Modifications of Magnetic Nanoparticles

Pristine magnetic SPIOs are not very useful in practical applications due to their
tendency to form aggregates. Also, aggregation may result in alteration of mag-
netic properties. Therefore, a suitable stabilizer coating is required to overcome this
limitation. Stabilizers such as organic molecules, surfactants, or polymers are often
added during or after synthesis to prevent aggregation of the SPIOs. However, one
of the major issues that need to be addressed is the stability of these nanoparticles
in a physiological aqueous environment, and the surface kinetics play a major role
in this respect.

Typically, SPIOs are synthesized by two basic methodologies. In the first method,
bare SPIOs are synthesized by addition of concentrated base to di- and trivalent
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Fe salt solution. These bare SPIOs can then be coated in monomer and poly-
mers through nonspecific adsorption following their purification to make them
more biocompatible. Alternatively, the stabilizers can be introduced during the
co-precipitation steps to prevent aggregation of the nanoscale particulate. High-
temperature decomposition polyol synthesis of SPIO in the presence of fatty acids
as the stabilizers yields highly crystalline and monodispersed nanoparticles. How-
ever, these as-synthesized nanoparticles are water insoluble due to the hydrophobic
ligands. For biomedical applications, it is necessary to render these nanoparticles
hydrophilic as the body recognizes hydrophobic particles as foreign and are rapidly
taken up by the mononuclear phagocytic system (MPS) [35, 111]. Thus the goal of
surface modification is to make the nanoparticles unrecognizable by the MPS and
to guide them to the desired site.

20.4.1 Organic and Polymeric Stabilizers

20.4.1.1 Organic Stabilizers

Several studies have dealt with a variety of methodologies including ligand
exchange, phosphine oxide polymers, and dendrons to improve the stability of
SPIOs in aqueous solutions. The ligand exchange method involves adding an excess
of ligand to the nanoparticle solution to displace the original ligand on the nanopar-
ticles surface. Cheon et al. [91] have demonstrated the use of a ligand exchange
method using meso-2,3-dimercaptosuccinic acid (DMSA). The DMSA first forms
a stable coating through its carboxylic chelate bonding, and further stabilization is
attained through the formation of disulfide cross-linkages between the ligands. The
remaining free thiol groups are used for the attachment of target-specific antibod-
ies. They have reported conjugation of water soluble SPIOs with a cancer-targeting
antibody such as Herceptin R© which specifically binds to the HER2/neu marker over-
expressed in breast and ovarian cancer. Caruso et al. [58] demonstrated the transfer
of various metallic nanoparticles from toluene to water using 4-(dimethyl-amino)
pyridine (DMAP).

Wang reported the design and synthesis of hydrophilic organic dendron ligands
for stabilizing high-quality nanocrystals in aqueous solutions. Oleic acid-stabilized
monodispersed nanoparticles of Fe oxides were surface modified through the for-
mation of an inclusion complex between surface-bound surfactant molecules and
α-cyclodextrin (α-CD). After the modification, the nanoparticles can be transferred
from hydrophobic solvents, such as hexane, to α-CD aqueous phase. Their efficiency
depends on the initial α-CD concentration [196].

20.4.1.2 Polymeric Stabilizers

Several synthetic and natural polymers such as dextran, polyethylene glycols
(PEGs), and polyvinylpyrrolidone are known to be biocompatible and promote
monodispersity of SPIOs in aqueous medium (Table 20.1). Hasegawa and Hokkoku
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proposed a typical manufacturing method for magnetic iron oxide particles coated
with alkali-treated dextran [73]. Their method has been improved and technically
modified. Many coating materials have been proposed, such as dextran, starch, ara-
binogalactan, glycosaminoglycan, and carboxydextran. Dextran-coated commercial
products include Feridex R©/Endorem R©, Combidex R©/Sinerem R©, MION, and CLIO
[35, 43, 111]. The presence of aminated dextran on the surface provides a platform
for further chemical manipulations.

Surface stabilization with PEG derivatives significantly increases blood circula-
tion time by preventing opsonization and thus avoids MPS uptake [35, 43, 111].
Additional advantages include easy excretion by the kidney; nonimmunogenic and
nonantigenic properties. Nonionic block copolymer composed of PEO–PPO–PEO,
such as poloxamers, has received attention due to low toxicity, non-irritation, and
good performance in emulsification [143]. When the nanoparticles are stabilized
with poloxamer in the aqueous phase, the PEO segment forms a “hairy” structure
that cloaks the modified nanoparticles from the immune systems.

Muhammed et al. [143] reported the use of Pluronic F127 (PF127) – an
ABA – type triblock copolymer consisting of poly(propylene oxide) (PPO) and
poly(ethylene oxide) (PEO) to transfer the hydrophobic SPIOs coated with oleic
acid to water. The PPO block associates with the alkyl tail of the oleic acid through
hydrophobic interactions, while the two appending PEO chains solubilize the parti-
cles in aqueous medium. Recently, Lee et al. [112] reported the fabrication of ther-
mal cross-linked SPION (TCL-SPION), using Si-OH containing copolymer. The
carboxyl TCL-SPION was converted to an amine-modified SPION and finally to
Cy5.5 TCL-SPION which even in the absence of any targeting ligand could be used
efficiently in dual in vivo cancer imaging. Pellegrino et al. [140] developed a gen-
eral methodology by decorating hydrophobic nanocrystals with a hydrophilic poly-
mer shell by exploiting the nonspecific hydrophobic interactions between the alkyl
chains of poly(maleic anhydride alt-1-tetradecene) and the nanocrystal surfactant
molecules. Addition of bis(6-aminohexyl)amine results in the cross-linking of the
polymer chains around each nanoparticles.

Our group has recently reported the use of lipid and polymeric micelles
to solubilize SPIOs in water. The lipid micelles from 1,2-distearoyl-sn-
glycero-3-phosphoethanolamine-N-[methoxy(polyethylene glycol)] (DSPE-PEG)
lipids formed single SPIO-loaded micelles. The polymeric poly(ε-caprolactone)-
b-poly(ethylene glycol) (PCL-b-PEG) copolymers resulted in clustered SPIO
nanoparticles [1].

20.4.2 Inorganic Molecules

Metal core shell type SPIOs with inner iron oxide core and outer metallic shell of
inorganic materials have been investigated by a growing number of researchers.
Typical shell materials include silica, gold, and graphite. Silica-based core-shell
nanoarchitectures composed of magnetic iron oxide cores and amorphous silica
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shells are typically synthesized through a sol–gel approach. A good control of the
silica shell thickness (10–100 nm) can be achieved by adjusting the silane concen-
tration. A significant advantage of the silica shell is related to the use of well-known
conjugation chemistry that allows covalent bonding of various chemical or biologi-
cal species onto the silica surface. Arruebo et al. [19] proved this concept by cova-
lent coupling of the anti-human chorionic gonadotropin (anti-hCG) antibody to the
silica shell of the superparamagnetic nanoparticles, yielding potential targeted con-
trast agents for MRI. Zhang et al. [211] synthesized USPIO particles with silica and
alkoxysilane coatings that showed high T 2 relaxivities, and were intensely internal-
ized in immortalized progenitor cells, making them suitable for MR cell-labeling
and cell-tracking experiments.

Cheon et al. [113] reported the development of the next-generation nanoprobes
by fusing multiple fluorescent dyes and multiple magnetic nanoparticles into a
single nanoprobe that provides superior fluorescence and MR imaging capabil-
ities through the synergistic enhancement of its respective components. “Core-
satellite” structured dual functional nanoparticles comprised of a dye-doped silica
“core” (rhodamine-dye-doped silica) and multiple “satellites” of magnetic nanopar-
ticles (Fe3O4) were synthesized and their utilization demonstrated as simultane-
ous optical and MR imaging of neuroblastoma cells expressing polysialic acids
(PSAs).

One of the major challenges of use of magnetic nanoparticles in biomedical
applications is the lack of surface tunability. Coating the magnetic particles with an
Au shell provides an intriguing class of biomaterials to overcome such an obstacle.
Because of the well-established Au–S surface chemistry and biological reactivity,
Au can impart the magnetic particles with the desired chemical and/or biomedi-
cal properties. The coating also renders the magnetic nanoparticles with plasmonic
properties. This makes the core/shell composite nanoparticles extremely interesting
for magnetic, optical, and biomedical applications. Sun et al. [209] have synthesized
core/shell structured Fe3O4/Au and Fe3O4/Au/Ag nanoparticles in aqueous solution
and room temperature reaction conditions. The control on shell thickness allows
the tuning of plasmonic properties of the core/shell nanoparticles to be either red-
shifted (to 560 nm) or blue-shifted (to 501 nm). Zhong also demonstrated that the
magnetically active iron oxide core and thiolate-active Au shell is a viable can-
didate for exploiting the Au surface protein-binding reactivity for bioassay and
the iron oxide core magnetism for magnetic bioseparation [137]. Choa reported
the synthesis of Au/Fe3O4 nanocomposite and the immobilization of glutathione
(GSH) onto the Au/Fe3O4 nanocomposite thus demonstrating the possibility of
using these nanoparticles in applications involving the separation and purification
of biomolecules [102].

Dai and coworkers reported a novel use of a single graphitic shell coating of
FeCo magnetic nanoparticles synthesized using chemical vapor deposition method
nanocrystals [164]. The nanocrystals exhibit ultra-high saturation magnetization, r1

and r 2 relaxivities, and high optical absorbance from the graphitic shell in the near-
infrared region. Mesenchymal stem cells are able to internalize these nanoparticles,
showing high negative-contrast enhancement in MRI.
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20.5 Pharmacokinetics and Toxicology

Pharmacokinetics (absorption, distribution, metabolism, excretion) and toxicity
(acute and chronic, mutagenicity) of SPIO are dependent on a number of factors
including concentration (dose), hydrodynamic diameter, coating agent, charge, and
method of delivery. Size differences are reflected not only in MR relaxivity differ-
ences (ratio of r2 /r1) but also by significant differences in blood half life and distri-
bution. As described earlier, SPIO can be coated with a myriad of surface coatings,
all affecting their characteristics and distribution.

Ideal SPIO contrast agents have diameters no larger than 200 nm (SPIO plus
biodegradable coating) because this prolongs blood half life and extends the particle
circulation times from minutes to hours allowing SPIO to accumulate or target a
site before being cleared by the body [64, 170, 202, 212]. The blood half life of
all iron oxide nanoparticles is dependent on dose as well as on their hydrodynamic
volume. Blood half life of SPIO nanoparticles administered to patients can vary
from minutes to greater than 24 h, depending on particle size (Table 20.1) [43].
The spleen (sinusoidal lining cells) filters particles greater than 200 nm in diameter
including SPIOs. Below 5–6 nm, particles are rapidly removed by extravasation and
renal clearance [41]. When comparing the SPIO with the same coating material,
USPIO is less prone to liver uptake as opposed to SPIO due to their small size (e.g.,
ferumoxtran-10 vs. ferumoxides and SHU 555 C vs. SHU 555 A).

To date, studies have shown that iron oxide nanoparticles are nontoxic and have
minimal impact on cell viability and function [7, 14, 16, 17, 43, 66, 70, 125, 135,
145, 171]. SPIOs share their specific uptake by macrophages through phagocyto-
sis. In a study by Metz et al. [127], the capacity of human monocytes to phago-
cytose SPIO (Ferucarbotran) and USPIO (SHU 555 C) at different concentrations
and incubation times was evaluated. The results showed no loss in cell viability and
confirm spontaneous uptake of particulate contrast agent by a macrophage cell line.
Monocytes are capable of ingesting large quantities of particulate SPIO by phago-
cytosis, with subsequent compartmentalization in secondary lysosomes within the
cytoplasm. As opposed to other, non-phagocytic cells such as lymphocytes, mono-
cytes do not need the aid of transfection agents for iron oxide internalization. A
maximum iron oxide uptake up to 50 pg Fe/cell was measured without impairment
of cell viability. In a different study [161], SPIO distribution and elimination were
evaluated by double-labeling using 14C and 59Fe ferumoxtran-10 nanoparticles. In
the end, it was shown ferumoxtran-10 is completely degraded in the macrophage
lysosomal compartment within 7 days. After uptake by the macrophages, the dex-
tran coating undergoes progressive degradation by intracellular dextranases and is
almost exclusively eliminated in the urine (89% in 56 days). The iron contained in
ferumoxtran-10 is incorporated into the body’s iron stores and is progressively found
in the red blood cells. Like endogenous iron, the radiolabeled 59Fe is very slowly
eliminated from the body. Similar rates of erythrocyte incorporation have been
reported for radiolabeled ferritin, the physiological storage form of iron. In addition,
similar behavior has also been described for ferumoxides [198]. Dextran-coated
CLIO nanoparticles showed that iron incorporation did not affect cell viability,
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differentiation, or proliferation of human hematopoietic cells [119]. Similarly, the
influence of PEG-modified SPIO nanoparticles on human fibroblasts was studied
[65]. The PEG-coated nanoparticles did not affect the cell adhesion behavior or
morphology. In general, iron oxide nanoparticles coated in biodegradable coating
appear to have no long-term toxicity and are safe for use.

In animal trials, pharmacokinetics and toxicology of AMI-25 (Endorem R©/
Feridex R©) were evaluated by 59Fe radiotracer in Sprague-Dawley rats and beagle
dogs [197]. One hour after administration of AMI-25 to rats (18 μmol Fe/kg; 1 mg
Fe/kg), 82.6% of the administered dose was sequestered in the liver and 6.2% in
the spleen. Peak concentrations of the 59Fe radiotracer were found in the liver after
2 h and in the spleen after 4 h. 59Fe slowly cleared from the liver (half life, 3 days)
and the spleen (half life, 4 days). The iron was incorporated into hemoglobin of ery-
throcytes in a time-dependent fashion. Only minimal amounts of 59Fe were detected
in other tissue, such as the kidney, lung, and brain. The whole body clearance of
59Fe was 20% after 14 days and 35% after 28 days with an extrapolated half life of
whole body clearance of 45 days. Studies on acute toxicity revealed that AMI-25
had no lethal effect on the animals at the highest dose injected (3,000 μmol Fe/kg),
150 times the dose proposed for MR imaging of the liver. Subacute toxicity studies
revealed no effect on mortality, morbidity, body weight, or food consumption. The
final conclusion was that AMI-25 is a fully biocompatible contrast agent.

Human clinical trials with AMI-25 were performed by Berlex Laboratories [25].
In this study, AMI-25 was administered to three, healthy adult male volunteers
(dose = 0.56 mg/kg diluted in 100 mL of 5% dextrose and intravenously infused
over 30 min). Bolus injections are usually not administered because of cardiovascu-
lar side effects and lumbar pain. For example, the amount of iron in a single dose
is calculated to be 39.2 mg of iron for a 70 kg individual. This equates to less than
1/5 the amount of iron contained in one whole unit of blood. Normal liver con-
tains approximately 0.2 mg of iron per gram, and total human iron stores amount
to 3,500 mg. The total amount of iron oxide necessary for diagnostic imaging is
small compared to the body’s normal iron store. Chronic iron toxicity develops only
after the liver iron concentration exceeds 4 mg of iron per gram [30]. Hypoglycemia
may accompany liver dysfunction. Peak serum iron concentration was 5.5 μg/mL
and AMI-25 was completely cleared from the blood by 25 h after administration
(half life 2.4 ± 0.2 h). At 24 h, serum iron increased, and the percent saturation of
iron-binding capacity decreased in a dose-dependent fashion. By 7 days, serum iron
returned to pre-administration levels, and serum ferritin increased. These results
are consistent with the iron in AMI-25 entering the usual iron metabolism cycle.
MR imaging results showed no difference in loss of signal intensity on images
obtained between 0 and 3.5 h after infusion indicating a wide scan window for
imaging. Unfortunately, acute severe back, leg, or groin pain occurred in some
patients. In clinical trials, 2.5% (55/2240) of the patients experienced pain severe
enough to cause interruption or discontinuation of the infusion. In most patients,
the symptoms developed within 1–15 min (and lasted up to 45 min). Most other
adverse reactions were mild to moderate, of short duration, and resolved sponta-
neously without treatment. However, in a few cases, anaphylactic-like reactions and
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hypotension have been noted in some patients receiving AMI-25 or other iron and
dextran-containing formulations [8, 25, 54, 216]. In clinical trials, anaphylactic and
allergic adverse events occurred in 0.5% (11/2240) of the patients who received
Feridex R©. These events include dyspnea, other respiratory symptoms, angioedema,
generalized urticaria, and hypotension all requiring treatment.

20.6 Biomedical Applications of Magnetic Nanoparticles

20.6.1 Magnetic Resonance Imaging

Since the advent of MRI, there has been rapid development and study of magnetic
nanoparticles for use in the biomedical field. MRI is based on a physics phenomenon
called nuclear magnetic resonance discovered in the 1930s by Bloch and Purcell
(Nobel Prize in Physics 1952), where the magnetic properties of atomic nuclei are
investigated. In 1971, Damadian discovered the basis for using magnetic resonance
imaging as a tool for medical diagnosis. He found that different kinds of animal
tissue emit response signals with varying length, and that cancerous tissue emits
response signals that last much longer than non-cancerous tissue [45]. The world’s
first patent issued in the field of MRI was granted to Damadian in 1974 [46]. In
2003, the Nobel Prize in Medicine was awarded to Lauterbur and Mansfield for
their discoveries concerning MRI.

MRI provides excellent in vivo imaging capability with high spatial (<1 mm)
and temporal resolution, excellent soft tissue contrast, and sensitivity to blood flow.
However, the primary limitation of MRI has been its low sensitivity. In order to
overcome this disadvantage, signal amplification strategies, such as the use of con-
trast agents, are employed to provide greater signal intensity that generates higher
contrast from the surrounding tissue. Of particular interest are magnetic parti-
cles, specifically, SPIO nanoparticles, consisting of maghemite (γ-Fe2O3), mag-
netite (Fe3O4), and other metal ferrites. These contrast agents are extremely strong
enhancers of transverse proton relaxation.

20.6.1.1 Anatomical Imaging

Gastrointestinal Tract Imaging

One of the first applications for SPIO nanoparticles was as an oral contrast agent
used to image the gastrointestinal (GI) tract [43, 70, 195]. In MRI as well as com-
puted tomography (CT), it is necessary to increase the contrast between the GI tract
and the surrounding organs with negative contrast agents being better suited for
these types of applications. Oral SPIO contrast formulations are usually composed
of larger SPIO particles coated with a non-biodegradable, insoluble matrix and sus-
pended in viscosity-increasing agents (usually based on ordinary food additives,
such as starch and cellulose) [23, 70]. These formulations prevent the ingested iron
from being absorbed and metabolized by the body and to improve homogenous
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contrast distribution throughout the bowel. If SPIO do aggregate, magnetic suscep-
tibility artifacts may result, especially at high field and when gradient echo pulse
sequences are used [32].

A first agent, ferumoxsils are composed of approximately 10 nm nanoparti-
cles coated by a layer of inert silicon with a hydrodynamic diameter of 300 nm.
Ferumoxsils are also know as AMI-121 or have trade names “Gastromark R©”
and “Lumirem R©,” manufactured by Advanced Magnetics (US) and Guerbet
(EU), respectively. The reported T2 and T1 relaxivity for AMI-121 are 72 and
3.2 mM−1s−1, respectively [70, 92]. A second agent, oral magnetic particles (OMP),
trade name “Abdoscan R©” manufactured by Nycomed (EU), are composed of
polystyrene-coated (ferristene) particles below 50 nm with a total particle size of
3.5 μm [23, 24, 85, 124, 189]. The OMP concentration typically used is 0.5 g/L
with the particles containing 25% (w/w) SPIO. Oral SPIO are normally administered
over a 30–60 min period, with a volume of 400 mL for upper abdomen imaging, and
900 mL for contrast enhancement of the whole abdomen. Figure 20.3 illustrates the
proton density images of the rat abdomen before and after the oral administration
of OMP agents. Significant image darkening was observed after OMP ingestion,
leading to clear demarcation of the stomach in the axial images. Generally, GI con-
trast agents are well tolerated, with mild side effects, such as nausea and vomiting
occurring in 1–5% of patients [110].

Stomach Stomach
Liver Liver

(a) (b)

Fig. 20.3 Proton density-weighted MR imaging of rat abdomen: (a) no administration and
(b) administration of the suspension of fast dispersible OMP granules, 4 mL/rat. Copyright ©
(1998) Elsevier. All rights reserved

Liver and Spleen Imaging

In addition to GI tract imaging, SPIOs are frequently used in hepatic imaging. After
intravenous injection, SPIOs are nonspecifically taken up by the reticuloendothelial
system (RES) of the liver and spleen. With T2-weighted (T2-w) sequences, the pres-
ence of SPIO nanoparticles decreases signal intensity of normal parenchyma of liver
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and spleen. For example, Kupffer cells are located exclusively in healthy liver tissue.
The absence of these cells in malignancies can be exploited to discriminate between
healthy and diseased tissues through SPIO-enhanced contrast [43]. Tumors have a
lesser decrease in signal intensity after SPIO administration because they lack these
macrophages. Liver tumors or metastases as small as 2–3 mm can be detected [43].
In addition to detection and characterization of liver lesions, SPIOs have also been
shown capable of detecting focal splenic tumors. The use of SPIO increases both
lesion conspicuousness and lesion detection compared to non-enhanced imaging
[163].

The first contrast agents to be developed and marketed for this purpose were
ferumoxides. Ferumoxides are also known as AMI-25, trade names “Feridex R©”
and “Endorem R©” manufactured by Advanced Magnetics (US) and Guerbet (EU),
respectively. They consist of a T10-dextran-coated particle with a hydrodynamic
diameter of 120–180 nm (particle and crystal size approximately 15 and 5 nm,
respectively) [43]. The reported T2 and T1 relaxivity range from 107 to 152 and
23.7–27.0 mM−1s−1, respectively [92, 156]. The recommended mode of adminis-
tration is a biphasic infusion (2 mL/min over 10 min and 4 mL/min over 20 min) of
a dose of 15 μmol Fe/kg in 100 mL of 5% glucose [197]. AMI-25 allows a wide
window for T2 and T2

∗−w imaging of 0.5 to 6 h after administration [149]. AMI-25
effectively accumulates in the liver (approximately 80% of the injected dose) and
spleen (5–10% of the injected dose) within minutes of administration; blood half
life is 6 min (see Table 20.1) [197]. Similarly, ferucarbotran is a SSPIO character-
ized by a carboxydextran coating. Ferucarbotran is also known as SHU 555A or
trade name “Resovist R©” manufactured by Schering AG (EU). The crystal of SHU
555A is 4.2 nm, and the hydrodynamic diameter is 62 nm. The reported T2 and T1

relaxivities range from 151.0 to 185.8 and 19.4–25.4 mM−1s−1, respectively [150,
195]. A dose of 8 μmol Fe/kg is the recommended quantity for T2−w imaging. Due
to its smaller size and thus stronger T1 effect, SHU 555A has also been used for
T1−w imaging and MR angiography.

Numerous preclinical and clinical trials have been carried out to demonstrate
SPIO efficacy in detection of focal lesions in both the liver and the spleen [60, 71,
94, 98, 99, 106]. Arbab et al. [13] investigated whether ferumoxide-enhanced T2−w

MR images alone can allow for differentiation of metastases from benign lesions in
the non-cirrhotic liver. In this study, 60 lesions (22 metastases, 20 hemangiomas, and
18 cysts) were identified in 42 patients, and fast spin-echo T2−w MR images were
obtained before and after administration of ferumoxides. Ferumoxides-enhanced
images showed significantly higher diagnostic accuracy than that of unenhanced
images and concluded ferumoxides-enhanced T2−w MR images appear useful in
differentiating metastases from benign, nonsolid lesions in the liver. Namkung et al.
[131] evaluated the efficacy of ferucarbotran for characterizing focal liver lesions.
In this study, 68 patients with 46 malignant and 22 benign focal liver lesions were
evaluated. The group concluded that the percentage of signal intensity loss due to
the nonspecific uptake of SPIO can be an accurate tool for characterizing benign and
malignant lesions. Finally, Kim et al. [103] compared the diagnostic performance of
gadobenate dimeglumine (Gd-BOPTA)-enhanced MR imaging vs. SPIO-enhanced



606 C. Bárcena et al.

imaging for detection of liver metastases. Twenty-three patients with 59 liver metas-
tases underwent Gd-BOPTA- and SPIO-enhanced MR imaging on a 1.5 T unit.
Figure 20.4 shows the dramatic difference in detecting these types of liver metas-
tases. With Gd-BOPTA-enhanced imaging, only two low intensity liver masses were
visible. In the opposite image, SPIO-enhanced imaging clearly shows the branched
structure of the liver. Within the same image, the two larger masses as well as a
smaller mass are easily identified.

Fig. 20.4 Multiple liver metastases in a 48-year-old man with gastric carcinoma: (a) gadobe-
nate dimeglumine-enhanced 1-h delayed phase MR image shows two low signal intensity liver
masses (arrows), (b) superparamagnetic iron oxide-enhanced respiratory-triggered T2-weighted
turbo spin echo image shows another tiny high signal intensity mass (small arrow) as well as two
masses (large arrows) in the right lobe of the liver. Copyright © (2005) Springer-Verlag. All rights
reserved

Lymph Node Imaging

Nodal disease is an independent, adverse prognostic factor in many types of can-
cers. However, diagnostic imaging of lymph node metastases is difficult because
signal intensities of metastatic nodes differ from those of normal nodes only in
size. This poor preoperative staging can then influence the oncologist’s decision
to use neoadjuvant therapy or the surgeon’s decision to perform nodal dissection
[105]. SPIOs which can be taken up by normal nodes following intravenous or
subcutaneous injection have made differentiation possible. Specifically, the SPIO
extravasate from the vasculature to the interstitial space, where they are transported
to the lymph nodes via the lymphatic vessels. Hence, metastatic nodes can be differ-
entiated from normal nodes based on the absence of signal intensity change between
pre- and post-contrast scans [11, 12, 72, 195].

In contrast to SSPIO, smaller iron oxide nanoparticles are found to accumulate
in the lymph nodes. The first agent and most widely studied is ferumoxtran-10.
Ferumoxtran-10 is characterized as an USPIO and is also known as AMI-227, trade
names “Combidex R©” and “Sinerem R©” manufactured by Advanced Magnetics (US)
and Guerbet (EU), respectively. The iron oxide core is approximately 5 nm sur-
rounded by an 8–12 nm layer of T10 dextran coating resulting in a final size of
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less than 30 nm. The reported T2 and T1 relaxivity for the USPIO are 44.1–53.1
and 21.6–22.7 mM−1s−1, respectively [92, 198]. After administration, the USPIO
is taken up by macrophages within the lymph nodes, appearing dark on the MR
images. In contrast, metastatic nodes that are partially or completely replaced by
tumor cells do not possess the same levels of phagocytotic activity as normal nodes
and maintain the same signal intensity on post-contrast MR images as shown in
Figure 20.5. In this study by Harisinghani et al. [72], MRI was performed on 80
patients with pre-surgical clinical stage T1, T2, and T3 prostate cancer who under-
went lymph node resection or biopsy. MRI was performed pre- and 24 h post-
intravenous injection of 2.6 mg/kg of ferumoxtran-10. Sixty-three lymph nodes from
33 patients had histopathological detected metastases. Of these, 45 (71.4%) did not
fulfill the imaging criteria for malignancy. However, ferumoxtran-1-enhanced MRI
was able to correctly identify all patients with nodal metastases. Nodal metastatic
infiltration measuring 5–10 nm was identified. Anzai et al. [10] investigated the effi-
ciency of MR imaging with dextran-coated USPIO to distinguish metastatic and
benign nodes in patients with head and neck cancer. In this study involving 12
patients, 40 out of 42 histologically proven metastatic nodes and 41 out of 49 benign
nodes were detected, yielding a 95% sensitivity and 84% specificity for diagnosis
of tumor-bearing lymph nodes. In a comparative study, 16 patients with esophageal
cancer underwent MRI scanning before and 24 h after intravenous administration

Fig. 20.5 MRI nodal abnormalities in patients with prostate cancer: (A) conventional MRI of
normal lymph node, (B) MRI of a normal lymph node obtained 24 h after IV administration shows
accumulation of lymphotropic SPIO, (C) corresponding histology (hematoxylin and eosin, 125X),
(D) conventional MRI shows a high signal intensity in an enlarged iliac node completely replaced
by tumor, (E) nodal signal intensity remains high after SPIO administration, and (F) corresponding
histology (hematoxylin and eosin, 200X). Copyright © (2003) Massachusetts Medical Society. All
rights reserved
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of ferumoxtran-10 [134]. Of the 408 resected lymph nodes, imaging results of
133 nodes could be compared with histopathologic findings. Twenty-four lymph
nodes had histopathologic metastases. Using their enhancement criteria, sensitiv-
ity was 100%, specificity was 95.4%, and accuracy was 96.2% for the diagnosis of
metastatic nodes. Therefore, without SPIO-enhanced MRI, metastatic lymph nodes
in these studies would have been missed had size criteria alone been used.

20.6.1.2 Molecular Imaging and Targeting

Molecular imaging can be broadly defined as the “non-invasive and repetitive imag-
ing of targeted macromolecules and biological processes in living organisms” [35].
Molecular imaging using MRI requires the use of ligands (e.g., antibodies, proteins,
peptides) for selective binding to targeted disease markers. These ligands, in turn,
need to be conjugated to MR contrast agents in order to induce a contrast difference
from non-targeted tissue. In this way, anatomical information on MR images can be
discerned or marked in order to detect diseases, such as cancer, at its earliest stage.
Numerous examples demonstrate the potential application of SPIO for molecular
imaging.

As a typical example, targeting agents such as proteins are coupled to
insoluble polysaccharides using simple conjugation methods. Periodate oxida-
tion/borohydride reduction is used to produce reactive aldehyde groups on the
nanoparticle’s surface, which will react with amino groups on the proteins (e.g.,
HSA or transferrin attachment to carboxydextran nanoparticle or a monoclonal anti-
body (mAb) or wheat germ agglutinin lectin on a dextran nanoparticle) [51, 108,
151, 158, 201]. Using this method, antimyosin Fab (R11D10) was attached to MIONs
for immunospecific MR imaging of myocardiac infarction [201], to intact mAbs for
immunospecific detection of intracranial small cell lung carcinoma [151], as well
as to human polyclonal immunoglobulin (IgG) for the detection of induced inflam-
mation [200], and to synaptotagmin I for detection of apoptotic tumor cells [214].
However, in the case of the transferrin receptor, a substantial loss of the protein bio-
logical activity was observed [159]. To minimize this type of detrimental effect, new
non-oxidative chemistry was developed. For example, a dextran-coated nanoparticle
is cross-linked by epichlorohydrin and ammonia resulting in an amine-terminated
CLIO nanoparticle capable of conjugating biovectors with a vast range of heterob-
ifunctional linkers [207]. Weissleder’s group has used this strategy to graft trans-
ferrin, annexin, V, anti-VCAM, or anti-E-Selectin antibodies, oligonucleotides, and
TAT peptides to CLIO nanoparticles [77, 89, 96, 142, 215]. This technology plat-
form was subsequently used to develop a wide nanoparticle library consisting of
146 nanoparticles decorated with different synthetic small ligands that recognizes
apoptotic cells [160, 204].

Alternate methods to attach mAbs to magnetic nanoparticles include glu-
taraldehyde cross-linking chemistry [152], biotin streptavidin system [20, 21, 36],
amine-sulfhydryl group linkage [180, 181], and disulfide chemistry [53, 155].
Specific examples of some proteins/peptides used for MR visualization include
cholecystokinin- [148] and secretin-linked [166] nanoparticles used for their
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respective pancreatic receptor and may aid in the diagnosis of pancreatic cancer.
Transferrin-SPIO nanoparticles have been used for specific labeling and detection
of gliosarcoma [82, 128, 203] and breast carcinoma [108], with and without trans-
fection of the transferrin receptor encoding gene, respectfully. Finally, targeting
of beta-amyloid plaques in a transgenic mouse model of Alzheimer’s disease has
resulted in specific enhancement of lesions on the ex vivo images. Specific plaque
enhancement was obtained in vivo using MIONs labeled with Abeltal-40 peptide
[190]. Table 20.2 shows current examples of targeted MR contrast agents in molec-
ular imaging applications.

20.6.1.3 Cellular Imaging and Tracking

Similar to molecular imaging, a promising new direction for SPIO is their use in
tracking the distribution of cells in vivo [35, 43, 179]. MR cell tracking, with its
excellent spatial resolution, can be used as a noninvasive tool to provide unique
information on the dynamics of cell movements. These studies usually involve
implanting SPIO-loaded cells into living subjects, tracking their movement in the
body, and/or localization in specific tissues. Alternately, cellular imaging in the
future could be applied to monitor cell therapy in patients. Currently, SPIOs are
the MR contrast agent of choice for cell labeling due to their biocompatibility and
strong T2 effect. Various strategies have been developed to efficiently load cul-
tured cells with sufficient quantities of SPIO to ensure enough contrast for in vivo
imaging.

Within the MR cellular imaging field, a major focus of study is stem cells, given
their remarkable potential to develop into many different cell types within the body.
But before their therapeutic possibilities can be exploited, the dynamics of cell
migration and differentiation after implantation into the host organ must be stud-
ied. MR tracking may serve in experimental animal models to study how lesions
and stimuli target cell migration, at what speed cells migrate, and for how long they
persist at the target site. For example, visualizing transplanted cells in experimen-
tal central nervous system (CNS) diseases has yielded good examples for such use
of this tool. Oligodendrocyte progenitors were magnetically labeled using anti-Tfr
mAbs and transplanted into the spinal cord of 7-day old myelin-deficient rats [34].
Ten to fourteen days later, the spinal cords were removed and imaged at 4.7 T at
78 μm resolution. Migration of labeled cells was easily identified on MR images as
streaks of hypointensity, primarily along the dorsal column, over a distance of up
to 10 mm away from the injection site. This study showed that magnetically labeled
oligodendrocyte progenitor cells responded adequately to the normal development
signals in the post-natal myelinating CNS and retained their capacity to myelinate
axons in vivo. Neural stem cell transplantation has been shown to attenuate the
severity of experimental autoimmune encephalomyelitis (EAE), an animal model
of multiple sclerosis. Using magnetically labeled mouse neurospheres and human
embryonic stem cell (hESC)-derived neurospheres, serial MRI was used to assess
the biodynamics of transplanted cell migration in a chronic mouse EAE model [28].
Magnetic labeling did not affect the in vitro and in vivo characteristics of cells as
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612 C. Bárcena et al.

multipotential precursors. It was also shown that cell migration occurred along white
matter tracts, especially the corpus callosum, fimbria, and internal capsule predomi-
nantly early in the acute phase of disease and in an asymmetric manner. The distance
of cell migration also correlated well with clinical severity of disease and the num-
ber of microglia in the white matter tracts, supporting the idea that inflammatory
signals promote transplanted cell migration.

MR tracking outside the CNS has also been performed for other cell types and
disease models including mesenchymal stem cells (MSCs), found in bone mar-
row, for cellular repair of cardiovascular and myocardial injury. The concept is
that these cells can contribute to stromal support, angiogenesis, or the formation of
new cardiomyocytes [35]. The goal is to non-invasively identify transplanted MSCs
months post-injection and be able to correlate myocardial function and infarct size
with MRI. In a swine myocardial infarction (MI) model, injected iron fluorophore-
labeled MSC into normal and infarcted myocardium enabled ready detection in the
beating heart on a conventional 1.5 T cardiac MR scanner after transplantation [75].
At 3 weeks, hypointense artifacts were still present and appeared to persist up to 12
weeks post-injection. In a similar swine MI model with x-ray fluoroscopic intramy-
ocardical injection of Feridex R©-PLL labeled MSCs, successful contrast-enhanced
MRI and serial MSC tracking was demonstrated in two animals (5 total includ-
ing control) [107]. Additional examples of MR tracking, distribution, and migra-
tion of stem cells and progenitor cells in different animal models are shown in
Table 20.3.

20.6.2 Therapeutic Applications

20.6.2.1 Hyperthermia

Magnetic fluid hyperthermia is a treatment modality for the eradication of cancer
tissues using an alternating magnetic field. The magnetic waves are not absorbed
by living tissue and can permeate throughout the body. When subjected to a vari-
able magnetic field, magnetic nanoparticles generate heat due to magnetic hysteresis
loss. The amount of heat generated depends on the physical properties of the mag-
netic material and the magnetic field parameters [59, 74]. Cancer cells are destroyed
at elevated temperatures (42–46◦C), whereas normal cells can survive at these tem-
peratures [33, 67, 194]. The architecture of the vasculature inside solid tumors is
chaotic, resulting in regions with hypoxia and low pH, which is not found in normal
tissues [187]. These environmental factors make cells more sensitive to hyperther-
mia. At temperatures above 42◦C, the exposure time can be halved with each 1◦C
rise in temperature, which will result in equivalent cell death [144]. Most normal
tissues, with the exception of central nervous tissue, remain undamaged by treat-
ment for 1 h at a temperature up to 44◦C [52]. For the CNS, irreversible damage
was found after treatment at 42–43◦C for longer than 40 to 60 min [168]. Treat-
ment of peripheral nerve tissue for times greater than 30 min at 44◦C, or equivalent
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dose, resulted in temporary functional loss, which can be recovered within 4 weeks
[206]. To this end, much work has been done in vitro and with animal experiments
to manifest hyperthermia as a therapeutic modality for cancer. Significant improve-
ment in clinical outcome has been demonstrated for tumors of the head and neck,
breast, brain, bladder, cervix, rectum, lung, oesphagus, vulva and vagina, and also
for melanoma [187].

In a pilot study by Johannsen et al. [87], magnetic fluid hyperthermia was evalu-
ated as a minimally invasive technique for treatment of prostate cancer. This was the
first clinical application of interstitial hyperthermia using magnetic nanoparticles in
locally recurrent prostate tumors. Nanoparticle suspensions were injected transper-
ineally into the prostate under transrectal ultrasound and fluoroscopy guidance. The
nanoparticles used in this study were coated with an aminosilane-type shell in water
(MagForce R© MFL AS, MagForce R© Nanotechnologies GmbH, Berlin, Germany)
and had an average particle core size of 15 nm. Concentration of ferrites in aque-
ous solutions was 120 mg/mL. Using an alternating magnetic field with a frequency
of 100 kHz and variable field strength (0–18 kAm−1), invasive thermometry of the
prostate was carried out with CT scans following treatment to monitor nanoparti-
cle distribution and probe position. In the first patient treated, maximum and min-
imum intraprostatic temperatures measured at a field strength of 4.0–5.0 kAm−1

were 48.5◦C and 40.0◦C during the first treatment and 42.5 and 39.4◦C during the
sixth treatment, respectively. In this first clinical application of hyperthermia using
magnetic nanoparticles in prostate cancer, the aims to prove feasibility as a mini-
mally invasive technique and to obtain thermoablative temperatures in the prostate
were achieved. These first clinical successes prompted phase I studies in order to
further evaluate feasibility, toxicity, and quality of life during hyperthermia using
magnetic nanoparticles in patients with biopsy-proven local recurrence of prostate
cancer following radiotherapy with curative intent.

In many cases, hyperthermia is used in conjunction with other therapies such
as radiotherapy or chemotherapy for improved efficacy. In phase I and II stud-
ies, Secord et al. [6] conducted studies combining Doxil R©, PEG-coated non-
thermosensitive liposomal doxorubicin, with whole abdomen hyperthermia on
patients with refractory ovarian cancer. Liposomal doxorubicin combined with
hyperthermia has been shown to increase both liposomal delivery and drug extrava-
sation into tumor xenografts resulting in enhanced cytotoxic effects. Xia et al.
[208] investigated the feasibility of hyperthermia combined with weekly chemo-
radiotherapy for patients with malignant pleural mesothelioma (MPM), a disease
that affects the lining of the lungs, and estimated the efficacy of this regimen.
Although complete response was not achieved in any of the 11 patients, partial
response was achieved in 3 patients and the disease did not worsen in 6 patients.
Prognosis for patients with MPM remains poor and, as such, patients require inten-
sive treatment. Finally, Albregts et al. [2] have investigated the feasibility and
toxicology of external deep locoregional hyperthermia combined with concurrent
chemotherapy in localized primarily operable carcinoma of the thoracic oesophagus
and gastro-oesophageal junction. The thermal data indicated that it was technically
feasible to heat the oesophagus to a median temperature of 40.0◦C with maximum



20 Applications of Magnetic Nanoparticles in Biomedicine 615

tumor temperatures considered adequate but suboptimal. One tried to evaluate tumor
responses and found a complete remission rate of 9%, however, partial remission
and progression are difficult to assess. In many such cases, the use of hyperther-
mia either alone or in conjunction with other modalities has significantly improved
patient’s quality of life.

20.6.2.2 Drug Delivery via Magnetic Targeting

Another possible and promising therapeutic application of SPIO nanoparticles is the
site-specific delivery of drugs via a magnetic field (magnetic drug targeting, MDT)
[55, 67, 183]. Because of the nonspecificity of chemotherapy and radiotherapy, there
is considerable toxicity to normal tissue even under optimized conditions. MDT
enjoys some advantages in that the drug-loaded SPIO can be guided to the target
area through external magnetic fields to the desired site. The ability to deliver high
effective dosages to specific sites in the human body is the ultimate goal of drug
delivery research.

For drug delivery applications, these magnetic nanocarriers need to be water sol-
uble, biocompatible, and nontoxic. Diameter, which affects the magnetic proper-
ties, charge, and surface chemistry, are very important and strongly affect both the
blood circulation time and the bioavailability of the particles within the body. If one
recalls, larger particles with a diameter greater than 200 nm are sequestered by the
liver and spleen. Below 10 nm, USPIO will be quickly removed through extrava-
sation and renal clearance. More over, particles over 5 μm will induce capillary
blockade. Particles need be of optimal size (∼10–100 nm) to prolong blood circula-
tion times to enhance their magnetic targeting efficiency.

Magnetic fields are well suited for such biological applications as they do not
interfere with most biological processes. However, there are still several problems
associated with MDT in humans [153]. One such limitation is the influence of blood
flow at the target site of SPIO accumulation. Stronger magnetic fields would be
required to retain magnetic particles in large arteries. The linear velocity of blood
in large arteries is 50–100 times faster than blood flow in capillaries (∼0.5 cm/s).
Yet another problem associated with MDT in humans is the depth of penetration by
the magnetic field at the target site. Sites that are more than 2 cm deep in the body
are difficult to target because the magnetic field strength decreases with distance
[157]. In fact, through mathematical modeling, Grief and Richardson claim that it
is impossible to specifically target internal organs using an externally applied field
[62]. However, recent work by Takeda et al. [133, 176] describes the development of
a novel drug delivery system using externally applied magnetic fields (using super-
conducting magnets) for targeting magnetic particles in blood vessels located deep
inside the body.

Despite the challenges, progress has translated into clinical trials from in vitro [5,
47, 65, 109, 186] and in vivo [3, 4, 57, 93, 130] studies. The first clinical evaluations
in human patients with MDT worldwide were reported by Lübbe et al. [123]. Fol-
lowing successful tolerance and efficacy results in animal experiments, studies were
performed on 14 patients with advanced solid tumors (adenocarcinoma of the colon
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or hypernephroma). Intravenous injection of epirubicine-loaded ferrofluids (particle
size of 100 nm) were administered with bedside magnetic fields of approximately
0.8 T. The distance between the tumor surface and the magnets were also assured
to be less than 0.5 cm. As a result, the magnetic particles were successfully directed
into half of the patients after a 60–120 min application period confirmed by MRI,
and histology. In a different clinical study [118], 11 patients with unsuccessful con-
ventionally treated malignant tumors were treated by MDT and examined by MRI.
The tumors of all 11 patients varied in location but were intentionally chosen for
their superficial site. Diseases in these patients varied from thoracic wall carcino-
mata, metastasis of breast carcinomata, metastatic chondrosarcomata, histiocytoma,
sarcoma, etc. Once again, Farmorubicin (epirubicine-loaded ferrofluid) was admin-
istered at field strength of ∼0.8 T. Overall, the tolerance of the magnetic drug tar-
geting was very good. Within the surveillance period, three patients showed partial
tumor response, five patients showed stable disease, and three patients showed pro-
gressive disease. It is evident that MDT does have great potential therapeutic benefit
despite several limitations.

20.7 Conclusion

Magnetic nanoparticles have become an increasingly important tool in disease diag-
nosis and therapy. To date, most of the clinical use of magnetic nanoparticles has
focused on SPIO due to their chemical stability, biocompatibility, and relative ease
of production. However, the search for more efficient contrast agents with increased
sensitivity has led to the development of novel SPIO and other magnetic nanoparti-
cles with improved magnetic properties. These nanoparticles can now be extended
to study biology at the cellular and even the molecular level in different endeav-
ors including cell tracking, gene expression, and biomolecular recognition. In the
case of MRI, many challenges still remain in pursuit of the ideal MR imaging probe
with imaging ultrasensitivity and disease specificity. A major limitation is the loss
of signal that occurs using SPIOs, creating ‘black holes’ that prevent direct anatom-
ical MR evaluation of the tissue in question and make it difficult to discriminate
between targeted molecules and cells and image artifacts. Development of novel
imaging methods (e.g. SWIFT imaging, white marker method) can overcome these
limitations by turning the SPIO probes to positive contrast agents. Although current
clinically used contrast agents do not have active targeting characteristics, a lot of
work is in progress on the functionalization of these particles in order to widen their
diagnostic ability. Magnetic nanoparticle-aided drug delivery is still very much in
its infancy. However, with continuing advancement in the field, nanomagnetism will
continue to play a significant role in biomedical research and nanomedicine.

Abbreviations

Ab antibody
AG arabinogalactan
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AOT dioctyl sulfosuccinate sodium salt
CCK cholecystokinin
α-CD α-cyclodextrin
CEA carcinoembryonic antigen
CLIO cross-linked iron oxide
CNS central nervous system
CT computed tomography
DMAP 4-(dimethyl-amino) pyridine
DMSA meso-2,3-dimercaptosuccinic acid
DSPE-PEG 1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-

[methoxy(polyethylene glycol)]
EAE experimental autoimmune encephalomyelitis
Gd-BOPTA gadobenate dimeglumine
GI gastrointestinal tract
GSH glutathione
hCG human chorionic gonadotropin
HSA human serum albumin
IgG Immunoglobulin G
mAb monoclonal antibody
MDT magnetic drug targeting
MRI magnetic resonance imaging
MION monocrystalline iron oxide nanoparticles
MEIO magnetism-engineered iron oxide
MI myocardial infarction
Ms saturation magnetization
MSC mesenchymal stem cells
MPM malignant pleural mesothelioma
MPS mononuclear phagocytic system
MPM malignant pleural mesothelioma
OMP oral magnetic particles
PCL-b-PEG poly(ε-caprolactone)-b-poly(ethylene glycol)
PEG polyethylene glycols
PEO poly(ethylene oxide)
PLL poly(L-lysine)
PPO poly(propylene oxide)
PSA polysialic acids
RES reticuloendothelial system
RGD arginine–glycine–aspartic acid containing synthetic

peptide
SC stem cells
SPIO superparamagnetic iron oxide
SSPIO standard superparamagnetic iron oxide
TAT transactivator of transcription peptide
TCL-SPION thermal cross-linked superparamagnetic iron oxide
USPIO ultra-small superparamagnetic iron oxide
VCAM-1 vascular cell adhesion molecule-1



618 C. Bárcena et al.

References

1. Ai, H., et al.: Magnetite-loaded polymeric micelles as ultrasensitive magnetic-resonance
probes. Adv. Mater. 17, 1949–1952 (2005)

2. Albregts, M., et al.: A feasibility study in oesophageal carcinoma using deep loco-regional
hyperthermia combined with concurrent chemotherapy followed by surgery. Int. J. Hyper-
thermia 20, 647–659 (2004)

3. Alexiou, C., et al.: Locoregional cancer treatment with magnetic drug targeting. Cancer Res.
60, 6641–6648 (2000)

4. Alexiou, C., et al.: Magnetic drug targeting: biodistribution and dependency on magnetic
field strength. J. Magn. Magn. Mater. 252, 363–366 (2002)

5. Alexiou, C., et al.: In vitro and in vivo investigations of targeted chemotherapy with magnetic
nanoparticles. J. Magn. Magn. Mater. 293, 389–393 (2005)

6. Alvarez Secord, A., et al.: Phase I/II trial of intravenous Doxil R© and whole abdomen hyper-
thermia in patients with refractory ovarian cancer. Int. J. Hyperthermia 21, 333–347 (2005)

7. Amsalem, Y., et al.: Iron-oxide labeling and outcome of transplanted mesenchymal stem
cells in the infarcted myocardium. Circulation 116(suppl. I), I-38–I-45 (2007)

8. Anastase, S., et al.: Affinity chromatography of human anti-dextran antibodies: isolation of
two distinct populations. J. Chromatogr. B, Biomed. Sci. Appl. 686, 141–150 (1996)

9. Anderson, S.A., et al.: Noninvasive MR imaging of magnetically labeled stem cells to
directly identify neovasculature in a glioma model. Blood 105, 420–425 (2005)

10. Anzai, Y., et al.: Initial clinical experience with dextran-coated superparamagnetic iron oxide
for detection of lymph node metastases in patients with head and neck cancer. Radiology
192, 709–715 (1994)

11. Anzai, Y., et al.: Initial clinical experience with dextran-coated superparamagnetic iron oxide
for detection of lymph node metastases in patients with head and neck cancer. J. Magn.
Reson. Imaging 7, 75–81 (1997)

12. Anzai, Y., et al.: Evaluation of neck and body metastases to nodes with ferumoxtran 10-
enhanced MR imaging: phase III safety and ffficacy study. Radiology 228, 777–788 (2003)

13. Arbab, A.S., et al.: Ferumoxides-enhanced double-echo T2-weighted MR imaging in dif-
ferentiating metastases from nonsolid benign lesions of the liver. Radiology 225, 151–158
(2002)

14. Arbab, A.S., et al.: Characterization of biophysical and metabolic properties of cells labeled
with superparamagnetic iron oxide nanoparticles and transfection agent for cellular MR
imaging. Radiology 229, 838–846 (2003)

15. Arbab, A.S., et al.: In vivo trafficking and targeted delivery of magnetically labelled stem
cells. Hum. Gene Ther. 15, 351–360 (2004)

16. Arbab, A.S., et al.: Comparison of transfection agents in forming complexes with ferumox-
ides, cell labeling efficiency, and cellular viability. Mol. Imag. 3, 24–32 (2004)

17. Arbab, A.S., et al.: Labeling of cells with ferumoxides-protamine sulfate complexes does
not inhibit function or differentiation capacity of hematopoietic or mesenchymal stem cells.
NMR Biomed. 18, 553–559 (2005)

18. Arbab, A.S., et al.: Labeled endothelial progenitor cells trafficking to sites of tumor angio-
genesis magnetic resonance imaging and confocal microscopy studies of magnetically. Stem
Cells 24, 671–678 (2006)

19. Arruebo, M., et al.: Antibody-functionalized hybrid superparamagnetic nanoparticles. Adv.
Funct. Mater. 17, 1473–1479 (2007)

20. Artemov, D., et al.: MR molecular imaging of the Her-2/neu receptor in breast cancer cells
using targeted iron oxide nanoparticles. Magn. Reson. Med. 49, 403–408 (2003)

21. Artemov, D., et al.: Magnetic resonance molecular imaging of the HER-2/neu receptor. Can-
cer Res. 63, 2723–2727 (2003)

22. Babes, L., et al.: Synthesis of iron oxide nanoparticles used as MRI contrast agents: a para-
metric study. J. Colloid Interface Sci. 212, 474–482 (1999)



20 Applications of Magnetic Nanoparticles in Biomedicine 619

23. Bach-Gansmo, T.: Ferrimagnetic susceptibility contrast agents. Acta Radiol. Suppl. 387,
1–30 (1993)

24. Bach-Gansmo, T., et al.: Abdominal MRI using a negative contrast agent. Br. J. Radiol. 66,
420–425 (1993)

25. Bayer HealthCare Pharmaceuticals: Feridex R©. http://imaging.bayerhealthcare.com/html/
feridex/index.html (2007). Accessed 5 November 2007

26. Bee, A., et al.: Synthesis of very fine maghemite particles. J. Magn. Magn. Mater. 149, 6–9
(1995)

27. Belin, T., et al.: Influence of grain size, oxygen stoichiometry, and synthesis conditions on
the γ-Fe2O3 vacancies ordering and lattice parameters. J. Solid State Chem. 163, 459–465
(2002)

28. Ben-Hur, T., et al.: Serial in vivo MR tracking of magnetically labeled neural spheres trans-
planted in chronic EAE mice. Magn. Reson. Med. 57, 164–171 (2007)

29. Bjørnerud, A., et al.: Assessment of T1 and T2
∗ effects in vivo and ex vivo using iron oxide

nanoparticles in steady state—dependence on blood volume and water exchange. Magn.
Reson. Med. 47, 461–471 (2002)

30. Bonnemain, B.: Superparamagnetic agents in magnetic resonance imaging. Physicochemical
characteristics and clinical application. A review. J. Drug Target. 6, 167–174 (1998)

31. Bos, C., et al.: In vivo MR imaging of intravascularly injected magnetically labeled stem
cells in rat kidney and liver. Radiology 233, 781–789 (2004)
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69. Häfeli, U.: The History of Magnetism in Medicine. In: Andrä, W. and Nowak, H. (eds.)
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122. López, A., et al.: Magnetic properties of γ-Fe2O3 small particles prepared by spray pyrolysis.
J. Magn. Magn. Mater. 140–144, 383–384 (1995)
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Chapter 21
Nano-Magnetophotonics

Mitsuteru Inoue, Alexander Khanikaev, and Alexander Baryshev

Abstract Data-processing and optical communication systems that allow control-
ling intensity and polarization state of light via external magnetic fields require com-
pact, efficient, and low-cost magnetic materials. It is these properties of magnetic
materials that are the subject of the present chapter. Owing to their strong linear
and nonlinear magneto-optical responses along with unique optical characteristics,
magnetophotonic crystals have already found applications in electronics. As a par-
ticular example, film-type optical isolator/circulator devices have been proposed.
Recent renewed interest in magneto-optical spatial light modulators has resulted
from the development of optical volumetric recording using holography, particu-
larly, collinear holography. Here we focus on reviewing experimental and theoret-
ical studies of light coupling to various artificial magnetic nanostructured media
and nanocomposites providing strong magneto-optical responses and having minia-
ture dimensions. We first examine properties of different types of MPCs. Then,
the magnetorefractive effect of various materials is considered, an enhancement
of the magnetorefractive response is demonstrated for structures fabricated in the
use of the magnetophotonic crystals’ concept. Finally, the influence of localized
surface plasmon resonances on optical and magneto-optical properties of bismuth-
substituted yttrium iron garnet films impregnated with nanoparticles of noble metals
is discussed. Another promising way to enhance Faraday rotation is to exploit the
regime of extraordinary transmission for systems comprising a perforated noble-
metal film supporting transmission resonances and a magnetic material.

21.1 Introduction

Up-to-date methods of microfabrication allow us to create inhomogeneous
structures, for example, photonic crystals (PCs), with high accuracy. PCs with

A. Baryshev (B)
Toyohashi University of Technology, Toyohashi, Aichi, Japan
e-mail: baryshev@eee.tut.ac.jp

627J.P. Liu et al. (eds.), Nanoscale Magnetic Materials and Applications,
DOI 10.1007/978-0-387-85600-1 21, C© Springer Science+Business Media, LLC 2009



628 M. Inoue et al.

periodically modulated dielectric properties attract an ever-growing interest since
the early paper where they were considered [1]. Prediction on microscopic distri-
bution of fields inside the primitive cell of a photonic structure can be used for
optimizing their responses. When having a proper design, periodic structures made
of repetitions of active materials exhibit significantly higher responses compared to
that of the materials used for fabrication. For example, the magneto-optical quality
factor of MPCs – the performance ratio showing the relation of Faraday rotation
and transmissivity – is found to be substantially greater than that achieved for a
homogeneous magneto-optical (MO) material. MPCs are certainly considered as
next-generation fast and miniature elements for use in integrated optical circuits.
The large MO response is particularly attractive for constructing micro-sized film-
type optical isolator/circulator elements for optical communication systems [2] and
ultra-high speed MO spatial light modulators for high density holographic data stor-
age [3]. Large angles of Faraday rotation, wide working spectral ranges, and nano-
(or micro-) sized dimensions of MO structures are essential properties demanded by
applications. This has motivated scientists to explore new possibilities and princi-
ples in this field.

In this chapter, most of experimental and theoretical studies of light coupling to
various magnetic nanostructured media and nanocomposites are briefly reviewed.
Unique optical and magneto-optical properties are shown to exist for MPCs with
different designs. The magnetorefractive effect (MRE) of different media is con-
sidered along with the possibility to enhance the MRE by the use of MPCs con-
taining a nanocomposite or manganite film as a defect layer. Influence of localized
surface plasmon resonances on optical and magneto-optical properties of bismuth-
substituted yttrium iron garnet (Bi:YIG) films impregnated with Au nanoparticles
are discussed. The regime of extraordinary transmission for the systems comprising
a perforated metal film supporting transmission resonance excitations and a mag-
netic material is found to be responsible for the large, anomalous Faraday rotation.

21.2 Magnetophotonic Crystals

Artificial structures composed of alternating dielectric materials with different
refractive indices, known as photonic crystals, have been shown to affect the prop-
agation of light, providing a new mechanism to control and manipulate the flow
of light. Following the concept of photonic band gaps originating in light cou-
pling to the spatially periodic structure and localization of light in the vicinity of
defects introduced into the periodic structure [4, 5], various one-, two-, and three-
dimensional PCs, photonic crystal fibers and waveguides, wave plates have been
designed, and new fabrication technologies have been developed within the last two
decades [6, 7].

For a magnetophotonic crystal (or magneto-optical Bragg structure), in which the
constitutive elements are magnetic (or even only a defect introduced into the peri-
odic structure is magnetic), there exists an additional degree of freedom to operate
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the photonic band structure, diffraction patterns, and the direction and state of polar-
ization of light, i.e., these characteristics can be controlled by the external magnetic
field [8–34]. Of primary importance is that MPCs enhance responses of known
MO materials. Different designs, technologies, and experimental techniques have
been involved in fabrication and studies of MPCs. In fact, the large enhancement
of Faraday rotation is demonstrated for one-dimensional (1D) MPCs grown using
sputtering where periodic multilayers were composed of thin magnetic garnet films
and films of different dielectric materials deposited [11, 26]. All-garnet 1D MPCs
fabricated by pulsed laser deposition are demonstrated and shown to exhibit good
functional performance [15, 28]. So-called Bragg grating magnetic photonic crys-
tal waveguides are shown to enhance polarization rotation [18, 19]. Three-port cir-
culators with complete isolation and high transmission, which are the circulators
formed of a magneto-optical cavity in a 2D MPC, are proposed [21, 22]. Surface
state peculiarities in photonic structures composed of adjoining (interfacing) mag-
netic and nonmagnetic photonic crystals are shown to give rise to giant Faraday
and Kerr effects [24]. Recently, full analytical treatment has been demonstrated for
a layered-stack photonic crystal; the photonic band structure and Bloch states in
birefringent 1D MPCs are studied [27]. MO waveguides operating in near-infrared
with responses governed by the magnetostatic forward volume waves are experi-
mentally studied [33]. Theoretical consideration of chirped Bragg gratings gener-
ated due to refractive-index perturbations and working as transmission windows is
reported in [34].

MPCs are certainly considered as next-generation fast and miniature elements
for use in integrated optics. The large MO enhancement is particularly attractive
for constructing nano-sized film-type optical isolator/circulator elements for opti-
cal communication systems as theoretically predicted in [15], and ultra-high speed
MO spatial light modulators for high density holographic data storage as examined
experimentally [3].

This section focuses on functional performances of the film-type 1D MPCs with
different designs: 1D MPCs composed of alternating magnetic and dielectric layers,
and 1D MPCs with the localized states in photonic band gaps (PBGs). Results of
theoretical consideration of 2D and 3D MPCs are presented, and their magneto-
optical responses are discussed.

21.2.1 1D MPCs Composed of Alternating Magnetic
and Dielectric Layers

A series of studies on MPCs dates back to 1995, where the light propagation in
discontinuous magnetic media with a 1D array structure is discussed [8]. In the sub-
sequent theoretical studies [11, 12], light propagation in bismuth-substituted yttrium
iron garnet (Bi:YIG) films stacked into random multilayer structures was analyzed
using the matrix approach, where enhancement of the MO effects associated with
the localization of light was predicted. Starting 1D structures were the multilayer
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films composed of NM layers of Bi:YIG and NS layers of SiO2, which were piled
up in an arbitrary sequence; each of Bi:YIG and SiO2 layers had thickness of dM

and dS, respectively. For such structures, the enhancement in both transmissivity
and the Faraday rotation angle, θF, was shown to originate from the weak local-
ization of light caused by the multiple interference [35, 36]. Results indicate that
enhancement of θF becomes larger as the degree of light localization rises. In fact,
the theoretical computations show that the large enhancement of θF can be obtained
in the 1D MPCs with microcavity-type structures [11], in which a magnetic planar
defect is introduced between two Bragg reflectors, and also in structures with peri-
odical multilayered structure. Following these predictions, the magnetic multilayer-
and microcavity-type 1D MPCs were fabricated and their experimental evaluation
was performed.

Let us consider the Faraday rotation enhancement in magnetic multilayer-type
1D MPC shown in Fig. 21.1. This idea utilizes the spatial localization of light within
magnetic layers for the wavelengths corresponding to the PBG edge. Figure 21.1(a)
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Fig. 21.1 (a) Photonic band structure for the circular-polarized waves calculated for normal inci-
dence onto a 1D MPC consisted of layers of the nonmagnetic (SiO2) and the magnetic (Bi:YIG)
materials; dispersion is taken into account while absorption and dichroism are neglected. (b) Fara-
day rotation in the 1D MPC normalized to that of homogeneous (Bi:YIG) film of the same thick-
ness; inset shows SEM image of a cleavage face of the sample under study
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shows a photonic band structure [or the dispersion relations ω(kL) and ω(kR)]
calculated from the four-by-four matrix approach [9, 37–39] for the left- and
right-circular-polarized waves propagating in a 1D MPC comprising magnetic and
nonmagnetic quarter-wavelength-thick layers [see inset to Fig. 21.1(b)].

Note that Faraday rotation is expressed through the magnitude of wave vectors
kL and kR, θF (ω) = [kR(ω) − kL (ω)]d/2, where d is the path length of light beam
in the medium. As kL and kR approach the boundary of the Brillouin zone (the
PBG edges), dispersion curves flatten. This indicates decrease of the group veloc-
ity or slowing down the electromagnetic energy propagation velocity which relates
directly to the localization of light inside the MPC. Wave vectors kL and kR corre-
sponding to the same frequency at the PBG edge differ significantly. This is a finger-
print of the expected strengthening of the effective circular birefringence and the
enhancement of magneto-optical Faraday rotation for light with wavelength tuned
across the PBG edge. The experimental sample was composed of microcrystalline
Bi:YIG (NM=6) and amorphous SiO2 (NS=5); note that both materials are charac-
terized by low optical losses in red (and infrared) spectral range, and Bi:YIG has
large Faraday rotation. This (Bi:YIG/SiO2)5/Bi:YIG stack of alternating the λ/4-
thick layers of Bi:YIG and SiO2 was fabricated by RF-magnetron sputtering onto
the fused quartz substrate. The cleavage of the MPC is presented in Fig. 21.1(b)
and shows abrupt interfaces between layers as well as reproducible thicknesses of
layers throughout the sample; the thicknesses were dM = 98 nm and dS = 147 nm,
the refractive indices were nSiO2 = 1.45 and nBi:YIG = 2.36.

Optical and magneto-optical spectra of the sample are shown in Fig. 21.2. The
MO response was measured in the Faraday geometry when the saturating exter-
nal magnetic field of 2 kOe was applied (all the Faraday rotation spectra presented
below were measured at this condition). One can see the first PBG ranging from
720 to 1,070 nm where transmission is strongly suppressed. The Faraday rotation
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Fig. 21.2 Transmission
(solid circles) and Faraday
rotation spectra (open circles)
of the 1D MPC are shown in
Fig. 21.1 (at normal
incidence). Solid curves show
the fitting of the experimental
data by the four-by-four
matrix approach. Dashed line
is for the interference-
subtracted spectrum of the
Faraday rotation for the
Bi:YIG film with the
thickness equal to the total
Bi:YIG thickness in the 1D
MPC under study
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angle is found to decrease up to zero in this spectral range. Contrary, outside
PBG transmittance rises and shows interference fringes, and the Faraday rotation
angle θF oscillates and has the local maxima at 640 and 720 nm that correspond
to the maxima in the transmission spectrum. The largest θF is observed at the
long-wavelength edge of PBG, which is at 1,070 nm. The calculated interference-
subtracted spectrum of Faraday rotation for a Bi:YIG film, whose thickness equals
the total Bi:YIG thickness in the sample under study, is given for comparison by the
dashed line. The θF enhancement at the long-wavelength PBG edge is of ∼6 times.
Calculations show that one can obtain larger Faraday rotation in the structures with
a larger number of the NM and NS layers due to the stronger field localization for the
waves corresponding to the PBG edges.

Both experimental spectra are matched using the four-by-four matrix tech-
nique with account of refractive index and absorption coefficients dispersions (see
solid lines). This technique is generalization of the well-known transfer matrix
method developed for studies of the optical properties of multilayered structures,
but extended to the case of structures consisting of magneto-optical materials with
permittivity tensor of the form:

ε̂ =
⎛

⎝
εxx iεxy 0

−iεxy εxx 0
0 0 εzz

⎞

⎠ . (21.1)

Following Ref. [8], we introduce a four-by-four transfer matrix Φ̂n , which
matches amplitudes of the electric and magnetic fields at the opposite boundaries
of the nth layer:

⎡

⎢⎢
⎣

Ex

Ey

Hx

Hy

⎤

⎥⎥
⎦

n

= Φ̂n

⎡

⎢⎢
⎣

Ex

Ey

Hx

Hy

⎤

⎥⎥
⎦

n−1

, (21.2)

where Ex (Ey) and Hx (Hy) are the amplitudes of the x- (y-) projection of the electric
and magnetic fields, respectively, and the electromagnetic wave propagates along
the z-direction chosen to coincide with the cross-section axis of the layered struc-
ture. In the case of multilayer-type MPCs representing N repetitions of the unit cell
consisting of the pair of SiO2 and Bi:YIG layers, the total transfer matrix can be
written in the form:

Φ̂ = (
Φ̂Bi:YIGΦ̂SiO2

)N
, (21.3)

and, for the case of the microcavity-type MPC (see the next subsection),

Φ̂ = (
Φ̂Ta2O5Φ̂SiO2

)N
Φ̂Bi:YIG

(
Φ̂SiO2Φ̂Ta2O5

)N
. (21.4)
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Since the transfer matrix Φ̂ relates the amplitudes at the two opposite boundaries
of an MPC, the relation between the amplitudes of the transmitted and reflected
waves with that of the incident wave can be found. Thus, the transfer matrix com-
pletely determines optical and magneto-optical properties of the MPC. When these
amplitudes are determined from Eqs. (21.1) and (21.2), the well-known equation for
evaluation of the Faraday rotation angle can be used:

θF = 1

2
arctan

(
2Re(χ )

1 − |χ |2
)
, (21.5)

where χ = Ey/Ex is the ratio of the y- and x-components of the electric (or mag-
netic) fields at the condition that the direction of polarization of the incident wave is
along the x-direction.

21.2.2 Microcavity-Type 1D MPCs

The theoretical predictions on existence of the enhancement of Faraday rotation in
the microcavity structure composed of two dielectric Bragg reflectors and a Bi:YIG
defect layer incorporated between them, (Ta2O5/SiO2)5/Bi:YIG/(SiO2/Ta2O5)5,
were experimentally confirmed [11]. Figure 21.3 shows a representative of such
microcavity-type 1D MPCs.

Bi:YIG

SiO2

Ta2O5

glass substrate

airFig. 21.3 Cross-sectional
FESEM image of a 1D
MPC – a microcavity with
(Ta2O5/SiO2)5/
Bi:YIG/(SiO2/Ta2O5)5

structure

As shown in Fig. 21.3, the sample has good layered structure in which inter-
faces are well defined. The thicknesses of layers were 167 nm (Bi:YIG), 111 nm
(SiO2), and 92 nm (Ta2O5). Refractive indices were nTa2O5 = 2.05, nSiO2 = 1.45, and
nBi:YIG = 2.36. Figure 21.4 shows the transmission T and Faraday rotation spectra of
the 1D magnetophotonic microcavity at normal incidence; the solid curves are the
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Fig. 21.4 Transmission and
Faraday rotation spectra of
the 1D magnetophotonic
microcavity shown in
Fig. 21.3

theoretical ones calculated within the matrix approach [13], while open and closed
circles present the experimental spectra for the sample. Good quantitative agreement
between the observed and the calculated values is seen. Within a photonic band gap
(600–850 nm), the resonant transmissivity (T = 62%) occurred at λ = 720 nm due
to light localization, and the rotation angle θF reached the value of –0.63◦. It worth
mentioning that mechanism of this enhancement is similar to that discussed in Sec-
tion 21.2.1 (Fig. 21.1). Namely, the difference of magnitudes of the wave vectors
kL and kR for left- and right-circular-polarized localized modes, multiple propaga-
tion of these modes within the defect layer, and the nonreciprocal character of the
Faraday rotation enhance significantly the polarization rotation. The presented data
show that the magnetophotonic microcavity provides high transmissivity and large
enhancement of θF simultaneously that is very useful for various magnetophotonic
applications. Another important feature of the microcavity-type 1D MPCs is con-
trollability of the spectral positions of localized modes via change in the thickness
of the spacer Bi:YIG layer [26].
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21.2.3 Photonic Band Structure and Eigenmodes of 2D MPCs

It is well known that, due to a mirror symmetry of 2D PCs, the vector wave equation
for nonmagnetic PCs (or nonmagnetized MPCs) can be reduced to two independent
scalar eigenvalue problems for two modes: the transverse electric (TE) and trans-
verse magnetic (TM) modes with the electric field vector parallel or perpendicular
to the basal plane of the 2D structure, respectively [4, 40]. However, if one of the
constituents of a PC is magneto-optical one, the TE–TM notation is not longer pos-
sible. In this case, we are forced to solve the fully vectorial eigenvalue problem of
the form:

−∑

G′
κ(G − G′)(k + G′) × {(k + G′) × Ekn(G′)} =

ω2
kn

c2

(
Ekn(G) + i

∑

G′
η(G − G′) {m × Ekn(G′)}

)
.

(21.6)

The standard notations are used in here: E(r, t) – the electric field, ε(r) and g(r) –
permittivity and gyration vector of constituents of an MPC, and c – the velocity of
light in vacuum. As usual, ωkn denotes in Eq. (21.6) the eigenfrequency correspond-
ing to the Ekn(G) eigenmode of an MPC. � and η are the coefficients of the Fourier
expansion of the inverse permittivity ε(r)−1 and the gyration vector, respectively. m
is the unit vector in the direction of magnetization, and G is and the reciprocal lattice
vector. Since the propagation of electromagnetic waves in periodical structures is
considered, both the permittivity and the gyration vector have the same periodicity:

ε(r) = ε(r + ai ), g(r) = g(r + ai ), (21.7)

where ai (i=1,2,3) is the elementary vectors of the lattice. Spatial periodicity of the
MPC allows us to expand the inverse permittivity ε(r)−1, the gyration vector, and
the amplitude of the electric field in the Fourier series:

ε(r)−1 =
∑

G

κ(G) exp {iG · r} , (21.8)

g(r) = m
∑

G

η(G) exp {iG · r} , (21.9)

E(r) =
∑

G

Ekn(G) exp {i(k + G) · r} . (21.10)

By solving Eq. (21.6) numerically, one can find the photonic band structure (PBS)
as well as eigenmodes of an MPC allowing analysis of its MO properties.

The system (21.6) represents the generalized eigenvalue problem in the following
form, ÂEkn = ωkn B̂Ekn . For PCs composed of nonmagnetic materials, it simplifies
to the common eigenvalue problem, ÂEkn = ωknEkn , because B̂ reduces to the
identity matrix. This form of the eigenvalue problem makes physical consequences
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of the MO activity on eigenmodes rather transparent. Existence of the nondiagonal
elements in Eq. (21.1) introduces conversion (mixing) of the different Bloch waves
of a nonmagnetic PC. However, these nondiagonal elements are small in comparison
with the diagonal ones because of the natural weakness of the MO activity. As a
result, the mode mixing is weak and direct correspondence between solutions of the
nonmagnetic and magnetic problems can be ascertained in most cases. Moreover,
the solutions of the generalized problem for MPCs, in general, share some features
with solutions of the common eigenvalue problem for nonmagnetic PCs. Exceptions
are the vicinities of the high-symmetry points of the Brillouin zone where the TE and
TM modes are degenerate. Analysis based on the perturbation theory [41, 42] shows
that even an infinitesimally weak MO activity leads to an effect of hybridization and
causes strong coupling of the TE and TM modes along with notable alteration of
PBS [43].

Example of the PBS of the square lattice of dielectric rods, when the lattice is
magnetized and nonmagnetized, is shown in Fig. 21.5(a). Plot (b) shows that the
alteration is maximal in the vicinities of the high-symmetry points where degenera-
cies occur (the M-point in this particular example) and brings tunability of PBSs
of MPCs. This manifests as a splitting of the frequency branches and the complete
removal of the degeneracies.
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Fig. 21.5 (a) PBS of a 2D MPC with the square lattice composed of MO rods in air. The following
parameters of the MO rods were assumed for the numerical calculation the diagonal component of
the dielectric constant of εxx = 5.6 and the off-diagonal component of εxy = −0.01, the ratio of the
lattice constant to the radius of the rods of 1:0.4. (b) Part of the PBS shown in plot (a); the vicinity
of the M-point degeneracy between second, third, and forth branches. Solid lines correspond to
the MPC; dashed lines correspond to the nonmagnetic PC. (c) Ellipticity of Bloch eigenmodes
of the MPC in the vicinity of M-point. Solid line corresponds to the second branch of the PBS
(the TE mode of nonmagnetic PC); the ellipticity was calculated as ETE/ETM. Dashed and dotted
lines correspond to the third and forth branches (both are the TM modes of the nonmagnetic PC),
respectively; the ellipticity was calculated as ETM/ETE. Gray square shows the same range of wave
vectors as that in plot (b)
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Note that the alteration of eigenmodes of 2D MPCs is even more profound. By
projection of the eigenmodes of an MPC on those of the nonmagnetized MPC, we
have found that the eigenmodes of the MPC are intermixed and form strongly ellip-
tically polarized Bloch waves in the vicinities of the points of degeneracy [see Fig.
21.5(c). Here the ellipticity is the ratio between the TE- (TM-) and TM- (TE-) pro-
jections for branches corresponding to the TE (TM) modes of nonmagnetic PC].
The polarization state of the eigenmodes gradually transforms when moving apart
from these points. Passing the regime of the elliptical polarization with the main
axes in and out of the basal plane, eigenmodes tend to be the TE and TM modes of
the nonmagnetic PC. This alteration of eigenmodes may therefore provide a possi-
bility to manipulate the propagation direction of light beams in MPCs and control
the intensities of transmitted and reflected waves [43].

21.2.4 Faraday Rotation of Three-Dimensional Magnetophotonic
Crystals

The Korringa–Kohn–Rostoker (KKR) method as well as its modification for layered
systems (LKKR) has been extensively and very successfully used in the study of the
electronic structure and electronic properties of various materials. Recently, several
groups have also developed the KKR [44–46] and LKKR formalism for electro-
magnetic (EM) waves [47]. The advantage of the LKKR is that one can calculate
the PBS together with transmission and reflection spectra.

The LKKR formalism requires knowledge of the scattering properties of the ele-
mental scatterer of the PC. Therefore, at first stage, we need to deal with the scatter-
ing of an EM wave of wave number kb = √

εbμbω/c by a MO active sphere having
permittivity tensor ε̂, permeability μ, and radiusR, which is embedded in a optically
inactive isotropic host medium defined by εb and μb. Assuming a time dependence
of exp(−iωt), we express the EM field outside the sphere as follows [47]:

�E(�r ) = �Ein(�r ) + �Esc(�r)

=
∑

l,m

{[
a0E

lm

i

kb
∇ × jl(kbr )Xlm(r̂) + a0H

lm jl(kbr )Xlm(r̂)

]

+
[

a+E
lm

i

kb
∇ × h+

l (kbr )Xlm(r̂) + a+H
lm h+

l (kbr )Xlm(r̂)

]}
,

(21.11)

where jland h+
l are the spherical Bessel and Hankel functions, respectively, and

Xlm(r̂) are vector spherical harmonics. The coefficients a0E
lm and a0H

lm refer to the
incident wave (Ein), whereas a+E

lm and a+H
lm to the scattered wave (Esc). These coef-

ficients are related to each other via the scattering matrix as follows:

a+P
lm =

∑

l′,m′,P ′
T P P ′

lm,l′m′a
0P ′
l′m′, (P = E, H ), (21.12)
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where the scattering matrix T P P ′
lm,l′m′ can be found with use of an exact Mie technique

solving the problem of EM wave scattering by a MO active sphere [48]. Although
the KKR formalism can deal with situations in which the parameters of the problem
depend on the frequency, for simplicity and to not obscure the MO response, we
assumed in our calculations that ε̂ is constant over the considered frequency range
and μ = 1.

Let us consider MPC with the sc and fcc lattices (with the lattice constant of
a0) which consist of nonoverlapping spheres (one per the unit cell) and view the
crystal as a sequence of the (001) and (111) planes, respectively. Having obtained
the scattering matrix for a single MO active sphere, we can apply LKKR technique
to calculate the PBS for the EM modes associated with a given crystallographic
plane of crystals under study and the transmittance through a slab, in which the basal
facets are parallel to the chosen crystallographic plane. The first question we have to
answer is how the MO activity of the spheres affects the PBS of magnetophotonic
crystals. Figure 21.6 shows sections of the PBS of sc photonic crystals, the slab
with thicknesses of 16 layers, along the normal to the (001) surface. The direction
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Fig. 21.6 (a) Band structure for the EM wave propagating along the normal to the (001) surface
of a simple cubic photonic crystal. The photonic crystal consists of MO spheres with ε = 5.59,
g = −3.69×10−3, and the radius-to-lattice constant ratio of Rs/a0 = 0.5 in air. Absorption and
dichroism are neglected. The transmittance (b) and Faraday rotation (c) were calculated for the
normal incidence of light onto a slab composed of 16 layers of the (001) planes of MO spheres
with ε = 5.59+i5.42×10−3, g = −3.69×10−3 (Bi:YIG at λ=700 nm), and Rs/a0 = 0.5 in the air
background
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of light propagation and the magnetization direction in the slab coincide with the
Γ →X direction. When MO activity is switched on, the degeneracy of the band
structure of the nonmagnetic PC is removed and two splitted bands appear. These
bands correspond to the circularly polarized light of R and L handedness.

Apart from this splitting of the bands, the changes in the dispersion curves and
transmission spectra brought about by the MO activity of the spheres are marginal.
At the same time our results show that PBSs of MPCs are richer than that obtained
for PCs composed of nonmagnetic isotropic spheres. This is due to reduction of the
crystal symmetry by the MO activity. Although the MO activity of the spheres does
not affect significantly the PBS and transmission spectra of MPCs, it renders them
to exhibit the MO response [Fig. 21.6(c)]. A linearly polarized plane wave incident
normally on a slab of the crystal excites two Bloch waves, denoted by R and L,
which propagate through the slab with different phase velocities; the transmission
spectrum is given in Fig. 21.6(b). If, as it appears to be the case (except the small
frequency range in the proximity of the band edges), the R and L components of
the transmitted wave have the same amplitude, the transmitted wave will be linearly
polarized one with the plane of polarization turned by an angle θF.

Finally, let us consider a magnetophotonic heterostructure consisted of an MO
defect layer sandwiched in between fcc PC slabs composed of silica spheres in
air. It will be instructive to analyze properties of the 3D magnetophotonic het-
erostructures in the qualitative comparison with its 1D counterpart, namely, the
1D PC with the incorporated MO defect. Simulations showed inapplicability of
the relation for the resonant transmission wavelength for 1D structures mλ0 =
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Fig. 21.7 Transmittance and Faraday rotation for the normal incidence on a heterostructure com-
posed of a Bi:YIG layer sandwiched between two fcc PC slabs. Each PC slab consists of 24 planes
of close-packed silica spheres (amorphous silica, ε = 1.9) in air. The (111) planes are parallel to
the basal surface of the slab. The thickness of the defect layer is d/a0 = 0.56, while the permittivity
is the same as for calculations presented in Fig. 21.6
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2nd, where m = 1, 2, 3 . . . is the positive integer, n is the refractive index of the
defect layer and d is its thickness. This expression is based on the phase difference
gained by the wave during its propagation through the defect layer. However, in the
3D heterostructures complicated light scattering at the interfaces between the 3D
PCs and the defect layer results in impossibility to find any analytical expression
similar to mλ0 = 2nd. Therefore the problem in the 3D case can be treated only
numerically.

Figure 21.7 shows the transmission and Faraday rotation spectra of the het-
erostructure under study. In analogy with 1D magnetophotonic crystals, the strong
enhancement of the Faraday rotation appears at the resonance transmission and in
its proximity. However, because of the lower quality factor for the defect mode in
the heterostructure, values of the Faraday rotation angle are significantly smaller
than that of microcavity-type 1D MPCs (Section 21.2.2).

21.2.5 Nonlinear Optical and Magneto-Optical Properties

To study nonlinear optical and MO properties of MPCs, tunable laser systems with
broad tuning ranges are needed to cover the spectral intervals of photonic band
gaps and microcavity modes. Nd:YAG laser pumped Optical Parametric Oscilla-
tors can be used for these studies [49–56] (for example, Spectra Physics MOPO
710) with the tuning spectral range of 430–1,500 nm, the pulse duration of 4 ns,
and the pulse energy of 10 mJ. In the Kerr geometry (NOMOKE), magnetization-
induced modulation of the intensity of the second-harmonic generation (SHG) was
observed for the multilayer-type MPCs in the spectral range of PBG edges and
for microcavity-type MPCs at wavelengths of the resonant localization modes. In
both cases, the large enhancement of the SHG intensity (Fig. 21.8) was observed
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Fig. 21.8 The SHG spectra measured in the transversal NOMOKE configuration for the p-in, p-out
polarization combination: (a) the multilayer-type MPCs shown in Fig. 21.1; the SHG enhancement
is observed at the long-wavelength edge of the band gap. (b) A microcavity-type MPC; the maxi-
mum of SH intensity is observed at pumping the sample with the fundamental wavelength corre-
sponding to the localized state of λ ≈ 860 nm. I+ and I− denote the SH intensities for the opposite
directions of magnetization, and the magnetic contrast is shown in the insets
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and attributed to the localization of resonant fundamental radiation in Bi:YIG
layers.

It has been predicted theoretically and then proven experimentally that in MPCs,
as the magnetic and photonic properties are combined, magnetization-induced
rotation of the polarization plane can reach dozens of degrees, and the SHG
magnetic contrast dozens of percents. Figure 21.8 shows that, when the funda-
mental wavelength is tuned in the vicinity of the PGB edge, the enhancement fac-
tor of SHG becomes more than 102, whereas the magnetic contrast reaches unity.
Magnetization-induced shift of phase and rotation of polarization of the SHG wave
were also observed in proper transversal, longitudinal, and polar NOMOKE con-
figurations. Note that the SHG wave is linearly polarized, and the application of a
magnetic field leads to the rotation of the polarization plane of the SH wave. The
magnetization-induced intensity variations as well as the magnetization-induced
shift of phase and rotation of polarization of SHG and third harmonic generation
waves are discussed in detail in [36–43].

21.2.6 Conclusion

MPCs composed of sequences of magnetic and dielectric layers permit to enhance
the MO responses of known materials. MPCs with PBGs in the visible and infrared
spectral ranges and that exhibiting the localized states illustrate the advantages of
adopting MPCs to optical integrated devises. Implementation of 1D, 2D, and 3D
MPCs promises high-response, multi-mode and multi-directional control of light
flow in these miniature magnetic media.

21.3 Magnetorefractive Effect in Nanostructures

The magnetorefractive effect (MRE), which is a high-frequency analogue of giant
magnetic resistivity, consists in the variation of the permittivity of materials:

ε(ω) = εr (ω) − i4πσ (ω)/ω, (21.13)

where εr(ω) is the permittivity with allowance for the contribution of displacement
currents, and σ (ω) is the conductivity at frequency ω. This variation leads to change
in the coefficients of electromagnetic radiation reflection (R), transmission (T), and
absorption (A) of magnetized samples with a significant magnetic resistance (MR)
(see [57–59] and the references therein). The term MRE means that the refraction
indexes n and k [ε = (n − ik)2] change in the presence of an external magnetic field
(H). Therefore, initially, the MRE was considered for only the optical wavelengths
but the usage of this term was later extended to a broader frequency range (see,
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for example, [60–62]). The MRE parameters for reflection ΔR/R and transmission
ΔT/T are defined as

ΔR

R
= R(H = 0) − R(H )

R(H = 0)
and

ΔT

T
= T (H = 0) − T (H )

T (H = 0)
. (21.14)

The effects of magnetoreflection and magnetotransmission in impermeable and
magnetic semiconductors and metals are related to the change in (i) their electronic
structure, (ii) the Fermi level shift, and (iii) the displacement of the mobility edge in
the magnetic field. All this eventually leads to changes in the conductivity and the
permittivity. In a strict sense, the mentioned phenomena are not manifestations of
the MRE and are usually observed at low temperatures and in strong fields [63]; in
some manganite-type complex compositions or in semiconductor systems they may
compete with the MRE.

Common magneto-optic (MO) phenomena that are even and odd with respect to
magnetization are related to the effect of the spin–orbital coupling on optical intra-
band transitions (within the IR spectral range) or interband transitions (in optics).
The MRE is not related with the spin–orbital coupling and is due to spin-dependent
scattering or tunneling. Hence, the MRE in systems characterized with a giant mag-
netic resistance significantly exceeds standard MO effects, such as the equatorial
Kerr effect. Contributions to magnetoreflection and magnetoabsorption due to the
magnetic linear dichroism and the orientation MO effect can be separated via anal-
ysis of their interrelations in the angle- and polarization-resolved spectra [58, 64].

During the decade after the discovery of the MRE, many theoretical and exper-
imental studies of the MRE were carried out for multilayers and granulated films
with a giant MR, nanocomposites with a tunnel MR, and manganites with a colossal
MR. Here, we briefly review studies of the MRE in the optical range. Simple scheme
for description of the MRE for manganites is discussed along with an approach to
enhance the MRE in 1D MPCs containing, as a defect, a thin film of a material
exhibiting the MRE [65].

21.3.1 Magnetorefractive Effect in Nanostructures and
Manganites

The MRE was theoretically studied and experimentally observed for the first time
in NiFe/Cu/Co/Cu multilayers in the transmission geometry [66]. The theory of the
MRE for metal multilayers was developed in [67–69]. The effect is reproducibly
observed in the near infrared range. For multilayers, spin-gate NiFe/Cu and Fe/Cr
structures in the case of reflection, it is about 0.10–0.15% (according to [66, 68]).
For the Co/Cu multilayers exhibiting a 65% MR, the MRE at room temperature is
as large as 5.4% [70].

The theory of the MRE in granulated metal/metal alloys was proposed in [71] and
was later developed in [59, 72]. This theory is based on the Drude–Lorentz model for
the frequency-dependent conductivity and the theory of spin-dependent scattering
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for the giant MR in granulated alloys. The MRE was experimentally measured for
granulated Co/Ag alloys [59, 72, 73], and, in sufficiently strong magnetic fields, it
was less than 1% [59, 73]. The simplest expression for the MRE in metal systems
was derived in [71] for the Hagen–Rubens spectral range (ωτ << 1, where τ is the
relaxation time of electrons) for the normal incidence of light:

ΔR

R
= −1

2
(1 − R)

ρ(H = 0) − ρ(H )

ρ(H = 0)
= −1

2
(1 − R)

Δρ

ρ
. (21.15)

Here, ρ(H = 0) and ρ(H) are the electric resistivity in the absence and presence of
magnetic field, respectively, and Δρ/ρ is the absolute value of the MR. This expres-
sion is in agreement with experiments and shows that larger MRE responses should
be expected for systems with a large MR and a small reflection coefficient. Detailed
analysis of the MRE dependence on microscopic parameters of granulated alloys
is given in [59]. Significant (up to 1.5%) MRE is found for nanocomposites, i.e.,
granulated metal–dielectric films, such as Co–Al–O, SoFe–MgF, (SoFeZr)–SiOn,
Fe–SiO2 [57, 58, 74], SoFe–Al2O3 [75]. The effect is observed only for compo-
sitions that are close to the percolation threshold and that are characterized by a
significant tunnel MR. The theory of the MRE in magnetic nanocomposites [57, 58,
74] is built upon the mechanism of spin-dependent tunneling at optical frequencies.
The tunnel contact between single-domain granules is described with a model of a
capacitor and a tunnel resistance connected in parallel. It is assumed that the capac-
itance of the capacitor does not depend on the relative orientation of the magnetic
moments of granules. It is also assumed that the same tunnel contact is responsible
for both static and high-frequency MRs and that the tunnel MR does not depend on
the light frequency over the range extending up to the near infrared one. This simple
model yields results that agree with the experiment not only qualitatively [57, 58]
but also quantitatively [74]. The same model was used to calculate the angle- and
polarization-resolved dependences of the MRE in the reflection and transmission
geometries [76, 77].

The effect of magnetotransmission in manganites with a colossal MR was discov-
ered in 1997; La0.9Sr0.1MnO3 single crystals were studied at low temperatures [78].
Experimental studies on many other manganites can be found in [79–82] and ref-
erences therein. Important advance was that, for La0.67Sr0.33MnO3 films, the value
of magnetotransmission at room temperature and in a field of 8 kOe was as large
as 6% [79]. The corresponding quantity for the composition of La0.8Ag0.1MnO3-δ

was as large as 15% [81] that was the record magnitude for room temperatures.
Stronger magnetotransmission effects (∼30%) were observed for LaSrMnO single
crystals at Tc at 140 K when the concentration of strontium was lower than the per-
colation threshold [78]. Magnetoreflection in manganite films was studied in [83].
Currently, there is no theoretical description of these effects. It is natural to assume
that these effects are manifestations of the MRE, since they are observed in sys-
tems with a colossal or tunnel MR. Such assumption implies a strong correlation
between the MRE and the MR, however, this correlation is violated for temperature
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and concentration dependences of magnetotransmission and MR in the studied
materials.

With allowance for the foregoing, let us note the following. In complex sys-
tems with separated phases whose optical properties and MR strongly depend on
the composition and temperature, the correlation between the temperature and the
concentration dependences of the MRE and MR is not indispensable (see, for exam-
ple, [59]). Moreover, if the MR is large, simple estimates (see, for example, [71])
show that in the case of the MRE neither magnetoreflection nor magnetotransmis-
sion depends linearly on the MR. The dependences of these effects and of the MR
are not necessarily the same. These circumstances, as well as the absence of a
consistent theory of the high-frequency conductivity and MR of manganites, hin-
der the consistent description of the MRE in such systems.

21.3.2 Enhancement of the MRE in Magnetophotonic Crystals

For MRE applications, it is very important to increase the magnitude of the effect in
saturating fields or, equivalently, to diminish control fields. Since the enhancement
of MO effects are demonstrated in magnetophotonic crystals (MPCs) [84–86], one
can expect that the MRE can be enhanced by in much the same way. The authors
of [57] proposed to enhance the MRE utilizing 1D MPCs with a built-in magnetic
layer made of a material with the MRE, i.e., a structure resembling a Fabry–Perot
resonator (considered in Section 21.2.2). However, the permittivity of materials with
the MRE changes in the magnetic field more strongly than that of magneto-optically
active materials, such as bismuth-substituted yttrium garnet. Use of materials with
the MRE as structural materials for an MPC can be promising from the standpoint of
development of field-controlled optical elements. Therefore, this section is devoted
to the analysis of the possibility of usage of thin magnetic films–nanocomposites and
manganites–as structural materials for MPCs intended for both the enhancement of
the MRE and the control of the MPCs’ optical spectra by external magnetic fields.

Studies were conducted with finite samples of microcavity-type 1D MPCs
(SiO2/Ta2O5)l/F/(Ta2O5/SiO2)m containing a built-in defect layer (F) that might be
a thin film of nanocomposite Co–(Al–O) or manganite La0.67Sr0.33MnO3. Both in
the reflection and in the transmission geometries, a symmetric structure with the
same number of bilayers, l= m= 6, was considered. An antisymmetric scheme with
l= 6 and m= 12 was considered only in the case of light reflection since the trans-
mission coefficient is small in this case. The parameters of the MPC are presented
in the table. The optical parameters of nanocomposites Co–(Al–O) and manganites
La0.67Sr0.33MnO3 were calculated from the experimental data [82, 87, 88], and their
variation with the magnitude of the external magnetic field was calculated accord-
ing to the MRE theory presented in [58, 62, 76]. The thickness of the SiO2 and
Ta2O5 dielectric layers was selected such that to create band gaps in the studied
spectral ranges (see Table 21.1). Structural parameters of samples were optimized
with the idea to determine the conditions for the maximal MRE and, at the same
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Table 21.1 MPC parameters

Parameter MPC with a Co–(Al–O)
nanocomposite defect
layer

MPC with a manganite
(La0.67Sr0.33MnO3) defect layer

External parameters
Wavelength corresponding to the

center of the PC’s band gap (nm)
2,625 2,480 4,130

External magnetic fields (kOe) 8.0 8.0
Parameters of the material of which the built-in defect layer is made
Magnetoresistance (%) 8 7
Magnetorefractive effect for a 300-nm-thick film (%)
Reflection transmission –0.96 6.00
Optical parameters in the absence of magnetic field:
n(H = 0)
k(H = 0)

3.0000
0.5000

2.4797
1.7744

2.5927
1.9287

Optical parameters in the magnetic field of H= 8 kOe
n(H)
k(H)

3.0065
0.5389

2.5271
1.83307

2.63865
1.9907

Variation range of the defect thickness
(nm)

50–400 50–450

PC parameters
Thickness of the dielectric layers (nm)
SiO2

Ta2O5
500
300

300
420

600
580

time, to keep the maximal possible reflection or transmission for working wave-
lengths. It is evident that the change in the optical thickness of the defect layer
shifts the spectral position of the defect mode (00) inside the band gap. This phe-
nomenon is manifested as the shift of the peak of the MRE spectral dependence
with respect to the center of the band gap. The reflection coefficient Rwas calcu-
lated through the transfer matrix method [89–91]; the light incidence angle was
ϕ = 20◦.

Inside an MPC, owing to the presence of Bragg mirrors located on both sides of
the magnetic layer, light is localized in the vicinity of this layer, i.e., light passes
many times through this layer. As a result, the MRE is enhanced by more than an
order of magnitude as compared to a thin film on a substrate and by two orders of
magnitude as compared to thick films (Figs. 21.9 and 21.10). In the studied struc-
tures, magnetoreflection (the relative change in the reflection factor when a field is
applied) was over 60% for R = 1.0% for an MPC with a nanocomposite used as a
150-nm-thick defect (Fig. 21.10), 47% for R= 1.5% for a symmetric MPC scheme
with a manganite used as a defect, and 25% in an antisymmetric MPC scheme with a
manganite (Fig. 21.9). These values may significantly increase, first, if the reflection
factor is diminished (for example, for an MPC with a manganite used as a defect,
the MRE reaches 95% for the 0.1% reflection) and, second, if manganites with a
larger MR and a weaker absorption are used.
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Fig. 21.10 Magnetorefractive effect in the magnetophotonic crystals with a nanocomposite as a
defect: calculated for reflection for defect thicknesses of (1) 160, (2) 150, and (3) 200 nm

The MRE for an MPC may be positive or negative at different wavelengths
(Figs. 21.9 and 21.10). This phenomenon was studied in detail in [90]. With the
increase of the thickness of the magnetic layer, the role of the interference between
the waves reflected from the front and the back boundaries of the defect layer dimin-
ishes because of losses in the defect layer. This results in that the MRE tends to the
value corresponding to that for the single magnetic layer. The presence of losses in
a magnetic layer is apparently a disadvantage of both nanocomposites and mangan-
ites used as structural materials for MPCs. However, the calculations show that light
absorption is not an obstacle for the enhancement of the MRE and the development
of optical elements controlled with a magnetic field.
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21.3.3 Conclusion

Our studies have shown that the MRE can be successfully used in magnetopho-
tonics, in particular, for contactless measurements of the MR in nanostructures,
optical magnetic field sensors, high-speed modulators, and field-controlled opti-
cal elements. However, despite significant progress in studies of the MRE for
different nanostructures, many problems need to be studied further. The list of
important problems includes the following: (1) the development of the theory of
spin-dependent tunneling in magnetically nonuniform media at high frequencies
and of the theory of the MRE in manganites, (2) the search for materials charac-
terized simultaneously with weak absorption and a high MR, (3) the development
of a technology for forming multilayer structures and MPCs containing manganite
and nanocomposite films, and (4) the extension of the frequency range involved in
studies to both the visible range and the microwave range of the spectrum.

21.4 Plasmon-Enhanced Magneto-Optical Responses

Studies on electromagnetic scattering from various artificial nanometer-scale media
supporting surface plasmon resonances (SPRs) and localized SPRs (LSPRs) [108]
are currently attractive due to existence of the novel near-field effects and their con-
tribution to anomalous transmission, surface-enhanced Raman scattering, propaga-
tion in electromagnetic waveguides, lithography overcoming diffraction limit and,
what is of our interest in the present work, magneto-optical (MO) effects. Coop-
eration between the effect of the bulk plasma resonance and the Kerr effect was
analyzed for metallic magnetic compounds in 1987 by Feil and Haas [92]. Theoreti-
cal treatment of Faraday rotation in granular magnetic materials is discussed by Xia
et al. [93]. The experimental studies on the amplification of the MO effects by the
surface plasmon resonances are presented for magnetic materials adjoining noble-
metal films [94–97] or nanoparticles [98–100]. There are theoretical works on the
Kerr and Faraday effects for the mentioned magnetic material–noble-metal systems,
showing that the presence of noble-metal particles (or films) supporting LSPRs (or
SPRs) in close proximity to a magnetic material results in enhancement of the MO
response [101–104].

However, experiments show that the spectral position of a peak in the optical
absorption spectrum [99], this peak is due to LSPR in silver nanoparticles, does not
coincide with the wavelength of maximal difference between the measured Faraday
rotation spectra for cobalt ferrite nanoparticles (CoFe2O4) and one with attached
silver nanoparticles (CoFe2O4–Ag). The same structure, the CoFe2O4–Ag binary
nanoparticle system, is analyzed in work [102] showing a disagreement between
the experimental [99] and the calculated Faraday rotation. As for studies on garnet–
noble-metal nanoplasmonic composites, there is only a recent report by Tomita et al.
[105] where the reversal of the Kerr rotation has been observed for yttrium–iron
garnet thin films incorporating Au nanoparticles. It is shown that sign of the Kerr
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rotation changes at the spectral range of LSPRs, but any apparent enhancement
of the Kerr rotation has not been seen. This is controversial to theoretical predic-
tions and experimental results [96–102, 106, 107] suggesting enhancements of MO
effects for magnetic material–noble-metal structures. Thus, the up-to-date available
experimental data are limited and their interpretation remains ambiguous.

Recently, there was significant interest in structured metallic materials exhibiting
the extraordinary optical transmittance [111] originating from surface plasmon-like
excitations [112]. Obviously, the possibility of dynamical control of this character-
istic by inclusion of optically active components may endow future devices based
on metallic metamaterials with additional functionality and flexibility. It has been
theoretically demonstrated that metamaterials that are nonlinear media embedded
into the slits of subwavelength apertures display changes in the transmission spectra
and the optical bistability [113]. These features are explained as a result of the elec-
tric field enhancement associated with the excitation of the transmission resonances
appearing in this type of structures.

Another possible way to achieve ultrafast dynamical controllability of the struc-
tured metallic materials is the usage of MO materials which optical response
depends on an external magnetic field. One can expect that the extraordinary trans-
mittance will be altered by properties of an MO material incorporated into (or
adjoined to) structured metals. For light of resonant frequencies, this alteration may
bring efficient control of the transmitted or reflected intensities. On the other hand,
resonances appearing in these structures may bring huge enhancement of the MO
response similar to that found in MPCs (Section 21.2).

This section highlights recent experimental and theoretical results of studies of
garnet–noble-metal structures.

21.4.1 Garnet–Noble Metal Nanocomposites

The samples under experimental consideration were fabricated as follows. RF-
magnetron sputtering system was used to deposit an 80-nm-thick bismuth-
substituted yttrium iron garnet (Bi:YIG) film on the glass substrate. Next, an Au
film with thickness of 5 nm was deposited using a DC-magnetron sputterer onto
a part of the Bi:YIG film (the remaining part was used for fabrication of a refer-
ence Bi:YIG film), then this Bi:YIG–Au binary film was subjected to annealing
at temperature of 750◦C in air. Such treatment allow (i) to get crystalline phase
of Bi:YIG and (ii) to form a planar array of Au nano-sized drops atop the Bi:YIG
film [Fig. 21.11(a,b)] via melting of the Au film. Observations using a field emission
scanning electron microscope show that Au particles have the surface extent from 10
to < 100 nm. According to our estimations, the prevailing surface extent is of 60 nm,
and the spacing between Au drops varies from 10 nm to more than 100 nm. Finally,
the second 80-nm-thick Bi:YIG film was deposited and annealed so that the array of
Au nanoparticles got implanted into the 160-nm-thick Bi:YIG film [Fig. 21.11(c)].
Together with the Bi:YIG–Au film, the reference 160-nm-thick Bi:YIG film was
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fabricated on the same substrate. FESEM observations [Fig. 21.11(c)] show that
there is a Bi:YIG coat of different thickness (from bottom, top and sides) throughout
the planar array of Au particles. Note that the seed thickness of Au films sputtered
on the first Bi:YIG film strongly governs quality of LSPRs. By analyzing the experi-
mental data, we found that better LSPRs are observed for the Bi:YIG–Au structures
fabricated through melting of the 5-nm-thick Au film.

200 nm 100 nm

(c)(b)(a)

Fig. 21.11 (a, b) Top and side FESEM views of a planar array of Au nano-sized drops atop the
Bi:YIG film; (c) 160-nm-thick Bi:YIG film impregnated with nano-sized Au particles

Figure 21.12 presents the transmission and Faraday rotation spectra of the
Bi:YIG–Au film shown in Fig. 21.11(c) and of the reference Bi:YIG film; the spec-
tra were measured at normal incidence. Clearly, the transmission spectrum of the
Bi:YIG–Au film [plot (a)] illustrates an overall decrease in the intensity of trans-
mitted light and a band centered at ∼ 690 nm which is addressed to LSPRs in Au
particles. As for the Faraday rotation spectra [plot (b)], we have found that the angles
of rotation for wavelengths far from LSPRs have close values. Contrary, an enhance-
ment of Faraday rotation is obvious for wavelengths corresponding to LSPRs (see
also [114]). One can see that the angles of rotation increase as the probing wave-
length reaches the minimum of the LSPR band. It is worth mentioning that this
result contradicts to [99] and [105]. In these works, plasmon-assisted transforma-
tions of MO responses have been found either throughout all the investigated spec-
tral range or for the wavelengths far from LSPRs. Note also that the enhancement
shown in Fig. 21.12 qualitatively agrees with calculations presented by Smith and
Stokes [102]. It is rather interesting that the ellipticity of transmitted light measured
with high precision was found to be not influenced by LSPRs and was negligibly
small (the inset to Fig. 21.12).

To further analyze the relationship between the observed features, spectra treat-
ment was made and quantitative data were extracted. Figure 21.13 nicely illustrates
presence of Au nanoparticles in Bi:YIG via the spectra of the Bi:YIG–Au film,
which are normalized with respect to the spectra of the reference Bi:YIG film. For
absorption of about 35% at 690 nm, the angle of rotation is two times amplified.
Spectral positions of peaks in the absorption (691.5 ± 0.5 nm) and Faraday rotation
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Fig. 21.12 (a) Transmission and (b) Faraday rotation spectra measured at normal incidence: open
circles, the Bi:YIG–Au film shown in Fig. 21.11(b); a reference Bi:YIG film (solid lines). Inset:
the ellipticity for the Bi:YIG–Au film. External magnetic field was 2 kOe

spectra (690.4 ± 2.8 nm) coincide. Remarkable difference in widths (full width at
half maximum) of the bands is seen: 175 nm, for the LSPRs’ band; and 105 nm, for
the band in the Faraday rotation spectrum. What makes the peak in the Faraday rota-
tion spectrum to be narrower? It is most likely that LSPRs in Au particles of various
sizes, that are also randomly distributed, broaden the absorption band. But, as for the
enhanced Faraday rotation, only limited collection of Au particles with certain sizes
and spacings between them contributes to processes involved into amplification
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presence of Au nanoparticles
in the Bi:YIG–Au film. (b)
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rotation for the Bi:YIG–Au
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are Lorentzians
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of the rotation. Light of particular wavelengths generate a stronger near field
which is maximally bound to whole array of different-in-size (and shape) Au
particles [115].

It is known that the magnetically induced circular birefringence, the differential
contribution of left- and right-circularly polarized light to electronic transitions in a
magnetic material subjected to an external magnetic field, originates the MO effects.
When considering artificial magnetic structures comprising known magnetic mate-
rials and summoned to increase the MO responses, the understanding of a mecha-
nism responsible for the enhancement is based on the knowledge of light coupling
to the bulk of the structure under study. It is believed that Faraday rotation mea-
sures the time of light interaction with a magnetic material [109]. In fact, multiple
propagation of light or its slowing down, for example, in magnetophotonic crys-
tals increases the interaction time and results in the strong enhancement of Faraday
rotation [110].

Ideology suggested above can be used in the case of the considered Bi:YIG–Au
nanostructures where the lifetime of LSPRs in the array of Au particles gears up the
time of light interaction with Bi:YIG. Near field of resonant wavelengths is strongly
bound to the interfaces between Au particles and surrounding Bi:YIG, providing the
additional occurrence for transitions in the electronic system of Bi:YIG by interac-
tion with circularly polarized light. This results in accumulation of the phase shift
between waves with different helicity, i.e., in the enhancement of Faraday rotation.

Note that the suggested nanocomposite structures interact in the similar way with
any chosen linear polarization and at any geometry of experiment, breaking the limit
for magnetic material–noble-metal film structures (or multilayers) supporting SPRs
when excitation happens only in the Kretschmann–Raether configuration (or using
attached diffraction grating).

21.4.2 Metal–Garnet Structures Supporting Transmission
Resonances

To demonstrate another possibility of enhancement of MO response, let us con-
sider the structure composed of a perforated perfect conductor film with holes
filled with an MO material (Fig. 21.14); silica glass was chosen as a background
medium. The structure is designed so that to possess extraordinary transmittance
at the optical communication wavelength of 1,550 nm. For calculations cerium-
substituted yttrium iron garnet (Ce:YIG) was chosen to be a MO material filling
the holes. Ce:YIG has negligible absorption, and dielectric constants are εxx= 4.71
and εxy= 0.009 at 1,550 nm. It is worth mentioning that the hole filler/background
optical contrast determines the quality of the resonance – the extraordinary trans-
mission through the hole arrays, i.e., it determines the MO response of the structure
together with the transmission bandwidth.

Figure 21.14 shows the calculated transmittance and the Faraday rotation spec-
trum for the film with the holes size of a = 350 nm, the lattice constant of
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Fig. 21.14 Transmission and Faraday rotation spectra of the perforated perfect conductor film
impregnated with Ce:YIG and embedded in the silica background. Inset, a schematic represen-
tation of the structure under study; the arrows show the magnetization direction of the MO
component

L = 1,069 nm, and the thickness of h = 350 nm. Extraordinary transmittance occurs
at around 1,550 nm and has double peak structure explained in details earlier [116,
117]. Width of the transmission peaks is about 2 and 10 nm for the first and second
peaks, respectively. Note that the MO response of the homogeneous 350-nm-thick
Ce:YIG film does not exceed a value of 0.5◦. The enhancement of Faraday rotation
of Ce:YIG by two orders of magnitude is evident.

Observed enhancement of the MO response is qualitatively explained as the
result of interplay of the extraordinary transmission and the MO activity of the
holes filler [117, 119]. 2D array of holes transfers via diffraction the incident light
of resonant wavelengths into evanescent modes existing within the holes. And the
accumulation of the polarization rotation occurs due to surface plasmon-like excita-
tions [112] accompanied by localization the electromagnetic field within MO holes.

Another unique property of the structure under study is that the Faraday and Kerr
rotations have opposite signs at two transmission peaks [117, 119], while in homo-
geneous MO film the sign of the rotation is retained. This reversal of the rotation is
inherent in MO response of the systems with resonant excitation of the evanescent
field. For example, for the composites of small metal particles embedded into a MO
background such behavior is shown theoretically [118] and confirmed experimen-
tally [105]; the rotation changes its sign when localized surface plasmon modes of
small particles are exited.
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It worth of mentioning that calculations results presented here were done in the
perfect conductor approximation by method described in [119]. Obviously, the finite
conductivity of the real metals will affect both optical and MO properties of the
structure under study.

21.4.3 Conclusion

Subwavelength-thick artificial MO media supporting LSPRs, Bi:YIG–Au plas-
monic nanostructures, are experimentally shown to exhibit the larger Faraday
rotation. Two-times enhancement for the 160-nm-thick Bi:YIG–Au film was
demonstrated, suggesting approach to achieve the next level of miniaturization of
MO media. Studies on the figure of merit for these structures, which is a trade-off
between the losses due to LSPR and the angle of polarization rotation, are getting
of growing interest. It is evident that such attributes as the size and volume fraction
of noble-metal nanoparticles, their shape and size deviations, and their arrangement
are responsible for MO functionality of plasmonic nanocomposites.

The huge enhancement of the Faraday and Kerr rotations was found for frequen-
cies corresponding to excitation of the resonances responsible for the extraordinary
optical transmittance through optically thick perforated metal film with holes filled
with a magneto-optically active material. Transmission bandwidth and polarization
conversion are strongly sensitive to the resonance quality controllable by the optical
contrast between MO holes filler and surrounding medium. Appropriate choice of
the materials brings possibility to find a trade off between the transmission band-
width and the polarization conversion optimal for particular applications. The con-
sidered structures provide flexibility in designing media with MO characteristics
tailored for use in specific spectral regions via choice of spectral positions of LSPRs
or the extraordinary optical transmittance.
Acknowledgments We thank O. A. Aktsipetrov, A. P. Vinogradov, A. B. Granovskii, A. A.
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Chapter 22
Hard Magnetic Materials for MEMS
Applications

Nora M. Dempsey

Abstract Micro-magnets of thickness in the range 1−500 μm have many poten-
tial applications in micro-electro-mechanical-systems (MEMS) because of favor-
able downscaling laws and their unique ability to produce long range bi-directional
forces. The advantages and disadvantages of a number of “top-down” routes, which
use bulk processed precursors (magnets or magnetic powders), to produce μ-
magnets of thickness in the range 10−500 μm will be discussed. Progress in the
fabrication and patterning of thick film magnets (1−100 μm) using “bottom-up”
deposition techniques will be reviewed. In particular, recent results concerning high-
rate triode sputtering and micro-patterning of high-performance NdFeB and SmCo
films will be presented.

22.1 An Introduction to MEMS

22.1.1 What Are MEMS?

Micro-electromechanical-systems (MEMS) are machines which range in size from
a few micrometers to a few millimeters. They may operate as actuators, motors,
generators, or switches and have applications in fields as diverse as telecommu-
nications, automotive, aerospace, astronomy, ophthalmometry, biotechnology, and
logistics. Some common examples of MEMS-based devices include inkjet print-
ers, accelerometers for airbag deployment, and DLP projectors. Many different
physical principles are exploited in MEMS. Owing to the fact that MEMS are an
off-shoot of the microelectronics industry, the first MEMS were based on electro-
static principles. Following this, differential thermal expansion was exploited in
bimorph actuators. Today’s MEMS also exploit piezoelectricity, electromagnetism,
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ferromagnetism, magnetostriction, shape memory effects, etc. MEMS is a fast evolv-
ing domain and it is expected that other physical effects may also be exploited.

MEMS are of interest for the following reasons. Batch processing of MEMS
using techniques developed by the microelectronics industry means that the price
of an individual system may be very low. Their small size means that they do not
take up much space and weigh little, with obvious benefits for portable applica-
tions (mobile phones, aerospace devices, etc.) or applications with space limita-
tions (implantable devices, micro-surgery, etc.). MEMS hold great potential for the
environment: they already increase fuel efficiency in modern cars and houses of
the future will intelligently control energy consumption, by exploiting MEMS to
regulate temperature and lighting in accordance with need. As MEMS are made
using microelectronics technology, electromechanical elements can be integrated
with electronics onto one substrate, the former acting as the arms and legs of the
machine, the latter as the brain. Finally, MEMS challenge traditional engineering
concepts, as gravity and inertia are of reduced importance and atomic forces and
surface science effects may dominate. Scaling laws demonstrate that effects not
exploitable at the macro-scale (e.g., electrostatic and van der Waal’s forces) can
become of interest at the micron scale.

22.1.2 How Are MEMS Made?

MEMS are made using a number of different technologies. Bulk Micromachining
creates devices by wet etching into a wafer, typically Si. Surface Micromachining
builds devices up from the wafer layer by layer. It requires more fabrication steps
than bulk micromachining, and thus it is more expensive. However, it enables the
creation of more sophisticated devices of higher functionality. LIGA (Lithographie–
Galvanoformung–Abformung) is a relatively inexpensive fabrication technology
which uses x-ray lithography to create small, but relatively high aspect ratio devices.
Finally, Deep Reactive Ion Etching is a type of micromachining which uses a plasma
to etch features. It is more expensive but also more flexible than traditional bulk
micromachining based on wet etching. These different fabrication technologies use
three basic building blocks, namely (1) deposition (e.g., chemical vapor deposition,
electrodeposition, sputtering, evaporation, etc.) (2) lithography, and (3) etching. The
emergence of MEMS based on active materials other than Si depends on the abil-
ity to produce these materials with existing or modified MEMS technologies, while
maintaining the material’s functional properties.

22.2 Magnetic MEMS

Magnetism has intrigued humans for millennia and has developed into a rich field
of science with many important technological applications. The first and still most
widely known magnetic materials are permanent magnets. They find many applica-
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tions in electromagnetic devices which exploit the relationship between electricity
and magnetism. There is great potential for the use of permanent magnets in MEMS,
and this chapter deals specifically with this type of material. However, other classes
of magnetic materials, such as soft magnetic materials, magnetostrictive materials,
and magnetic shape memory materials are also studied for use in MEMS. For a
review see [64].

Magnets can be exploited in different ways in an electromagnetic system through
interactions with current carrying coils, other magnets, or soft magnetic materials.
The movement of a magnet relative to a coil can be used to induce a voltage which
in turn produces an electric current in the coil (generator, position sensor, etc.), and
inversely, the passage of a current through a coil can be used to move a magnet
and whatever mobile parts it is attached to (rotors, pumps, etc.). The interactions
between two magnets or between a magnet and a soft magnetic material can be used
to produce forces or torques (switches, bi-stable cantilevers, etc.). In the case of two
magnets, the interaction force may be repulsive (levitation, bearings, suspensions).
Action at a distance allows for contactless actuation through sealed membranes.
Magnets may also be used to simply magnetize other magnetic materials such as
soft or magnetostrictive materials. As a source of magnetic field, magnets have the
advantage of not consuming power and consequently not being susceptible to power
cuts. For all these reasons, permanent magnets are used extensively in macroscopic
applications.

The use of permanent magnet-based electromagnetism in microscopic applica-
tions can greatly benefit from both down scaling laws and higher current density
tolerances in micro-coils [18]. The principle arguments of Cugat et al. will now be
recalled.

22.2.1 Downscaling Magnetic Systems

A magnet of volume v and magnetic polarization J generates a scalar potential V at
any point P located at a distance r. The magnetic field H is the local gradient of the
scalar potential V:

V (P) = ν

4πμ0

�J .�r
r3

(22.1)

�H = −−−→
gradV (22.2)

Homothetic miniaturization (all dimensions reduced by the same factor k = 10,
100, 1000, etc.) of a given magnet, the magnet’s polarization remaining constant,
conserves the magnetic field H generated by the magnet while the scalar potential
V(P) is divided by k. The relative geometrical distribution and the magnitude of
the field map around a magnet are conserved after a scale reduction and thus field
gradients are multiplied by k.
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The torque experienced by a magnet of polarization J and volume v immersed
in a homogeneous magnetic field H is proportional to M and H, where M = v.J.
During the homothetic 1/k reduction, both H and J remain constant, thus the torque-
to-volume ratio also remains constant.

The magnetic interaction energy Wi and magnetic force F, between two magnets,
each of volume v, or a magnet of volume v and a soft material are given by

Wi = −�J.ν.�H (22.3)

�F = −−−−−→
gradWi (22.4)

If we scale the system down by a factor k, while the interaction energy Wi

decreases by k3, the force F decreases by just k2. This results in a relative increase
of the force/volume ratio by k. This implies that systems exploiting the attrac-
tive or repulsive forces between magnets and soft materials benefit greatly from
downscaling.

The Lorentz force per unit volume exerted by a magnet on a current carrying con-
ductor is proportional to the magnetic field produced by the magnet and thus remains
unchanged as we scale down the size of the system. At the same time, the volume
forces produced by current-carrying conductors on magnets, as described by the
Biot–Savart law, also remain unchanged. This implies that, at constant current den-
sity, there is no particular advantage in scaling down a system which exploits inter-
actions between a magnet and a current carrying conductor. However, the admis-
sible current density in a conductor can be increased as we scale down the size of
the conductor, and thus the size of the magnetic field produced by the coil, and
the resultant forces, can be increased. This is because heating due to Joule losses
scales as k3 while cooling through heat flow, which is proportional to the area of
the heat exchange surface and inversely proportional to the distance through which
the heat flows, scales as k2 /k. Thus as we scale down, volume Joule losses increase
by a factor k3/(k2 /k) = k2. The admissible current density is proportional to the
square root of the Joule losses, and thus can be increased by a factor k. The admis-
sible current density is further increased because of lower volume-to-surface ratios
in micro-coils which are planar, more efficient cooling because of direct contact
between the micro-coil and the substrate on which it is deposited (typically Si,
which is a good conductor of heat), and the use of pulsed currents. Thus, while
the maximum admissible current density in macroscopic systems is of the order of
5−50 A/mm2, it increases to values of the order of 103−105A/mm2 in microscopic
systems.

The influence of scaling down on magnetic interactions involving magnets,
current carrying coils, and soft magnetic materials, allowing for increased maxi-
mum admissible current densities, is schematized in Fig. 22.1. In summary, scal-
ing down is most beneficial for interactions between two magnets or between a
magnet and a soft material, while interactions involving current carrying coils can
gain from a consequent increase in the maximum admissible current density. Induc-
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tive effects may benefit from the very high speeds and frequencies achievable in
microsystems.

Fig. 22.1 Effect of scale reduction 1/k on magnetic interactions, taking into account increased
admissible current densities as well as high speeds and frequencies achievable in Microsys-
tems [18]

Finally, two other specific features favor the use of permanent magnets in MEMS.
They produce magnetic fields and gradients which are effective over long distances
allowing for large-throw and/or wide-angular actuation, for which electrostatic actu-
ators would need unrealistically high voltages. Magnet-based systems are character-
ized by much higher energy densities than electrostatic systems.

22.2.2 Prototype Magnetic MEMS

Despite their great potential, magnetic MEMS based on magnets are much less
developed than systems based on electrostatic or bimorph principles (thermal or
piezoelectric) and have not gone beyond the prototype stage. Prototype magnetic
MEMS include milli-motors [65], planar synchronous μ-motors [1], μ-generators
[3, 32, 49], μ-switches (Fig. 22.2) [21, 55], deformable magnetic mirrors for astron-
omy and ophthalmology [17], mirror arrays for use in 3D optical switching [5],
scanners [66], and linear microactuators [8]. A major bottleneck for the indus-
trial emergence of such systems has been the challenge in producing high-quality
magnets of the appropriate dimensions (1−500 μm) which can be prepared using
techniques compatible with MEMS technology. Permanent magnets will be briefly
described in the next section, while the following two sections will deal with the
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“top-down” and “bottom-up” routes used to produce magnets in the thickness range
10−500 μm and 1−100 μm, respectively.

Fig. 22.2 Image of a
magnetic bistable
micro-switch based on
electrodeposited CoPtP
magnets [21]

22.3 Permanent Magnets

Permanent magnets, also know as “hard magnets” or simply “magnets”, are distin-
guished from soft magnetic materials because of their ability to remain magnetized
in the absence of an external magnetic field. The quality of a magnet is measured by
saturating it in an external magnetic field and then measuring its magnetization as a
function of the value of the reduced and then reversed external magnetic field. The
remanent magnetization (Mr) corresponds to the value of magnetization measured
when the external field is reduced to zero while the coercivity (Hc) corresponds to
the value of reversed external magnetic field needed to reduce the magnetization to
zero. Both remanent magnetization and coercivity are extrinsic magnetic properties
which depend on the material’s intrinsic magnetic properties and its micro-structure.
The intrinsic magnetic properties (Curie temperature TC, saturation magnetization
μ0Ms, anisotropy field μ0HA and theoretical maximum energy product (BH)max,th)
of a number of hard magnetic materials is given in Table 22.1. The saturation magne-
tization and anisotropy field define the upper limits to the remanence and coercivity
(i.e. Mr≤Ms, Hc≤HA). The energy product of a magnet quantifies the amount of
magnetostatic energy stored in the magnet and is thus a good figure of merit for
comparing different magnets. For magnets in which the coercivity is at least half the
value of the remanent magnetization, the maximum energy product of the magnet is
given by

(BH)max = μ0Mr
2/4 (22.5)
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Thus to maximize the energy product, a magnet needs a sufficiently high coer-
civity (μ0Hc > 0.5 μ0Mr) and a maximum value of remanence. Coercivity may
be induced at the atomic scale, through magneto-crystalline anisotropy, or at the
macroscopic scale, through shape anisotropy [56]. The former gives rise to the high
and mid-range values of coercivity achieved in rare earth transition metal (RE-TM),
L10, hexagonal ferrites, and hexagonal close packed (hcp) Co-based alloys, while
the latter gives rise to the low values of coercivity achieved in Alnico magnets. In
all cases, the inducement of a particular microstructure is essential. The key to max-
imizing the magnet’s remanence is to maximize the volume fraction of the hard
magnetic phase and to crystallographically texture the particles so as to align their
easy directions of magnetization.

Much work has been done on the nanostructuring of hard magnetic materials.
A grain size refinement to the nanoscale has proved very useful in developing high
coercivities while nanocomposite magnets, which combine the benefits of high coer-
civity hard grains and high magnetization soft grains, have the highest theoretical
energy product values [56]. For a review of the techniques used to produce nanos-
tructured bulk materials, and on the range of microstructures exploited in high-
performance bulk magnets, the reader is referred to [28, 29].

When choosing a magnet, one must also consider the operating temperature and
environmental conditions under which the magnet will be used. SmCo-based mag-
nets are suitable for high-temperature applications, while RE-free magnets are less
susceptible to oxidation than RE-TM alloys, and thus may be best suited to corrosive
environments.

22.4 Fabrication of μ-Magnets: Top-Down Routes

The “top-down” approaches which have been used to prepare magnets of thickness
in the range 10−500 μm can be classified according to whether they concern mag-
nets or hard magnetic powders produced by bulk processing techniques (Fig. 22.3).

Table 22.1 Intrinsic magnetic properties (Curie temperature TC, saturation magnetization μ0Ms,
anisotropy field μ0HA, and theoretical maximum energy product (BH)max,th) of the most important
hard magnetic materials

Material TC (K) μ0 MS (T) μ0 HA (T) (BH)max,th kJ/m3

Nd2Fe14B 585 1.61 7.6 514
SmCo5 1,000 1.05 40 220
Sm2Co17 1,173 1.30 6.4 333
FePt − L10 750 1.43 11.6 407
CoPt − L10 840 1.00 4.9 200
hcp Co 1,394 1.72 0.77 –
BaFe12O19 742 0.48 1.8 46
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22.4.1 Bulk Processed Magnets

Sub-millimeter-sized bulk processed magnets can be used in the micro-assembly
of magnetic MEMS. Though the micro-assembly of individual magnets can be time
consuming (not a problem for proto-typing, but important for industrial processing),
it may be worth the effort when the micro-magnets are of very high quality (i.e.,
high-energy product). This is the case for fully dense magnets made without non-
magnetic binders, as the remanent magnetization is not reduced by dilution and may
approach the saturation magnetization if the sample is textured. Such μ-magnets
can be produced by machining of bigger magnets or by mechanical deformation
routes.

22.4.1.1 Machining of Sintered Magnets

Machining of bulk magnets is presently used to prepare magnets for applica-
tion in milli-systems (wrist watches, flip-dot displays, heart catheters, etc.) and
has been used to prepare some large-sized prototype magnetic MEMS. Spark-
cut 0.5 mm thick high-quality NdFeB magnets (μ0Hc = 1.2 T; μ0Mr = 1.47 T;
(BH)max = 424 kJ/m3) are used in heart catheters [58]. However, the use of such
magnets in MEMS is restricted as there is a lower limit to the magnet thickness
achievable by machining (ca. 150 μm for RE-TM magnets). What is more, high-
quality RE-TM magnets suffer surface-degradation during machining, resulting in
the loss of coercivity of the surface layer, and thus the overall magnet remanence.
The problem is most critical for coarse grained sintered magnets (NdFeB and to
a lesser extent SmCo5) and least critical for nanostructured pinning type Sm2Co17

magnets [35].

22.4.1.2 Mechanical Deformation

A novel mechanical deformation process, involving the extensive co-deformation
of elemental Fe and Pt foils by rolling, was recently developed to produce FePt
(L10) foil magnets of typical thickness 100 μm [30]. The weakly out-of-plane tex-
tured foils have the following magnetic properties: μ0Hc = 0.8 T, μ0Mr = 0.75 T,
(BH)max = 76 kJ/m3. Some improvement in texture and thus energy product was
achieved by annealing under magnetic field (μ0Mr = 0.82 T, (BH)max = 90 kJ/m3)
[19]. Though adapted to the production of thin foils, it may prove difficult to pro-
duce magnets of very small surface area. Another approach is the hot-deformation,
essentially die-upsetting, of NdFeB-type powders down to thicknesses of several
hundreds of microns [31]. Though these magnets have excellent magnetic properties
(μ0Hc = 1.3 T, μ0Mr = 1.25 T, (BH)max = 290 kJ/m3), the fabrication process is
quite laborious.
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Fig. 22.3 Schematic flow chart for the production of μ-magnets using top down approaches

22.4.2 Bulk Processed Hard Magnetic Powders

A number of techniques have been used to produce μ-magnets using hard magnetic
powders prepared by conventional bulk processing routes. These powders are used
in both bonded and in non-bonded form. When choosing a powder for a given appli-
cation, one needs to consider not only its magnetic properties but also the particle
sizes available and the ease of handling/processing the powders. Ferrite powders are
stable with respect to oxidation and are available as very fine particles (≈1 μm).
SmCo powders are less susceptible to oxidation than NdFeB powders and are avail-
able in smaller particle sizes (SmCo ≥ 5 μm; NdFeB ≥ 10 μm). The different
techniques which use hard magnetic powders to produce μ-magnets will now be
discussed.

22.4.2.1 Bonded Powder Techniques

Composite magnets can be prepared by mixing hard magnetic powders with a
non-magnetic binder (e.g. epoxy). The advantages of powder bonding include the
relative ease of magnet shaping and the conferral of good mechanical properties
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(fully dense magnets are brittle). When an appropriate binder is used, flexible hard
magnetic foils can be produced. Nevertheless, these advantages come at the cost of
the energy product which is reduced due to dilution of the magnetic phase and in
many cases the isotropic nature of the bonded magnet. Sub-millimeter thick bonded
magnet foils have been produced by casting [47, 53], screen printing [37, 46],
and rain-dropping [54]. Net-shape substrate-mounted bonded μ-magnets have been
produced by screen printing through screens containing sub-millimeter features
[37], photo-lithography of spin-coated composite films made with a photo-sensitive
binder [22], and the filling of lithographically defined patterns [15, 63]. LIGA pro-
cessing (deep x-ray lithography + electroplating) has been used to produce indi-
vidual high aspect ratio μ-magnets destined for micro-assembly [16]. The size and
magnetic characteristics of different types of bonded μ-magnets are compared in
Table 22.2.

Table 22.2 The size (t: thickness; w: width) and magnetic characteristics of bonded μ-magnets
prepared by different techniques

Fab. Techn. Magnet size
Mag.
powder

μ0 HC

(T)
μ0 Mr

(T)
(BH)max

(kJ/m3) References

Casting 100−400 μm
foils

Sm2Co17 1.1 0.27 13.6 [53]

100−400 μm
foils

Sm2Co17 0.9 0.45 40.3 [53]

100−400 μm
foils

NdFeB 1 0.41 28.8 [53]

100−800 μm
foils

NdFeB 0.4−1 0.35−0.45 − [47]

Screen printing 9 μm films
glass
substrates

SrFe12019 0.4 0.3 − [37]

20−100 μm
films Fe
substrates

NdFeB − 0.5 − [46]

Rain-dropping 500 μm foils NdFeB 1.3 0.47 − [54]

Litho-binder t: 15 μm
w: 1,250 μm

Sm2Co17 0.2 0.34 22 [22]

Litho-substrate t: 65 μm
w: 50−200 μm

SrFe12019 0.4 0.03 2.7 [15]

t: 40−200
μm

BaFe12019 0.4 − − [63]

t: 40−200
μm

NdFeB 0.2 − − [63]

LIGA t: 500 μm
w: ≥ 5 μm

NdFeB 1.4 0.63 64 [16]
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22.4.2.2 Non-Bonded Powder Techniques

SmCo particles (5−10 μm) have been dry packed into cavities in Si wafers (width:
150−600 μm; thickness 15−500 μm) produced by deep reactive ion etching [6].
The particles were fixed in place and protected from oxidation by the deposition
of a 6 μm polyimide capping layer. The thus structured magnets had the following
characteristics: μ0Hc = 0.18 T, μ0Mr = 0.52 T, (BH)max = 23 kJ/m3.

Plasma spraying, a rapid solidification technique in which alloy powder is
injected into a very high-temperature plasma flame and then projected onto a sur-
face, has been used to prepare 1 mm thick high coercivity SmCo films (μ0Hc = 6.7
T) with energy products of up to 56 kJ/m3 [36]. More recently, it was used to prepare
NdFeB films with energy products of up to 60 kJ/m3 [45, 52]. Limited energy prod-
uct values in plasma sprayed films are attributed to limited texture development, film
porosity and degradation of the precursor magnetic powder. Finally, hard magnetic
powders have been used in a co-deposition process, in which the powder is added
to a solution used to electrochemically deposit a ferromagnetic alloy film: BaFeO
powder + CoNiMnP [25], NdFeB powder + NiMnP [26]. Though the process lends
itself to integration, its use may be limited by the very low-energy products achieved
so far (≤8 kJ/m3).

The use of the techniques described above has not yet led to the emergence of
commercially produced magnetic MEMS. This may be attributed to a play-off in
the relative importance of the magnet’s performance and it ease of integration: the
highest energy products are achieved in the fully dense RE-TM magnets of lim-
ited lower size which are integrated through a time consuming and costly micro-
assembly process. On the other hand, the fabrication techniques which use powders
to produce smaller magnets and which are more favorable for magnet integration
are characterized by much lower energy products. The film fabrication techniques
described in the following section may hold the key to fulfilling the promise of
magnetic MEMS.

22.5 Fabrication of Thick Hard Magnetic Films

A pre-requisite for MEMS applications is that the thick hard magnetic films can be
produced at high deposition rates (>1 μm/h) and over relatively large surface areas
to allow for batch processing on acceptable time scales. These criteria being ful-
filled, the challenge is to prepare coercive, mechanically intact films on substrates
which are compatible with MEMS technology. The build up of stress in thick films
can cause film deformation and fracture. RE-TM and L10 alloy films, which need
to be heated during and/or after deposition so as to crystallize (i.e. RE-TM films)
or order (i.e. L10 films) the hard magnetic phase, are susceptible to high thermal
stresses. The build up of stress may dictate the maximum film thickness achievable
as well as the choice of substrate and buffer layer, which could be chosen to mini-
mize the difference in thermal expansion coefficients of the film and the substrate.
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The three film preparation techniques which have been used to prepare thick film
magnets, electrodeposition, sputtering and pulsed laser deposition (PLD) will now
be discussed.

22.5.1 Electrodeposition

Electrodeposition, a film preparation technique widely used in MEMS processing,
has been demonstrated to be suitable for the preparation of RE-free magnet alloys.
A range of hcp Co-based alloys have been prepared in continuous film form without
the need for high temperature processing: 5 μm CoNiMnP with μ0Hc = 0.17 T on
Si [27], 20 μm thick Co80Pt20 with μ0Hc ≈ 0.25 T on polycrystalline Cu sheets [11]
and 1 μm thick Co80Pt20 with μ0Hc ≈ 0.6 T on Si with a Cu (111) seed layer [67].
The latter films have a strong out-of-plane texture and their relatively high values
of coercivity are attributed to a combination of magnetocrystalline anisotropy and
shape anisotropy due to columnar grain growth. Residual stress reduction in contin-
uous 5 μm CoNiMnP films was achieved by the use of Ni sandwiching layers (the
Ni layers are under compressive stress while the CoNiMnP layers are under tensile
stress) [41] and a hybrid stress relieving addition in the electrolyte [27]. Electrode-
position followed by annealing at temperatures in the range 400−600◦C has been
used to produce L10 continuous films: CoPt on glass with μ0Hc ≈ 1.1 T [23]; FePt
on polycrystalline Cu sheets with μ0Hc ≈ 0.3 T [50], and FePt on Si/Cu with μ0Hc

≈ 1.1 T [38]. The relatively high values of coercivity of the latter FePt films are
achieved by annealing in an H2 atmosphere. Deposition of FePt into nanoporous
Al2O3 membranes (pores constitute 50 vol%) produced a coercivity of 1.3 T (the
individual nanowires have a diameter of 200 nm and a length of 30 μm) [51]. A
very recent paper reports on the deposition of 16 μm thick FePt films, however, the
films are two phased (hard+soft), have micro-cracks in the as-deposited state and
peel off when annealed [4].

22.5.2 Sputtering

Sputtering, like electrodeposition, is a technique which, in principle, can be upscaled
to allow for large area deposition. Much of the pioneering work on sputtering of
RE-TM thin films was done by Cadieu and co-workers, for a review see [10] (note
that the highest deposition rates reported by Cadieu were of the order of 0.7 μm/h,
which may be considered too low for MEMS applications). The highest deposition
rates for RE-TM alloys (20−30 μm/h) have been reported for films prepared by DC
triode sputtering {NdFeB: [20, 34], SmCo: [61]}, while rates as high as 5−10 μm/h
have been reported for magnetron sputtering {NdFeB : [33], SmCo: [8, 57]} and RF
sputtering {NdFeB : [40]}. Rates of 2.5 μm/h have been achieved for FePt films (t ≤
10 μm) prepared by triode sputtering of targets of relatively small surface area [43].
Higher deposition rates can be expected if the target size is upscaled [61]. Substrate
heating during deposition can produce textured thick RE-TM films: NdFeB can be
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prepared with out-of-plane texture [20, 34], while SmCo alloys can be prepared with
in-plane texture [2, 61].

The build up of thermal stress during high-temperature deposition and/or anneal-
ing is a major issue to be addressed when preparing thick films of SmCo, NdFeB,
or L10 Fe(Co)Pt, which have thermal expansion coefficients [12] very different to
those of Si, the most commonly used substrate material for MEMS. While some
groups working on the deposition of films of up to 5 μm in thickness have used Si
substrates [48, 57], those working with thicker films (>5 μm) have used metallic
substrates [34, 40] or insulating substrates {NdFeB: [33], SmCo: [8]} to minimize
differential thermal expansion. Very thick (≈100 μm) mechanically intact SmCo
films were made on Al2O3 substrates on which a 0.5 μm buffer layer of Al was
deposited [10]. The even thicker NdFeB films (300 μm) prepared by triode sput-
tering onto metallic substrates were removed from the substrates prior to annealing
[34]. A benefit of working with triode sputtering is that the target size can be eas-
ily varied. Maximizing the target size maximizes both the deposition rate and the
area of the zone of homogeneous film thickness on the substrate. At the same time,
smaller targets can be used for optimizing the target composition and/or for targets
with high raw material costs (e.g., Pt). For these reasons, we at Institut Néel selected
this technique and we use Si substrates so as to facilitate the structuring and inte-
gration of the hard magnetic films with existing MEMS technologies. Some of our
principle results will now be recalled, for more details, the reader is referred to some
recent publications [20, 60, 61].

22.5.2.1 High-Rate Triode Sputtering of NdFeB Films

NdFeB films were deposited at a rate of approximately 18 μm/h (target size: 10 ×
10 cm2). A first study concerned the structural and magnetic characterization of {Ta
(100 nm)/NdFeB(5 μm)/Ta (100 nm)} films deposited at temperatures in the range
230−500◦C and then annealed at 750◦C for 10 min (Fig. 22.4). The size of the
equiaxed Nd2Fe14B grains decreases with increasing deposition temperature and
then the grain morphology changes from equiaxed to columnar on increasing the
deposition temperature above 450◦C. All films show out-of-plane crystallographic
c-axis texture, with a progressive increase in the degree of texture with increasing
deposition temperature, as evidenced by a significant sharpening of the (006) x-
ray diffraction pole figures. Correspondingly, an increase in out-of-plane magnetic
anisotropy is clearly identified. The maximum energy product (400 kJ/m3), which
was achieved for the films deposited at 500◦C, is comparable to that of high-quality
sintered magnets [28]. When the post-deposition annealing was carried out on an
entire 100 mm wafer, it was found that the central region (diameter ≈ 30 mm) of
all films peeled off during annealing. However, no peel off occurs in similar films
deposited onto 100 mm wafers through a mask with millimeter-sized holes or onto
100 mm wafers which are topographically patterned (see next section). What is
more, mechanically intact, out-of-plane textured 50 μm thick NdFeB films (μ0Hc

≈ 1.6 T, μ0Mr = 1.1 T and (BH)max = 234 kJ/m3) have been produced on Si wafers
by depositing through a mask with millimeter-sized holes (diameter = 8 mm) and
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using a 1-step procedure in which the films are directly deposited in the crystalline
state (deposition temperature = 550◦C).

Fig. 22.4 Comparison of the evolution in structural and magnetic properties of sputtered 5 μm
thick NdFeB films as a function of deposition temperature (all films annealed at 750◦C for 10 min).
Column 1: fractured cross sections imaged with a SEM (in-lens detector), Column 2: XRD pole
figure of (006) diffraction peak of Nd2Fe14B, Column 3: in-plane (ip) and out-of-plane (oop) hys-
teresis loops (oop loops corrected with a demag. factor N = 1)

22.5.2.2 High-Rate Triode Sputtering of SmCo Films

A first study involved the characterization of Cr (50 nm)/SmCo (5 μm)/Cr (50 nm)
films deposited at substrate temperatures up to 600◦C using a target of diameter 3 cm
which gave a deposition rate of 3.6 μm/h. These films crystallize in the TbCu7 struc-
ture at temperature ≥350◦C and they show in-plane texture, the degree of which
decreases with increasing deposition temperature. The deposition temperature of
350◦C was found to be optimum as it gives the maximum values of coercivity, rema-
nence, and energy product, 1.3 T, 0.8 T, and 112 kJ/m3, respectively (Fig. 22.5).
An increase in target surface area (from 7 to 81 cm2) raised the deposition rate
from 3.6 to 18 μm/h while a re-optimization of the deposition temperature (400◦C)
gave an in-plane energy product of 140 kJ/m3. The mechanical properties of the
as-deposited films were found to depend on the substrate temperature during film
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deposition. While films deposited at temperatures of up to 400◦C remained entirely
adhered to the Si substrate, small pieces (typically a few mm2) of those deposited
at 500◦C peeled off, and finally films deposited at 600◦C almost entirely peeled
off. All as-deposited films were found to be under tensile stress, the value of which
increased with deposition temperature up to a maximum value of about 450 MPa for
the films deposited at 500◦C. Post-deposition annealing of non-patterned films led
to peeling for all deposition temperatures. As was observed for the NdFeB system,
the occurrence of peeling was found to be related to the lateral dimensions of the
film. When 5 μm thick SmCo films were deposited onto pre-patterned wafers (see
next section), peel off did not occur from film sections of reduced surface area.
Furthermore, films of thickness up to 20 μm deposited onto heated Si (400◦C)
through a mask with 4 mm-sized holes remained adhered to the substrate and were
crack free.

Fig. 22.5 In-plane (ip) and out-of-plane (oop) hysteresis loops of SmCo films as a function of
deposition temperature

22.5.3 Pulsed Laser Deposition (PLD)

The vast majority of papers dealing with the PLD of RE-TM and L10 alloy films
concern thin films (<1μm) produced at low deposition rates. An exception is the
work of Nakano and co-workers [42], in which high deposition rates (≤72 μm/h)
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were used to prepare NdFeB films of up to 120 μm in thickness. However, such
rates were only achieved over small surface areas (1 cm2) and the maximum energy
products were rather limited (77 kJ/m3). The eventual use of PLD in MEMS pro-
cessing of thick films will depend on the ability to increase the surface area over
which high deposition rates can be achieved.

Before proceeding to the next section, which deals with the micro-patterning of
hard magnetic films, it should be noted that the high-processing temperatures needed
for producing NdFeB (550−750◦C) and L10 (400−600◦C) films dictate that these
films need to be integrated onto a given wafer before other temperature sensitive
components. On the other hand, the hcp Co-based alloys which can be produced at
room temperature, and possibly the SmCo alloys which are produced at relatively
low temperatures (350−400◦C), can be processed “above IC” (above integrated
circuit).

22.6 Micro-Patterning of Thick Hard Magnetic Films

The integration of high-performance hard magnetic films into MEMS requires
their patterning at the micron scale. The use of Si substrates greatly facilitates lat-
eral structuring using standard micro-technology processes, though other substrates
(e.g., glass, Al2O3) may also be used. The use of standard processes for the struc-
turing of hard magnetic films, in particular steps based on chemical attack, is par-
ticularly challenging for rare earth-based alloys because of their poor resistance to
oxidation. A number of different routes which have been used to pattern permanent
magnet films are schematized in Fig. 22.6. The patterns produced can be categorized
as (i) topographic or (ii) crystallographic.

Fig. 22.6 Overview of different routes used to pattern permanent magnet films

22.6.1 Topographically Patterned Films

Topographic patterning can be achieved in the as-deposited state (deposition through
a mask or onto a pre-patterned substrate) or by post-deposition film pattern-
ing. Lithographically defined photo-resist masks on Si wafers have been used
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for the patterning of Co-rich films which need no high-temperature processing.
This approach was used to prepare electrodeposited magnet arrays of CoMnNiP
{thickness ≈ 20 μm, minimum feature size 30×30 μm, μ0Hc = 0.1 T, μ0Mr= 0.19
T, (BH)max = 2.3 kJ/m3 [14]}, Co80Pt20 {cylinders of height 2 μm and diameter 5
or 10 μm, μ0Hc = 0.5 T, (BH)max= 52 kJ/m3) [68]}, and CoPtP {thickness ≈ 5
μm, feature size in the range 200−500 μm, μ0Hc= 0.3 T, μ0Mr= 0.3 T) [21, 59]}.
To allow for high-temperature (400−500◦C) processing, Cu masks have been used
for the direct patterning of 5−20 μm thick SmCo films sputtered onto Si wafers [7].
Features of size 5×5 μm up to 100×100 μm were etched into 1 μm thick NdFeB
films sputtered onto Al2O3 substrates using salpetric acid [39]. Post-deposition pat-
terning of 30 μm thick Sm2Co17 films sputtered onto Al2O3 substrates has been
carried out with ion beam etching and wet chemical etching at film removal rates of
1 and 750 μm/h, respectively [8].

As explained in a previous section, the extrinsic properties of a permanent mag-
net depend on both the material’s intrinsic magnetic properties and its microstruc-
ture. As the latter may be influenced by how the magnet is prepared, micro-
patterning may be expected to influence the μ-magnet’s extrinsic properties. Thus,
beyond establishing the application of a given micro-patterning process to a given
material, it is essential to study the magnetic properties of the thus produced
μ-magnets.

The application of three different micro-patterning processes (film deposition
onto patterned substrates, wet etching, and planarization) to the structuring of RE-
TM films will now be presented.

22.6.1.1 Deposition of RE-TM Films onto Patterned Substrates

Patterned Si/SiO2 substrates containing trench motifs with individual trenches of
depth 6 μm, length 500 μm, and trench/wall widths on the scale of 5−100 μm were
prepared by standard micro-fabrication processes: deposition of 6 μm of SiO2 on
Si followed by photo-lithography through a mask containing the trench motif and
finally dry etching of the SiO2. The magnetic (NdFeB, SmCo) and buffer/capping
(Ta, Cr) layers were deposited using triode sputtering at rates of the order of 18
μm/h (see previous section). It was found that trench filling worked much better
for NdFeB than SmCo, the latter deposits being characterized by trench corners
which appear granular and less dense than the rest of the film, even when the films
are deposited in the amorphous state (Fig. 22.7). As mentioned above, deposition
onto patterned substrates improves the mechanical properties of RE-TM films. Post-
deposition annealing (750◦C for 10 min) of the entire 100 mm patterned wafers
with NdFeB layers did not lead to film fracture or peel-off. For the case of SmCo
deposits, when deposited directly in the crystallized state (Tsub = 400◦C), peel-off
from patterned films does not occur in the trenched regions, but only in the continu-
ous (i.e., non-patterned) regions between different motifs. However, post-deposition
annealing of amorphous SmCo films deposited on patterned wafers does lead to film
peel-off. The fact that the NdFeB films have distinctly less tendency to peel-off than
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SmCo7 films may be attributed to two particular features. The first is that Nd2Fe14B
has a lower thermal expansion anisotropy than SmCo5 (SmCo7 is closely related
to the SmCo5 phase) [12] at the annealing temperatures used. The second is the
fact that Nd2Fe14B is an Invar system. A large positive magnetovolume anomaly
develops in the ferromagnetic state, below 585 K, which reduces very significantly
the material’s thermal expansion.

Fig. 22.7 SEM cross sectional images of amorphous RE-TM films deposited onto patterned wafers
(this particular section has trench and wall widths of 20 μm): (a) NdFeB, (b) SmCo, and (c) zoom
of a trench corner for the SmCo film [62]

The extrinsic magnetic properties of the RE-TM films, as characterized by their
hysteresis loops, were little influenced by the use of patterned substrates. A polar
Kerr image of a uniaxial magneto-optic-indicator-film or MOIF [24], placed on top
of a patterned NdFeB film magnetized out of plane, is shown in Fig. 22.8. This
image reveals that the patterned sections of the film produce micron-scaled multi-
polar magnetic field patterns at the position of the MOIF with a pole pitch approx-
imately equal to the pitch of the trench walls (the non-patterned sections of film
between motifs do not produce enough stray field to saturate the MOIF). Though

Fig. 22.8 Polar Kerr optical
image of a Magneto-Optic-
Indicator-Film placed on top
of a patterned NdFeB film
(this particular section
contains two motifs, one with
trench and wall widths of
10 μm and one with trench
and wall widths of 20 μm)
[62]
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only qualitative, this image shows that a simple fabrication procedure (deposition +
annealing + unidirectional magnetization) can be used to produce a micron-scaled
multi-polar field pattern. These micro-patterned films have been used to levitate dia-
magnetic beads [13] and have potential applications in lab-on-chip experiments.

22.6.1.2 Wet Etching of RE-TM Films

Wet etching trials were carried out on 5μm thick RE-TM films in the amorphous
state, as it is expected that such films should be less prone to oxidation than crystal-
lized films because of the absence of grain boundaries which could act as paths for
oxygen diffusion. Optical lithography was used to define millimeter-sized patterns
in a resist layer deposited on the RE-TM film. Removal rates of approximately 1.25
μm/min were achieved for both the NdFeB and the SmCo films wet etched at room
temperature in an acidic bath containing (NH4)2S2O8, H2O and H2SO4. A large lat-
eral over-etch of typically 20 μm occurred in both materials and the side walls of
the etched films are relatively vertical (Fig. 22.9).

Fig. 22.9 SEM cross
sectional images of a fracture
surface of wet etched RE-TM
films [62]

22.6.1.3 Planarization of NdFeB Films

Chemical–mechanical–planarization (CMP) was developed for NdFeB only, as the
poor quality of the trench corners of SmCo deposited on patterned substrates, as well
as stress issues, renders them unsuitable for planarization. 5 μm thick NdFeB films
were topographically patterned by wet etching and then planarized at rates of up to
3 μm/min by CMP to a final thickness of 1 μm. It was found that good magnetic
properties (single-phase behavior, high coercivity [μ0HC = 1.5 T], good squareness
for an isotropic sample) could be achieved in wet-etched/planarized films if the
exposed surface is cleaned by dry etching and then capped with Ta prior to being
annealed.

22.6.2 Crystallographically Patterned Films

The second, and less conventional type of patterning featured in Fig. 22.6, involves
the local modification of the film’s magnetic properties through a change in its
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crystallographic state. In this case, a modulation in the magnetic properties is
achieved without a modulation in the film’s surface height. A first example con-
cerns the local crystallization of 2 μm thick amorphous NdFeB-sputtered films by
laser annealing through a mask [44]. This technique was used to produce 100 μm
wide strips of hard magnetic NdFeB (crystallized) in a soft magnetic (amorphous)
matrix. The irradiated strips showed out-of-plane magnetic anisotropy and coerciv-
ities of at least 1.5 T. A second example concerns the local disordering of 40 nm
thick L10 FePt by pulsed laser annealing [9]. This technique was used to produce
10 μm disks of soft magnetic FePt (A1 − disordered) in a hard magnetic (L10 −
ordered) matrix (μ0Hc = 5.5 T). The applicability of this technique to thicker films
is questionable.

22.7 Conclusions and Perspectives

Magnets have many potential applications in MEMS because of favorable down
scaling laws and their unique ability to produce long range bi-directional forces.
The emergence of magnetic MEMS at the industrial scale has been hindered by
the challenge of integrating high-quality magnets using techniques compatible with
today’s MEMS technologies. The majority of prototype devices have been made
using micro-assembled high-quality μ-magnets produced by machining of bulk RE-
TM magnets or integrated low- to medium-quality magnets (bonded RE-TM and
hexagonal ferrites or electroplated hcp Co-based alloys). Recent developments in
the fabrication of high-energy product RE-TM magnets (NdFeB and SmCo) in thick
film form are very promising and the micro-patterning of such films is now being
studied. The successful integration of such high-performance magnets into devices
should provide a boost for the field of magnetic MEMS.
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Chapter 23
Solid-State Magnetic Sensors for Bioapplications

Goran Mihajlović and Stephan von Molnár

Abstract During the last decade, intensive research efforts have been expended
to develop solid-state magnetic sensors for applications such as biomolecular sens-
ing and single molecule detection. This chapter reviews sensors proposed thus far,
including (a) GMR and spin valve sensors based on the giant magnetoresistance
(GMR) effect; (b) magnetic tunnel junction (MTJ) sensors based on tunneling mag-
netoresistance (TMR); (c) anisotropic magnetoresistance (AMR) ring sensors and
planar Hall effect sensors based on the AMR effect; (d) Hall sensors based on the
classical Hall effect; and (e) giant magnetoimpedance (GMI) sensors based on the
frequency-dependent variation of the skin depth in magnetic wires with field. Two
different types of sensors are highlighted: the ones with large sensing areas (hun-
dreds of μm2) intended to provide statistical counting of a large number of magnetic
micro- or nanoparticles and the others with micro- or submicrometer-sized sensing
areas that focus on single particle detection.

23.1 Introduction

Integration of biology and solid-state physics at the micro- and nanoscale has
become, in recent years, one of the most exciting and fruitful areas of multidis-
ciplinary research and development in the natural sciences. The research efforts are
expected to bring a new dimension to fundamental studies of biomolecular systems
and their interactions. They will also lead to development of novel devices for uti-
lization in bioanalysis and biomedical applications. Particularly promising, in this
regard, is the recently proposed concept of biomolecular sensing based on magnetic
microbeads or nanoparticles as biomolecular labels, and solid-state magnetic sen-
sors as sensing elements. The concept is schematically depicted in Fig. 23.1. The
idea is to functionalize the surface of the sensor with molecules (called the probes)
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that would bind specifically to the target molecules to be detected. The specificity
can be achieved through a biomolecular recognition mechanism, such as antigen–
antibody affinity or ligand–receptor binding. In addition, the labels will be mag-
netic particles functionalized with molecules complementary to the target. In the
presence of the target molecules, magnetic particles will settle on the sensor sur-
face, since specific binding of their biofunctional coating to the probe molecules
will be mediated by the target molecules. Ideally, the specificity of the coating will
ensure that no magnetic particle will be present on the sensor if the target molecules
are absent from the sample. The sensor therefore will detect the presence of the
target molecules by detecting the presence of the magnetic particles on its surface,
which is achieved by sensing the stray magnetic field signal from the particles.

Fig. 23.1 Schematic depiction of the principle of on-chip magnetic biosensing. The target
molecules are sandwiched between the complementary probe molecules on the sensor surface and
magnetic particles coated with other complementary molecules. The sensor detects the stray mag-
netic field from the particles

This biosensing scheme, introduced in a pioneering work of the research group
from Naval Research Laboratory (NRL) [3], has attracted significant interest due to
several potential advantages over more traditional methods based on, for example,
fluorescent labeling and optical detection. Some of these are direct consequence of
magnetism of the labels themselves; for example, the fact that the magnetic prop-
erties are very stable over time and are generally not affected by reagent chemistry
or subject to photo bleaching. Also, the magnetic background in biological sam-
ples is minimal, since these are composed predominantly of diamagnetic chemical
elements. Finally, the stray magnetic fields from the labels as well as an externally
imposed field gradients that can be used to generate forces on labels to remotely
manipulate them are not screened in an aqueous biological environment. As for
magnetic sensors, the advantages include possibility to achieve direct and fast elec-
tronic readout of the biomolecular recognition events as well as to integrate densely
packed arrays of multiple sensors on a single chip. In addition, this detection scheme
allows for single molecule detection as long as the sensor is sensitive enough to
detect the stray magnetic field from the single label, if one can ensure that a single
molecule is bound to a single label. Such sensors could also be utilized in the inves-
tigation of binding forces or mechanical properties of single molecules to provide
direct electronic measurement of, for example, the extension length of the molecules



23 Solid-State Magnetic Sensors for Bioapplications 687

when these are pulled by magnetic tweezers [1]. These attractive properties have
triggered intensive research efforts beginning in the late nineties to develop the
core technologies for on-chip integration of micro- and nanoscale magnetics with
molecular biology. The final goal is to produce highly sensitive, fast, reliable, cost-
effective, portable, and easy-to-use biomolecular sensors, the so-called magnetic
biochips.

In this chapter, we will review solid-state magnetic sensors proposed thus far for
applications in magnetic biomolecular sensing. Those will include (a) GMR and
spin valve sensors based on giant magnetoresistance (GMR) effect; (b) magnetic
tunnel junction (MTJ) sensors based on tunneling magnetoresistance (TMR) effect;
(c) anisotropic magnetoresistance (AMR) ring sensors and planar Hall effect sensors
based on AMR effect; (d) Hall sensors based on classical Hall effect; and (f) giant
magnetoimpedance (GMI) sensors based on the frequency-dependent variation of
the skin depth in magnetic wires with field. Two different types of sensors will
be highlighted: the ones with large sensing areas (hundreds of μm2) intended to
provide statistical counting of a large number of magnetic micro- or nanoparticles
and the others with micro- or submicrometer-sized sensing areas that focus on single
particle detection.

23.2 Magnetic Sensors Based on GMR Effect

The GMR effect, discovered in 1988 [2, 5] and awarded the Nobel Prize in physics
in 2007, pertains to a large change in electrical resistance of a layered structure con-
sisting of thin magnetic and normal metal layers when it is exposed to an external
magnetic field. The physical mechanism responsible for the effect is spin-dependent
interfacial scattering of electrons carrying electrical current. When the respective
magnetizations of the two magnetic layers are oriented parallel to each other, the
electrons having the same spin orientation can pass through with much less scat-
tering than those with the opposite spin. Thus one spin channel of the current is
“shorted” and the sensor has a minimum resistance. On the other hand, the maxi-
mum resistance occurs for antiparallel magnetization orientations when both spin
channels experience equal amount of scattering. The difference between the two
resistances divided by one of them is called magnetoresistance (MR) ratio and is
typically quoted in percents.

Different types of sensors based on the GMR effect have been utilized in exper-
iments involving magnetic label detection. These include (a) devices based on
unpinned sandwich GMR materials which consist of a nonmagnetic metal layer
sandwiched between two soft magnetic layers; (b) antiferromagnetically coupled
multilayer GMR devices consisting of multiple repetitions of magnetic and non-
magnetic metal layers; and (c) spin valves, in which the top or the bottom magnetic
layer of the sandwich GMR material is antiferromagnetically pinned by insertion of
an adjacent antiferromagnetic layer. Typical MR response curves of these devices
are shown in Fig. 23.2.
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Fig. 23.2 Typical MR
response curves for sensors
based on GMR effect:
(a) unpinned sandwich
GMR1; (b)
antiferromagnetically coupled
multilayer GMR2; (c) spin
valve3.

1Reprinted with permission from Baselt et al. [3]. © 1998 Elsevier.
2Reprinted with permission from Tondra et al. [54]. © 2000 American Institute of Physics.
3Reprinted with permission from Freitas et al. [18]. © 2007 IOP Publishing.
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In general, the sensors based on antiferromagnetically coupled multilayers show
higher MR ratios than unpinned sandwich structures (typically 12–16% compared
to 4–9%) and higher saturation fields than the other two sensor types (typically
25–30 mT compared to 3–6 mT in GMR sandwiches and 1–8 mT in spin valves).
They also exhibit better linearity and lower hysteresis than unpinned sandwich
GMRs although the response of the spin valves typically shows the best linearity
and the lowest hysteresis. The values of MR ratio in spin valves can vary between 4
and 20% [50].

23.2.1 GMR Sensors

The sensor chip used in the original work of NRL group [3] was made in the form
of an array of sandwich GMR strips shown on Fig. 23.3 with MR ratio of about 5%
(Fig. 23.2a). It was named bead array counter (BARC). The sensor was fabricated
in rectangular strip geometry so that the strips were sensitive only to an in-plane
field component directed along their long axis. Their sensitivity was tested with
commercial magnetic beads, Dynabeads M-280, 2.8 μm in diameter.

Fig. 23.3 The first BARC
chip. The image shows an
array of rectangular GMR
strips with magnetic
microbeads distributed over
the chip surface4

Such beads were recently thoroughly characterized [17] using X-ray diffraction,
SEM analysis, Mössbauer spectroscopy, and magnetic measurements. They were
found to consist of large number of mostly maghemite (γ -Fe2O3) nanoparticles dis-
persed in a polymer matrix (Fig. 23.4), with non-uniform size distribution and aver-
age diameter ∼8 nm. Being this small, the nanoparticles, and consequently the bead
as a whole, exhibit superparamagnetic behavior. Superparamagnetic means that the
beads acquire nonzero magnetization only in the presence of an external magnetic
field, otherwise they are practically nonmagnetic. This way the mutual magnetic
interactions between the beads that may lead to their agglomeration and eventually
prevent them from binding to the target molecules in real bioassays are eliminated.

4Reprinted with permission from Baselt et al. [3]. © 1998 Elsevier.
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The necessity for using superparamagnetic particles as magnetic labels in on-chip
magnetic biosensing is, for this reason, now generally accepted. As a consequence,
in detection experiments one usually needs to apply an external magnetic field to
induce nonzero magnetization in the beads5.

Fig. 23.4 (a) A scanning electron microscope (SEM) image of a Dynabeads M-280 bead (as
used in the original experiments of the NRL group); (b) A closer look at the bead’s structure. The
nanoparticles in the bead are visualized as bright points6

The BARC sensor was biased with a dc current, and the bead was magnetized
with an ac magnetic field of 5 mT perpendicular to the sensor plane which was
modulated at a frequency of 200 Hz to enable lock-in detection. The output voltage
of the sensor was measured at a second harmonic frequency due to an even sensor
response to the magnetic field, with a time constant of the lock-in amplifier τ = 1 s.
Under these experimental conditions, the authors were able to detect the presence
of a single bead on one 5 × 20 μm2 strip with a signal-to-noise ratio (S/N) ∼6.
The detection experiments performed in the same configuration with GMR strips
having larger sensing areas have yielded S/N ∼4 (5 × 80 μm2) and S/N ∼2 (10 ×
160 μm2) for the single bead.

The original BARC sensor design has been advanced in the later years lead-
ing to improved performance in several aspects. The later BARC-III sensor chips
(Fig. 23.5a) [43] contain antiferromagnetically coupled GMR multilayer sensors.
The improved composition resulted in a larger saturation field (∼30 mT compared
to ∼5 mT) and a larger GMR effect (∼15% compared to ∼5%). In addition, the strip
geometry shown in Fig. 23.3 has been replaced with a serpentine trace geometry
(Fig. 23.5b) which increased the sensing area ∼10 times (totaling 3.1 × 104 μm2)
while keeping the same area for biomolecular functionalization. This, however, led
to somewhat lower sensitivity for bead detection, ∼10 beads per sensor which, based
on the most recent reports, has been overcome by providing GMR sensors with ∼30
times better sensitivity [41]. Also, the sensors in BARC-III chips did not require a
bias current for operation which led to significant improvements in reducing power
dissipation and heat generation.

5We will see in Section 23.6 that this does not need to be the case for detection with GMI sensors.
6Reprinted with permission from Fonnum et al. [17]. © 2005 Elsevier.
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Fig. 23.5 (a) Optical image of the central sensing area of a BARC-III sensor chip. (b) Closer view
of one serpentine GMR sensor trace encompassing a 200-μm-diameter sensing zone7

Although it was suggested already in the original article [3] that BARC chips
could be used to perform DNA hybridization assays, it was not until three years
later that the results of such experiments were first reported by the group [39]. The
BARC chips used in the DNA hybridization assay contained 64 GMR sensor strips,
5 × 80 μm2 in size, grouped in eight sensing zones, each containing the eight-
sensor array (Fig. 23.6a). In order to demonstrate the selectivity of hybridization
and magnetoelectronic detection, pairs of eight-sensor arrays were functionalized
with four different single-stranded DNA probes (one of them serving as a control).
Biotinilated target DNA strands, complementary to the control DNA and only one
of the remaining DNA probes, were then introduced followed by streptavidin-coated
M-280 beads. The chip response is shown in Fig. 23.6b. It was highest for the con-
trol zones, almost zero for the zones functionalized with non-complementary DNA
probes, and a clear signal has been obtained from the zones with complementary
DNA probes.

This experiment unambiguously showed that the concept of solid-state magnetic
biosensing could provide selectivity in the detection response. It, however, did not
show any quantitative dependence of the measured sensor response on concentra-
tion of the target DNA. The first step toward this goal, i.e. the quantitative relation
between the sensor’s output signal and the number of magnetic beads in the sensing
area, was demonstrated more recently [43]. The dependence tends to be more linear
the higher the ratio of the sensor size vs. the bead size. The situation is much
more challenging when it comes to the quantitative dependence of the measured
sensor response on concentration of the target biomolecules. The first work that
addressed this problem experimentally was published by the group from the
University of Bielefeld, Germany [46]. Their chips consisted of 206 spiral-shaped
GMR lines, each covering a circular area 70 μm in diameter (Fig. 23.7a). In their

7Reprinted with permission from Rife et al. [43]. © 2003 Elsevier.
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Fig. 23.6 (a) Optical image
of BARC sensor chip used in
the experiments of Miller et
al. (b) The signal output of
the BARC sensor chip from
DNA hybridization assay.
The data points show the
signal from each individual
sensor and the hatched
rectangles correspond to the
total signal from the sensing
zone8

(a) (b)

Fig. 23.7 (a) A magnetoresistive sensor array used in the experiments of Schotter et al. (b) Sen-
sitivity of the magnetic biosensor and that obtained in a comparable fluorescent detection experi-
ment. The magnetic biosensor sensitivity is defined as the maximum output signal at a magnetizing
field of 40 kA/m relative to the average signal of the non-functionalized sensor element9

8Reprinted with permission from Tamanaha and Whitman [51]. © 2004 Elsevier.
9Reprinted with permission from Schotter et al. [46]. © 2004 Elsevier.
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experiments, the same volume of probe DNA with five different concentrations,
ranging from 16 pg/μL to 10 ng/μL, has been spotted on the sensor surface. After
covalent attachment and washing, the sensor was incubated with 10 ng/μL of bio-
tinilated complementary DNA, after which 0.35-μm-diameter streptavidin-coated
superparamagnetic beads were introduced and allowed to react with the target DNA.
The results are shown in Fig. 23.7b along with those of the same assay where fluo-
rescent, instead of the magnetic labels, were used for comparison. It can be seen that
the output signal of a magnetic sensor increased only three times, with a clear ten-
dency for saturation, when the probe DNA was increased by almost three orders of
magnitude. The results were also significantly different from the corresponding flu-
orescent assay. This was not surprising considering that it was more an assay of the
likelihood of the DNA attachment than of the concentration in a test sample, since
the concentration of probe DNA was varied, not the concentration of target DNA in
the sample [33]. It did, however, represent the first reported attempt at establishing
a quantitative bioassay with GMR magnetic sensors.

Most recently, relation between the density of the beads bound to the sensor and
the concentration of target molecules, the so-called dose-response curve, has been
demonstrated by the NRL group [41]. In their experiments Dynal M-280 super-
paramagnetic beads were used (2.8 μm in diameter) with BARC-III magnetic chips
incorporated into a flow cell. After target molecules, labeled by beads, had been
captured on the chip surface, a controlled laminar flow was used to apply microflu-
idic forces and preferentially remove labels that were bound nonspecifically. The
method, called fluidic force discrimination (FFD), dramatically reduced the back-
ground label density, giving rise to dose-response curves that follow a logarithmic
dependence of the sensor signal (which is linearly proportional to the number of
beads) on analyte concentration. The authors achieved femtomolar detection of
DNA and proteins in complex matrices such as whole blood, serum, plasma, and
milk and verified that an assay performed on a magnetic sensor chip is equivalent
to the one performed in the same flow cell geometry on a similarly functionalized
slide with optical bead counting. However, they also emphasized that for any prac-
tical microfluidic flow rates, the sensing scheme is limited to micrometer-size beads
due to rapidly diminishing fluidic forces with decreasing bead radius.

23.2.2 Spin Valve Sensors

Spin valve sensors for detection of magnetic biomolecular labels were introduced
by the group from INESC-MN, Portugal [19]. Their chips consisted of a series of
2 × 6 μm2 rectangular spin valve strips exhibiting ∼5% MR ratio. By performing
a dc measurement with a bias current of 8 mA and external in-plane magnetizing
dc field of 1.5 mT, the authors were able to detect the presence of a Micromer-M
2-μm-diameter bead, situated on the edge of the strip, with S/N ∼10. They estimated
that approximately 4 times better value would have been obtained if the beads were
centered on the strip. In addition, the authors reported detection of large numbers of
400-nm-diameter beads with the same spin valve sensors.
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Following the initial work, the group has focused on detecting binding of
streptavidin-functionalized superparamagnetic beads to surface-biotinilated spin
valve sensors [14, 20]. For this purpose, the 2 × 6 μm2 sensing strips (Fig. 23.8a)
were covered by 200-nm thick SiO2 film to provide surface for biochemical proce-
dures involved in biotin functionalization as well as to serve as an electrical insulat-
ing layer. The solution of streptavidin-functionalized magnetic beads was dropped
on the sensor, allowed several minutes to react and then washed away while the
sensor signal response was monitored in real time. The residual signals (Fig. 23.8b)
were observed only in the case of surface-biotinilated sensors, demonstrating that
the real-time magnetic detection of biotin-streptavidin binding through the mech-
anism of biomolecular recognition is possible. This detection, however, was not
achieved for beads smaller than 250 nm in diameter.

Fig. 23.8 (a) An optical image of a 2 × 6 μm2 spin valve sensor from Ferreira et al. A 25 ×
25 μm2 biotinylated SiO2 surface on top of the sensor is also visible. (b) Real-time detection
of binding of 250-nm Nanomag R©-D streptavidin-functionalized magnetic labels to a biotinylated
SiO2 surface. The residual 2-mV signal that remained after washing is due to the bound beads10

Most recently, the group has developed on-chip current lines for focusing
of magnetic labels to the sensing zone [16]. Previously, they showed that such
U-shaped current lines can increase the speed of hybridization between the surface-
bound probe DNA and magnetically labeled target DNA [15]. Their integrated chip
was comprised of an array of 2.5 × 80 μm2 U-shaped spin valve sensors (MR ratio
of ∼7%, sensitivity ∼25 Ω/(kA/m) in the linear range from −1.2 to 0.1 kA/m;
see Fig. 23.9a) that were integrated within current line structures for magnetic
label manipulation (Fig. 23.9a, inset). The authors used streptavidin-coated super-
paramagnetic beads, Nanomag R©-D 250 nm in diameter as well as Micromer R©-M
2 μm in diameter. ac field focusing of these labels was accomplished by applying
currents of 30 mA rms at a frequency of 0.2 Hz through the U-shaped current lines,
in combination with the 0.8 kA/m dc bias field. Lock-in detection was carried out

10Reprinted with permission from Ferreira et al. [14]. © 2003 American Institute of Physics.
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(1 mA dc bias, an in-plane ac magnetizing field of ∼1 kA/m rms at 30 Hz and
the equivalent noise bandwidth Δf ∼0.83 Hz) ∼10 min after ∼10 μl solutions
of different label concentrations were dispersed over the chip and focused at the
sensor sites. The obtained signals increased linearly with the label concentration
(Fig. 23.9b). The demonstrated detection limit was below 1 pM for 250-nm beads
(∼12 beads per U-shaped sensor) and ∼10 fM for 2-μm ones (single-bead sensitiv-
ity). By considering that ∼500 streptavidin molecules are bound to a 250-nm label
and ∼77,000 to a 2-μm one, and assuming that 1 DNA strand can bind to each
molecule, the authors concluded that these detection limits correspond to DNA con-
centrations of less than 500 pM and ∼770 pM respectively. These numbers were
already much smaller than in conventional DNA assays (μM concentrations) but,
according to the authors, could be improved further by varying magnetizing fields
at higher frequencies, closer to the sensor’s thermal noise limit.

Fig. 23.9 (a) MR response curve of a 2.5 × 80 μm2 spin valve sensor shown in the inset within an
U-shaped aluminum current line. (b) An output signal of an 11 spin valve sensor array as a function
of concentration of 250 nm beads (filled squares), and 2 μm beads (filled triangles) concentrations.
Empty symbols correspond to the reference 5 sensor array not sensitive to the presence of the
labels11

23.2.3 GMR and Spin Valve Sensors for Detection of Nanoparticles

In the experiments described so far, the magnetic labels used had diameters ranging
from 250 nm to 2.8 μm. However, some authors have pointed out [38, 56] that such
beads cannot provide reliable quantitative detection when it comes to biomolecules
that are significantly smaller in size (single DNA strand or a protein, for exam-
ple, only few nanometers) because one cannot reliably know how many molecules
are bound per bead. In addition, to achieve single molecule detection of nanosized
molecules, one should be able to develop sensors capable of detecting nanometer-
scale particles, ideally with single particle sensitivity [54].

11Reprinted with permission from Ferreira et al. [16]. © 2006 American Institute of Physics.
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The most extensive efforts in this direction have been made by the group at Stan-
ford University [29, 30, 56]. Following their initial detection of single Dynabeads
M-280 bead with a 3 × 4.1 μm2 spin valve sensor and a S/N ∼12 [28], the group
has turned its focus to detection of very small magnetite (Fe3O4) nanoparticles,
only 16 nm in diameter. For this purpose, they fabricated submicrometer spin valve
sensors with sensing area 1 × 0.3 μm2 and MR ratio of 10.3%. Such miniatur-
ized sensors provide higher average stray field fluxes generated by the particles and
therefore increase the measurable signals. In their initial experiments, lock-in detec-
tion was used with magnetizing ac field of 10 mT rms at 208 Hz (applied in plane
but transversal to the sensor longitudinal axis which was dc field biased to its linear
point) and Δf =1 Hz. They succeeded in detecting, under these conditions, the pres-
ence of a monolayer of such nanoparticles completely covering the sensor’s active
area (Fig. 23.10a). The best signal obtained was, however, only 3 times higher than
the noise level (Fig. 23.10b) indicating that detection of low number of the nanopar-
ticles, let alone a single nanoparticle, would not be possible in this configuration.
Surprisingly, by performing the detection experiments in a much simpler dc config-
uration and further reducing the sensor width to 0.2 μm, they were able to reach
better S/N and demonstrate the detection of just 23 nanoparticles (Fig. 23.11). By
fitting the dependence of the measured signals on the number of beads on the sensor
to a linear curve, the authors determined that the minimum detection limit of their
sensors is 14 nanoparticles. It is important to point out that this result represents
experimental detection of the lowest numbers of nanoparticles reported up to now12 .

Fig. 23.10 (a) 16-nm Fe3O4 nanoparticle monolayer on a 1 × 0.3 μm2 spin valve sensor. (b)
Voltage signals for the spin valve sensor with (solid squares) and without (open circles) Fe3O4

nanoparticle monolayer. The dashed line is calculation model prediction of the signal13

12The potential of submicrometer GMR sensor strips for single nanoparticle detection was also
examined by researchers from the University of California at Santa Barbara [57] through mag-
netoresistance and electrical noise measurements combined with numerical calculations. They
obtained magnetic field resolution of 12 μT/Hz1/2 for 2 × 0.15 μm2 GMR strip in a thermal noise
range >50 Hz, and estimated that such sensor could resolve 2.2 × 104 μ B/Hz1/2 and be capable of
detecting a 100-nm particle. They however did not perform detection experiments.
13Reprinted with permission from Li et al. [29]. © 2004 IEEE.
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Fig. 23.11 (a) The resistance differences before and after depositing 16-nm Fe3O4 nanoparti-
cles for three sensors containing different numbers of nanoparticles (filled symbols) and two ref-
erence sensors without nanoparticles (open symbols). The inset shows the MR curves measured
before (solid line) and after (dashed line) the nanoparticle deposition for the detection sensor 3,
containing ∼630 nanoparticles. The three detection sensors have different numbers of the Fe3O4

nanoparticles. SEM images of (b) the detection sensor 1 with ∼23 deposited Fe3O4 nanoparticles
that are also shown in the inset at a higher magnification and (c) the detection sensor 2 with ∼108
nanoparticles14

23.3 MTJ Sensors

The operation of MTJ sensors is based on the effect of tunneling magnetoresistance
in sandwich structures similar to spin valves with the exception that a normal layer
is not a metal but an insulator. Another difference is that the bias current in MTJ
sensors is always oriented perpendicular to the film plane (CPP geometry) so that
the electrons have to tunnel across an insulating barrier between two magnetic elec-
trodes. The tunneling current depends strongly on relative orientation of magnetiza-
tions of the ferromagnetic layers and is maximal (minimal) for parallel (antiparallel)
orientation configurations [26].

The physical mechanism responsible for this behavior is the difference in the
density of states at the Fermi level for two spin populations [34]. When majority
spin electrons carrying the current have to tunnel from one ferromagnetic electrode
to another, they may find large (minimal resistance) or small (maximum resistance)
density of available energy states at the Fermi level depending on whether the other
electrode is oriented parallel or antiparallel to the first one.

The relative resistance changes of the MTJ structures are significantly higher
than those of GMR and spin valve devices. For amorphous AlOx insulating barriers,
MR ratios up to 70% have been reported [55]. Replacing this with a crystalline MgO
barriers has yielded values above 200% [11, 42]. Theoretical analysis, however, pre-
dicts that values higher than 1000% are possible to realize with current technologies
[7, 32].

14Reprinted with permission from Li et al. [30]. © 2004 Elsevier.
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Potential of MTJ sensors for detection of superparamagnetic biolabels has been
examined by several groups. The group at Brown University [47] fabricated MTJ
sensors in the form of 2×6 μm2 ellipses with Al2O3 barrier and MR ratio of 15.3%.
In their experiments, the Dynabeads M-280 beads were flowed through a 600-μm
wide and 50-μm deep microfluidic channel fabricated in PDMS and sealed with
the sensor chip from below (Fig. 23.12a). The sensor was ac biased at frequency of
8 kHz while dc magnetic field of 1.5 mT was applied to magnetize the beads. The
signal was measured by a lock in amplifier in a bridge configuration. Whenever a
bead would cross over an active region of an MTJ sensor (Fig. 23.12b), dips in the
sensor output voltage response were observed (Fig. 23.12c). The obtained S/N in
these measurements was ∼16 (24 dB) per single bead.

In their efforts to eventually reach a single nanoparticle detection, the group at
Stanford University [56] has also reported fabrication of MTJ strips based on Al–O
barriers with MR ratio of 50%. The authors examined the potential of these devices
for single nanoparticle detection by carrying analytical calculations. They found
that when reduced to the same area of 1× 0.3 μm2 as previously described spin
valve sensors, the devices should provide about 10 times higher signals, thus making
single nanoparticle detection more feasible.

Fig. 23.12 Optical images of (a) a single 2 × 6 μm MTJ sensor sealed inside a 600 μm wide
microfluidic channel, and (b) an identical sensor with two single M-280 beads in close proximity.
The orientation of the two external fields used in the experiment He and Hb is also shown; (c) Real-
time voltage data demonstrating single-bead detection. When a single bead passes by the sensor, a
sharp signal drop is observed (points A, C, D, H, and I). When a bead becomes stuck on the sensor
area for an extended length of time, a plateau signal is obtained (points B and G). Two-step signals
(points E and F) correspond to a situation where two beads are attached to the junction at the same
time. The shadowed band indicates the typical signal range measured for a single bead15

15Reprinted with permission from Shen et al. [47]. © 2005 American Institute of Physics.
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More recently the group at INESC-MN, Portugal, reported MTJ sensors with
AlOx tunnel barriers which showed a TMR ratio of 27% [8]. The devices with sens-
ing area of 2 × 10 μm2 were tested with Nanomag-D 250-nm-diameter beads. ac
lock-in detection was used, with a bias field of 1.5 mT rms at 30 Hz applied in
plane and bias current of 30 μA. Clear signals, with magnitudes proportional to the
concentration of the beads in the solution, were recorded upon dropping the bead
solutions on the sensor. However, the reported signal per single bead was lower than
the sensor noise level.

The first realization of MTJ sensors for bioapplications that contains MgO tun-
nel barriers has been recently reported by the group from Brown [48]. These devices
exhibit significantly higher MR ratio of 97% (sensitivity of 0.91%/G over the field
range of ±10 G; see Fig. 23.13a) than those based on Al2O3 barriers. The per-
formance of the devices was examined in DNA hybridization assays. Detection of
target DNA molecules was carried out with a serial array of 64 MTJ sensors with
lateral dimensions of 6×18 μm2 (a similar array of 256 sensors is shown in the
inset of Fig. 23.13a). The sensor array surface was first treated with 40 μM probe
DNA, followed by hybridization with a 2.5 μM complementary target DNA. Ten
microliter solution of 16-nm-diameter Fe3O4 nanoparticles or commercial MACSTM

nanoparticles (50 nm in diameter) was then introduced to the sensor area, allowed to
react for 10 min and then washed with PBS buffer to remove nonspecifically bound
nanoparticles. Magnetic response curves were measured before and after the binding
of nanoparticles on the sensor surface. The differences in the two recorded transfer
curves are plotted in Fig. 23.13(b) along with that of the reference array that was not
treated with probe DNA molecules. Clear signals with peak S/N of approximately
25 and 12 were obtained for Fe3O4 and MACSTM nanoparticles respectively while
no signal was measured for a reference sensor.

Fig. 23.13 (a) An MR response curve of a single MTJ sensor (3×6 μm2) in a 60 Oe external bias
field. Inset: an optical image of 256 MTJ sensors in a serial array. (b) Differences in the measured
resistance before and after binding of Fe3O4 and MACSTM nanoparticle to the sensor surface. The
reference sensor without bound particles shows a zero signal16

16Reprinted with permission from Shen et al. [48]. © 2008 American Institute of Physics.
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23.4 Sensors Based on AMR Effect

AMR is a dependence of electrical resistance of a magnetic conductor on the angle
between the direction of electrical current and the magnetization orientation [52].
The effect originates from the anisotropy of electron scattering produced by the
spin–orbit interaction. The stronger scattering is expected when electrons travel
parallel to magnetization than perpendicular to it [49]. The net effect is that the
electrical resistance has maximum value when the direction of current is parallel or
antiparallel to the magnetization and minimum when it is perpendicular to it. The
difference is typically 1–3% of the material’s zero field resistance.

23.4.1 AMR Ring Sensors

Anisotropic magnetoresistance (AMR) ring sensors for applications in magnetic
biosensing have been introduced in 2001 [39]17. The principle of sensor operation
is sketched in Fig. 23.14. In the absence of an external magnetic field, the magneti-
zation of an AMR ring, typically fabricated from a soft ferromagnetic material such
as permaloy, forms a closed loop, the so-called onion state. In this state, electrical
current passed through the ring experiences maximum resistance since magnetiza-
tion is oriented along the current direction (Fig. 23.14a). When the ring is exposed
to a radial magnetic field, the magnetization rotates to the radial direction and the
resistance of the ring decreases (Fig. 23.14b). The relative difference between the
resistances in the two ultimate states is usually 1–2%.

The AMR ring sensor in this original work was fabricated from permaloy (Py)
and had outer and inner diameters of 5 and 3.2 μm respectively. By using lock-in
detection in a Wheatstone bridge configuration at 200 Hz and applying a magne-
tizing field of 3.5 mT (amplitude value) to magnetize the 4.3-μm-diameter NiFe
bead, the authors showed that S/N of nearly 100 can be obtained when the bead is
situated in the center of the ring and a distance 300 nm above it. By attaching the
bead to atomic force microscope cantilever, the authors were even able to map out
the sensor signal as a function of the lateral position of the bead (Fig. 23.14c).

23.4.2 Planar Hall Effect Sensors

Planar Hall effect (PHE) sensors are Hall crosses made of thin ferromagnetic films
in which the transverse voltage VPH depends on the relative orientation between
the material’s magnetization and the direction of the bias current (see Fig. 23.15a).

17Micrometer-sized ring sensors for bioapplications have been also reported more recently by the
group from University of Cambridge [31]. Although these devices are geometrically similar, they
are fabricated from a sandwich structure containing hard ferromagnet/normal metal/soft ferromag-
net (Co/Cu/Py, for example) so that their operation is based on the GMR effect rather than AMR.
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Fig. 23.14 (a–b) Schematic
diagram of the operation of
the AMR ring sensor. The
hatched areas represent the
contact fingers. Maximum
resistance state in which the
current I is mostly parallel or
antiparallel to the
circumferential magnetization
M (a). Minimum resistance
state in which I is mostly
normal to M (b). (c) Surface
plot of the sensor signal with
respect to the position of the
bead18

Formally, this voltage is given as VP H = ΔRI sin θ cos θ , where ΔR = (ρpl −
ρpp)/t is change in the resistance of the material when magnetization is oriented par-
allel ρpl and perpendicular ρpp to the direction of the current giving rise to different
resistivities respectively (AMR effect), and t is the film thickness.

Typically the direction of the magnetization of the film in zero external magnetic
field is set along the current direction by exchange coupling to an antiferromagnetic
material. A small external magnetic field with non-zero component perpendicular to
this direction can rotate magnetization and give rise to measurable VPH. As long as
this field is small compared to the anisotropy field of the film, the sensor response
is linear. For permaloy-based planar Hall cross devices, this linear region was deter-
mined to be within about ± 2 mT (see Fig. 23.15b).

The potential of the PHE sensors for detection of superparamagnetic beads was
investigated by collaborative research of the groups from Technical University
of Denmark, Denmark and INESC-MN, Portugal [12, 13]. In their experiments,
the sensing Hall cross area was 10 × 10 μm and detection was performed with
Micrometer-M and Nanomag-D beads with diameters of 2 μm and 250 nm
respectively. When the sensor was dc biased with I = 10 mA and the particles were

18Reprinted with permission from Miller et al. [40]. © 2002 American Institute of Physics.
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Fig. 23.15 (a) Schematic diagram describing the operation of the planar Hall effect sensor. (b)
Typical response of the planar Hall effect sensor to an in-plane magnetic field19

magnetized with 1.5 mT (the magnetizing field had to be kept low to avoid the
sensor saturation which occurs at about 3 mT), a signal-to-noise ratio, S/N∼1 per
bead, was obtained for 2 μm beads. The authors have also predicted single-bead
sensitivity for 250 nm beads if efficient noise reduction can be achieved by utilizing
lock-in detection.

Most recently the group has investigated exchange-biased permalloy planar Hall
effect sensors of different thicknesses (20–50 nm) and a fixed Hall cross area of
40×40 μm2 [10]. They showed that sensors made of the thickest film exhibit the
highest signal as well as the lowest noise. An S/N = 6 was estimated for single
Dynabeads M-280 bead by analytical calculations.

23.5 Hall Effect Sensors

Performance of Hall effect sensors in the detection of superparamagnetic micro-
and nanobeads has been examined by several groups as a potentially advantageous
alternative to magnetoresistive devices for magnetic biosensing applications. The
operation of these sensors is based on the classical Hall effect [6, 21], i.e., the fact
that a measurable voltage, called the Hall voltage, develops in thin conducting films
along the direction transversal to the current flow when they are exposed to an
external magnetic field perpendicular to the film plane. The Hall voltage depends
linearly on the magnetic field. At room temperature, this dependence is usually
satisfied in a broad magnetic field range, of the order of teslas (see Fig. 23.16a).
Due to the already mentioned superparamagnetic behavior of magnetic biola-
bels, this is an important characteristic potentially advantageous compared to most

19Reprinted with permission from Ejsing et al. [13]. © 2002 Elsevier.
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magnetoresistive devices. It means that high external fields can be used to excite
the particle’s magnetization without compromising the sensor sensitivity. In addi-
tion the linearity allows for a rather elegant detection method which gives definite
information, from one measurement, on both the presence and the absence of the
beads from the sensor.

The detection method is described schematically in Fig. 23.16b. It is based on the
nonlinear response of the magnetization of the beads to the applied field and was first
used by a group at the Swiss Federal Institute of Technology for detection of single
Dynabead M-280 bead with a cross-shaped silicon Hall sensor [4]20. Magnetization
of the bead was first excited by an ac excitation magnetic field B̃0 yielding an initial
value M̃0 ∼ (χ0/μ0)B̃0, where χ0 is the magnetic susceptibility of the bead in zero
external magnetic field and μ0 = 4π × 10−7 H/m is the permeability of free space.
The induced ac magnetization generates a stray ac magnetic field distribution in the
Hall cross region which is converted into an ac Hall voltage, ṼH0 ∝ M̃0, with the
same frequency as that of the excitation field.

Fig. 23.16 (a) Hall voltage output of the micro-Hall sensor (lower right inset) as a function of
externally applied perpendicular magnetic field for several dc bias currents. Upper inset: The Hall
resistance as a function of the magnetic field for different dc bias currents. (b) A sketch of the
physical principle underlying the detection method described in the text. Inset shows the expected
Hall voltage signal upon applying the dc field B1 when the bead is (red) and is not (black) present
on the Hall cross21

When an additional dc magnetic field, B1, is applied, the magnetic state of the
bead shifts toward a lower susceptibility χ1, and the induced ac magnetization
of the bead, M̃0 ∼ (χ0/μ0)B̃0, decreases. This drop leads to a decrease in the
average stray magnetic field over the Hall cross, which manifests itself as a drop in

20Variation of this detection method with B0 applied in plane and detection at the second harmonic
frequency has been also demonstrated in this original work and further used by the group from
Tokyo Institute of Technology, Japan [44, 45, 53].
21Reprinted with permission from Mihajlović et al. [37]. © 2007 American Institute of Physics.
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the measured ac Hall voltage (inset of Fig. 23.16b). Due to the linearity of the Hall
sensor response, a definitive signal indicating the presence of a bead on the Hall
cross can be obtained from just one measurement. The magnitude of the drop in the
ac Hall voltage can be expressed as ΔṼH = RH IΔB̃, where ΔB̃ ∝ ΔM̃ = M̃0−M̃1

is the difference between the detected ac stray magnetic fields generated by the
induced ac magnetizations of the bead before and after B1 has been applied (see
Fig. 23.16b). It is important to note that ΔM̃ depends on both B̃0 and B1; increasing
these fields leads to increases in ΔM̃ and hence ΔB̃ [37].

Fig. 23.17 (a) A SEM image of two adjacent Hall crosses with a 1.2-μm diameter superpara-
magnetic bead positioned on one of them. The image was adapted to show the actual detection
measurement configuration. (b) ac Hall voltage as a function of time for the two crosses shown in
part (a) of the figure. (c) A SEM image of the Hall cross with Nanomag D-250 superparamagnetic
beads. Six beads are located in the Hall cross area (marked as a square for clarity). (d) Hall voltage
signal as a function of time from the Hall cross shown in part (c) of the figure. The arrows on
parts (b) and (d) of the figure indicate the moments of time when B1 was applied and removed,
respectively22

The Hall sensor used in the original work was fabricated in CMOS technology
and had an active area 2.4 × 2.4 μm2. Due to the sensor design, the bead had to be
situated at a distance 5.4 μm above the sensitive region, which was significantly
further than in the previously described experiments with MR sensors (typically
hundreds of nanometers). This had a deteriorating effect on the magnetic signal
from the bead, since the magnitude of the stray magnetic field in the sensitive region
was significantly reduced. Nevertheless, the obtained S/N was comparable to those

22Reprinted with permission from Mihajlović et al. [37]. © 2007 American Institute of Physics.
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obtained with MR sensors indicating that more appropriately designed Hall sensor
devices with comparable, or possibly even better sensitivity, may provide single
magnetic particle detection of even smaller particles with high-enough S/N.

Such predictions were soon demonstrated by researchers from Florida State
University [35, 37] with smaller, 1 × 1 μm2 Hall cross sensors fabricated
from InAs/AlSb semiconductor heterostructures [23] containing two-dimensional
electron gas (2DEG)23. In these devices, the sensitive 2DEG layer was significantly
closer to the bead, and the smaller Hall cross area provided a higher sensitivity to
the bead’s induced magnetic moment. The authors have demonstrated detection of
a single superparamagnetic bead with diameter of 1.2 μm with S/N up to ∼46.5,
as well as detection of 6 Nanomag D-250 beads, 250 nm in diameter. Because the
total S/N in the latter experiment was 7.8, the S/N per single bead was larger than
one. Therefore, the experiment demonstrated single 250-nm bead sensitivity of these
sensors.

The group has recently also reported results on fabrication and characterization
of submicrometer Hall sensors from the same material with a Hall cross area of
only 250 × 250 nm2 [36] (Fig. 23.18a). By combining experimentally determined
magnetic field resolution of the devices with analytical calculations, they showed

that they can reach detection limit of the order of 104 μB

/√
Hz above ∼1 kHz (see

Fig. 23.18b), with a possibility for single nanoparticle detection in a phase-sensitive
Hall detection experiment described above.

Fig. 23.18 (a) The 250 × 250 nm2 Hall cross sensor fabricated from InAs/AlSb quantum well.
(b) Room-temperature noise-equivalent magnetic moment resolution of the 250-nm Hall sensor,
as a function of frequency

23Similar sensors were also examined by the group from NRL [27].
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23.6 GMI Sensors

The GMI effect is an abrupt change of the impedance of a magnetic conductor
biased by a radio frequency (RF) current in a dc magnetic field. Physically, the effect
originates from magnetic field dependence of the magnetic permeability which
causes variation of the skin depth of the magnetic conductor, thus changing the
density of the RF current sent through it [22]. For sensing applications, mostly soft
magnetic metals are used due to their high permeability which also exhibits strong
dependence on external magnetic field. Typical MI ratios of such devices are of the
order of several hundred percents over the field range of tens of militeslas.

Fig. 23.19 MI response
curves of a
Co67Fe4Mo1.5Si16.5B11

amorphous ribbon measured
for two different values of the
driving ac current. Inset:
Closer look at the low field
GMI peaks24

Several groups have tested the performance of GMI sensors in detection of mag-
netic particles suitable for bioapplications. The group at the University of Oviedo,
Spain, has utilized commercial Vitrovac R© 6025 amorphous ribbons with composi-
tion Co67Fe4Mo1.5Si16.5B11 [24]. The MI response curves of these devices measured
at room temperature are shown in Fig. 23.19. They exhibit ∼360% change for mag-
netic fields of ∼10 mT and are particularly sensitive in the low field range: about
35%/G for 0.3 G<B<1.75 G [25].

Figure 23.20a shows the conditions and the measurement results for detection of
a suspension of Dynabeads M-450 beads (4.5 μm in diameter) in phosphate buffered
saline (PBS) by these sensors. About 2.7 ml of solution containing approximately
4 × 105 beads/ml was used with a 28-μm thick ribbon having a sensing area of
90 × 0.8 mm2. The MI values for the bead-free and the bead-present PBS solutions
differed by approximately 25%.

Another class of GMI sensors for bioapplications was developed at the National
Institute of Research and Development for Technical Physics, Romania [9].
The sensors were arrays of Co–Fe–Si–B glass-coated GMI microwires, 39 μm in

24Reprinted with permission from Kurlyandskaya et al. [25]. © 2005 Elsevier.
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diameter and 70 mm in length, with a glass layer thickness of about 7 μm. They
were tested in detection of 2-μl suspensions of Estapor beads (1.9 μm in diameter)
of different concentrations that were uniformly dispersed over the array surface. The
relative changes in MI response of the devices as a function of bead concentration
and the number of microwires in the array were found to increase with increasing
bead concentration and the number of microwires, as expected. A maximum ∼35%
change was reached for an array of 10 microwires and 2.4 × 109 beads/ml. A mea-
sured field dependence of the MI, from GMI sensor with 10 microwires in the array,
with and without Estapor beads is shown on Fig. 23.20b.
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Fig. 23.20 (a) Field dependence of the GMI sensor signal for PBS solution (empty squares) and
the PBS solution containing Dynabeads R© M-450 (filled squares)25. (b) Field dependence of the
MI, from GMI sensor with 10 active microwires in the array, with and without Estapor beads26

An interesting fact in these results is that significant signals have been measured
even in the absence of an external magnetic field (Fig. 23.20). In the described exper-
iments, these values were ∼25% and ∼8% respectively. Chiriac et al. attributed
these signals to the ac magnetic field generated by the RF bias currents which
induces measurable magnetic moments in superparamagnetic beads to be detected.
The fact that it is not necessary to apply external magnetic fields to detect the pres-
ence of the particles on the sensor might be attractive for implementation of these
sensors in practical biosensing devices.

23.7 Conclusions

We have reviewed the concerted efforts of many research groups to develop
solid-state magnetic sensors and on-chip detection platforms based on mag-
netic labeling that can be utilized in biomolecular sensing, single molecule
detection, or fundamental biophysical studies on individual molecules. Two dif-
ferent approaches have been highlighted. The first one relies on sensors with large

25Reprinted with permission from Kurlyandskaya et al. [25]. © 2005 Elsevier.
26Reprinted with permission from Chiriac et al. [9]. © 2007 Elsevier.
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active areas (hundreds of μm2) and micrometer-sized beads and intends to provide
dose-response curves between the sensor’s particle coverage and concentration of
target molecules in the sample. The second approach utilizes smaller sensors with
micro- or submicrometer-sized active areas and submicrometer beads or nanoparti-
cles where, ideally, one magnetic label should correspond to one target molecule.
Due to its promise for single molecule detection, the latter approach has triggered
significant research efforts toward single magnetic particle detection.

Referring to large area detectors, the most advanced have been those based on
GMR sensors. The research gradually progressed from early experiments focusing
only on sensor sensitivity with respect to detection of various magnetic labels to
the more advanced ones involving biofunctionalization of sensor surfaces and inte-
gration of sensor chips with microfluidics that eventually led to demonstration of a
complete bioassay.

On the other hand, single magnetic microbead detection has been demonstrated
with several types of MR sensors, but detection of the nanoparticles still presents
a challenge. This is expected to be overcome by utilizing MTJ sensors since they
offer larger MR ratios and higher sensitivities.

Hall effect sensors can provide suitable alternatives to MR ones. They offer the
advantage of using higher magnetic fields to magnetize the beads as well as detec-
tion methods which give information on both the presence and the absence of the
bead in a single measurement. The reported signal-to-noise ratios in experiments
on single microbead detection have been higher than those for MR sensors, and the
detection of 250 nm beads with single particle sensitivity was also demonstrated.

Finally, GMI sensors were described. They offer high MI ratios and advantage of
not having to use external magnetic fields for magnetizing the beads.
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