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Preface

The title Geoinformatics for Intelligent Transportation defines the focus of the 11th
Symposium GIS Ostrava 2014. Shorter or longer movements inevitably accompany
everyday people’s activities including commuting to work and school, shopping,
leisure time, etc. Transportation developments have a significant impact on the
evolution of human society. The demand for the fastest, cheapest, safest and eco-
logically friendly means of transport attracts professionals from various disciplines
with one mutual goal, to increase the efficiency and effectiveness of transportation,
and increase its intelligence. The impact of geoinformatics in the attainment of this
goal is clearly evident.

The aim of the conference is to present and discuss new methods, issues and
challenges of the geoinformatics contributing to make transportation more intelli-
gent, efficient and human friendly. More than 300 attendees from 11 countries
discussed current research directions and applications of Geoinformatics, with the
objective of intelligent transportation.

The papers collected in these Proceedings cover a wide range of topics related to
transportation and geoinformatics and are divided into four thematic groups,
including: Transport modelling, Sensor data and services, Intelligent transport
system, and finally Transport planning and accessibility. All papers underwent
rigorous double-blind peer-review process of journal scientific standards.
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Investigation of Sonar Stabilisation
Method for Improved Seafloor Image
Quality

Arūnas Andziulis, Tomas Lenkauskas, Tomas Eglynas,
Miroslav Vozňák and Sergej Jakovlev

Abstract Constant monitoring of sea floor in harbours is an essential part of
economy development of every sea country. Exact estimation of the sea floor relief
parameters is very important not only for port development but also for scientists.
Sonar image corrections are constantly made with a high margin of error, using
GIS. New correction methods are developed. They include: mechanical correction
of the cables of the side-scan sonar, programmable correction of the ship navigation
and steering system, other software tolls with developed correction and control
algorithms. Most commonly sea floor images are made using side scan sonar. It is
used for rapid seafloor imaging. The quality of the captured images is strongly
influenced by the sonar towing consistency. Even small sonar disturbances caused
by the vessels’ towing motion can affect the quality of the images. Therefore, to
reduce the influence of the ship motion new methods are being developed. In some
cases heave motion compensation can prove to be effective. In this paper an effi-
cient heave motion detecting system was proposed and briefly analysed. Sonar and
the ship motion were taken into account during the development and testing of the
heave motion compensation system prototype.

Keywords Side scan sonar � Heave motion compensation � Ship movement � GIS
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1 Introduction

In 2012–2020 the Republic of Lithuania will build two major sea transport objects.
These objects are: the liquefied natural gas terminal in the Klaipeda seaport and the
outer deep seaport near Butinge. Examination of the seabed in the waterfront of
Klaipeda and Butinge seaports and under the major sea lanes is very important
(CORPI data funds, www.portofklaipeda.lt). Sea floor exploration is important topic
in Baltic region and globally. Kuchler et al. [1, 2] are working on sea crane stabil-
ization. This system reduces motions caused by rough sea waters. Wenlin et al. [3]
created system that reduces ship motion influence to remotely operated vehicles.
Sarker et al. [4] made comparison of several systems for heave motion compensation
on ocean drilling ship. Adamson [5] created efficient heave motion compensation.
Huster et al. [6] designed and tested passive heave compensation for ROV. Other
scientists work with software solutions, such as Trucco and Garofalo [7], with their
image merging from twin sonar system solution and Teixeira et al. [8] with their
nonlinear adaptive control of an underwater towed vehicle. Yet–Chung et al. [9]
presented side scan sonar image correction algorithms, for correcting brightness
variation and patching gaps. New, improved methods are developed, how to produce
the best quality sea floor maps and extract objects of interest, using GIS applications
[10, 11]. Also our team was working on object detection in images produced by side
scan sonar [12].

In the coming years the Republic of Lithuania will build two major sea transport
objects. These objects are liquefied natural gas terminal in Klaipeda seaport, and
outer deep-sea port near Būtingė. Both projects require good preparation. One of
most important preparation part is to explore big areas of Baltic Sea and Curonian
Bay floor in great detail. Lithuanian territorial waters in Baltic Sea are shallow,
deepest places in sea are just over 100 m deep, in Curonian Bay, where the Klai-
peda sea port is and liquefied natural gas terminal will be located, waters are just
1–16.5 m deep. For sea-floor imaging in shallow waters Klaipeda University
Coastal Research and Planning Institute use ship with small draught and side scan
sonar system. This system performs well only at perfect or nearly perfect sea
conditions. Image quality produced by side scan sonar depends on how smoothly
the side scan sonar is towed. Most of towed device distortions come from uneven
towing vessel movement. At rough waters small ship heaves a lot, and images
generated by towed sonar are disturbed and not usable. Using current system,
seafloor images produced by side scan sonar are good quality when sea waves are
up to 0.5 m high. When height of waves is between 0.5 and 1 m, images produced
by side sonar system are distorted, but still usable quality. In Figs. 1 and 2 are
samples of such images with objects on sea floor. It is much harder to use automatic
object detection using distorted messages, because wavy pattern and big colour
variations. If waves are over 1 m high, sonar images are very distorted and unus-
able. Few methods were designed to improve image captured by the side scan sonar
quality. To reduce vessel heave motion effect to seafloor images we designed
system that can detect and mechanically reduce motions of side scan sonar.

2 A. Andziulis et al.
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Fig. 1 Fragment of old and
rotten ship wreck

Fig. 2 Recent small ship
wreck
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2 Heave Compensation Method

The essence of the mechanical side scan sonar stabilization is to physically remove
intrusive sonar and towing vessel movements and imaging noises that cause poor
quality sonar image [13]. These movements are mostly caused by the sea waves,
sudden manoeuvring of the towing vessel sonar and underwater currents. The
biggest and the most common issue addressed on side scan sonar systems is the
poor quality of the seafloor images, obtained by the side scan sonars, due to heaving
of the ship caused by the rough sea waves. There are several methods to cope with
this problem. The easiest way to avoid the swinging of the ship is to plan the
seafloor-scanning expeditions at the time when sea waves at their minimum. Even
though this method is effective, it limits the number of days per year for expedi-
tions. Another method is to choose the preferable swimming route. When the ship
swims lengthwise but not perpendicular to the waves to reduce the impact of
rebounding waves.

The depth of the Baltic Sea in Lithuania’s territorial waters is up to 100 m.
However there are shallow areas, which also need to be researched. The optimum
operating height of the sonar is about 12 m above the seabed. But when scanning
shallow areas near coast, the sonar has to be towed just 3–4 m above the seabed. It
can be done by using a short cable (from 2 to 5 m) which connects the ship and the
sonar. Because of the turbulence caused by the ship, the sonar towed with a short
cable is more disturbed. It happens because a short cable does not absorb the
imbalances of tension. Exploring seabed in the deeper waters long cable is used and
the sonar is towed far from the ship. This reduces the impact of the turbulence
caused by the ship. Also Long cables absorb shock caused by the ship. Scanning the
seabed in deeper waters it is faced with a problem of maintaining the sonar in a
constant depth. Towed sonar tends to rise to the surface. It moves away from the
optimal 12 m height above the seabed. As a result, the quality of images is worse
than needed.

3 Current System Parameters

The standard Current system uses Side Scan Sonar. Its main parameters are pre-
sented in Table 1. For our tests we used standard a typical side scan sonar system
(see Figs. 3 and 4). It consists of dual frequency (100/500 kHz) sonar “Edgetech
272–TD”, “Edgetech 560P” controller and a portable computer with sonar and GIS
software, for real time map producing.

This system is mounted on Klaipeda University ship. Sonar cable is mounted on
the cable drum, which helps to adjust sonar immersion depth. At end of ship sonar
cable goes through pulley, it is the last point in ship where sonar and ship are
connected. All further measurements of ship movement will be captured at this
point.

4 A. Andziulis et al.



Table 1 Side scan sonar parameters

Parameter Value

Frequency kHz 100/500

Horizontal beam width, ° 100 kHz 1.2

500 kHz 0.5

Maximal imaging area width, m 100 kHz 500

500 kHz 200

Diameter, cm 11.4

Length, cm 140

Weight, kg 25

Submerged weight, kg 12

Maximum operating depth, m 1,000

Fig. 3 Side scan sonar
system Edgetech 4100

Fig. 4 Sonar connection
scheme
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3.1 Operating Conditions

In the Baltic Sea there are no strong underwater currents. Image disturbances occur
due to uneven movement of the vessel that tows the sonar. While scanning in the
rough sea, sonar heaves together with the vessel. If the sonar rises higher above the
sea floor, the scanned sea floor path widens. If the sonar goes down, the image
captured by sonar becomes narrower and distorted. The fluctuations of the ship and
the sonar are not completely identical due to the flexible cable that connects the
sonar and the ship [14, 15]. Using current vessel without any additional stabilization
system, the seafloor scanning surveys can be done only when the sea waves are not
higher than 0.5 m. In order to ensure stable side scan sonar towing, a system that
could accurately capture heave motions of the towing vessel and the side scan sonar
was designed (Figs. 5 and 6). The initial system operating conditions have to be
determined in order to calculate the engine parameters that ensure the minimization
of sonar fluctuation in the sea waters [1]. According to the ship crew, the maximum
height of the waves that still enables the ship to maintain constant speed and
trajectory is 2 m. We have calculated the maximum speed of the vertical (axis Z)
movement of the starting point, while ship is swimming on h = 1 m waves.

It is assumed that the ship runs perpendicularly to the direction of waves. The
vertical fluctuation of the ship coincides with the wave’s fluctuation in the axis Z.
Fluctuation of the keel aboard is not taken into account. The simplified equation of
the wave motion is presented as (1):

Fig. 6 System with a gravitic
depressor

Fig. 5 Chosen start point
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Zb ¼ r0 cos
2pt
s

ð1Þ

The equation: of ship vertical velocity while swimming on wave (2):

vz ¼ � 2p
s
r0sin

2pt
s

ð2Þ

here, vz—speed, m/s, s—the wave length, m, r0—wave radius, m, The radius r0 is
equal to the half of the wave height (3):

r0 ¼ hb
2
¼ 1m ð3Þ

Here hb—the wave height, m, then:

tmax ¼ 2p
s
r0

����
���� ¼ 1:52m=s ð4Þ

vmax—maximum velocity on vertical axis, m/s.
Real waves can mismatch the waves being described with the equations of the

motion. That is why we will use the maximum speed tmax ¼ 2m=s, which is higher
than counted value. The maintenance of height above the seabed that is required by
the side view sonar is also a very important aspect to be addressed. If sonar is towed
not in optimal depth, image quality drops drastically. It is complicated to reach the
necessary depth. The scientists of CORPI cope with this issue by running the ship
slower than is required by the manufacturer. Decreasing the speed means that the
quality of the images would be worse. Avoiding sonar hitting the seabed is also
very important, as sonar can be damaged. Several scientists like Teixeira et al. [8]
proposed a standard system of seabed scanning. This system includes a ship and a
side scan sonar with the stabilizer of weight. Their system is used to explore the
seabed of the deep ocean. The length of the cable used in the system reached 900 m.
The mass of the stabilizing weight reached 200 kg and the weight of the sonar was
113 kg. To implement this method the following components are proposed to be
used: ship’s motion sensors, data processing system and the weight of the stabil-
ization of the sonar. Similar system was used by Teixeira et al. [8].

The purpose of weight is the stabilisation of sonar depth and steady movement of
the sonar. In our system case we are planning to use gravitic depressor that will be
scaled down to 50 kg weight, but system will operate on same basic method. The
total weight of modified sonar system with gravitic depressor is 90 kg, it consists of
the sonar, 50 kg of stabilization weight and connecting cables. This does not
include cable drum motor and its controllers weight, because they are considered as
a part of ship, not sonar, weight. For modifying our system we will leave same basic
sonar lifting mechanism, only motor and its controller will be changed. Cable

Investigation of Sonar Stabilisation Method … 7



connecting ship and sonar is wrapped around the drum, whose maximum angular
velocity ω is calculated according to this formula described by [14]:

x ¼ v
rb

¼ 2
0:15

¼ 13:33
1
s

ð5Þ

x—the cable drum angular velocity, 1/s, rb� radius of the cable drum, m. The rpm
of the drum is calculated according to this formula:

n ¼ 30x
p

¼ 127:36 aps=min ð6Þ

The moment of the inertia of the load:

Jm ¼ m
v2max

x2

� �
¼ 90

22

13:332

� �
¼ 2:02 kgm2: ð7Þ

The coefficient of reduction for cable drum is described (8):

i ¼ nmot

n
� 20 ð8Þ

i—the reduction coefficient, nmot—the cable drum motor rpm. The torque that is
needed to lift the weight (9):

Ms ¼ mgr ¼ 90 � 9:81 � 0:15 ¼ 132:44Nm ð9Þ

Ms—the system torque, Nm. The angular velocity of the engine rotor:

xmot ¼ nmotp
30

¼ 2400p
30

¼ 251:2
1
s

ð10Þ

xmot—angular velocity of cable drum motor, 1/s. The engine reach the maximum
speed during the time period Dt ¼ 0:5 s. We assumed that the moment of the engine
inertia is equal to the reduced moment of the inertia of the load is described as:

J ¼ Jmot þ Jm
i2

¼ 0:01 kgm2 ð11Þ

Jmot—the motor inertia moment, kgm2, The general moment of inertia of the motor
rotor is (12):

J ¼ Jmot þ Jm
i2

¼ 0:01 kgm2 ð12Þ

Resistance to the axis of the engine torque presented as (12):

8 A. Andziulis et al.



Msv ¼ Ms

ig
¼ 132:44

20 � 0:95 ¼ 6:97Nm ð13Þ

Msv— the resistance moment, Nm, η—the reducer efficiency coefficient. The torque
which is required to start the engine is (14):

M ¼ Msv þ J
xmot

Dt
¼ 11:99Nm ð14Þ

The power of the engine is (15):

P ¼ xmotM ¼ 3011:88W ð15Þ

The reserve coefficient of 1.25 is applied to the engine power PR is calculated as
follows (16).

PR ¼ P � 1:25 � 4000W ð16Þ

Therefore, the parameters of the engine are obtained:

• Power P = 4000 W;
• The maximum speed is 2400 rpm;
• Gear box ratio 1:20.

4 The New Software Creation of the Measurement System

The designed motion measuring system prototype consists of a laptop, controller
and some sensors. Accelerometers and gyroscopes that are used in the system make
the appropriate measurements, calculate the difference in the motion of towing
vessel and sonar. Sensors are connected to the Arduino Duemilanove controller.
This controller performs collects data. We used paired sensors in the prototype. Pair
consists of accelerometer and gyroscope. Both sensors are mounted on the same
chip. The developed system data reliability is estimated as high, because the angles
between the sensors axis are fixed. Due to the low number of the connecting wires,
this system is more compact and easier to use than the conventional systems with
one-sensor-per-chip. For capturing vessel motions the sensor unit is mounted to the
vessel (Fig. 5).

The main system works with the SerialChart and Arduino 1.0 software. Such
interconnection between SerialChart and the Arduino’s functions of data scanning
allows not only to see the digital values of sensors in real time, but also depict data
in real time with updated diagrams. The maximum operating frequency of the
accelerometer ADXL 345 is 200 Hz, ITG-3200—400 Hz. System sensors fre-
quency can be up to 150 Hz only if just accelerometers are connected. If the
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gyroscope is connected to the system, frequency drops to 20 Hz. The differences
between the maximum operating frequency of sensors and the frequency of the
measurement systems occur since the system performance is limited by the con-
troller Arduino Duemilanove computing power. The gyroscope “ITG-3200” sends
the data to the controller which converts signals into degrees, additional processing
of the signal is not required. The data from the accelerometer is sent by signals in
which 1 g (9.81 m/s2) is 256 bytes. If the accelerometer is not moved, the value of
axis Z is—256 bites. That is because the accelerometer senses earth gravitation pull.
In order to properly provide the axis Z accelerations it adds 256 to the value of the
received signal. The result is to be divided by 256 and multiplied by 9.81.
The resulting units of acceleration are m/s2. Accelerometer data is converted in the
same way.

The main parts of the algorithm that were used/programmed within the controller
are shown in Fig. 7. The first step was to integrate drivers for all sensors, including
calibration. Reading the data from the sensors is the first part of the actual program.
Here it is very important to get ‘smooth’ data. The first part is to combine the data
form the g-sensor and the accelerometer. The second part is to use a virtual filter
proposed by Koseeyaporn and Koseeyaporn [16]. For system testing we used the
mentioned virtual filter with some simple adjustment modifications for our case
study. Vessel heave motion was calculated using the acquired raw data. Calcula-
tions were done to determine how the speed of the electric motor and the direction
of spinning affected the heave motion compensation. Finally, we examined the
sending signal to the electric motor. On our small scale testing model we used a low
power stepper motor. Our model was functioning properly and efficiently com-
pensated the heave motion. Also alternative data collection system is now being
prepared, using the same sensors and the new National Instruments (NI) software
and hardware components in Klaipeda University research laboratories.

Drivers for 
sensors

Reading data 
from sensors

Interpreting data and 
calculating ship heave 

motion speed and 
direction

Calculating changes 
of electric motor 

speed and spinning 
direction for heave 

motion 
compensation

Electric motor 
controler

Fig. 7 Algorithm scheme
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5 Experimental Research

The designed system prototype was installed and used in the Klaipeda university
ship. The measurement was carried out when the weather conditions were
favourable for working at sea. The direction of wind was variable from 1 to 2 m/s,
the height of the waves was from 0.3 to 0.5 m and the sip used an “Edgetech 4100”
side view sonar system. For a proper research of the seabed the ship movement has
to be at least 4 knots (about 2.06 m/s) (the data foundation of CORPI). During the
research, the speed of the ship was 10 knots (about 5.14 m/s).

5.1 Experimental Results

The results of the first experimental measurements are presented in Figs. 8, 9, 10
and 11. Figure 8 provides the data collected with the three-axis gyroscope. It can be
seen that parameters vary very slightly. The data collected with the three-axis
accelerometer is presented in Fig. 9. There appear vibrations of the vessel engine
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Fig. 8 First test results, data from the 3 axis gyroscope
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Fig. 9 First test results, data from the 3 axis accelerometer
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and other disturbances the collected data of accelerometer. On the other hand, the
parameters of ship movement can be clearly seen. The heaving motion of the ship
rise when the ship swims through the waves is clearly visible. The acceleration of
the ship fixed with axis Z is presented in Fig. 10.

The second measurement was performed on the same day. The data acquisition
system worked at 80 Hz frequency and only accelerometer was enables. In this
case, the values scanned with Z axis accelerometer are only relevant. Collected data
is presented in Fig. 11. It can be seen that the values between each measurement
vary. The collected data was adjusted with a virtual filter proposed by Koseeyaporn
and Koseeyaporn [16]. The processed data is presented in Fig. 12.

6 Calculations Using the Collected Data

Further calculations were made using the data from the second measurement. This
data was not processed with any filters. Measurements started with the speed of the
vertical fluctuation of the starting point when its value was 0. Then the modulus of
acceleration was the biggest.
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Fig. 10 First test results, data from the Z axis accelerometer
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To calculate the speed the following equation was used:

vnþ1 ¼ an þ anþ1ð Þ
2

Dtþ vn ð17Þ

Here: vnþ1—is the current speed; an+1—is the current acceleration; an—is the
acceleration, measured during the previous measurement; Δt—is the measurements
frequency, 0.05 s; Vn—is the speed, during the previous measurement. Accelera-
tions of the axis Z and the calculated speed of the heaving are presented in the
Fig. 13.

The researcher operating the system, determines the required length of the cable
h. Taking into account the heaving of the ship, the provided stabilization system can
change the length of the cable. However, the length of the cable must remain at
similar approximate value (±0.5–2 m). The operator can set the maximal allowable
change of the cable’s length. In the calculations the cable’s length is marked as hn.
The starting settings of the system are: Dt ¼ 0:0125 s; hn ¼ 0m

To calculate the general change of the cable’s length hn + 1 the following
equation was used (18):

hnþ1 ¼ hn þ Dt � vn þ an þ anþ1ð ÞDt2 ð18Þ
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Fig. 12 Filtered accelerometer parameters. Second test, Z axis
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Here: hn + 1—is the current difference of cable’s length from the starting point,
hn—is the difference of cable’s length from starting point that was fixed before the
time period Δt. Results are shown in Fig. 14. The instant changes of the cable’s
length Δh are calculated according to this Eq. (19)

Dh ¼ Dt � vn þ an þ anþ1ð Þ � Dt2 ð19Þ

For more accurate data collection we can use two or three identical sensors
mounted in the same place. Then some average values can be calculated for a better
accuracy. In order to get better results, different types of sensors could be combined
as well. For constantly changing angle between the axis Z of accelerometer and g-
sensor subtraction the accelerometers can be mounted on the stable sleeve.

7 Conclusion

The biggest influence to the side scan sonar high quality images is done by towing
vessel motion disturbances, caused by rough sea waves. Other less important fac-
tors are towing vessel turbulence, sonar distortions during U turns and underwater
currents [17]. In this paper a successfully designed and manufactured motion
detection measurement system that detects towing vessel and side scan sonar
motions was tested in real life operations. The side scan sonar prototype control
parameters were estimated and calculations were made. A side scan sonar system
prototype that is suitable for seafloor imaging in shallow waters was designed. It
uses mechanical stabilization using DC motor and the motion measurement system.
In the future, more experimental data will be collected and additional research will
be conducted to further improve the presented system. Also full a scale heave
motion compensation system with gravitic depressor will be manufactured and
mounted on the research ship. These improvements will increase number of days
per year that sonar system can be used.
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Global Land Cover Classification Based
on Microwave Polarization and Gradient
Ratio (MPGR)

Mukesh Boori and Ralph Ferraro

Abstract Microwave polarization and gradient ratio (MPGR) is an effective
indicator for characterizing the land surface from sensors like EOS Advanced
Microwave Scanning Radiometer (AMSR-E). Satellite-generated brightness tem-
peratures (BT) are largely influenced by soil moisture and vegetation cover. The
MPGR combines the microwave gradient ratio with polarization ratio to determine
surface characteristics (i.e., bare soil/developed, ice, and water) and under cloud
covered conditions when this information cannot be obtained using optical remote
sensing data. This investigation uses the HDF Explorer, Matlab, and ArcGIS
software to process the pixel latitude, longitude, and BT information from the
AMSR-E imagery. This paper uses the polarization and gradient ratio from AMSR-E
BT for 6.9, 10.7, 18.7, 23.8, 36.5, and 89.0 GHz to identify seventeen land cover
types. A smaller MPGR indicates dense vegetation, with the MPGR increasing
progressively for mixed vegetation, degraded vegetation, bare soil/developed, and
ice and water. This information can help improve the characterization of land surface
phenology for use in weather forecasting applications, even during cloudy and
precipitation conditions which often interferes with other sensors.
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1 Introduction

Timely monitoring of natural disasters is important for minimizing economic losses
caused by floods, drought, etc. Access to large-scale regional land surface infor-
mation is critical to emergency management during natural disasters. Remote
sensing of land cover classification and surface temperature has become an
important research subject globally. Many methodologies use optical remote
sensing data (e.g. Moderate Resolution Imaging Spectro Radiometer—MODIS)
and thermal infrared satellite data to retrieve land cover classification and surface
temperature. However, optical and thermal remote sensing data is greatly influenced
by cloud cover, atmospheric water content, and precipitation, making it difficult to
combine with microwave remote sensing data [1]. Thus, optical or thermal remote
sensing data cannot be used to retrieve surface temperature during active weather
conditions. However, microwave remote sensing can overcome these disadvan-
tages. Passive microwave emission penetrates non-precipitating clouds, providing a
better representation of land surface conditions under nearly all weather conditions.
Global data are available daily from microwave radiometers, whereas optical sen-
sors (e.g., Landsat TM, ASTER, and MODIS) are typically available globally only
as weekly products due to clouds. The coarse spatial resolution of passive micro-
wave sensors is not a problem for large scale studies of recent climate change [2].
For example McFarland et al. [3] showed that surface temperature for crop/range,
moist soils, and dry soils can be retrieved using linear regression models from the
Special Sensor Microwave/Imager (SSM/I) BT.

Microwave polarization ratio (PR; the difference between of the first two stokes
parameters (H- and V-polarization) divided by their sum) and gradient ratio (GR;
the difference of two Stokes Parameters either H or V with different frequency
divided by their sum) correspond with seasonal changes in vegetation water content
and leaf area index [4–6]. The possibility of simultaneously retrieving “effective
surface temperature” with two additional parameters, vegetation characteristics and
soil moisture, has been demonstrated, mainly using simulated datasets [7–9]. The
MPGR is sensitive to the NDVI [4, 10], as well as open water, soil moisture, and
surface roughness [11]. Paloscia and Pampaloni [12] used microwave radiometer to
monitor vegetation and demonstrate that the MPGR is very sensitive to vegetation
types (especially for water content in vegetation), and that microwave polarization
index increases exponential with increasing water stress index. The polarization
index also increases with vegetation growth [13]. Since microwave instruments can
obtain accurate surface measurements in conditions where other measurements are
less effective, MPGR has great potential for observing soil moisture, biological
inversion, ground temperature, water content in vegetation, and other surface
parameters [1]. This paper derives MPGR and uses it to discriminate different land
surface cover types, which is turn will help improve monitoring of weather, climate,
and natural disasters.
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2 Data Used

The Advanced Microwave Scanning Radiometer (AMSR-E) was deployed on the
NASA Earth Observing System (EOS) polar-orbiting Aqua satellite platform. The
AMSR-E sensor measures vertically (V) and horizontally (H) polarized BT at six
frequencies (6.9, 10.7, 18.7, 23.8, 36.5, and 89.0 GHz) at a constant Earth incidence
angle of 55° from nadir. In this study, we use AMSR-E level 2A product
(AE_L2A), and the daily 25 km resolution global Equal Area Scalable Earth
(EASE) Grid BT provided by the National Snow and Ice Data Center (NSIDC).
AMSR-E is a successor to the Scanning Multi-channel Microwave Radiometer
(SMMR) and SSM/I instruments, first launched in 1978 and 1987, respectively.
AMSR-E provides global passive microwave measurements of terrestrial, oceanic,
and atmospheric variables for investigation of the global water and energy cycles.
MODIS land cover data (MCD12Q1) was acquired from the NSIDC and used to
determine land cover information. The MODIS land cover type product contains
classification schemes, which describe land cover properties derived from obser-
vations spanning a year’s input of Terra data. The primary land cover scheme
identifies 17 land cover classes defined by the international Geosphere Biosphere
Programme (IGBP), including 11 natural vegetation classes, 3 developed and
mosaicked land classes, and 3 non-vegetation classes (Table 1).

3 Methodology

The derivation of microwave polarization ratio (PR) and gradient ratio (GR) is
based on the radiance transfer theory as follows:

Bf Tð Þ ¼ 2hf3=c2 ehf=kT � 1
� �

ð1Þ

Bf Tð Þ ¼ 2kT=k21=1þ hf=kTð Þ þ hf=kTð Þ2þ � � � þ hf=kTð Þn ð2Þ

Table 1 MODIS land cover classes with their code

0 Water 09 Savannas

1 Evergreen needle leaf forest 10 Grasslands

2 Evergreen broad leaf forest 11 Permanent wetlands

3 Deciduous need leaf forest 12 Croplands

4 Deciduous broad leaf forest 13 Urban built-up

5 Mixed forest 14 Cropland natural vegetation mosaic

6 Closed shrub lands 15 Snow Ice

7 Open shrub lands 16 Barren Sparsely Vegetated

8 Woody savannas
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Planck’s function (Eq. 1) describes the relationship between spectral radiance
emitted by a black body and real temperature, where T is the temperature in Kelvin,
Bf(T) is the spectral radiance of the blackbody at T Kelvin, h is the Planck constant,
f is the frequency of the wave band, c is the light speed, and k is Boltzman constant.
On the basis of the Taylor series expansion equation, Planck’s function can be
written as Eq. 2.

Bf Tð Þ ¼ 2kT=k2 ð3Þ

Tf ¼ sf efTsoil þ 1� sf
� �

1� ef
� �

sfT#
a þ 1� sið ÞT"

a ð4Þ

In most passive microwave applications, the value of the term hf/kT can be
assumed to be zero. Hence Planck’s function can be simplified as Eq. (3). For land
cover surface temperature ground emissivity and atmospheric effects are considered
in the general radiance transfer equations for passive microwave remote sensing
[14, 15] so Eq. 3 can be rewrite as Eq. (4), where Tf is the BT in frequency f, Tsoil
is the average soil temperature, Ta is the average atmosphere temperature, Bf
(Tsoil) is the ground radiance, Bf (Ta↓) and Bf (Ta↑) are the down-welling and
up-welling path radiance, respectively, τf(θ) is the atmosphere transmittance in
frequency f at viewing direction θ (zenith angle from nadir), and εf is the ground
emissivity. From Eq. (4), a linear relationship is evident between remotely sensed
BT and land surface temperature.

Furthermore, we assume that a vegetation layer can be considered a plane,
parallel, absorbing, and scattering medium at a constant temperature Tc upon the
soil surface. The brightness temperature Tp(τ, µ) of the radiation emitted by veg-
etation canopy at an angle θ from the zenith can be written as follows [13]:

Tp s; lð Þ ¼ 1� wð Þ 1� e�s=l
� �

Tc þ epTsoil e�s=l ð5Þ

where p stands for horizontal (H) or vertical (V) polarization, µ = cosθ. τ is the
equivalent optical depth, w is the single scattering albedo. The two parameters
(background and atmospheric effect) can characterize the absorbing and scattering
properties of vegetation, respectively. εp is the soil emissivity for the p polarization.

MPGR Eq. (6a) and (6b) is an effective indicator for characterizing the land
surface vegetation cover density. The polarization ratio used in the study can be
described as Eq. (6a)

PR f
� � ¼ ½BT(fV)� BT(fH)�=½BT(fV)þ BT(fH)� ð6aÞ

And the gradient ratio as Eq. (6b)

GR f 1pf 2p
� � ¼ BT f 1p

� �� BT f 2p
� �� �

= BT f 1p
� �þ BT f 2p

� �� � ð6bÞ
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where BT is the brightness temperature at frequency f for the polarized component
p. When there is little vegetation cover over the land surface, the value of τ can be
defined as zero. So the MPGR of bare ground can be written as Eq. (7a) for
polarization and Eq. (7b) for gradient ratio.

PR f
� � ¼ e fV

� �� e fH
� �� �

= e fV
� �þ e fH

� �� � ð7aÞ

GR f 1pf 2p
� � ¼ e f 1p

� �� e f 2p
� �� �

= e f 1p
� �þ e f 2p

� �� � ð7bÞ

According to Paloscia and Pampaloni [13], we can assume εsoil(εV + εH)/2, and
Tc = Tsoil. Then Eq. (7a, 7b) can be further simplified as

MPGR s; lð Þ � MPGR 0; lð Þe�s=l ð8Þ

Since microwave radiation is polarized, it can be used to depict the condition of
vegetation if the vegetation-soil is made a pattern. Equation (8) shows that MPGR
mainly depends on µ and τ, and MPGR values fall as vegetation becomes thicker.
Therefore, MPGR indicates the density of land surface vegetation cover. Vegetation
cover also greatly influences the land surface temperature. Thus, we classify the
land surface vegetation cover conditions into several types based on values of
MPGR (Fig. 1).

4 Result and Discussion

To identify the behavior of each land cover class, we first selected/determined
sample sites in all 17 land cover classes through the use of the ArcGIS system. Then
their maximum, minimum, mean, and standard deviation were derived all horizontal
and vertical AMSR-E frequencies to determine which combination of MPGR are
best suited for land cover classification. We find (Fig. 2) that vertical and higher
frequency are closer to actual physical land surface condition/type compared with
horizontal and lower frequency. Low frequencies of AMSR-E are hardly influenced
by atmospheric effects during bad weather, but they are affected by surrounding
(near features) and background surface effects since they absorb less and scatter
more by soil. Frequencies of 89 GHz and above are more likely to be influenced by
the atmosphere than other AMSR-E bands, especially during bad weather conditions
[16, 17]. Our approach makes use of the 89 GHz channels, because the 89 GHz data
are influenced less by surface effects than the lower frequencies, and the 89 GHz
channels have successfully been used in water and sea ice concentration retrievals
under clear atmospheric conditions [18]. Lower frequencies help to distinguish the
land surfaces’ vegetation cover conditions. However, the BT differences between
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high frequencies also can be used to evaluate the influence of soil moisture and
barren sparsely vegetation/bare soil.

In Fig. 2 evergreen needle leaf and broad leaf forest have higher temperatures
than deciduous forest, but both forest types have lower temperatures than shrub
land and savanna. Mixed forest has a much smaller range of standard deviations and
always falls between evergreen and deciduous forest (Fig. 2). Close shrub has lower
temperature and a smaller standard deviation than open shrub. Wetland has lower
temperature than grassland and cropland due to water content. Built-up area has
higher standard deviation than other land cover classes except for water and ice
(Fig. 2). But in Fig. 2 it is hard to find a clear set of parameters that can uniquely
identify all of the 17 land surface type. Thus, we utilize MPGR which combines
much of the information and may potentially separate the 17 land surface type.

Fig. 1 AMSR-E image with MPGR value range for a polarization ratio (PR 36.5) and b gradient
ratio GR-V (36.5–18.7). In panel a, the dark red areas indicate deserts, dark blue represents dense
vegetation, and the color in between correspond to mixed vegetation. In panel b, dark red
highlights desert regions, and light red showing vegetation condition, yellow and sky blue showing
mixed vegetation (30/09/2011). Both images clearly differentiate land and water on earth after
polarization or gradient ratio
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Using AMSR-E frequencies and MPGR is an effective way to derive surface
type based on the land surface vegetation cover classification. We used two lower
frequencies (10, 18 GHz), and two higher frequencies (36, 89 GHz) for further
analysis. For land cover classification on the basis of MPGR, we focused on three
combinations of PR-PR, PR-GR and GR-GR, and plot two graphs for each com-
bination (Fig. 3). The scatterplots identify all 17 land cover classes (as shown in
Fig. 3). Water pixels are located at highest value in the graph, then ice, bare soil,
built-up area, and grasslands, savanna, mixed vegetation, degraded vegetation and
dense/evergreen vegetation, respectively.
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Fig. 2 Seventeen land cover classes maximum, minimum, mean and standard deviation
temperature in kelvin for 6.9, 10.7, 18.7, 23.8, 36.5 and 89.0 Ghz AMSR-E frequency
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Table 2 shows all 17 land cover classes based on the MPGR graphs. For the
PR–PR (36–18, 10–89 GHz) combination, vegetation is present from 0.0 to 0.06,
and then barren/sparse vegetation or bare soil from 0.06 to 0.09, with ice between
0.09 and 0.012 and then water. For the PR–GR [18—(18–89), 10—(10–18)]
combination, vegetation is from 0.0 to 0.04, bare soil from 0.06 to 0.08, and ice
0.09 to 0.12 followed by water. For the GR–GR (89–18, 36–10) combination,
dense vegetation is present between −0.03 and 0.0, then normal vegetation, bare
soil between 0.04 and 0.05, then snow/ice from 0.05 to 0.06, and again followed by
water.
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Table 3 and Fig. 3 identify the location and behavior of all 17 land cover classes.
Now we can say MPGR-based classification is dependent upon dielectric constant
or water content because water class is always have higher value in graph, and with
greater values than ice, bare soil, and built-up areas. In terms of vegetation, dense or
healthy vegetation is present near 0 and mixed, low, or degraded vegetation follows
healthy vegetation (near 0.5). High values of PR-PR, PR-GR, and GR-GR indicate
open water; the range of this value is larger because of the greater dynamic range in
vegetation, soil, built-up, ice, and water. Although the use of the 89 GHz data
requires a correction for atmospheric effects, it provides additional information to
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unambiguously distinguish weather effects from changes in land cover features.
These results are similar with previous research results by Chen et al. [19] with land
cover classification over China.
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5 Conclusion

This study is an attempt to use AMSR-E BT data for retrieving land cover classes.
AMSR-E frequencies have relationship between land cover and MPGR values.
Results confirm that the simplified land cover classification based on MPGR has the
potential to reveal more precise land surface features from AMSR-E remote sensing
data. Using a single day data, we classified the land surface into 17 types based on
their MPGR values. Where all green/healthy vegetation comes near to 0.0 in
polarization ratio and bellow then 0.0 in gradient ratio. Normal vegetation falls till
0.05 and then higher values for degraded or low vegetation/bare soil and built
up. Highest values above 0.12 are for ice/water. This method can be used to target
specific locations based on ground observations, but needs additional investigation,
using data from different times of the year where the surface characteristics change.
In addition, applying these relationships to independent data to learn about their
stability also needs to be performed. Building an improved monitoring system for
meteorological applications should be a subject of further research.
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Optimal Path Problem with Possibilistic
Weights

Jan Caha and Jiří Dvorský

Abstract The selection of optimal path is one of the classic problems in graph
theory. Its utilization have various practical uses ranging from the transportation,
civil engineering and other applications. Rarely those applications take into account
the uncertainty of the weights of the graph. However this uncertainty can have high
impact on the results. Several studies offer solution by implementing the fuzzy
arithmetic for calculation of the optimal path but even in those cases neither of
those studies proposed complete solution to the problem of ranking of the fuzzy
numbers. In the study the ranking system based on the Theory of Possibility is used.
The biggest advantage of this approach is that it very well addresses the indistin-
guishability of fuzzy numbers. Lengths of the paths are compared based on the
possibility and the necessity of being smaller than the alternative. The algorithm
offers the user more information than only the optimal path, instead the list of
possible solutions is calculated and the alternatives can be ranked using the pos-
sibility and the necessity to identify the possibly best variant.

Keywords Fuzzy numbers � Dijkstra algorithm � Optimal path � Uncertainty

1 Introduction

The selection of optimal or least-cost path through space is one of the common
issues in the GIS. The optimal path may be chosen either in a network or on a
surface. In both cases the algorithms used for selecting optimal path are based on
graph theory, so there is actually little difference between the raster and the vector
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datasets. The range of possible utilization is very wide, from route planning to many
civil engineering applications especially in construction of various networks [1].

Like any other type of data even data for selecting optimal path are affected by
uncertainty. The main uncertainty affecting selection of optimal path is the uncer-
tainty of weights or in other words cost for travelling from one node to another.
These weights of edges can represent many real world phenomena, for example
geographical distance of nodes, time necessary to cover the distance or amount of
fuel needed for this particular distance. While distance can be measured quite
exactly it is not particularly suitable as a measure for finding optimal path [2],
mainly because distance alone does not tell anything about fitness of the solution.
On the other hand, the time and/or amount of fuel necessary for travel are good
indicators for optimal path selection. Yet none of those two can be expressed
exactly for real world problems. Both of them are highly dependant on many other
variables and thus unfit to be expressed as a crisp number [3]. It is much better to
express them as a vague and ill-know values, using fuzzy set theory as fuzzy
numbers [4].

Modifications of the Dijkstra and other algorithms for selection of the optimal
path were studied in several studies [1–9]. All of those papers aims at calculating
the optimal or the shortest path in a network when the uncertainty of the arc weights
is presented in the graph, however each of these studies utilize different ways to
obtain the results. The process has two main challenges that have to be addressed in
order to produce the algorithm. These challenges are addition of the fuzzy numbers
and their ranking. The addition of fuzzy numbers is usually described for the
triangular and the trapezoidal fuzzy numbers [3, 4, 6], however these are not all the
possible shapes of the fuzzy numbers and other variants can be also used. The
addition is presented for mentioned shapes mainly because it can be easily
implemented and calculated. But there are more general solutions that work for
variety of other fuzzy number shapes [10]. Some authors [4] even use methods that
provides a crisp value as the result of addition of fuzzy numbers. While this may be
easier for further ranking of the results it leads to the loss of information about
vagueness and/or imprecision of the fuzzy number.

The second challenge that need to be solved is ranking of fuzzy numbers. As
noted by Dubois and Prade [11] there is no natural total-ordering structure for a set
of fuzzy numbers and many of the approaches to the problem are either counter-
intuitive and/or consider only one point of view on the matter. Some studies pro-
pose algorithms where any of indices for comparison of fuzzy numbers can be used
[6]. While some use specific indice or even distance of fuzzy numbers for their
ranking [2, 9]. While all mentioned approaches have their possible use, none of
them really address the problem of indistinguishability and overlap of fuzzy
numbers, which certainly should be solved. The solution can be found in use of
Possibility theory and indices proposed by Dubois and Prade [11].

The main advantage of the proposed algorithm is in generalization of fuzzy
numbers addition. There is no assumption about shape of fuzzy numbers, instead
the methods that use piecewise linear fuzzy number are used. Such fuzzy numbers
can have any shape. The framework of Possibility theory is used for ranking of
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fuzzy numbers for calculation of possibility and necessity of equality and/or
exceedance of fuzzy numbers.

The structure of paper is following: Sect. 2 offers basic preliminaries and notions
of graph theory, for further elaborations about this topic please see [12]. Section 2.1
briefly summarizes informations about Fuzzy numbers, addition of Fuzzy numbers
and ranking of Fuzzy numbers in framework of possibility theory. The proposed
Algorithm is shown in Sect. 3 and a case study is presented in Sect. 4. The
discussion and conclusions are presented in Sect. 5.

Prior to explanation of the algorithm some basic definitions need to be set up, the
full reference can be found in Bondy and Murty [12]. Through the work we consider
directed weighted networkG(N, A) that consist of set of nodes N = {1,…,n } and a set
of directed arcs A = {1,…,m}. Each of these arcs is defined by an ordered pair of
nodes (i, j) that i, j ∈ N and never i ≠ j. Since the arcs are directed then A(i, j) ≠ A(j, i).
Each of these arcs has a weight, that specifies cost for passing from start to final
node. Usually this weight wk is specified as a crisp positive number and it is used to
identify the optimal path from starting node to the destination (Fig. 1).

The selection of optimal path is a process of selecting path from node Ni to node
Nj, where the sum of the weights is minimal. There are many algorithms that solve
the problem proposed by Bellman–Ford et al. [7]. Between these algorithms the
Dijkstra algorithm [13] is undoubtedly one of the most commonly used, not only in
practical applications, but also in scientific studies [4].

2 Fuzzy Numbers and Possibility Theory

In case when there is need to model uncertainty that originates in indistinguish-
ability, vagues etc. it is not suitable to use statistical approaches and alternative
approaches is necessary [10]. Alternative framework for all essential operations can
be found in Fuzzy set theory and Possibility theory.

2.1 Fuzzy Numbers

Fuzzy numbers are special cases of convex, normal fuzzy sets defined on ℝ with at
least piecewise continuous membership function, that represent vague, imprecise or

Fig. 1 Simple graph with Ni nodes and directed arcs Aj
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ill-known value [10]. There are several types of fuzzy numbers, commonly used are
triangular and trapezoidal ones, however other shapes are possible as well [10].
Triangular and trapezoidal fuzzy numbers are often used because calculations with
them and their comparison can be done relatively easily, but it is much better if
calculations and comparisons can be done for any shape of fuzzy numbers.

The most general type of fuzzy numbers that can be utilized for calculations are
so called piecewise linear fuzzy numbers, these fuzzy numbers are defined as a set
of α-cuts [10]. They can approximate any given shape and in their most simple
representation are equal to triangular or trapezoidal fuzzy numbers.

If there is need to combine fuzzy numbers with classic crisp values then crisp
numbers are treated as special case of fuzzy number, where all α-cuts are the same
degenerative interval [10].

2.2 Fuzzy Arithmetic

In order to perform basic arithmetic operations with fuzzy numbers there is need for
apparatus that allows and specifies such operations. The most general form of such
rule is specified by so called extension principle [14], however this particular
definition is complicated in terms of implementation, so alternative approaches that
utilize decomposition theorem and interval arithmetic are used [10]. The decom-
position theorem states that every fuzzy number (or generally any fuzzy set) ~A can
be described by associated sequence of a-cuts. An a-cut is an interval where all the
objects have membership at least equal to a. Formally it can is written as:
cuta ~A

� � ¼ ~Aa ¼ x 2 Xjl~AðxÞ� ag [10]. Such a-cut of a fuzzy number is always
closed interval Aa ¼ ½aa; aa�. The only necessary arithmetic operation for deter-
mination of shortest path is addition, using decomposition theorem and interval
arithmetic the addition of fuzzy number ~A; ~B is [15]:

Aa þ Ba ¼ ½aa þ ba; aa þ ba� ð1Þ

for each a 2 ½0; 1�. Using this approach the addition of any two fuzzy numbers is
possible.

2.3 Possibility Theory

To allow decision making based on fuzzy numbers there is a need for a system that
will allow ranking of fuzzy numbers. There are several such systems however most
of them consider only one point of view on the problem [11]. The complete set
of ranking indices in the framework of possibility theory was proposed in [11].
This ranking system uses possibility and necessity measures to determine relation
of two fuzzy numbers.
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Utilization of possibility theory allows also semantically describe fuzzy numbers
as possibility distributions [16]. This semantic than help us explaining what such
fuzzy numbers mean. The values with membership value 1 are believed to be
absolutely possible or unsurprising, thus they should cove the most likely result.
With decreasing degree of membership the possibility of obtaining given result
decreases and the surprise rises. When membership value reaches 0 then such
result is impossible (or almost impossible at some cases) and the surprise that such
result would present is maximal. Such semantics helps with practical explanation
what the results truly mean.

To asses position of fuzzy number ~X to the fuzzy number ~Y four indices are
needed [11]. Two of them define possibility and necessity that ~X is at least equal or
greater than ~Y :

Y
~X

ð½~Y ;1ÞÞ ¼ sup
x

minðl~XðxÞ; sup
y� x

minðl~Y ðyÞÞ ð2Þ

N ~Xð½~Y ;1ÞÞ ¼ inf
x
maxð1� l~XðxÞ; sup

y� x
ðl~YðyÞÞ ð3Þ

The other two determine if ~X is strictly greater than ~Y :

Y
~X

ð�~Y ;1ÞÞ ¼ sup
x

minðl~XðxÞ; infy� x
1� l~YðyÞÞ ð4Þ

N ~Xð�~Y ;1ÞÞ ¼ inf
x
maxð1� l~XðxÞ; infy� x

1� l~YðyÞÞ ð5Þ

Together these indices allow comparison of any two fuzzy numbers, based on
pairwise comparison any set of fuzzy numbers can be sorted.

For both set of indices there are four situations of the combinations of possibility
and necessity that can be outcome of the calculation. In this paragraph both rela-
tions—at least equal or greater, and strictly greater—are referred as relation,
because the descriptions are valid for both pairs of indices. The first situation is
when

Q
~X

~Y ;1� �� � ¼ N ~Y
~Y ;1� �� � ¼ 0 which means that ~X is definitely does not

fulfil the given relation to ~Y . Then there is opposite situation
Q

~X
~Y ;1� �� � ¼

N ~Y
~Y ;1� �� � ¼ 1, in which ~X completely satisfy the relation. The other two rela-

tions contains some uncertainty, because they indicate certain results but they can
not provide them absolutely. The first of those is situation when

Q
~X

~Y ;1� �� �
[ 0

and N ~Y
~Y ;1� �� � ¼ 0. This means that there is possibility that ~X might satisfy the

relation, but it is not necessary. Obviously that means that the indicators are not
strong. The last possible combination of values is

Q
~X

~Y ;1� �� � ¼ 1 and
N ~Y

~Y ;1� �� �
[ 0. In such case again it the relation is not satisfied absolutely but

the indicators are much stronger than in previous case.
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3 The Algorithm

The Dijkstra algorithm was proposed in 1959 [13] and it purpose is to identify
shortest path between given source node of the graph and all the other nodes. With
small modification it can be also used to identify shortest path from starting node to
the destination node [4]. It is this variant of the algorithm which will be shown. The
algorithm is relatively simple and makes use of only two operations—addition and
comparison of crisp numbers. The algorithm works in several steps [4]:

1. assign all nodes distance value: zero for the starting node and infinity for all
others

2. set all nodes as unvisited, set starting node as current
3. calculate cumulative distances from current node to all its neighbours, if the

distance is smaller then previously recorded distance then overwrite the distance
and write the previous node

4. set all neighbours of the current node as visited
5. move to next unvisited node
6. if all the nodes were visited stop the algorithm.

The distance from one node to another is equal to the weight of the arc between
those nodes in the necessary direction. The distance of node Ni from starting node is
equal to the sum of distances between those two nodes. For each node we store the
distance from the starting node and also the previous node on the path from starting
node. That way the shortest path from any node to the starting node can be iden-
tified easily.

From the definition of the algorithm it is obvious that there is only one solution
to the problem of finding optimal path between two nodes if such path exists.
However identification of such ideal path is only possible in the environment
without uncertainty. As soon as uncertainty is introduced there maybe be several
solutions that can be hard or impossible to order. For the modified version of
Dijkstra algorithm there is no assumption of one ideal path, in fact there is
assumption that several such paths exist and that there are differences that allow
their basic ordering.

There are several modifications to the algorithm. First is that all the weights in
graph are expected to be fuzzy numbers. The calculation on distances from starting
node to neighboring nodes is done according to decomposition theorem and Eq. (1).
The second change of the algorithm is that for each node the list of distances is
stored (Code Sample 1).
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Code Sample 1. Dijkstra algorithm (modified from: [4])

When calculating distance of new node there is necessity to take into account all
the possible paths to this node and add the new distance to all of them (Code
Sample 2).

Code Sample 2. Calculation of distances for node

The next step in the algorithm is comparison of the calculated distance with the
distances already known for the node. Possibility and necessity is calculated
according to Eqs. (2) and (3). There are 3 possible outcomes of the comparison the
new values to the already known distances. First the necessity result may be equal
to 1. Which means that it is definitely bigger, in such case the value is of no interest
because the alternative is for sure shorter. If the values of necessity and possibility
are both equal to zero than the value is definitely smaller and it should replace the
originally recorded values. If

Q
~X

~Y ;1� �� �
[ 0 and N ~Y

~Y ;1� �� �
\1, that is and

indicator, that there is overlap between two values and there is no clear preference
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which is one is actually smaller. In such case the new value is added to the list
(Code Sample 3).

The described algorithm provides list of distances for each node. This list can be
ordered according to pairwise comparisons of fuzzy numbers in the list to produce
best possible outcome. Also all several outcomes can be presented with ranking
according to Eqs. (2) and (3).

Code Sample 3. Comparison of fuzzy distances stored in two lists

The algorithm can be implemented according to the Code Samples 1, 2, and 3.
The addition of fuzzy numbers as well as their ranking is computationally much
more complicated operation than same operations with crisp numbers. Also the
algorithm does not search only for one solution but rather for a set solutions which
is also more computationally expensive than the classic Dijkstra Algorithm. Based
on these facts it can be reasoned that the algorithm will be both computationally and
time demanding when compared to classic Dijkstra algorithm. But these are
properties of the algorithm that on the other hand allows calculation with the
uncertainty.
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4 Case Study

The case study shows rather simple example of a graph with weights represented as
fuzzy numbers or possibility distributions. This case study may describe real word
example of travelling in the city where weights show time necessary to reach the
node. Obviously time cannot be expressed exactly because it may depend on
external conditions that are unknown at the time, when the model was created. Such
conditions could be weather, time when the the travel should be made, amount of
traffic etc. Because none of those conditions can be know in advance, it is rea-
sonable to model them as possibility distributions.

The example used in case study is obvious. A simple graph containing 4 nodes
and 5 directed arcs (Fig. 2). Node a is a starting point of path and destination
node is d. From the visualization of the graph it is visible that 3 paths can be
identified: a → b → d, a → c → d and finally direct path from a → d. Since all the
weights of the graph are defined as triplets in form ½A0;A1 ¼ A1;A0� they represents
triangular fuzzy numbers. Known property of fuzzy numbers is that if they are
aggregated the result is again triangular number [10]. So the Eq. (1) is applied only
for a values of 0 and 1. Obtained results are summarized in Table 1.

Results can be best asses when they are visualized (Fig. 3). Now the ranking
needs to established. Since the interest is in finding values that are smaller or equal
to the given value the Eqs. (2) and (3) will be used to calculate possibility and
necessity.

The comparison of the obtained results is summarized in Table 2. From that can
be reasoned that solution a → d is the worst as it has possibility and necessity of at
least equality to both other solution equal to 1. Also a → c → d ≥ a → d has both
possibility and necessity equal to 0 which excludes this solution from set of pos-
sible shortest paths. From comparison of solutions a → b → d and a → c → d it is
clear that there is no strict ordering of these solutions, because there is quite a big

Fig. 2 Simple graph with fuzzy weights

Table 1 Resulting path and
their lengths of the case study

Path Triangular number

a → b → d [3.6, 6, 7.3]

a → c → d [4.5, 6.4, 8.2]

a → d [7.5, 8, 8.4]
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overlap. But even such solutions can be ordered, there is higher both possibility and
necessity of a → c → d ≥ a → b → d than a → b → d ≥ a → c → d. Than can be
interpreted as a → b → d being more suitable solution. However the fact that
neither of indices is equal to 1 means that the solutions can not be distinguished
very well, in fact they are rather similar (Fig. 3). According to those facts the results
of the algorithm can be shortly summarized by defining solutions a → b → d and
a → c → d as acceptable solutions, while a → d is unacceptable solution (Table 3).

Such cases are classic situations when presenting both solution and their ranking
would be useful for decision maker. Mainly because the solutions are quite similar
and there is possibility that choosing any of those might lead to optimal decision.
Unfortunately because of the presented uncertainty the solutions can not be ranked
directly.

Fig. 3 Results of case study compared in a graph

Table 2 Comparison of the resulting paths

Comparison Possibility Necessity

a → b → d ≥ a → c → d 0.875 0.349

a → c → d ≥ a → d 0 0

a → c → d ≥ a → b → d 1 0.651

a → c → d ≥ a → d 0.304 0

a → d ≥ a → b → d 1 1

a → d ≥ a → c → d 1 1

Table 3 Results of the
algorithm

Path Status

a → b → d Accepted

a → c → d Accepted

a → d Not accepted
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5 Discussion and Conclusion

The presented modification of the Dijkstra algorithm aims to provide better support
of decision making in situations where uncertainty of the data exists. It should be
helpful mainly by providing all solutions that can not be distinguished, or in other
words that have rather high similarity. This is archived by utilization of Fuzzy set
theory and Possibility theory to manage the uncertainty and the vagueness through
the calculation. The results obtained from the algorithm provide the user not only
with one optimal path but also with other options that are quite similar under the
given amount of uncertainty.

The use of fuzzy numbers as weights in the graph allows better modelling of the
real world situations where the time to travel from one point to another can not be
specified exactly, or other similar cases. Specifying the time as a crisp number can
be too much idealization and simplification of the problem, because the algorithms
for finding optimal path then produce way to idealized solutions that do not take
into account either uncertainty or the amount of dissimilarity of the solutions.

The proposed algorithm proposes solution to both challenges, that were men-
tioned previously. It allows identification of optimal path in uncertain environment.
This uncertain or vague environment is however better model of reality than exact
environment, where all the values are expected to be known precisely. The second
issue is addressed by providing not only one solution but a list of solutions. This
provides more alternatives that can be ranked using possibility and necessity
measures.

The variant of Dijkstra algorithm is in GIS also used for selecting least cost paths
on surfaces [1]. The proposed algorithm can be used for calculating optimal path on
surfaces that contain uncertainty, especially on so called fuzzy surfaces. Further
studies of the topic could be focus on this issue—selection of optimal paths on
fuzzy surfaces.
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Optimal Placement of the Bike Rental
Stations and Their Capacities in Olomouc

Zdena Dobešová and Radek Hýbner

Abstract Several towns over the whole world run the network of the station for
rent a bike for municipal transport. The town Olomouc has good condition for bike
transport. The town is flat, and private transport by bike is very often. There is the
opportunity to prepare the network of bike rental station. The rent out the bike is
assumed for daily transport of inhabitants or tourists and visitors. The presented
study shows the analysis of optimal placement of the rental station in Olomouc. The
spatial analysis is based on data about street lines, cycling lines and numbers of
inhabitants and others. Extension Network Analyst for ArcGIS was used for
location and allocation analyses. Moreover, the suggestion of capacities (number of
position for bikes) for each station was calculated. The result is two variants for 3
and 4 min walking time to the rental station.

Keywords Rental station � Cycling � Location analysis � Allocation analysis

1 Introduction

Valencia, Santander, Seville, Barcelona, London, Dublin, Lyon, Paris, Marseille,
Luxembourg, Wien and many other cities have the bicycle renting public service.
Bike-sharing is becoming more and more frequent mean of transport in the Euro-
pean and World cities. Cycling supplements the public transport in a good way in
towns. Cycling fill the gap between walking that is very slow and public transport.
In case of traffic jam, the cycling is the quickest way of transport.
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Many case studies and realization (San Francisco, Lisbon, Seattle) exist for
several towns [1–3]. The inspiration was the real experience with the system
Valenbisi in Valencia [4]. Only one solution exists in the Czech Republic. Bicycle
renting public service HOMEPORT PRAHA exists in Prague, municipal part
Karlín. Presented solution suggests the placement of stations for the whole city
Olomouc. This study did not concern to the economical, technical or operating
aspects of bike sharing. The main aim was to analyze spatial situation and condi-
tions for optimal location of bike rental stations in town Olomouc using GIS. The
analysis was solved as geoinformatics task. Spatial analyses are very often used for
exploration of the urban environment [5].

Several case studies were explored. Midgley [6] mentions four generations of
bike sharing. The first solution appeared in Amsterdam (1960), La Rochelle (1976)
a Cambridge (1993). Bicycles were for free for inhabitants. The second generation
locked the bicycles in the rental stations. The loan of a bicycle was by inserting a
coin (Danish towns Farso and Grena in 1991). The third generation started in
Copenhagen at 1995. The users paid the annual fee to rent a bicycle. The using of
bicycle is free for the first 30 min. It is necessary to pay a small fee when the time is
longer than 30 min. Now it is the most realized solution in many towns.

The spatial distribution of rental stations considers some facts in studied case
studies. The distance between two of stations is recommended from 300 to 500 m
[7]. The study for Paris recommended about 10 rental stations per km2. Localization
of stations must primarily consider the highest moving of inhabitant. The influences
are a number of inhabitant on permanent address, commuters to schools and jobs,
the closeness to the shops, the cultural and sport facilities (stadiums, theatres,
cinemas, museums, concert halls, markets, department stores etc.).

The presented solution is individual solution for Olomouc city. The suggested
method is own developed method that is partially inspirited by presented case
studies. The method has considered source data and their structure and also their
availability for city Olomouc and census in the Czech Republic. The synthesizing
solution arose from detail research of case studies over the whole world and detail
study of condition in city Olomouc.

2 Step of Analysis

Case study for Olomouc city consists of several steps. The first step was the data
collection and the update of street lines and especial bicycle path and bicycle lane. It
was assumed to locate the rental station near the bicycle path and line. The second
step was the collection data about the number of inhabitants, commuting people to
localize source and target area with high citizen motion. These data and data about
land use were the base for the creation of “raster of suitable areas”. The raster of
suitable areas was the first output of spatial analysis.

Analyses Minimize Facilities and Maximise Coverage from the set of Location-
Allocation Analyses were the next step. Task Minimize Facilities determines the
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minimal number of facilities that cover maximum demand points. This analysis
determines the suitable number of the rental station. The address data was input to
the location analysis as demand points. The last step was the suggestion of capacity
of stations.

3 Raster of Suitable Areas

The first spatial analysis was the creation of suitable areas for location of rental
stations. Suitable areas were created as a weighted raster that expressed the high
population movement. The pixel size was discussed. The sizes 10 and 20 m were
tested. The size 10 m better expresses the situation near the streets in the centre of
the town.

Input data for the raster were vector data: street lines, bicycle lane/path, station of
public transport and railway stations. All these data were actualized and verified in
summer 2012 [8]. Stations of public transport and railway stations are important.
The continuation of bus transport with cycling is supposed [7]. Buffer zones (50 m)
of these points and the line vector data were converted to the rasters. In addition,
another data were considered. Data about commuters were taken from the Czech
Statistical Office. Commuters are supposed to be a client of rental stations. Number
of commuters was originally assigned to the street lines. Accommodation facilities
and their capacities were multiplied by 0.29. The occupation of hotels is 29 % in
average. All these data and address points with the number of inhabitants were
converted to the separate rasters. The last input data was vector polygon theme—
land use that was also converted to the raster [9]. The building block areas and
water had value 0. All rasters were reclassified.

Using tool Raster Calculator from Map Algebra toolset was created the final
raster of suitable areas. The scale of weight was from 0 to 9. The weight 0 means
“unsuitable area”, the weight 1–3 means “not much suitable area”, the weight 4–6
means “suitable area” and the weight 7–9 means “the most suitable area”. The detail
part of raster of suitable areas is in Fig. 1. The first step of analysis—calculation of
raster of suitable areas was tested for two municipal parts of town. One part was
from the centre of town, and the second one was neighbourhood municipal part.

Finally, the weights of suitability from raster were assigned to the address points.
These address points were the input for next network analyses as potential places of
self-service stations.

The steps of input data preparing and next spatial processing were assumed to
record as a model (data flow diagram) in ModelBuilder. The advantage would be an
automatic batch processing and repetitive using of model [10, 11]. The idea was not
realized due to the necessity of manual setting of class in reclassifying process.
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4 Network Analyses

Extension Network Analyst for ArcGIS was used for the next steps of analysis. The
data structure—Network dataset was based on feature class street line (contains also
pavements). Network dataset is necessary for next network analyses.

4.1 Minimize Facilities Analysis

Analysis Minimize Facilities solves the minimal number of stations. The principle
is to localize facilities to allocate to them the maximum of demand points in
specified distance. Address points with the weight in interval 5–9 were taken as
candidate points. Weight was taken from raster of suitable areas. The interval was a
crucial decision. There were only 15 address points in interval 7–9 (the most
suitable area) and 263 points in interval 6–9. Small number of candidate points
produces all points as result facilities [12]. The better choice was interval 5–9. Total
number of candidate points was 1,663 address points. Search tolerance was set to
200 m [8]. The input parameter is also impedance in minutes. Two values were set:
3 and 4 min for two runs of analysis. The result was only the number of station, not
their localisation. Quantities were 87 stations for 3 min and 43 for 4 min. The
quantities are very different in case of small change of time.

Fig. 1 Part of the raster of suitable areas
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4.2 Maximize Coverage

Subsequently, the localization of stations was solved by function Maximize Cov-
erage. This function needs as input parameter the number of facilities. The results of
previous analysis Minimize Facilities were used. This analysis tries to place the
limited number of points to maximize the covered area. The amount of candidate
points was taken bigger than in the previous analysis. Points with weight 4 were
also considered. Total number of candidate points was 4,645. Output of that
analysis was lines that connected demand points with their localized facilities
(rental stations). Finally, the polygons belonging to localized facilities were
obtained by analysis Service Area. The polygons were solved as not overlapping
polygons. For both versions (3 and 4 min) service areas were determinated.

5 Proposal of Capacities for Stations

Final step was a suggestion of capacity for each station. Capacity means the number
of position (stands) for bicycles in station. Base information was the service area of
each station. The area, that was covered by station, was determined by tool Service
Area from extension Network Analyst for ArcGIS. For each 78 stations were
determined 78 polygons of service areas (Fig. 2). The polygon features class was
joined with the point layer of address points with the number of inhabitants. Total
number of inhabitants that belong to each service area was calculated (Fig. 3).

Although the technical realisation did not propose, the sizes of stations were
suggested in that case study. The modules from 10 up to 40 positions were con-
sidered (modules with 10, 15, 20, 25, 30, 35 and 40 stands). The inspiration was
taken from other cities. Table 1 shows the situation in some European cities. The
rental services have more stand than bicycles to guarantee space for parking. The
ration is about 10. The number of bicycles and stands per 1,000 inhabitants very
vary in cities. The redistribution of bicycles between stations is sometimes neces-
sary. It happens especially in the morning when commuters arrive at the main
railway station, and bike rental station is empty very quickly. Inverse situation is in
the afternoon.

The limits for the number of inhabitants for modular rental station were
experimentally suggested achieving average number of 6.85 stands per 1,000
inhabitants (Table 2).

According to calculated number of inhabitants in each service area the size of
capacity was manually assigned to the rental stations. Final localization of rental
stations and their capacities are on the map in Fig. 4. Each station is labelled by the
suggested capacity.
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6 Results

The case study has two possible solutions. The first one is for maximum 3 min
walking to the station. In that case, the number of the bike rental station is 87. When
the maximum walking time is 4 min the number of stations is 43. The first solution
is preferred (Fig. 4). When the station is empty and no bicycle is here, the person
has to go to the next station. Total time is 6 min in the first solution or 8 min in the
second solution. The 6 min are limitation that be practically accepted by cyclists.
Comparison of results is Table 3.

The real location of station must consider the traffic situation, owner condition in
realisation. Local condition must be verified. A small shift up to 50–100 m can be
accepted. The optimal distance between stations is from 300 to 500 m [7]. Very
often the station occupies one or two parking places that is owned by municipality.

Fig. 2 Service area of bike rental stations in Olomouc [8]
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Fig. 3 Bike rental station in
Valencia [4]

Table 1 Comparison of the
number of bicycles and stands
per 1,000 inhabitants in
European cities [6]

City Number of bicycles/
1,000 inhabitants

Number of stands/
1,000 inhabitants

Paris 9.6 13.9

Lyon 6.1 8.8

Rennes 4.8 7.0

Copenhagen 4.0 5.8

Stockholm 4.0 5.8

Barcelona 3.7 5.4

Brussels 1.1 1.6

Frankfurt 1.1 1.6

Oslo 0.5 0.7

Wien 0.4 0.6
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Table 2 Suggested category
of capacities for impedance
3 min [8]

Capacity Limit number of
inhabitants

Number of stands/1,000
inhabitants

10 1,000 10

15 2,000 7.5

20 3,000 6.67

25 4,000 6.25

30 5,000 6

35 6,000 5.86

40 7,000 5.71

Fig. 4 Localization of bike rental stations and their capacity [8]
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The terrain investigation, discussion and refining must be used before final reali-
sation of the network of bike rental station. This theoretical output produced by
network analyses was handed to municipal government of Olomouc city to consider
it in new cycling strategy for the city.
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Detecting Spatial and Temporal Route
Information of GPS Traces

Tao Feng and Harry J.P. Timmermans

Abstract This paper aims at detecting route information of GPS traces to represent
spatial and temporal information of trips. A Bayesian belief network model is used
to calculate the probability of a road matching a GPS log point. The algorithm
incorporates road network topology, distance from trace nodes to road segments,
the angle between two lines, direction difference, accuracy of measured GPS log
point, and position of roads. GPS data collected in the Eindhoven region, The
Netherlands, is used to examine the performance of this algorithm. Results based on
a small sample show that the algorithm has a good performance in both processing
efficiency and prediction accuracy of correctly identified instances. Prediction
accuracy using a small sample is 87.02 %.

Keywords Bayesian belief network � GPS � Map matching � Road network

1 Introduction

Detecting route information of GPS traces has been an important research topic in
recent years in transportation. Various map matching algorithms have been pro-
posed with the aim to match some geographical locations or points with the existing
network data. For vehicle-based traffic research, it can provide microscopic spatial-
temporal information for a specific vehicle. This would be beneficial to the
requirements of many research topics such as route choice simulation, emission and
energy consumption analysis, travel demand forecasting, travel behaviour analysis,
etc. Especially, with the increasing applications of new technologies such as GPS,
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WIFI, Bluetooth as well as applications of smart phones in data collection, the
requirement of an efficient and valid map matching algorithm to identify the exact
locations of the trace points on network data becomes extremely important.

Basically, to identify whether a node belongs to a specific road segment (link) is
not straightforward because of the difference between the spatial locations of the
node and the link, road network topology and the accuracy of geographical mea-
surement. This can be more complicated if a node is located in an area surrounded
by high density buildings where the strength of the satellite signals heavily influ-
ences the accuracy of the location measurement. In addition, the variety in some
special cases, like U-turn, passing through a round-about, lane changing, also
increases the complexity to design map matching algorithms. A well-performed
model should not only handle these main research issues, but provide sufficient
robustness and uncertainty measurement in the model to be applicable in different
contexts.

Due to the fact that GPS data fluctuate according to the contextual information,
like the weather, urban density, sensitivity of the GPS sensor, etc., the traces
measured on a temporal scale using the same device can have different accuracy.
Therefore, the algorithm is necessary to be flexible enough to capture such
uncertainty. From a long-term view of perspective, it seems to be important that the
designed algorithm incorporates a learning function into the model in the sense that
the estimated parameters could be adjusted through an intelligent learning proce-
dure, which will then increase the overall accuracy of the map matching results with
more data coming in.

A common approach for map matching, which has been adopted empirically, is
by means of spatial analysis functions provided by geographical information sys-
tems (GIS) tools. The buffering area along with the geographical objects, i.e. lines
or nodes, are created first, and used to match other geographical data where various
criteria of overlapping filters are set in advance. Such a method is popularly applied
because it is convenient to implement, but it needs to set the threshold of the
searching radius which can be different according to different accuracy of the
measurement. For example, Du and Aultmann-Hall [1] have empirically used a
10 m threshold to create the buffer and match the road network with GPS points.
Although this threshold value has been shown to have acceptable accuracy, the
method cannot meet the requirement when matching personal traces. In particular,
the variation of the coordinates leads to the dilemma that some nodes either cannot
be recognized as belonging to any roads in case of a small search threshold or are
overly matched in case of a big radius.

A prototype map matching algorithm was developed by using the distance from
node to node, the distance from nodes to lines and/or lines to lines [2]. These
algorithms are consistent in the sense the distance was considered as the only
decision variable. This can be problematic in real applications because of the
ignorance of other important variables, like the connectivity of road segments.
Although such algorithms have shown a good performance regarding the pro-
cessing speed, the matching accuracy is difficult to ensure.
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Recently, research appeared to incorporate more influential variables into the
map matching process, like the angle between the directions of two lines, the
connectivity of network topology and accuracy of the GPS measurements [3–5].
From a methodological point of view, existing map matching algorithms vary from
ad hoc rules to advanced learning-based algorithms, i.e. fuzzy set, Hidden-Markov
algorithm, probability hypothesis, etc. For instance, Pyo et al. [6] proposed the
multiple hypothesis probability (MHP) algorithms for map matching. The method
was further adopted and extended to the application of matching with GPS data [7].
Quddus et al. [8] introduced fuzzy logic theory to map matching with road net-
works. Some of the important variables, like the search space based on the error
ellipse derived from the error variances, the perpendicular distance from a position
fix to the link, the bearing of the link, and the direction of the vehicle, are incor-
porated. Six rules were created for fuzzy inference. The model was shown to be
more accurate than previous models. However, it needs some expert knowledge to
determine the fuzzy set.

Ren [4] proposed advanced algorithms for pedestrian and/or wheelchair navi-
gation services. A Hidden-Markov model and a so-called multi-sensor approach,
which incorporates the accelerometer into map matching, were used. Bierlaire et al.
[5] proposed a probabilistic algorithm, which can be very useful for smart phone
data. The model showed good efficiency and provided an opportunity to measure the
uncertainty of the candidate road sets. However, the model needs some simplified
assumptions in real applications. White et al. [9] and Quddus et al. [10] provide more
detailed literature reviews on the main existing map matching algorithms.

Unlike the empirical methods, these advanced algorithms can potentially better
handle the complexity in map matching procedures. Nevertheless, a well-performed
algorithm should be flexible enough to measure the uncertainty of matched roads,
and be capable to incorporate the major influential factors to ensure prediction
accuracy. Therefore, it is still needs to further improve the performance of map
matching algorithms. Considering the increasing number of applications of Bayesian
Belief Networks (BBN) in different fields of research and their superiority relative to
other algorithms [11, 12], it seems adequate to examine the feasibility of this
algorithm in map matching. Therefore, in this paper, we will develop a map
matching algorithm which incorporates the BBN model. The model incorporates
some major influential factors, including distance to road, connectivity between two
road segments, direction difference of two line objects, the accuracy of GPS mea-
surement and the direction difference between two adjacent links. The method is
evaluated using the GPS data collected in the Eindhoven region, The Netherlands.

2 Algorithm

To identifywhether a road segmentmatched aGPSpoint, it is necessary to incorporate
the influential factors. In the following discussion, we will first illustrate the main
influential factors we adopted, followed by a presentation of the proposed algorithm.
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2.1 Control Variables

2.1.1 Distance to Road

The distance between two geographical objects represents the correlation between
spatial locations. The road segment, which is mostly closed to the referenced node,
has a high probability to be the correct road. However, the distances from a GPS
point to a specific road segment vary in terms of the spatial correlation between the
two geographical objects. As shown in Fig. 1, there could be three types of dis-
tances between a node to a line, which are the perpendicular distance (d0) and the
distances from the node to the end nodes (d1 and d2) of the link.

In most of cases, the perpendicular distance was considered as an efficient
measurement. Other distances might be used to calculate angle information of the
virtual triangular to provide further location information. In our case, we take the
closest distance between the node and the road. In another words, it is the per-
pendicular distance (d0) as in the case of Fig. 1a and d1 as in the case of Fig. 1b. In
this way, every road segment in the candidate set can be differentiated through the
shortest distance from a node to a road.

2.1.2 Direction Difference

Despite that the distance measures the reference information for a single node it
does not say anything about the sequence information. The integral consideration of
two or more adjacent nodes can provide information in both time and direction
dimensions. Basically, the direction between the line connecting two adjacent nodes
should be consistent in some extent with the direction of the matched link.
Moreover, it can also benefit to the identification of whether there happens a turning
action which mostly indicates a cross section closed to the node (Fig. 2a).

To further identify the correlation between the line of two nodes and the road
segment, we use the angle information by incorporating the direction of the lines, as
shown in Fig. 2b. In order to determine the degree of the angle consistently between
a location and multiple road candidates, the direction of the road and two nodes are
pre-set in advance. As shown in Fig. 2b, to ensure that Road 1 and the link

d1
d2

d0

Node

Road segment 

(a) (b)

d0 d1

d2

Node

Road segment 

Fig. 1 Distance between the a node to a road segment. a Direct perpendicular distance. b Indirect
perpendicular distance
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connecting the two nodes has to be in the same direction to confirm the angle of α
rather than 180 − α. For the sake of simplicity, in practice, we restrict the angle as to
be less than 90°.

2.1.3 Connectivity

Apart from the distance and direction information, one of the most important factors
is the connectivity, which means the topology information of the road and cross
sections in the geographical representation. This variable is quite important to filter
out the un-reasonable roads and increase search efficiency. In practice, only these
roads, which are connected at least at one node with the previously confirmed road
segment, are treated as connected.

2.1.4 Other Factors

The accuracy of GPS data depends on signal strength, sensitivity of the sensor and
the spatial context of the travel environment. In principle, the more satellites, the
less noise in the measurements. In addition, the difference in complexity of trav-
eling environment results into different travel patterns in the sense that travel speed
in the high density city centres and suburban areas differ significantly. Therefore, it
is also necessary to incorporate velocity information and accuracy of the GPS
measurements.

2.2 The BBN Model

The method we adopted here is the Bayesian Belief Network (BBN), which
replaces ad hoc rules with a dynamic structure, leading to improved classification if
consistent evidence is obtained over time from more samples (more traces).

Road 1

(a) (b)

Roa

d 2

nt

n t+ 1

1

2

Roa

d 2
Road 1

α
α

Fig. 2 Spatial pattern of log points in cross-sections. a Changing direction. b No turns
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A Bayesian belief network (also called Bayes net) is a graphical representation of
the conditional probability and causality relationships between variables. The
model is described qualitatively by directed acyclic graphs where nodes and edges
represent variables and the dependencies between variables. The nodes where the
edge originates and ends are called the parent and the child, respectively. Bayesian
belief networks allow for probabilistic inference to be performed, indicating that the
probability of each value of a node can be computed when the values of the other
variables are known.

The nodes that can be reached from other nodes are called descendent. In
Bayesian network, each variable is independent of its non-descendent given the state
of its parents. Since the independence among the variables are clearly defined, not all
joint probabilities in the Bayesian system need to be calculated, which provides an
efficient way to compute the posterior probabilities. Suppose the set of variables in a
BBN is {A1, A2,…, An} and that parents (Ai) denotes the set of parents of the node
Ai in the BBN. Then the joint probability distribution for {A1, A2, …, An} can be
calculated from the product of individual probabilities of the nodes:

PðAi; . . .;AnÞ ¼
Yn
i¼1

P Ai parentsðAiÞjð Þ ð1Þ

In our case, the Bayesian belief network represents the multiple relationships
between different spatial, temporal and other factors, including errors in the tech-
nology itself (input), and the facet of the candidate road segment that we wish to
identify (output). We use a Bayesian belief network to impute automatically the
probability for each road segment in a filtered road set.

Figure 3 shows the network structure that we use to infer the matched road
segment with respect to GPS traces. A candidate road segment is treated as a
function of the states of the variables included in the BBN.

To what extent a road segment is matched with a location may be partly
determined by the information of the previously matched data. For example,

Road Matched
(Yes, No)

ConnectivityAngleDiff

DirectionDiff

DistToRoadRoadAzimuth

PDOP

Fig. 3 Model structure for the inference of map matching
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traveling along a straight route will in general have a pattern that the directions of
the adjacent links connecting two GPS log points are similar. While turning across a
road section may result into significant difference between the directions. Therefore,
we consider three variables as the sequence information, the connectivity
(Connectivity), the angle difference between the directions of two adjacent links
(AngleDiff), and the direction difference between the link connecting two nodes and
the matched road segment (DirectionDiff).

Here, the connectivity indicates whether two adjacent road segments are con-
nected each other. For example, to impute the probability of road segment i, we take
the previously matched road segment i − 1 as a reference, and check whether the
current road i connects with the road i − 1. This means we keep the information of
the previous matched road segment temporally to identify the potential road seg-
ment for the current location. In case that two adjacent locations identified a same
road segment i, the connectivity is set as true.

The DirectionDiff can be calculated as mentioned previously. The angle dif-
ference (AngleDiff) is the absolute value of the difference between two adjacent
directions of the virtual links, as mentioned above. In case of the starting node, the
direction is set to 0. Therefore, the angle difference between the second link and the
previous link equals to the value of the direction with respect to the second GPS log
point.

In the model, we include two variables for the accuracy of the measurements, the
Position Dilution of Precision (PDOP) and the number of satellites (NSATS). The
variable PDOP is a measure of overall uncertainty of a GPS position, represents
the quality of GPS signals. A PDOP value of 1 indicates a good satellite config-
uration and high-quality data; conversely, PDOP values above 8 are considered
poor. The quality of the data decreases as the PDOP value increases.

The variable (DistToRoad) is the perpendicular distance from a node to a road
segment as presented above (Fig. 1). The variable of RoadAzimuth measures the
angle of the matched line object in a spherical coordinate system. Assume that a
vector from an origin to a point of interest is projected perpendicularly onto a
reference plane. Then the angle between the projected vector and a reference vector
on the reference plane is called the azimuth. Therefore, the azimuth information
indicates position of a road, which may provide useful input in combination with
other location variables.

The output variable is whether a road segment is the matched road. In this case,
it has two levels, yes or no. For each candidate road segment, we infer the prob-
ability through the conditional probabilities among input variables and the output
variable. For a set of found options, the road segment, which has the highest
probability, is taken as the rightly matched road.
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3 GPS Data and Implementations

The GPS data used in this paper were collected in the urban area of Eindhoven, The
Netherlands. One of the main purposes of this GPS data collection is to find
valuable merits of peoples activity-travel trajectories in a long term. Every partic-
ipant was required to join the survey for a period of three months. People carried the
GPS logger, downloaded and uploaded their GPS data to the website. The data was
then processed using the program of TraceAnnotator to generate the possible
activity and travel data. Details about the TraceAnnotator can refer to the paper by
Moiseeva et al. [13]. A web-based prompted recall procedure, which allows people
to validate their historical data by modification, filling, removing or inserting in
case of missing or incorrect data, was adopted. Additionally, respondents were also
asked to provide some demography information and the locations where they visit
frequently.

Individuals carried the GPS logger, named Bluetooth A++ Pro. The device has a
good sensor embedded, which can receive well signals within trains. This capability
decreases in some extent the noise induced by signals in urban area, however, the
overall accuracy of the GPS data is in general rather acceptable especially for
traveling data, like car for example. The GPS devices were configured to record
data in every 3 s. The recorded information includes: date, time, longitude, latitude,
speed, distance, accuracy of the measurement (like PDOP, HDOP, VDOP etc.), and
number of satellites.

Although the data collected in the Eindhoven region was targeted as a large scale
of research projects where all available transportation modes and various activity
types were included, in this paper, we are especially interested in the trips by car to
test the efficiency of the proposed map matching algorithm. In addition, since the
training of the BBN model needs some facts that can determine the conditional
probabilities among the input variables and the road segment, we extract the trips
by car, which have detailed recorded diary.

The road network data includes all the road segments of the whole Netherlands.
There are three categories of roads: the national road, the provincial road and the
local road. Figure 4 shows the distribution of the GPS log points and road cate-
gories. As a consequence, a total of 10 trips, including 1,227 GPS points are
selected as a test sample.

In order to evaluate the efficiency of the proposed method, we labelled in the
dataset the true road segments for every GPS log point using GIS. A filter was
designed specifically to search the set of candidate road segments for a GPS
coordinates. More specifically, a buffer with the given radius (di) for a GPS point i
was created based on the coordinates, and the road segments which touch with the
buffer were taken into the choice set.

To determine a feasible value of search radius will help improving the searching
efficiency of the whole algorithms. Since the GPS traces are influenced by various
indicators like number of satellites, weather, etc., the spatial pattern of the log points
vary even for a same road segments. The empirical values of 2.5 and 11.4 (unit: meter)
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have been used to classify the data quality of good and poor [4]. As shown in Fig. 5, the
distances to the same road fromGPS log points of the same individual among different
days are different.

Because the search process is memory intensive in that the searching time
increases with the increase of the search radius. Here, in order to increase the
efficiency of the searching procedure, the search radius was set dynamically
according to the value of PDOP. We use 20 m as the searching radius if the PDOP
has a value less than 3 and 50 m otherwise (Eq. 2).

di ¼ 20; if PDOP� 3
50; if PDOP[ 3

�
ð2Þ

In the process of BBN training, the filter was first implemented for every log
point in the sample to generate a set of candidate road segments. Then the input
variables in the BBN model were calculated for each road segment and the GPS
coordinates. A new dataset where each row represents the pattern of matched or un-
matched road segment and their relevant attribute variables was created. As pre-
sented above, we incorporated variables relevant to speed, connectivity, spatial
distance to the specified road segment, direction and the accuracy of GPS log
measurements.

Fig. 4 Distribution of the GPS log points on the road network of The Netherlands
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The true sample data was prepared using the carefully recorded diary and the
road network data within GIS. The locations, which cannot match with any road
segments, were excluded. We divided the sample data into two datasets, one is for
training purpose and the other is for test purpose. The datasets were selected ran-
domly in terms of trips and road categories, by setting 75 and 25 % as the training
and test dataset, respectively.

Since the connectivity is considered as one of the determinant variables, it is
important to find the first road segment of the starting log point (origin). Because of
the effect of signal issue in the activity locations, the log points which are closed.to
the true activity location might be fluctuated. Moreover, a prompted recall cannot
ensure the mentioned location as a truth. Therefore, we add some additional filters
in assisting the identification of the origin. More specifically, we include the
information of personal profiles and the validated location names in combination
with the activity type. In concrete, if the personal profile is available in terms of the
activity type, we picked the coordinates of their personal locations directly from the
database of personal locations. Otherwise, the location names will be used for
online geo-coding to find a valid coordinates through Google service. Finally, if
both the personal profiles and location names are missing or incomplete for some
reasons, we fetch the original GPS traces according to the start time and/or end time
of the activity. Finally, the coordinates of the origin are generated as to provide
references of map matching for the consequent GPS log points. A detailed
implementation procedure is depicted in Fig. 6.

Fig. 5 Distances from the GPS log points of different days to road segments
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As shown in the flowchart, the map matching process starts from the origin and
ends at the destination of a trip. The detection of real origin is necessary since the
traces during activity episode fluctuate in general. Taking the first data record as the
starting node can be sometimes problematic because the device needs some time to
configure at the beginning of start. Since the recognition of real activity location is
out of the scope of this research, we simply check on the personal profile data that the
respondents supported. In addition, we also use the prompted recall data to double-
confirm the exact location and obtain the coordinates through a geo-coding process.

After the recognition of the origin point, the candidate road segments are fetched
and relevant input variables are generated. The selection of the road segment fol-
lows the prediction of the BBN model. The selected road will be the one with a

Fig. 6 Flowchart of the implementation steps
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highest probability among all the candidate road segments. In this sense, the un-
selected road segments also have a value of probability, which on the other hand
measures the uncertainty of the map matching algorithm.

In addition, it should be noted that, for each GPS log point, the connectivity is
considered here as one of the input variables to identify the road segment. This is
different from the hard constraint, which only considers connected road segments
and excludes the potential roads which are not connected with the previous road
segment. In some cases, it is possible that a road segment is incorrectly matched or
a road segment is too short to be matched with any locations. Therefore, relaxing
the connectivity as a hard constraint will avoid the possible error propagation in
case that one road segment was recognized incorrectly. In order to ensure that the
matched road segments are sections of a same route, we post process the matched
data by checking from the origin to the destination. For example, if there is one road
segment which does not connect with both the previous and the forward road
segments, the end node of the previous road will be connected with the start node of
the forward road by using the shortest path algorithm.

4 Results

Because for each log point in the training dataset, a set of candidate road segments
were gathered in advance, in which each road segment has a label on whether it is a
matched road (true) or not (false). The inter-dependency correlations among input
and output variables are then set up in terms of the ground truth. Then the data can
be used for training the model to obtain the potential interdependency correlations,
which can be used for prediction.

Table 1 shows an example of the conditional probabilities for the connectivity
variable specifically. The conditional probability here indicates the extent of the
matching dependency on whether two road segments are connected. The percentage
of rightly matched is the relative value by comparing the number of data records,
which are matched correctly divided by the total sample. It represents the relative
accuracy based on the current dataset. As one can see that the probability of rightly
matched road reaches 0.832, if the current road connects with the previous road. For
un-matched roads, the percentage of the non-connected (0.535) is slightly higher
than that of the connected (0.465). This is reasonable in that the probability of

Table 1 Conditional
probability of connectivity The rightly matched road Connect with the

previous road
(connectivity)

Yes No

True 0.832 0.168

False 0.465 0.535
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un-matched roads is dependent on the size of candidate road sets and the cross-
effects of other input variables.

For these roads that are in the candidate road set (here, the label is False) but not
the matched roads, the connectivity results into a percentage of 0.465 and 0.535 for
connected and unconnected road segments, respectively. This means the uncon-
nected roads are more possible (0.535 vs. 0.465) to be un-matched road than
matched roads, indicating the connectivity correlation will benefit to matching the
road correctly.

In order to evaluate the performance of the proposed BBN model, we use the
results according to the indicators of the correctly classified instances (CCI),
incorrectly classified instances (ICI) and Kappa value (Kappa). The ICI, being the
other round of CCI, labels the percentage of incorrectly matched data. The kappa
statistic measures the agreement of prediction with the true class [14]. Here, the
value of 0 and 1 signifies incomplete and complete agreement, respectively.
A higher value of Kappa indicates a better performance of the model.

Table 2 presents the details of the prediction accuracy. It is found that the
accuracy of correctly classified instances 87.02 %. This means the BBN model has
a good performance in matching the GPS data. The level of Kappa for BBN model
is 0.577, which is also satisfied in this context.

Table 3 shows the results of hit ratio for the two classes of the output variable in
the BBN model. Hit ratio is a measure of business performance traditionally
associated with sales. It is normally a matrix which includes all the combinations of
different classes in the prediction result. Here, the hit ratio shows how accurate a
road was matched. The higher is the value, the more accurate are the matched
results. Since we set the variable into 2 levels, one is the right road segment, and the
other is the found road segments but not the right road. We found for both classes,
the accuracy percentages are 56.19 and 95.64 %, respectively. These ratios are
calculated based on the whole candidate road segments, which means that the more
number of candidate road, the lower of the level of confirmed ratio, because only
one road among the candidate roads can be labeled as the right road. This is why the
ratio of confirmed yes is lower than that of the confirmed no, because the number of
unmatched roads in the candidate road set is large.

Table 2 Prediction accuracy
and model performance CCI ICI Kappa

All samples 87.018 % 12.983 % 0.577

Table 3 Results of the hit
ratio Confirmed yes Confirmed no

Hit ratio 56.19 % 95.64 %
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5 Summary, Conclusions and Discussion

Identifying the location of a GPS point on a road segment has been an important
research issue in transportation planning, transport modeling and environmental
analysis. In route choice simulations, the GPS data provides the merit with more
accurate and detailed real-time information, which is impossible to approximate in
traditional stated choice experiments. Moreover, the matched roads in combination
with the time information will also contribute to providing more possibilities in
microscopic simulation of traffic flow and environmental analyses.

Development of an efficient map matching algorithm is of high importance in
different research fields. Due to the fact previous methods are not efficient enough
in the aspect of flexibility and learning capability, in this paper, we proposed an
algorithm using Bayesian belief network model for map matching of GPS data.
Variables employed in the model are distance to road, difference of directions,
difference of angles of two adjacent links, connectivity, number of satellites and
PDOP. The algorithm is investigated by using the data collected in the Eindhoven
region, The Netherlands. Simulation results showed that the BBN model shows a
good performance in recognizing the road segments with an accuracy of 87 %
(correctly classified instances).

As one may argue that the accuracy of GPS data is questionable, which are a
common issue in this study as well as others related to map matching algorithms,
such data should not give main influences on the matching results. Although the
extreme unrealistic data appear not much frequent in our GPS data, it is always true
that the effect of the noise data should be handled well. Therefore, when applying
this algorithm in real applications, a process to filter such data out is necessary.
Moreover, the algorithm needs to be improved by designing it more flexible with
respect to these inaccurate data.

As presented in the paper, the performance of the algorithm was evaluated
through a carefully recorded dataset. This was considered as a feasible way to
confirm the validity of this algorithm, because the validation of an algorithm in the
context of map matching is not much straightforward. There needs additional effort
to provide example data where sufficient ground truth and various special cases
should be included. In spite of the acceptable efficiency of Bayesian network in map
matching (87 %), one cannot say it is a better algorithm than others at this moment
because of the difference in the GPS data used. Future research will go further to
examine some other algorithms by using the same data set to see the possible
superiority of the proposed algorithm.

As to test the efficiency of this algorithm, in this paper, a prototype of an enhanced
map matching algorithm was proposed and examined through a small sample data.
However, it is necessary in future work to include more sample data to further check
the generality in large scale applications. Since the current algorithm spent much
time in referencing the geo-objects in GIS, future research should consider the
processing speed to make it realisable real-time applications. In a more general
context, various special cases, which are common in GPS data, like passing through
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a cross-section, U-turn, driving through round-about and traveling off-roads, are
necessary to take into account. Facts representing the special cases should be
extracted in advance from large GPS samples. To that end a more flexible map
matching algorithm will incorporate the capability to comprehensively deal with
different cases.
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Impact of Particular Indicators of Urban
Development of Cities in the Czech
Republic on Average Road Traffic
Intensity

Vladimír Holubec and Lena Halounová

Abstract This paper deals with the dependency between the development of road
traffic intensity and several statistic and spatial indicators, which are monitored in
cities of the Czech Republic. Road traffic intensity was used as the basic phe-
nomenon. The other city indicators are residential, productive, recreational and
other areas, population and many other indicators. This analysis is a part of a large
research focused on last 40 years in cities of various sizes, traits, and location in the
country during last 40 years in 10 years’ time steps. Stagnating or even a decreasing
number of inhabitants of cities on one side and increasing road traffic intensity is a
typical characteristic in most cities. The fact concerns both cars, and lorries;
motorcycle form of transport has receded for more than 80 % during these 40 years.
The paper shows that the urban development is strongly dependent on historical
developments of individual cities. It means that influence of individual indicators
varies in individual cities. There was an important difference between the period
before and after the political change in 1989. The aim of the paper was to analyse a
long period of urban development of a high number of Czech cities and to deter-
mine if their development can be generalized for all of them or it is more individual.
Future situation of cities can be more reliably derived from the historical devel-
opment of individual cities than from deep statistical analyses of a higher number of
cities. The result will help urban engineers for urban areas modelling.
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1 Introduction

Since 1950s of the 20th century, cities of the Czech Republic have changed at a
varying extent due to their technical and social development with regard to two
different political and economic systems. Development and consequences of these
changes have reflected a quality of our living space in our present cities. All con-
sequences cannot be classified as positive. In order to avoid these negative conse-
quences, analysis of the history is needed. It was the main goal of the COST Project
—Modelling of urban areas to lower the negative influences of human activities.

The project dealt with a detailed evaluation of relations among urban develop-
ment indicators to prepare a set of recommendations for a sustainable development
of urban areas. It was processed between 2010 and 2012 at the Department of
Mapping and Cartography of the Faculty of Civil Engineering at CTU in Prague.
Project included analysis of the cities of the Czech Republic from the point of view
of the road traffic and urban development determined by land use classes and some
statistical data. Land use classes called functional classes which consist of—resi-
dential areas, production areas, recreational areas, other areas and transportation
areas. The project was originally processed for fifty cities. However, all data were
not available for all cities. Therefore only 36 cities were fully-processed.

This article is a part of a broader comparative study of the above-mentioned
COST project. The main topic of this paper is to analyse various attributes which
can influence road traffic. These attributes as indicators of the cities’ development
are described in Chap. 3. The relationship was processed within fifty selected cities
in the Czech Republic by a methodology which was developed by Vepřek [1].

Road traffic is an import source of air pollution, noise, and many other problems
of present life on one side and therefore it plays a substantial role in the urban area
environment. On the other side, the world has changed and relies very intensively
on road traffic. Land use in urban areas has an important influence on road traffic
intensity, which is one of its characteristics in these areas. Road traffic intensity—as
measured in the Czech Republic—is the number of various types of vehicles
passing through determined locations on selected roads in 24-h periods. The
analysis is based on seeking the dependency between road traffic intensity and
particular land use and statistic indicators (Table 1). This relation is expressed by a
correlation coefficient CCAI (see Chap. 3).

2 Current State

Urbanisation as a phenomenon of the last 50 years is a phenomenon which occurs
in most countries of the world. It is the reason why urban development is analysed
by many authors in many countries. The goal of these analyses is to determine the
indicators which can be managed to lower the negative impacts of urbanisation
from the increasing noise and emissions of road vehicles, e.g.
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Litman [2] describes the methods for evaluating how transport planning deci-
sions influence land use—and how land use planning decisions affect transport. He
uses 12 factors as a location of development relative to the regional urban centre,
which reduces vehicle mileage per capita. The higher number of people or jobs per
unit areas reduces the vehicle ownership, etc. He mentions that actual impacts will
vary depending on specific conditions and combinations of applied factors.

Similar argumentation about the relation between transportation and land use can
be found in Jacobson [3] who states that land use type distribution and transportation
system are interdependent. It means that transportation elements have an influence
on land structure and land use has an effect on the transportation network shape. This
relation is extremely important because—from the point of view of road traffic—it
can define our living space especially in cities, where the type of transportation is
defined by its location, and the density of population and spatial structure of land use
types in the area. For example, the street layout with the funnel type of major traffic
arterials causes congestion in major streets and buildings are set far apart by vast
parking areas, and wide access roads and that discourages walking among them.

The affects of various land use characteristics on travel activity were analysed in
many other publications, e.g. Ristimäki and Kalenoja [4].

The relation between transport and land use has an impact on business analysis,
especially access management. Banister [5] emphasizes that transportation infra-
structure is one of the crucial phenomena of economic development. Transportation
is a source of carbon emissions, which are assumed to have an influence on global

Table 1 List of processed indicators

Name of indicators Number of analysed cities
(at least in one time span)

A. Agricultural area in the administrative city area 36

B. Forest area in the administrative city area 36

C. The area of water bodies in the administrative city area 36

D. Built-up areas and courtyards in the administrative city area 36

E. Other areas and barren land in the administrative city area 36

F. Traffic areas in the core area 36

H. Productive area in the core city area 36

I. Residential area in the core city area 36

J. Recreational areas in the core city area 36

K. Other areas in the core city area 36

L. Population of the city 36

M. Number of inhabitants using public transport system daily 23

N. The population growth 36

O. Economically active population 36

P. Number of inhabitants commuting to work 22

Q. CO2 emissions from large sources 23

R. Dust emissions from large sources 23
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climate change. If we want to keep the economy on its trend with the support of
transportation, we have to deal with the reduction of energy and emissions in
transportation, although this problem is very tough, some small successes have
happened.

The trend of the growth of road traffic, which has been increasing, is unsus-
tainable [6]. As a solution, they suggest reducing energy consumption based on a
change of travel habits (shorter distances and slower speeds, with a more flexible
interpretation of time constraints) with regard to the land use planning. The solution
of the low carbon transport system is outlined in Banister et al. [7] so as behavioural
options and possible demand reductions.

The link between land use planning and energy consumption can be presented
with convincible data in scientific outputs. However, they show how difficult is to
determine the relation between land use and the consumption of energy in trans-
portation with regard to social economic powers. Regression analysis shows that
variable values of urban forms can contribute to change transportation energy
consumption by 10 %. Therefore the knowledge of the consequential benefits (e.g.
of energy saving or quality improvement of the environment) is needed.

Some other authors focus on this topic from the point of view of commuting.
Ma, Banister [8] deal with commuting and its efficiency linked to the urban form.
They take into account excess-commuting (additional journey-to-work travel rep-
resented by the difference between the actual average commute and the smallest
possible average commute, given the spatial configuration of workplaces and res-
idential sites). Another type of analysis is an analysis of urban expansion by the
gradient analysis of multi-temporal data and influence of road traffic [9].

Smart Growth is a current analysis looking for decisions in smart planning, where
the fact how land use plans will affect road traffic intensity is known. The analysis
includes an integration of different land uses in closer proximity by promoting higher
densities with a mixture of land uses, revitalization of cities, protection of sensitive
or classic environments (e.g. farm, open space), etc. It can be shown as an example
of locating houses, shops and offices in their common neighbourhood. This approach
improves access for residents and employees and allows lowering of road traffic
intensity. This is a typical scale of New Urbanism [3].

To successful solve this problem, cooperation between many branches must be
analysed (economics, planning, technological innovations, etc.) [3, 5]. Jacobson [3]
highlighted the cooperation between local and county governments.

3 Data

3.1 Spatial Data

The data which were used in the project were spatial and non-spatial. The spatial
data had two different sources. One of them were the statistical data of the Czech
Office of Survey, Mapping and Cadastre (COSMOC). The data are regularly
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(yearly) updated from land use of all parcels in the Czech Republic. The data
determine forest areas, water areas, agriculture areas, built-up areas and courtyards,
and other areas and barren soil in administrative city areas—indicators A, B, C, D,
E, I in Table 1. Administrative city areas are entire city areas of individual cities in
individual years. They were used in all cities in 1995, 2000 and 2005, in some of
them also in 1970, 1980 and 1990. List of indicators used only in 2 time periods
column in Table 3 shows cities with 1995 and 2000 data only.

A core city area is an administrative area of a given city at the end of 1970s. The
first half of the 1980s was the first period when some villages neighbouring of cities
became parts of these cities, the second half of the 1980s was the second period.
Their land enlarged original administrative areas of these cities. Original city areas
(before joining) were separated from these villages by agricultural or forested areas.
They did not have a common historical development. It was the reason why the
authors analysed the dependence of the road intensity also on land use of core areas
of cities. All land use areas (residential, productive, traffic, recreational and other
areas) in core city areas were processed by an image analysis and interpretation.
These land use areas were derived from city plans (vector data) and aerial ortho-
photos and satellite images (raster data). City plans represent the actual state of land
use of cities and plans for their future. However, their list of land use classes is more
detailed—specifying detailed classes of all land use classes. These detailed classes
were merged into the above-mentioned five land use = functional classes. The real
state was verified and/or corrected using both types of remote sensing data for all
cities in GIS. Orthophoto data were provided by COSMOC. Landsat data of the
appropriate years were the satellite remote sensing data downloaded from http://
glovis.usgs.gov. GIS vector data of land use/functional classes were a source of
spatial data—indicators F, G, H, I, J, K in Table 1. The functional class areas can be
dated by the remote sensing data measurement. Time difference between analysed
years (1970, 1980, 1990, 2000, and 2005) and the remote sensing data were less
than 3 years.

3.2 Non-spatial Data

Non-spatial statistical data (population data) are from the Czech Statistical Office
web site (www.czso.cz). They are updated at least once per year. These are L, M, N,
O, and P indicators in Table 1.

Road traffic intensity data are collected and archived since 1968 by the Road and
Motorway Directorate and are from 1973, 1980, 1990, 1995, 2000, and 2005. The
Directorate measures a number of passing vehicles in selected points in 24 h. These
points ((determined by their Identification numbers and geographical coordinates)
are located on important roads of various classes in the entire country—both in, and
out of urban areas. We defined average road traffic intensity for the analysis. The
average road traffic intensity is a sum of the measured intensities in all points of one
city divided by the number of measured points. This value allowed us to compare
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cities with unequal number of points where road traffic intensities were measured.
The number of points varied from 3 to more than 60. Indicators Q and R were
provided by the Faculty of Economy.

3.3 List of Used Indicators for Correlation

18 types of indicators were used for the correlation. Table 1 shows a complete list
of all indicators (in the first column) and number of cities where the indicator was
used (second column). They were not complete for all analysed years in all cities.
Correlation coefficients were calculated from all available values of each indicator
of individual cities.

4 Method

4.1 Correlation Analysis

The analysis of urban development and road traffic in many cities was performed by
the statistical processing. Correlation analysis was used as a basic tool and corre-
lation coefficients were evaluated for all cities.

The correlation analysis was evaluated for a correlation coefficient CCAI
between an average road traffic intensity and particular statistic indicators. The
average road traffic intensity is a sum of all measured road traffic intensities
(number of vehicles passing through the location in 24 h) in individual cities
divided by number of locations where the measurement was performed.

The correlation coefficient equation

CCAI x; yð Þ ¼
P

x� xavð Þ:P y� yavð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
x� xavð Þ2:P y� yavð Þ2

q ð1Þ

was used to find dependence between indicators in Table 1 road traffic intensity as
the most important source of pollution in urban areas in most cities of the Czech
Republic.

The correlation coefficient CCAI as a single value for each city shows how
strong the linear dependency between traffic intensity and the particular indicator is.
This correlation coefficient was determined for three periods: 1970–2005,
1970–1990, and 1995–2005 in Microsoft Excel (“corel” function). Values of the
correlation coefficient were divided into five classes (Table 2):

For a better assessment of each type of a motor vehicles, the “unit vehicle” (UV)
variable was developed. This variable is defined by: UV ¼ 2 � T þ Oþ 0:5 �M,
where T is the number of trucks, O is the number of cars and M is the number of
motorcycles [10].
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All correlation coefficients cannot be determined for each city since the data
were insufficient for some cities [11]. For correlation analysis, it is case the result of
the correlation coefficient has two values only: −1 or +1 [11], but this cannot reflect
the true intensity of dependency, but only its orientation (direct/indirect correla-
tion). In Table 4, there is a list of cities where the CCAI was not computed from all
indicators. The correlation coefficient was computed from all indicators for Olo-
mouc, Liberec, Hradec Králové, Ústí nad Labem, Pardubice, Zlín, Kladno, and
Chomutov. The correlation coefficients were not computed for Prague (Fig. 1).

The correlation coefficient shows if the development of one variable depends
strongly (high correlation) on the development of the other. We have received
values for 17 indicators in 36 cities in 3 time spans with the above-mentioned
missing values of indicators (Table 3). To make an overall evaluation for all cities,
we decided to compare individual time spans individually for all indicators and
individual indicators among themselves in these individual periods.

Due to the lack of certain data in several periods and cities, two approaches to
evaluate correlations of all cities were used.

The first approach uses a procedure of weighted sum. Six extreme values of
correlation (3 positive and 3 negative) are chosen for each city. Each of the three
values of each indicator is weighted by values 1–3 (min. to max.—positive and
negative). The most important indicators are selected by the sum of these values.

Table 2 Dependency type
distribution Dependency Absolute value of correlation coefficient

Very strong 0.800–1.000

Strong 0.600–0.799

Inconclusive 0.400–0.599

Weak 0.200–0.399

Very weak 0.000–0.199

Fig. 1 Administrative areas of processed cities in the Czech Republic

Impact of Particular Indicators of Urban … 83



Table 3 List of used indicators for each city

City List of indicators which
were used

List of indicators
used only in 2
periods

List of indicators
which cannot be used

Brno A, B, C, D, E, G, L, M, N,
O, P, Q, R

F, H, I, J, K

Ostrava F, H, I, J, K, L, M, N, O,
P, Q, R

A, B, C, D, E, G

Plzeň A, B, C, D, E, F, G, H, I, J,
K, L, M, N, O, Q, R

P

Most A, B, C, D, E, F, G, H, I, J,
K, L, N

M O, P, Q, R

Karviná A, B, C, D, E, F, G, H, I,
K, L, N

J, M, O, P, Q, R

Frýdek-
Místek

A, B, C, D, E, F, G, H, I,
K, L, N, O

J, M, P, Q, R

Opava A, B, C, D, E, G, I, L, N M F, H, J, K, O, P, Q, R

Děčín F, H, I, J, K, L, N A, B, C, D, E, G, M O, P, Q, R

Teplice A, B, C, D, E, F, G, H, I, J,
K, L, N

M O, P, Q, R

Jihlava A, B, C, D, E, F, G, H, I, J,
K, L, N

M O, P, Q, R

Přerov F, H, I, J, K, L, N A, C, D, E, G B, M, O, P, Q, R

Jablonec
nad Nisou

F, H, I, J, K, L, N, O, Q, R A, B, D, E, G C, M, P

Mladá
Boleslav

A, B, C, D, E, F, G, H, I, J,
K, L, N

M, O, P, Q, R

Třebíč A, B, C, D, E, F, G, I, J, K,
L, N

H M, O, P, Q, R

Česká Lípa A, B, C, D, E, G, L,
N

F, H, I, J, K, M, O, P,
Q, R

Znojmo A, B, C, D, E, F, G, H, I, J,
K, L, N, O, P, R

Q M

Příbram F, H, I, J, K, L, N, O, P, Q,
R

A, B, D, E, G C, M

Cheb F, H, I, J, K, L, M, N, O,
Q, R

A, C, D, E, G, P B

Kolín A, B, C, D, E, F, G, H, I, J,
K, L, N, O, P, Q, R

M

Písek F, H, I, J, K, L, N A, B, C, D, E, G M, O, P, Q, R

Vsetín F, H, I, J, L, N A, B, C, D, E, G K, M, O, P, Q, R

Valašské
Meziříčí

A, B, E, F, G, H, I, J, K, L,
N

C, D, M, O, P, Q, R

Litvínov A, B, C, D, E, F, G, H, I, J,
L, N

M K, O, P, Q, R

Český Těšín F, H, I, J, K, L, N A, B, C, D, E, G M, O, P, Q, R
(continued)
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The second approach uses a sum of all correlation coefficient values in cities
where all indicators were known. This was done by 3 ways:

• sum of absolute values of the correlation coefficient
• sum of positive values of the correlation coefficient
• sum of negative values of the correlation coefficient.

Sum of absolute values shows which indicators have the highest influence on the
road traffic intensity regardless their sign. Low values prove a low correlation both
positive, and negative. Sums of positive/negative correlation coefficients of all cities
of individual indicators in one time span present which indicator has the highest

Table 3 (continued)

City List of indicators which
were used

List of indicators
used only in 2
periods

List of indicators
which cannot be used

Břeclav A, B, C, E, L, N D, F, G, H, I, J, K, M,
O, P, Q, R

Sokolov A, B, C, D, E, F, G, H, I, J,
K, L, N

M, O, P, Q, R

Havlíčkův
Brod

A, B, C, D, E, F, G, H, I, J,
K, L, N

M, O, P, Q, R

Žďár nad
Sázavou

A, B, C, D, E, F, G, H, I, J,
K, L, N, O, P, Q, R

M

Chrudim A, D, E, F, G, H, I, J, K, L,
N, O, P, Q, R

B, C, M

Strakonice A, B, D, E, F, G, H, I, J, K,
L, N

C, M, O, P, Q, R

Klatovy A, B, C, D, E, F, G, H, I, J,
K, L, M, N, O, Q, R

P

Kutná Hora A, B, C, D, E, G, H, I, J, L,
N, O, P, Q, R

F, K, M

Jirkov L, N A, B, C, D, E, F, G, H,
I, J, K, M, O, P, Q, R

Náchod A, B, C, D, E, F, G, H, I, J,
K, L, N, O, P, R

Q, M

Mělník A, B, C, D, E, F, G, H, I, J,
K, L, N, O, P, Q, R

M

Kadaň F, H, I, J, K, L, N A, B, C, D, E, G, M,
O, P, Q, R

Rožnov pod
Radhoštěm

A, D, E, F, G, H, I, J, L, N B, C, K, M, O, P, Q, R

Česká
Třebová

F, H, I, J, K, L, N A, B, D, E, G C, M, O, P, Q, R

Ústí nad
Orlicí

F, H, I, J, K, L, N A, B, C, E, G D, M, O, P, Q, R
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positive/negative influence to the road traffic intensity in that span. The final cal-
culation of the average values of correlation coefficients (one value for one indicator
of all cities unlike the sums mentioned above) was used to show what the depen-
dence of road traffic intensity in all cities to indicators as one value for each
indicator. This value does not show variability of individual cities as it smoothens
them out by averaging.

4.2 Multiple Linear Regression

Multiple linear regression (MLR) is a multivariate statistical technique. It was
performed on software called SPSS (Statistical Package for the Social Sciences).
SPSS is a computer program used for statistical analysis and further for survey
authoring and deployment, data mining, text analytics, and collaboration and
deployment. MLR can model the linear relationship between a dependent variable
and more than one explanatory (independent) variable. The mathematical formula
applied to the explanatory variables to best explain or predict the dependent vari-
able is the following:

A dependent variable (ARTI) is the variable representing the process which
should be predicted or understood. Explanatory variables (attributes of population,
land use, etc.) are the variables used to model or to predict the dependent variable
values. The dependent variable is a function of the explanatory variables.
Regression coefficients are values, one for each explanatory variable, that represent
the strength and the type of the relationship the explanatory variable has to the
dependent variable [12]. There are a few main assumptions of a regression analysis.

1. Independent variables should not be highly intercorrelated (the assumption of
the absence of multicollinearity). Multicollinearity leads to an unstable corre-
lation matrix and can produce unreliable regression estimates, significance
levels and confidence intervals.

2. There will not be outliers that could distort results.
3. The variables are related in a linear fashion. Since multiple regression is based

on Pearson’s correlation coefficient, which is only sensitive to linear relation-
ships, gross departures from linearity will mean that important relationships will
remain undetected.

4. The variables are normally distributed [13].
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In order to prevent the multicollinearity, values of explanatory variables were
modified by creating an interaction variable (e.g. Population density).

This method was used to analyse not only the data by a different tool, but to also
analyse different development due to the political and therefore economical regime.
The political change was in 1989. The analyses were done separately for the
1970–1990, 1995–2005, and 2000–2005. Comparison of individual time spans
shows if the political change in 1989 has had an influence on the dependence
between road traffic and all indicators. The new political regime changed ownership
from the state one to a private one of many industrial non-industrial objects,
changed a system of planning, etc.

5 Results

5.1 Correlation Analysis

The data with the strongest influence to the road traffic development in the cities
were determined from CCAI. From the point of view of frequency of extreme
values (positive and negative) of indicators, indicator N (Population growth) was a
parameter with the highest negative correlation for 50 % of the analysed cities.
Indicator K (Other areas of land use in the core area) was a parameter with the
highest positive correlation in 16 % of the analysed cities.

The first approach of the analysis uses a procedure of weighted sum. Six extreme
values of correlation (3 positive and 3 negative) are chosen for each city where each
of the three values of each indicator is weighted by values 1–3. The most important
indicators are selected by the sum of these values. By this approach, the highest
sum of the weighs has N indicator (population growth), which is followed by I
indicator (Residential area in the core area) and R indicator (Dust emissions from
large sources). The highest sum of the positive weigh has I indicator (Residential
area in the core area). The highest sum of the negative weighs has N indicator
(Population growth).

The second approach uses a sum of correlation coefficient, and sum of negative
values of the correlation coefficient.

This approach takes into account all values, so the indicators with lower contri-
butions to thefinal value are also included.This approach isfigured in the charts below.

It is shown (Fig. 2) that R indicator (Dust emissions from large sources) has the
highest absolute value of the CCAI correlation coefficient from all processed cities
for which all indicators was known in more than two time spans. These values show
that Dust emissions (R indicator) and Residential area in the core city area
(I indicator) have the highest influence on road traffic intensity, however, their
influence can be both negative and positive (see Figs. 3 and 4).

Figure 3 presents the Residential area in the core area (indicator I) to have the
highest direct influence to the average road traffic intensity. The positive influence
does not occur in all cities.
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The indicator R (Dust emissions from large sources) has the highest negative
sum (Fig. 4) and the lowest positive sum (Fig. 3) since this indicator has negative
correlation coefficient for each city in this analysis. Therefore this indicator can be
proclaimed as an indirect correlation indicator. What is interesting, is that indicator
L (Population of the city) with one of the lowest negative sum is only in the middle
of positive sum has also a low positive sum.

Fig. 2 Chart of sum of absolute values of CCAI

Fig. 3 Chart of sum of positive values of CCAI

Fig. 4 Chart of sum of negative values of CCAI
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Average values of the absolute correlation coefficient values were also processed
but unlike the above charts from all processed cities. It ensues from Fig. 4 that the
highest average CCAI has F indicator (Traffic areas in the core area). This result
was expected since it is obvious that traffic areas have a strong impact on traffic
development.

5.2 Multiple Linear Regression Analysis

Results of the multiple linear regression are in Table 4 where ARTI is average road
traffic intensity. It was the tool, which showed us differences among individual time
spans.

Table 4 Multiple regression models explaining average road traffic intensity

Year R2
a½%� Items (sum) type of attributes Explaining variable

Models explaining the ARTI

1970 15.3 25(25)
P + E + L

Population

1980 47.4 23(25)
P + E + L

Population
Recreational areas

1990 53.6 23(25)
P + E + L

Population
Recreational areas

1995 80.4 18(25)
P

Population aged 0–14
Immigrants

2000 47.3 25(25)
P

Population
Population aged 0–14

2005 60.4 25(25)
P

Population
Population aged 0–14

Opposite contribution

2005 99.1 10(25)
P + L

Population
Population aged 0–14
Female residents
Total population growth
Traffic areas

1970–1980–1990 49.0 67(75)
P + E + L

Population
Births
Economically act. population
Recreational areas

1995–2000–2005 60.3 68(75)
P

Population
Population aged 0–14

2000–2005 94.2 15(75)
P + L

Population
Population aged 0–14
Total population growth
Traffic areas

P Population, E Economic situation, L Land use
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6 Conclusion

This analysis showed the impact of particular indicators on the average road traffic
intensity. It is a step to the next analysis, where some of the indicators (for example
E, A, Q) can be analysed deeper. It means the analysis of cities regarding the
comparison of particular indicators from the point of view of their influence. It
should answer the question, what is the difference among cities which makes the
indicators influence differently.

Indicator R (Dust emissions from large sources) has the highest absolute influ-
ence (Fig. 2) and it is in the middle of average values of CCAI (Fig. 5). It is
interesting that indicator Q (CO2 emissions from large sources), N (Population
growth) and R (Dust emissions from large sources) are the most important indirect
indicators having only negative correlation values. Indicator F (Traffic areas in the
core area) was the most important indicator in the table of average CCAI. The
credibility of this indicator is emphasized, because this indicator was monitored in
36 cities (Table 1) (even in all 49 cities analysed in the project). A negative result of
this indicator was only in Chomutov (a transit city).The second most important
indicator is Q (CO2 emissions from large sources). This indicator belongs to a group
with a lower positive sum of CCAI and a higher negative sum of CCAI. It seems to
be an un-expected result. However, traffic is a significant source of CO2 emissions.
This can be shown in all big cities not only in the Czech Republic; road traffic
intensity is a great source of CO2 emissions in centres of these cities. Therefore it is
obvious that the road traffic in core city areas has a strong influence to the overall
volume of CO2 emissions.

On the other side, one of the lowest value indicator among all categories is the
Population of the city (L). There are four cities (Děčín, Chomutov, Mělník a Lit-
vínov) with the lowest correlation coefficient in this indicator which is—in the
absolute value—lower than 0.1. The prevailing part of their traffic is created by
transit, which affects resulting average value of CCAI There are two indicators,
which have no negative correlation coefficient value in 8 cities processed in this

Fig. 5 Chart of average values of CCAI (from absolute value of CCAI)
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analysis—C (The area of water bodies in the administrative city area) and D (Built-
up areas and courtyards in the administrative city area).

Results of MLR taking into account the more detailed data about population
proved a high complexity of the dependence and ambiguity of results from two
different evaluations. They highlighted influence of population data and suppressed
spatial data showing significant influence of recreational and traffic areas differently
in three analysed periods.

This part of the project confirmed the results published already in Halounová
[14] that urban development and its impact on the road traffic (analysed here as
average road traffic intensity in cities) of individual cities substantially differs
among cities. The difference was found in unequal value of correlation coefficients
of individual indicators of individual cities. It was found that each indicator has
both direct and indirect impact in the whole group of cities. These correlation
coefficients proved that the functional classes and their areas describing residential
areas in core city areas, traffic and productive areas have the strongest direct impact
to the road traffic intensity from the whole group view. It was also determined by
other authors (see Chap. 2).

All indicators used can be derived or found for all cities at least in the several
previous years. Results of this part of the project showed that prediction of the
impact of the future development of a city on road traffic intensity should be
analysed rather from the historical development of the last 25 years than from the a
model made from many cities. The analysis should take into account not only
spatial indicators, but also the number of inhabitants, economically active popu-
lation, and number of inhabitants commuting to work.

The future work will be focused on spatial distribution, fractionalisation, road
network density, GDP, etc., in the cities. These phenomena were not taken into
account in this phase of the research.
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Time of Day Dependency of Public
Transport Accessibility in the Czech
Republic

Jiří Horák, Igor Ivan and David Fojtík

Abstract The accessibility evaluation of public transport is based on commuting to
work conditions in Czech municipalities. Searching in time schedules are supported
by client-server parallel processing. Three indicators are calculated for each
municipality, district and region. Their evaluation proves the significant differences
between commuting times. It indicates that traditional commuting pattern still
persists in time schedules. The analysis of how regional differences in accessibility
are changed according to commuting time intervals shows that accessibility for late
morning is significantly decreased (compare to early morning) in all districts except
of Prague and surrounding districts. The most dramatic drop of accessibility (more
than 4 times) is recognised in the central part of the country. The combined eval-
uation of both-way accessibility for public transport discovers areas with serious
restrictions on commuting to afternoon and night work shift using.

Keywords Commuting � Public transport � Time of day � Accessibility

1 Introduction

Accessibility is usually perceived as a relative “nearness” of one place to other
places. One of the most complex definitions of accessibility reflects “the extent to
which the land-use transport system enables (groups of) individuals or goods to
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reach activities or destinations by means of a (combination of) transport mode(s)”
[1]. Overall, no accessibility measure including all criteria exists [2]. Geurs and
Wee [3] identified four basic types of accessibility measures:

1. Infrastructure-based measures are used for evaluation of the performance or
service level of transport infrastructure. Measures like “level of congestion” or
“average travelling speed on the road network” or “public transport stop
accessibility” [4] are frequently utilized in transport planning.

2. Location-based measures are applied for analysing accessibility at locations.
Typically the neighbourhood of the locality is searched for relevant objects (i.e.
locations of services), connectivity between the evaluated location and each
found object is measured and partial results are aggregated. Examples are “total
shopping area within 1 km diameter from a residence” or “number of jobs
available within 1 h limit of journey from a residence”. These measures are
preferred in geographical studies or urban planning.

3. Person-based measures evaluate accessibility at the individual level and focus
on limitations of individual’s freedom of action in the environment in the
context of space–time geography [5]. These may include series of locations
(visited by the person), duration of mandatory activities in these locations, the
time budgets for flexible activities and other conditions like capacity or speed of
transport system.

4. Utility-based measures may analyse and evaluate economic benefits that people
collect by utilisation of the spatially distributed activities.

The second group summarizes rates of the level of connectivity among given
locations.

One of the possibilities to measure the connectivity (location-based measure) is
to calculate frequencies of transit connections or vehicles i.e. Cebollada [6]. Such
analyses are quite popular—i.e. Hůrský [7], Marada et al. [8] evaluate public
transport time schedules for 2000 and 2006 years using weighted frequency of
connections. For the urban environment, Križan [9] uses the number of city
transport links in Bratislava. Recently, usually the frequency of bus/train arrives for
each stop is used [10, 11]. Nevertheless, the frequency measures cannot cover all
aspects. Such indicators do not provide any evaluation of requirements or travel
costs expressed in time, distance or monetary cost. To measure accessibility level of
a locality or to offer well accessible services, it is necessary to track each possible
connection, recognise and record its parameters and evaluate the accessibility or
connectivity between places by the process of selection and aggregation of possible
individual journeys.

Evaluation of location-based measures of accessibility depends on adjustment of
parameters of the established transport model. Usually following parameters are
required: origin, destination, travel limits (i.e. maximal duration of the journey,
maximal distance, maximal number of changes) and also time settings need to be
specified (time intervals to start and to finish the journey).

The accessibility evaluation significantly depends on the purpose of commuting
[12]. This study is focused on commuting to work, thus according to country-wide
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and regional working time conditions the parameters for limiting public transport
conditions are set.

Except of the sensitivity to basic parameters setting, typical location-based
measures usually suffer from following limitations: they do not take into account
individuals’ behaviour (perceptions and preferences), no capacity restrictions are
applied, no possibility to combine destinations is included and only one-way
transport is used for calculation. The last limitation has been discussed by Šeděn-
ková et al. [13] arguing that especially for the 2nd work shift, the number of
accessible municipalities is decreased in average by 80 % if a return connection is
requested, what reveals the real weaknesses of the public transport system. Also
Ivan et al. [14] emphasized the importance of return connection existence after the
work shift in evaluations of public transport accessibility. The average decrease of
accessible municipalities due to missing return connection is about 50 % for the
morning shift and almost 90 % for the afternoon shift.

The accessibility is usually studied according to a transport mode used for a
journey. In the Czech Republic (CR) the public transportation still represents a very
important mode for commuting. In 2011, 56.9 % of passengers used public
transport (11.5 % excluding urban public transport). According to the total pas-
senger transport performance (expressed in passenger-kms) the share of public
transport is 39.6 % (25.5 % excluding urban public transport) [15].

Improvement of commuting conditions represents one of the important ways,
how to provide better conditions for employees and attract missing labour force [16].
Better understanding of the public transport potential remains essential for improved
land use and urban planning, decreasing of social, rural-urban and peripheral-
agglomeration disparities, and more efficient utilisation of public budgets.

Even though the understanding of public transit accessibility is important for
encouraging mode shifts to reduce car reliance and is essential for the wellbeing of
non-car households, still the relatively little research on accessibility using public
transit exists [17, 18]. The public transport accessibility in CR is evaluated by i.e.
Seidenglanz [19] or Marada and Květoň [20] who are usually focused on rural and
peripheral areas documenting their bad transport serviceability. Kraft and Vančura
[21] compare conditions of accessibility of Prague by public transport and by car.
They discover the more significant variability of time accessibility and average
speed is in the case of public transport.

One of the most important issues in choosing a travel mode is the dependency
on time of day because the time is more important than distance or monetary costs
[22, 23].

The demand for transportation changes during the day. Usually used evaluation
is focused on selection of “the best appropriate” time slot (typically morning) and
did not take into account other requests arisen during the day. From the practical
point of view the bad accessibility in secondary time slots may be serious barriers
for commuting to services, for taking a job with more work shifts or for applying
flexible working hours.

The aim of the study is to evaluate accessibility across the Czech Republic and
assess the dependency on time slots used for commuting by public transport.
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2 Methodology

The accessibility evaluation of particular municipality is based on commuting
conditions to all other municipalities within 100 km (Euclidean distance) and within
CR. The influence of this distance limitation can be specified based on real inter-
municipal commuting from 2011 census data. From 935,186 of daily commuters
who specified origin and destination of their trips, 98.5 % are commuting within
100 km (Euclidean distance). Remaining 1.5 % commuters indicate usage of
regional public transport in 23 % which represents a segment of missing 0.3 %
commuters. Nevertheless this segment also includes suspicious answers and
potential errors in the census data, thus the remaining part of commuting (above
100 km) can be neglected. It is worth to note that the accessibility evaluation is
based mainly on relative territorial and temporal comparisons where the influence
of distance limit is eliminated.

The transport connections were searched in valid time schedules of buses and
trains using information system of CHAPS Ltd. Each existing transport connection
was evaluated and characteristics of all connections matching given conditions were
stored to the database (departure time, arrival time, time duration, cost and number
of changes).

The time for requesting a public transport connection was limited to several time
intervals. Considering more than 28 % (1.11 million) of all employees work in
multi-shift operation (forth in the EU28 rank) (more in CSU [24]), commuting for 3
work shifts were tested (1st work shift with 3 possible starting times). In all cases,
the latest time of arrival was set to 15 min before the beginning of the shift and
similar time interval was applied after the shift is over. Commuting time periods
were coupled to assure both appropriate arrival to workplace and not postponed
return home after work [16]. The access and egress of public transport has not been
evaluated, for more information about influence of door-to-door commuting (see
Ivan [4]).

The extent and demandingness of processing requires building a database of
public transport connections. A SW application TRAM was developed using client-
server technology [25] and parallel processing on a group of computers. The client
part consists of approx. 30 computers with special software for connection
searching fully utilizing multi-core processors. The process of building the database
contains two main phases [25]:

1. searching phase, including massive searching of various possible public trans-
port connections by 700 connections batches,

2. data analyses and recording of transport connection parameters for the optimal
commuting variant.

The programme returns several possible connections for commuting matching
requested conditions. Each of them is evaluated (multicriteria evaluation including
duration, price, distance and departure/arrival fitting) and finally, the most optimal
(i.e. not the shortest) variant is chosen.
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In this study the processing (6,279,563 combinations of municipalities) was
performed on 35 computers and the time of processing was about 40 h. Data was
processed by Trčka [26].

The conditions of public transportation for commuting were evaluated for each
year in the period of 2007–2011 using valid transport timetables for these dates:
23.9.2007, 8.9.2008, 26.9.2009, 14.6.2010, and 5.10.2011. The parameters were set
according to the Table 1. The maximum number of connection changes was 5 and
the maximal duration was set to 60 min.

The time settings obviously do not cover all commuting possibilities (arrival and
departure schedules) but those called “suitable” commuting conditions or
connections.

The parameters of the optimal variant for commuting are stored to the database.
Finally, data is aggregated and used for the accessibility evaluation. Usually levels
of municipalities, districts (LAU1), and regions (NUTS3) are used for analysis.

The transport accessibility was assessed mainly using following indicators:

• The rate of accessible municipalities (RA), which is defined as the number of
accessible municipalities per number of all municipalities tested for existing
transport connection (in %) on certain time (h) in case of one-way travelling.
The best accessible municipality has the highest value of RA.

RAh;i ¼ NMAh;i

NMTh;i
� 100 ½%�

where NMA is the number of accessible municipalities, NMT is the total number
of municipalities within a given Euclidean distance (i.e. 100 km), h is hour and
i is the index of municipality.

• The rate of missing return connection (RMRC) expresses the existence of a
return suitable connection after the work shift to the residential municipality.
The best accessible municipality poses the lowest value of RMRC. Zero value
means that each municipality accessible by one-way connection (under the
given conditions) also provides a suitable return connection to residential
municipality after the end of the shift.

Table 1 Time intervals for selection and evaluation of public transport possibilities

Start of the
work-shift

Earliest departure
(BF)

Latest arrival
(BF)

Earliest departure
(AF)

Latest arrival
(AF)

6:00 4:30 5:45 14:15 15:30

8:00 6:30 7:45 16:15 17:30

9:00 7:30 8:45 17:15 18:30

14:00 12:30 13:45 22:15 23:30

22:00 20:30 21:45 6:15 7:30

BF before the work-shift, AF after the work-shift
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RMRCh;i ¼ NMAOWh;i � NMATWh;i

NMAOWh;i
� 100 ½%�

where NMAOW is the number of accessible municipalities for one-way journey
and NMATW is the number of accessible municipalities for both-way journey.
The best conditions have municipalities with both the high RA and the low
RMRC (for the same time interval).

• The rate of both-way accessible municipalities (RBWA) provides information
about the relative number of accessible municipalities for both-way commuting
on a certain time (h). The zero value highlights municipalities with only one-
way commuting possibilities and simultaneously without destinations with a
suitable return connection. When no one-way commuting exists, RBWA is set to
−1 (see formula bellow) and labelled as “no commuting”. The best accessible
municipality for both-way commuting has the highest value of RBWA.

RBWAh;i ¼
�1 if RAh;i ¼ 0
RAh;i�ð100�RMRCh;iÞ

100 if RAh;i [ 0

(

Indicators calculated for each municipality have been aggregated to higher
geographical units, successively districts (LAU1), regions (NUTS3) and country
(NUTS0).

3 Public Transport Accessibility in 2011

The average rate of accessible municipalities is 0.44 % in CR, thus only approx. a
half percent of all municipalities within 100 km (Euclidean distance) is available by
public transport under the given conditions (see methodology). The value of RA
oscillates between 0.64 % (interval 4:30–5:45 or 6:30–7:45) and 0.14 % (interval
20:30–21:45) (Table 2). While the rate of accessible municipalities is almost the
same for early morning intervals, it is dramatically decreased to 46 % of the
previous value only 1 h later. Then the indicator reaches 74 % of the maximal RA

Table 2 Number (NA) and rate (RA) of accessible municipalities in the Czech Republic according
to commuting time intervals

Time
interval

RA RArelative

(%)
RA > 1 %
(%)

RArelative > 1 %
(%)

NA NA > 10
(%)

NArelative > 10
(%)

4:30–5:45 0.64 100 1,561 100 2,697 43 100

6:30–7:45 0.64 100 1,513 100 2,521 40 100

7:30–8:45 0.30 46 545 35 1,161 19 44

12:30–13:45 0.47 74 944 61 1,968 32 75

20:30–21:45 0.14 26 148 10 444 7 17
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in the lunch time (commuting to second shift). For commuting to 3rd work shift
commuting, the value goes down again and represents only 26 % of the maximal
value. These changes generally demonstrate the significant differences between
accessibilities measured for different time intervals during a day.

If a certain limit is adopted to define well accessible residential municipalities, i.
e., those with 1 % as minimal level of accessible municipalities (within 100 km) in
the given time interval, even stronger differences in results are revealed (Fig. 1).
The average accessibility for time interval 7:30–8:45 is only 35 % of the accessi-
bility for the early morning time interval. RA for time interval 12:30–13:45 is about
61 % and only 10 % for time interval 20:30–21:45.

The level of accessibility can be specified also in absolute values as the number
of accessible municipalities within 100 km (NA). Obviously, this indicator provides
more concrete insight into the number of potential destinations and choices for
commuting. Nevertheless there are also serious drawbacks, mainly variable size of
municipalities and the edge effect near national border [16].

The distribution of municipalities according to the number of accessible desti-
nations on specified time intervals is depicted in Table 2 and Fig. 2. Early morning
(C6, C8) and afternoon (C14) time intervals are characterized by similar results,
while results for late morning (C9) and late evening (C22) intervals reveal much
worse values. From all 6,252 municipalities, there are about 1,000 without com-
muting possibility for commuting at 4:30–5:45 and 6:30–7:45, about 1,400 at
12:30–13:45, but about 2,900 at 7:30–8:45 (almost three times more than 1 h
before) and almost 4,000 at 20:30–21:45. Based on these results, 6, 8, or 14 o’clock

Fig. 1 The share of well accessible municipalities (above limits in RA and NA) according to the
time of day
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can be considered as suitable hours for commuting by public transport, while 9 and
22 o’clock are handicapped hours.

Commuters can travel to more than 10 municipalities from 43 % of munici-
palities if they commute at 6 o’clock, accordingly from 40 % of municipalities at 8
o’clock, from 19 % at 9 o’clock, from 32 % at 14 o’clock, and only from 7 % for
night shift commuting. This data can be recalculated to relative comparison where
the base is the average of 6 and 8 o’clock commuting. These relative results are
quite close to the results of average accessibility to all municipalities (except of
decreased value for 22 o’clock, see Table 2).

Results indicate the persistence of traditional commuting pattern in time
schedules (mainly travel to the work early in the morning), additionally also the
dependency of public transport accessibility evaluation on time dimension and
finally a case of public transport obstacles in supporting flexible working hours or
part-time jobs.

Further, regional differences have been analysed.
The average rate of accessible municipalities for districts (LAU1) for time inter-

vals 4:30–5:45 and 20:30–21:45 are portrayed in Fig. 3. The results for early morning
interval show specific trends, mainly relatively high level of accessibility in eastern
districts and in the three largest cities (Prague, Brno, Ostrava—AB, BM, OV). Dis-
tricts with lower accessibility are clustered in the central Bohemia close to Prague
what may be caused by dominant position of Prague with lower accessibility level of
smaller municipalities in surroundings (many of them can be classified as Prague’s
suburbia). The pattern of evening accessibility proves lower accessibility in almost all
districts except of the three largest cities and several districts close to borders (eastern
Moravia and two isolated districts in the NW part). The geographical distribution of

Fig. 2 Number of Czech municipalities in 5 categories of accessibility according to time of day
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regions with better accessibility for night-shift commuting corresponds to regions
with higher levels of employers with multi-shift operation (mostly NW, NE and
central areas).

Figure 4 depicts the changes of the rate of accessible municipalities (RA) from
early morning to late morning and to evening. For commuting at 9 o’clock, only
three regions indicate an increase of accessibility—Prague and surrounding districts
(AB, PZ, PY) what may correspond to later starts of working hours. Very low
changes in accessibility are evident in Brno and its surrounding (BM, BO) and
surprisingly also in Karlovy Vary district (KV). Small decrease of accessibility
(about 10–30 %) is found in the NE part of the CR (Moravian-Silesian region),
partially in the SE part of the CR, western border regions and central Bohemia. Vice
versa, a central part of the CR (near regional borders of Vysočina, South Moravia,
South Bohemia and Pardubice region) shows a substantial drop of the accessibility
level (RA9 is more than 4 times smaller than RA6). Results for commuting at 22
o’clock provide generally similar spatial pattern—shrinkage of well serviced areas
around Prague (AB) and Brno (BM), persisting better situation around Ostrava
(OV) and overall substantial decreasing of accessibility in almost all other districts.

Fig. 3 Average rate of accessible municipalities (RA) aggregated to level of Czech districts
(LAU1) at 4:30–5:45 (left) and 20:30–21:45 (right)

Fig. 4 Relative rate of accessible municipalities aggregated to level of Czech districts (LAU1) for
time interval 7:30–8:45 (left) and for the time interval 20:30–21:45 (right) related to the results for
time interval 4:30–5:45 (in %)
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To avoid the ecological fallacy, the situation for particular municipalities is
depicted in Fig. 5. These results show a high variability. The number of accessible
municipalities is normalized to the average of the CR. Municipalities in the last
interval (red colour) are below 75 % of the national average and members of top
three intervals (green) are about more than 25 % above the average. The general
trend that has been discovered for the district level is confirmed on municipal level
and areas of higher accessibility in eastern parts of the country contain a few
isolated municipalities with below-average accessibility. Municipalities with the
lowest accessibility are concentrated in mountain areas (peripheral parts in Bohe-
mia), in central Bohemia (BN, PB, RO, RA) and in some other isolated smaller
areas.

Fig. 5 Relative rate of accessible municipalities (compare to the average of the CR) for time
interval 4:30–5:45

Fig. 6 Average rate of missing return connection in municipalities aggregated to level of Czech
districts (LAU1) for time interval 4:30–5:45 (left) and 12:30–13:45 (right)
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Concerning the rate of missing return connection, the situation is much better
for the morning hours than during the afternoon (what is caused by bad public
transport conditions for return journey after 22:15). For the 1st work shift starting at
6 o’clock, the best situation is in Prague and Brno, followed by several other
isolated districts. To the opposite the worst situation for return journeys after the 1st
work shift is in the ring of districts around central Bohemia, mainly close to the
border between Bohemia and Moravia (JH, PE, HB, ZR, CR), the belt in central
Moravia (ZL, KM, PR, OL, BR), surprisingly also 3rd and 4th largest cities Ostrava
(OT) and Plzen (PM), and several others (Fig. 6).

The situation within particular districts is usually not homogeneous (see Fig. 7).
Often even neighbouring municipalities are largely different in the availability of
return connection.

The rate of missing return connection for the 2nd work shift is much more
problematic. The average rate is almost 2 times worse than early in the morning, but
the regional differences are not so strong. Most of districts have more than half
municipalities without suitable returning connections. The worst situation is again
in the centre part of the CR (mainly the Vysočina region, districts as HB, ZR, TR,
JI, PE etc.), Brno and some parts of NE and NW Bohemia (Fig. 6).

It is worth to note that any interpretation must take into account that good
conditions of return connection existence are also assigned to areas with a very low
one-way connectivity (a very low number of accessible municipalities results in
higher probability of return connection existence and thus also significantly lower
rate of missing return connection). That is why a combined evaluation of both-way
accessibility has been adopted.

Fig. 7 Rate of missing return connection in municipalities for time interval 4:30–5:45
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The combined evaluation of both-way accessibility is based on the rate of
both-way accessible municipalities (see Methodology) (Fig. 8).

The combined evaluation of public transport accessibility for the 3rd work shift
(Fig. 9) shows only several municipalities without any return connection, what is a
logical result of low rate of missing return connection for this time. Many
municipalities have no possibility to commute (even in one-way) but the remaining

Fig. 8 Rate of both-way accessible municipalities for commuting to 2nd work shift

Fig. 9 Rate of both-way accessible municipalities for commuting to 3rd work shift
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municipalities show relatively good both-way accessibility. The best conditions are
around largest cities, nevertheless important differences in the size of such
agglomerations exist—the largest accessible agglomeration is around Ostrava (OT,
KA, NJ, FM, OP, VS), in S-E Moravia (BV, HO, UH), partially also in central
Moravia (PR). To the opposite, the Plzeň agglomeration (PM, 4th largest city) is
quite small with a diameter similar to the significantly less populated Trutnov
agglomeration (TU).

4 Development of Accessibility

The development of accessibility has been evaluated using both main indicators—
RA and RMRC—aggregated for the regional (NUTS3) level.

Concerning RA (Fig. 10) Prague (red line) shows unique development com-
paring to other regions. This difference is getting stronger suggesting that
improvements of Prague’s accessibility are more rapid than in other regions. Since
2009 besides Prague two eastern regions (Moravian-Silesian and Zlin regions) are
getting separated in accessibility from the others (approx. 50–100 % more than
other regions except of Prague).

According to the rate of both-way accessible municipalities, the best situation is
again in Prague and also here the situation has been getting better since 2009. The
other regions demonstrate only small changes (significant decrease of accessibility
was indicated in Ústí region between 2007 and 2008 what is explained by the
exchange of regional public transport operator). Higher changes in the both-way

Fig. 10 The development of the rate of accessible municipalities for commuting at the interval
4:30–5:45 between 2007 and 2011 in Czech NUTS3 regions (modified from [26])
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accessibility level were recorded in 2010, when a temporary increase of return
connections was discovered in some regions. Similar development was recognised
also in other time intervals except of commuting to 3rd work shift where the
accessibility was significantly decreased in the Moravia-Silesian region and in the
central Moravia part, nevertheless their accessibility is still on a good level com-
paring to other parts of the country.

5 Conclusion

The accessibility evaluation for public transport is based on commuting to work
conditions in Czech municipalities.

The transport connections are searched in valid time schedules of buses and
trains. The client-server architecture is adopted and client part consists of dozens of
computers equipped with SW application TRAM. Parallel processing using multi-
core processors effectively process more than 6 million of combinations for com-
muting between municipalities. The commuting time for connection search is
limited to several selected time intervals. Commuting for three work shifts is tested
(1st work shift with 3 possible starting times). Also possibility of suitable return
journey (from work place to residence) is taken into account.

Three indicators are used for the analysis. The rate of accessible municipalities is
defined as the ratio between the number of accessible municipalities and the number
of all municipalities tested for commuting at certain time in case of one-way
travelling. The rate of missing return connection expresses the chance of suitable
return after the work shift back to the residential municipality. The rate of both-way
accessible municipalities provides information about the relative number of
accessible municipalities for both-way commuting at a certain time. Indicators are
calculated for each municipality and then aggregated to districts (LAU1) or regions
(NUTS3).

The evaluation results prove the significant differences between analysed time
slots used for commuting. Rates of accessible municipalities for the Czech Republic
is almost the same for two early morning intervals, while 1 h later the rate is
dramatically decreased to 46 % of the previous value. In the lunch time the indi-
cator rises again. Its value for evening hours falls down to 26 % of the morning
value.

It indicates, the traditional commuting pattern (go to the work early in the
morning) still persists in time schedules and flexible working hours or part-time
jobs are still not adequately supported by public transport operators.

The analysis of regional differences in accessibility changes according com-
muting times shows that in all districts the accessibility for late morning is
decreased (compare to early morning) except of Prague and surrounding districts.
The most dramatic drop of accessibility (more than 4 times) is recognised in the
central part of the country (border parts for Vysočina, South Moravia, South
Bohemia and Pardubice regions).
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The combined evaluation of both-way accessibility discovers areas (i.e. Klatovy
district) where almost no municipality has a possibility for suitable both-way
commuting for the 2nd work shift. It may be a serious problem for some occu-
pations (mainly in service sector such as shop assistants). As expected, better
conditions for 3rd work shift are around big cities, nevertheless important differ-
ences in the size of such agglomerations exist. The largest accessible agglomeration
is around Ostrava and in the SE Moravia, while the Plzeň agglomeration (4th
largest city) remains quite small.

The development of accessibility in 5 years (2007–2011) in the Czech NUTS3
regions indicates the divergent situation of Prague, the Moravian-Silesian and Zlin
regions compared to quite stable worse situation in other regions.
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Automatic Generation of 3D Building
Models from Point Clouds

Vojtěch Hron and Lena Halounová

Abstract Point cloud is a product of laser scanning (terrestrial/airborne) or it can
be derived from automatic image matching. Both techniques are very modern and
progressive methods of non-selective collection of spatial data. The representation
of buildings through point cloud is not appropriate for many applications. Handling
with a set of data points, covering large areas is also very hardware consuming. For
these reasons, it is suitable to represent individual buildings as spatial objects, called
3D models. This paper is a review of fully automatic generation of 3D building
models from point clouds. It compares the solutions of various academic institutes
and analyzes current commercial software products that process this task. In this
work, data point clouds collected by airborne laser scanning will be used as an
input. A major influence on the generation of 3D building models have the density
and quality of the point cloud, which are determined by scanning parameters. For
this reason, various input datasets will be tested.

Keywords 3D building models � Point clouds � Airborne laser scanning � LiDAR

1 Introduction

Spatial data are very popular and in demand nowadays. Due to its great popularity,
this data type and high requirements for the accuracy and topicality lead to their
more frequent acquisition. The acquired data have a great information potential.
Manual interpretation of spatial information is in fact extremely time consuming
and it is impossible to repeat it with the same result due to the human factor. Fully
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automatic methods of processing are used with increasing amounts of data that must
be processed in shorter time periods. Current automatic techniques are still under
development and can only partially exploit the potential of the data. The real
potential of the data is usually unused. This issue is therefore a challenge for experts
from a wide range of disciplines like remote sensing, photogrammetry or computer
vision.

The most common form of spatial elevation data is a point cloud which can be
obtained by active sensors like airborne laser scanning (ALS) systems which use
the Light Detection and Ranging (LiDAR) principle. The spatial data can be also
derived by image matching techniques using satellite or aerial images. Point cloud
data represent the surface geometry by an object independent distribution of points
with uniform quality, however, this form of representation is not appropriate for
many applications. For more sophisticated tasks, a generalization and simplification
of the digital surface model (DSM) is necessary. The generation of 3D building
models is just such the case. The fields of application of 3D building models are
quite various such as visualizations, urban planning, environmental monitoring (for
example air pollution, propagation of road traffic noise etc.), propagation of elec-
tromagnetic waves for telecommunication applications and the generation of flood
maps.

Image matching techniques are very popular and progressive methods nowa-
days, however, they are extremely dependent on the quality of input aerial images.
Ground sampling distances (GSD) and overlaps between images have a major
impact on the acquisition of high quality outputs. Most of the presented results were
typically achieved by high quality input datasets with large forward and side
overlaps between images and GSD under 10 cm. Data with these specifications can
be collected relatively easily from small areas, but it seems that it will not be
economic to collect such data for large areas for entire countries. This paper gives
a review of the possibility of fully automatic generation of 3D building models from
point clouds covering large areas. For this reason, point clouds collected only by
airborne laser scanning will be used as input data in this paper.

2 Related Work

The first important task in 3D building reconstruction is the identification of points
describing the buildings. These points represent mainly building roofs and their
parts in case they were collected from the air. The second important task is the
segmentation and conversion of these roof parts into geometrically and topologi-
cally correct building models. These tasks are really challenging and most scientific
papers solve this problem using other external sources of information like maps or
even better ground plans. Building ground plans can be obtained from digital
cadastral maps or GIS layers containing building footprints. This information can
rapidly help for building reconstructions as no sophisticated algorithms must be
used for the classification of raw point cloud [1]. The buildings are reconstructed on
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the position of their footprints and the shape of these footprints can be used for the
exact determination of the buildings outer walls. The roof planes can be detected by
using ground plan lines. The assumption is that the normal direction of roof planes
is usually perpendicular to one of the ground plane lines [2–4]. The shape of
the building outline can be used for a decomposition of a building as a combination
of simple roof elements [5–7].

The combination of different data sources is a great idea for solving complex
tasks. Many countries have digital cadastral maps and it is therefore possible to use
ground plans for 3D city modelling. Unfortunately, additional data sources like
digital ground plans are not available for every country. Supporting data can be also
outdated in relation to the time of acquisition of elevation data or can come from
untrusted sources. The use of maps is also problematic. The positions of buildings
are known with some uncertainties due to map inaccuracy and generalization. These
uncertainties are not higher than 0.5 m [8], however, they strongly depend on
the quality and scale of the maps. The original form of the maps (digital or paper) is
also important.

Using ground plans can be often quite complicated. Ground plans are based on
cadastral maps that register only the outer walls. A large number of buildings have
different shapes of their ground plans and roof footprints. Modern houses have
typically large roof overhangs over the outer walls. It is illustratively presented in
Fig. 1.

This problem is solved by the Czech Land Survey Office. The Czech Republic
has an old cadastral map, which contains many errors as a result of many decades of
a continuous operation. Most users want consistent and especially actual data sets.
Now there is an effort to fix these errors using point clouds acquired by ALS for the
new altimetry mapping. Automatic detection of buildings can be also used for
updating and revision of the cadastral map and other derived products. Manual
validation of millions of buildings is not feasible from the perspective of the whole
country. It is also necessary to use a very sophisticated full-automatic solution
which is independent on other sources.

Fig. 1 Left Orthoimage of two buildings with roof overhangs (green line) over the outer walls
(cyan line). Right Oblique image of the same buildings taken from the east
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In one approach, which is explained in detail [9], a robust algorithm for the
autonomous reconstruction of buildings from sparse LiDAR data was used. No prior
knowledge and supplementary sources were needed in this paper. The classification
of the point cloud into terrain and off-terrain points was done by a filtering process
that uses global functions in the form of orthogonal polynomials. The iteration
process was based on a fitted function that passes between laser points. In the sub-
sequent iterations, the degree of the polynomial was decreased. The reduction of the
polygon degree was done in accordance with an evaluation of the residuals. The
assumption was that terrain points have negative residuals and off-terrain points have
positive residuals. The final result was reached when the iteration did not change the
shape of the terrain, so only the terrain points influenced the polynomial [10].
Separated areas of off-terrain points were then filtered by size and height above the
ground. Filtered points that created planes as roof parts were further grouped into
segments and classified in unique roof faces. Between roof faces, topological rela-
tions were identified and from this information, an adjacency graph was created
which was very useful for the determination of roof types. The crease edges between
the roof faces were computed by the plane intersection. Boundaries of buildings were
derived from their roof edges that were detected using the Hough Transformation. It
was an approximate solution with lines that were geometrically incorrect, they were
not parallel and rectangular. Extracted lines were also fixed using an adjustment with
specific weights for roof edges according to their classification into three classes:
horizontal crease edges, non-horizontal crease edges and border lines. The adjust-
ment was not a destructive operation so it had no influence on topology. The gen-
eration of buildings was completed after the adjustment of their bounding lines.

This solution [9] is much more sophisticated than the one that is described in
Haala and Brenner [1], where the shapes of buildings were determined by a seg-
mentation of DSM in the raster form and a subsequent extraction of planar regions.
The planar range image segmentation algorithm [11] was used because it was fast,
essentially simple and scored very well if compared to other algorithms [12]. The
algorithm is based on the segmentation of a regular DSM grid into straight 3D line
segments which are used as a starting position for the region growing process. The
main advantage of this algorithm is that it requires no a priori knowledge. How-
ever, the algorithm has a problem with the precise extraction of region boundaries.
The author solved this problem by using ground plans. The problem was bypassed
instead of being solved.

The following part of the text is dedicated to an analysis of commercial software,
which is designed for the automatic generation of 3D building models.

3 Methodology and Data

The automatic generation of 3D building models will be tested in ENVI LiDAR
(more detailed in [13]). Other commercial products are INPHO Building Generator,
tridicon CityModeller and tridicon BuildingFinder. INPHO Building Generator and
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tridicon CityModeller allow the generation of 3D building models from point
clouds and building footprints. Tridicon BuildingFinder generates building foot-
prints and 3D buildings only from oriented aerial images. These software products
have not yet been tested.

4 ENVI LiDAR

ENVI LiDAR (E3De in the past, further only the software) comes from Exelis VIS
(Visual Information Solutions) that focuses on the development of software prod-
ucts for analysis and visualization of geo-information. A trial version of the soft-
ware (version 3.2, January 2013) was obtained from the company ARCDATA
PRAHA s.r.o., which is a distributor of Exelis VIS products for the Czech Republic.

The software is designed for automatic processing and interactive control of
ALS data (Fig. 2). The result of processing is a classification of raw point cloud into
several classes (terrain, buildings, trees, power lines and poles). Classified data can
be used for the creation of elevation models (DTM and DSM) and 3D models of
buildings and vegetation that can be exported and used in other software products.

Input data can be in binary format LAS (LiDAR/Laser data exchange format) or
ASCII. The software enables you to work with the georeferenced data in any
projection and geodetic datum. The recommended density of the point cloud is
greater than 1–2 points per square meter. The data processing runs completely
automatically without the need of human intervention. The setup processing is done
in the only dialog window with three tabs.

Fig. 2 Interface of the software and visualization of raw point cloud (colour hypsometry,
perspective view)
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4.1 Input Data Quality

Software testing was performed on three datasets with different densities of point
clouds. The first and second dataset covered the identical area (part of the city
Rokytnice nad Jizerou) and so their outputs can be compared to each other. Sample
dataset attached to the software was a very dense point cloud and thus represents an
interesting source suitable for precise modelling.

4.2 Classification of Point Cloud

Figure 3 (top) shows point clouds in the colour hypsometry in relation to the height
of the terrain. The colour range is not created from absolute height values, but from
relative heights of points above the ground. This type of visualization eliminates the
height disparity of the terrain, which gives a better idea about objects on the ground
(buildings and vegetation). Classification results are in Fig. 3 (bottom), where each
class is displayed in a different colour.

Input datasets were classified into four classes (terrain, buildings, other and
unprocessed). Figure 3 shows that the terrain was identified correctly in both
datasets, however, it does not apply to the buildings. In the first dataset, almost no
buildings were found. This is due to the too sparse point cloud from this dataset.
Points representing most of the buildings were classified incorrectly into the class
other. The result of the classification of buildings in the second dataset is signifi-
cantly better. All buildings have been identified. The class other contains only those
points that represent vegetation (trees and shrubs) and small objects with low height
(outhouses, greenhouses, fences, cars etc.).

The result of the classification of the sparse point cloud from the first dataset is
not satisfying. Changes of the recommended setting did not lead to improved
results. For this reason, the first dataset is not suitable for building modelling. The
next part of the analysis considers only the remaining two datasets in Table 1 (#2
and #3).

The following Fig. 4 shows only a part of the test area. It is approximately the
central part of the second dataset. The classification result can be evaluated easily
by a visual comparison of the orthoimage [Fig. 4 (left)] and the classified point
cloud [Fig. 4 (right)]. A good classification is a prerequisite for the subsequent
automatic generation of 3D building models.

4.3 Creation of 3D Building Models

The automatic generation of 3D building models is based on the RANSAC
(RANdom SAmple Consensus) method [14]. The principle of this method is to find
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geometric primitives by interleaving planes through the point cloud. The software
interleaves planes exclusively from the points that were classified into the class
buildings. This approach reduces the amount of data that must be analyzed (Fig. 5).

Fig. 3 Datasets: #1—Czech Land Survey Office [left] and #2—Krkonoše Mountains National
Park [right]. Top Raw point clouds (colour hypsometry in relation to the height of the terrain).
Bottom Classified point clouds: terrain (gray), buildings (red), other (yellow), unprocessed (cyan)

Table 1 Comparison of input data; #—dataset No

# Owner of data Area Average density
(p/m2)

1 Czech Land Survey Office Rokytnice nad Jizerou
(Czech Republic)

1.2

2 Krkonoše Mountains
National Park

Rokytnice nad Jizerou
(Czech Republic)

8.2

3 ENVI LiDAR sample data Kleinwolkersdorf (Austria) 21.8
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The created 3D models of buildings can be visualized as wire-frame objects or
more realistic 3D objects covered by textures. The following figure shows a plan
view of the wire-frame models of buildings [Fig. 6 (left)] and 3D view of textured
models of the buildings [Fig. 6 (right)].

In the software settings, it is possible to define a desired form of the generated
models. The models of buildings can be in the form of models with the real shape of
the roofs (LoD 2—Level of Detail 2) or box models (LoD 1—Level of Detail 1)
with a choice of the height (the lowest point on the roof, the average height of the
roof, and the highest point on the roof).

The quality of the created 3D building models with real shapes of roof (LoD 2) is
not ideal. During the detailed inspection of individual buildings, it was discovered
that the algorithm does not produce real building models. All buildings are com-
posed of several smaller parts (irregular polyhedrons) that are adjacent or overlap
each other. It gives an impression of real building models. Unfortunately, the
software does not contain any knowledge base of buildings or roof shapes. For this

Fig. 4 Detail of the second dataset: orthoimage [left] and classified point cloud [right]: terrain
(gray), buildings (red) and other (yellow)

Fig. 5 Profile of the point cloud with interleaved planes through the roof faces
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reason, the building models are highly incorrect. Some buildings were split into
smaller parts, although the building identification in the point cloud was good (see
Fig. 6—building down in the middle).

Figure 7 demonstrates the result that can be achieved by using an extremely
dense point cloud. In this case, the third dataset with point cloud density approx-
imately 20 points per square meter was used. Figure 7 [left] shows that the pro-
duced building model is composed of seven parts. It is not a single object. The
building model is very accurate and does not contain any glaring errors, therefore
the result can be regarded as satisfactory.

Fig. 6 3D building models in LoD2 created from the second dataset, plan view of the wire-frame
models [left] and 3D view of the textured models [right]

Fig. 7 3D building model in LoD2 created from the third dataset, plan view of the wire-frame
model [left] and 3D view of the textured model [right]
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5 Conclusions

The software has a user-friendly graphical interface that is quite intuitive and allows
users to view analyzed data in several options. Data processing is very well
described in the Help section. The main advantage of this software is the possibility
of automatic data processing, which is controlled by user-defined parameters.
However, the description of the parameters is not very detailed in the Help of the
software. Options are described in general and very tersely in the text. A user does
not have sufficient insight into the internal functionality of the software.

The processes of the point cloud classification and modelling of buildings are
very robust but they are not too sensitive to changes of optional parameters. This
can be considered as an advantage and disadvantage at the same time. The modi-
fication of some parameters did not lead to the desired changes in the final result.
For this reason, recommended settings were used in most cases. An implemented
method analyzes the data locally and without the use of any knowledge base of
buildings or roof shapes. The building model is created by a group of smaller parts
(irregular polyhedrons). The software does not create real building models, but only
groups of spatial primitives.

The main weakness of the software is its necessity to use high-quality input data.
Processing of different data sets showed that for achieving high-quality building
models, it is necessary to use a very dense point cloud as an input (20 points per
square meter and more). Unfortunately, point clouds with this density are not
typical. The missing knowledge base of building and roof shapes, and a poor
control of the implemented algorithm make the processing of sparse point clouds
difficult. Applying a sparse point cloud (up to 10 points per square meter) results in
the creation of building models with a lower quality.

At the end of this paper, it should be mentioned that a detailed 3D city model
consists of an accurate digital terrain model and high-quality 3D models of
buildings and grown vegetation and all objects alongside roads. The data will
become a normal part of the visualization of such space to allow designers to
enlarge their data sources and geographic data for further processing and modelling.
They will enable specialists to control and even improve conditions of the road
traffic to be safer and passable. All these spatial data have a great importance for
intelligent transportation, therefore they are quite important.

References

1. Haala N, Brenner C (1997) Generation of 3D city models from airborne laser scanning data.
In: Proceedings 3rd EARSEL workshop on LIDAR remote sensing on land and sea, Tallinn,
Estonia, 17–19 July, pp 105–112

2. Haala N, Anders KH (1997) Acquisition of 3D urban models by analysis of aerial images,
digital surface models and existing 2D building information. Integrating photogrammetric
techniques with scene analysis and machine vision III, Orlando, FL, United States, 21–23

118 V. Hron and L. Halounová



April. Proceedings of SPIE—the international society for optical engineering, vol 3072,
pp 212–222

3. Jibrini H, Paparoditis N, Deseilligny MP, Maitre H (2000) Automatic building reconstruction
from very high resolution aerial stereopairs using cadastral ground plans. In: 19th ISPRS
congress, Amsterdam, The Netherlands, 16–23 July

4. Vosselman G, Dijkman ST (2001) 3D building model reconstruction from point clouds and
ground plans. Int Arch Photogramm Remote Sens Spat Inf Sci 34(Part 3/W4):37–43

5. Haala N, Brenner C, Anders KH (1998) 3D urban GIS from laser altimeter and 2D map data.
Int Arch Photogramm Remote Sens 32(Part 3/1):339–346

6. Brenner C (2000) Towards fully automatic generation of city models. 19th ISPRS congress,
Amsterdam, The Netherlands, 16–23 July. Int Arch Photogramm Remote Sens 33(Part B3/
1):85–92

7. Vosselman G (2002) Fusion of laser scanning data, maps, and aerial photographs for building
reconstruction. International geoscience and remote sensing symposium (IGARSS), Toronto,
Ont., Canada, 24–28 June, pp 85–88

8. Suveg I, Vosselman G (2000) 3D reconstruction of building models. 19th ISPRS congress,
Amsterdam, The Netherlands, 16–23 July. Int Arch Photogramm Remote Sens 33(Part B2):
538–545

9. Nizar AA, Filin S, Doytsher Y (2006) Reconstruction of buildings from airborne laser
scanning data. Prospecting for geospatial information integration, Reno, NV, United States,
1–5 May. Am Soci Photogramm Remote Sens 2:988–997

10. Akel NA, Zilberstein O, Doytsher Y (2004) A robust method used with orthogonal
polynomials and road network for automatic terrain surface extraction from LiDAR data in
urban areas. 20th ISPRS congress, Istanbul, Turkey, 12–23 July. Int Arch Photogramm
Remote Sens Spat Inf Sci 35(part B3):243–248

11. Jiang X, Bunke H (1994) Fast segmentation of range images into planar regions by scan line
grouping. Mach Vis Appl 7(2):115–122

12. Hoover A et al (1996) An experimental comparison of range image segmentation algorithms.
IEEE Trans Pattern Anal Mach Intell 18(7):673–689

13. ENVI LiDAR Help (part of the software installation), Exelis visual information solutions.
Document version 3.2., c 2012, 2013-06-11

14. Fischler MA, Bolles RC (1981) Random sample consensus: a paradigm for model fitting with
applications to image analysis and automated cartography. Commun ACM 24(6):381–395

Automatic Generation of 3D Building Models from Point Clouds 119



Towards a Solution for the Public
Web-Based GIS Monitoring
and Alerting System

Jitka Hübnerová

Abstract This paper deals with the issue of interoperability of heterogeneous
sensor systems and the availability of their data from a global perspective. We
show the application of previously developed WEDA architecture style into a GIS
based experimental system and we present the performance analysis results of the
system. The paper also presents its strengths as being a firewall-friendly, web-
standards based solution that can be plugged into existing applications without
needing to completely rewrite them (which is good when using OGC Sensor Web
Enablement services). The paper compares the new style with styles which are used
today in OGC Webservices. We then present an alpha version of the experimental
system with eventing enhancements that are available with the new style. These
principles will be applied from the experimental system to the final draft specifi-
cation and API after more tests. If such a web-service standard meets the new
binding possibilities, alerting will become widely accessible and GIS viewers and
sensors can improve user-experience, loading/publishing sensor data or loading
pipelined WMS tiles as well.

Keywords Sensor web � Web services � Web sockets � Performance � Complex
event processing

1 Introduction

As the amount of sensor data is growing, more people want to see the data from the
sensors online via the web. OGC SWE standards [1] enable the web-based
discovery, exchange and processing of sensor observations, as well as the tasking of

J. Hübnerová (&)
Faculty of Mechatronics, Informatics and Interdisciplinary Studies,
Institute of Novel Technologies and Applied Informatics, Technical University
of Liberec, Studentská 2, 461 17 Liberec, Czech Republic
e-mail: jitka.hubnerova@tul.cz

© Springer International Publishing Switzerland 2015
I. Ivan et al. (eds.), Geoinformatics for Intelligent Transportation,
Lecture Notes in Geoinformation and Cartography,
DOI 10.1007/978-3-319-11463-7_9

121



sensors systems. SWE is technology to enable the implementation of Sensor Webs.
Wildfires, river basins, tsunami alerts, and environmental risk management are just
some of the uses of OGC’s interoperability framework for web-based access and
control of sensors and sensor data. One of the SWE standard’s services, the rela-
tively new Sensor Observation Service (SOS, 2008), provides an API (application
programming interface) that allows web servers to collect data from subscribed
sensors and public to explore their nearly real-time data. The goal of OGC Sensor
Web Enablement SOS is to provide access to observations from plug and play
sensors and sensor systems in a standard way that is consistent for all sensor
systems including remote, in situ, fixed and mobile sensors. SOS standard is based
on the REST (SOS 1.0) or SOAP (SOS 2.0) protocols. SOAP/REST protocols are
the implementation of web services (and web services are a well-known application
of SOA—service oriented architecture). Messages are exchanged using a
request–reply pattern and interaction is synchronously initiated by client. The
question is if the standards are prepared today to be as interactive and intercon-
nected to be usable from a global perspective. Many sensor systems are built at a
local level and their read-only data is published on the web. There is a large space
for linking these autonomous systems to the big sensor web and evaluating different
event types with some higher automated logic or with preferences defined by each
user. As with other SOAP web services, performance may also become an issue
and can negatively impact the user experience. Each request uses a shared HTTP
persistent connection over a single TCP connection (in the best case) and waits for
its response before another request can proceed. Web browsers open a memory-
reasonable number of connections (for example 6 for Chrome) to partly overcome
such limitations and developers use AJAX that prevents UI blockage (browser
communicates synchronously). But the performance problem and other web service
limitations still remains. At the time of writing, SOS standard are becoming known
in web mapping software and first implementations exist (for example OpenLayers
javascript library provides a very limited functionality for requesting the SOS
service). So as we can see, for Sensor Observation Service, the mechanism is
publicly available and open, which can overcome its other disadvantages. As for
other OpenGIS standards, we think that this specification will become broadly
popular in future. However, because of technology limitations, this web service
stack cannot be used for real-time monitoring and alerting in particular. In the next
few chapters we want to describe our approach to overcome these limitations and
also to present a version of an experimental system that we use to measure its
performance parameters and to tune the specification draft.

In 2003, Gartner introduced [2] a new terminology to describe a design para-
digm based on events: Event-Driven Architecture (EDA). EDA [3, 4] defines a
methodology for designing and implementing applications and systems in which
events are transmitted between decoupled software components and services. Event
objects are sent from an event source to the event consumer in asynchronous
messages at times determined by the event source. Pushing event objects proac-
tively reduces latency (the time required to respond to an event), compared to
waiting for consumers to pull event objects (for example, by repeatedly asking if
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any new data is available = polling). EDA had many forms during the years when it
was used in local networks and now it is often discussed in relation to SOA and
how these two can interact. This can be a very interesting feature when used in a
World-Wide-Web environment for many uses and especially for sensor data pub-
lication and monitoring problems. Theoretical discipline (without practical appli-
cation) which tries to combine these architectures is called SOA 2.0 (SOA
2.0 = SOA + EDA). Only local area network (LAN) monitoring and alerting
systems are widely used today. One type of their output is sending SMS/e-mail
messages to the specified group of users (e.g. crisis team) if some threshold is
exceeded. This system is good for crisis team disaster early warning and is built
with reliability in mind. Such systems are not available to the public today. For the
public, another OGC Sensor Web Enablement standard was proposed and named
Sensor Alert Service (and a very new Sensor Event Service). These SOA web
service specifications have some disadvantages in transport binding which is fire-
wall unfriendly (XMPP protocol for SAS) or requires the consumer to have a public
endpoint address (SES). As we know, IPv4 is still the leading specification and not
many users own such an address. From a global public monitoring and alerting
perspective, these solutions are still weak for the task (and as a result they are not
well-known).

The motivation for our work was dealing with performance issues of web ser-
vices at first. After we built an API and experimental GIS-based system, new
opportunities and topology enhancements were discovered. In the first part of the
text we introduce some fundamentals of the proposed style to understand the
concept and contribute with a comparison of the new concept with the style used
today. Next we will describe the experimental system and publish the results of
performance analysis. We would like to create another experimental system in
future which should show a reduction in the time needed to load WMS tiles from
the GIS server by pipelining enhancements of developed API (but that is not topic
of this paper). This will show us how pipelining the capabilities of our architecture
style can improve the performance of such a very common use. Finally we will
describe topology and event processing enhancements which are interesting espe-
cially for “GIS on the web” use-cases and can be used for building a publicly
available alerting solution (deployable to the cloud SaaS environment). The
resulting description will be transformed to the draft specification and API after
more tests on the experimental system.

2 Changing Architecture Style

The Weda architectural style is a hybrid architectural style that we have derived
from other network-based standards, such as web services [5] and HTML5 web-
sockets [6] to get a practical real-time SOA 2.0 [7] solution for WWW. It provides a
uniform connector interface to the client and server implementers allowing them to
extend their existing web services (SOAP 1.2, REST, POX) with a new type of
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endpoints and binding while keeping their HTTP server endpoints to legacy clients
alongside Weda endpoints (Fig. 1).

New possibilities grew with the arrival of Websockets. Websockets is a tech-
nology that provides bi-directional, full duplex communication over a single TCP
socket. It is designed to be implemented in web browsers and web servers and
traverses firewalls, proxies, and routers seamlessly and leverages Cross-Origin
Resource Sharing (CORS). The communication channel can be protected against
eaves-dropping with TLS, much like HTTPS. The default ports are 80 or 443, so
enterprises are not required to open additional ports in their firewalls.

2.1 Comparison of Web Services Architectural Styles

We can identify three classes of Web services (Table 1):

• REST-compliant Web services, in which the primary purpose of the service is to
manipulate XML representations of Web resources using a uniform set of
“stateless” operations.

• RPC-compliant Web services, in which the service may expose an arbitrary set
of operations.

• WEDA-compliant Web services, in which the service can use asynchronous
message passing which can provide us eventing behaviour as well as call and
return.

We developed an informal (IANA or RPC based) [8] as well as a formal (timed
automata) specification [9], whose purpose is to ensure the interoperability between
Weda implementers. The list of topics covered is: Weda gateway, Weda endpoints
(also for non-public client endpoints), Addressing, Weda transport binding, Con-
tracts, Weda subprotocol, Weda service description, model checking and verifica-
tion. All of the components were implemented into the beta version of Weda API.
The aim of future development is to provide an easily pluggable library in more
programming languages, which has a simple interface but robust and self-contained
implementation.

Fig. 1 Blackbox overview of Weda
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Table 1 Comparison of web services architectural styles

Attribute WEDA-style REST-style RPC-style

Architecture SOA 2.0 SOA SOA

Distributed
system type

Hybrid (message
passing and call/
return)

Call/return Call/return

Addressability Multiple endpoints
per service (clients,
server)

Unique URI address per
resource

One endpoint per
service

Common
transport

HTML5 WebSockets HTTP HTTP

State Statefull Stateless Stateless

Flow control Asynchronous Synchronous Synchronous (over
FW-friendly
transport)

Process com.
models

One-to-one, one-to-
many, many-to-many

One-to-one One-to-one

Latency Best (after improving
admission and flow
control)

Good Good

Throughput Extremely high Bad Bad

Instance
context

Per session Per call Per call

Scalability Best in terms of con-
current clients

Good Good

Coupling Loose (only event
type definitions in
duplex contracts)

Functionally tightly cou-
pled (MIME types in self-
descriptive resource
representations)

Functionally tightly
coupled (operations
and data types in
contract)

Data interface Inherited (no
restriction)

Generic (e.g. HTTP
verbs, MIME)

Service description
(e.g. WSDL)

Common data
format

Inherited (no
restriction)

HTTP resource represen-
tation, XML, JSON

SOAP

Deployment
topologies

Enterprise service
bus

Hub and spoke
(centralized)

Hub and spoke
(centralized)

Coordination Esb’s native func-
tions for orchestra-
tion and
choreography, no
scheduler

Resource-oriented work-
flows (theoretical-atom,
rss, dynamic hyperlinks in
practice)

Service-oriented
workflows, sched-
uler required

Coordination Esb’s native func-
tions for orchestra-
tion and
choreography, no
scheduler

Resource-oriented work-
flows (theoretical-atom,
rss, dynamic hyperlinks in
practice)

Service-oriented
workflows, sched-
uler required
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3 Experimental System

We have built two experimental “GIS on the web” systems with WEDA API.
Experience and data obtained from these experiments were used for calibrating the
model. Both experimental systems use the same server-side implementation and
only client implementations differ as one was developed as a thick client and the
other as a thin client (Fig. 2).

3.1 Server Side

The server side consists of a database layer, data access layer, web-service and
server-side Weda API.

• Database layer—Sensor data is stored in the spatial database Observations Data
Model (ODM). Version 1.1 [10] is a generic template for the observations DB.
For example the SpatialReferences table provides specifications of the location of
an observation site to record the name and EPSG code of each spatial reference
system used. The database was running inside a MSSQL 2008 environment. We
used more types of data, for example hydrologic data from CUAHSI-HIS.

• Data access layer—Our data access layer provides us mapping of conceptual
schema to data schema, isolation from the relational database and database
schema and other features.

Fig. 2 Overview of experimental systems
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• Web service—As we wanted to be sure that the existing service could be
extended, we chose OGC Sensor Observation Service [11] as part of our
experimental system. The server solution consists of the implementation of
standard SOS webservice without changes in contracts and business logic (the
goal). For spatial data, Renci (Renaissance Computing Institute) OpenGIS
implementation was used to bring us API for using Gml, Ows, SensorML or
Tml specifications. In the first version of samples we use its Core and Enhanced
extensions with GetCapabilities, DescribeSensor, GetObservation and GetFea-
tureOfInterest operations. In the future version transactional extension of SWE
SOS can be implemented especially with a proposal of one-way InsertObser-
vation operation and broadcast event that new observation arrived for all clients.

• Weda API—Other projects undergoing development are WedaAPI and layers of
the Weda eventing processor (will be integrated to WedaAPI after more tests).
The WebSocket server used is RFC6455 Super-WebSocket implementation.
The Weda eventing processor integrates a Complex event processing engine
NEsper—the widely used CEP engine offering runtime for .Net. CEP server
runs independently and has its own long running lifetime over the requests.
REST-compliant Web services, in which the primary purpose of the service is to
manipulate XML representations of Web resources using a uniform set of
“stateless” operations.

• RPC-compliant Web services, in which the service may expose an arbitrary set
of operations.

• WEDA-compliant Web services, in which the service can use asynchronous
message passing which can provide us eventing behaviour as well as call and
return.

3.2 Thin Client

Figure 3 shows the web client interface of our thin-client connected to the server.
Both clients read the geo-spatial data from the OGC SOS service by Weda
ChannelStack—transport and message binding and subprotocol. This client acts as
GIS Web map reader with WMS and SOS layers. It is implemented with ASP.NET
MVC3 and JavaScript using OpenLayers. We extended its Protocol.SOS javascript
library to be capable of connecting to the Weda endpoint. The use for the client is as
a public GIS Viewer system which presents SOS service data graphically upon the
public WMS layer while that data is loaded over Weda. End developers can build a
nice viewer with many features according to Weda capabilities. This client was not
considered as a benchmarking environment. Nevertheless some response time
logging is contained in source so the user can optimize the application after dis-
playing the response time information in the browser’s console.
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3.3 Thick Client

Figure 4 shows the desktop client interface of our thick-client. It is implemented in
C#.Net Winforms. The desktop client application was extended to be a load testing
tool. As Websocket is a new protocol, there are no load testing tools that can act
over WebSocket and none extensible with some subprotocols. This client allows us
to do real benchmarks of Weda against REST and SOAP over HTTP SOS service.
Legacy SOAP/REST endpoints are also invoked and used in benchmarks as
baseline.

4 Performance Analysis

We measured response time instability of Weda by invoking number of requests
(according to SOS GetCapabilities, DescribeSensor, GetObservation and GetFea-
tureOfInterest operations) from the thick client application and collecting the
responses with metadata about server processing times and other parameters (such
as 20 kB amount of transferred data per request etc.).

The load generator was hosted on 4xIntel Xeon running at 2.5 Ghz, Windows 8,
2 GB of RAM, 1Mbps downlink network connection and 100 Kbps uplink network
connection. The location of the load generator was 4 network hops away from the
server hosting the service. Reverse proxy (no caching) was placed between the
client and server. The average packet round trip time was 33 ms and constituted less

Fig. 3 Experimental system with thin client interface
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than 1 % of the service time. The server was hosted on an Intel Core i7 2670qm
running at 2.2 Ghz, 4GB DDR3 665 MHz, Windows 7 professional sp1 64bit. The
database server (MSSQL 2008 R2) was running on the same host as the Weda
server so its latency is included in total amount of RPT. It was found that RPT times
mainly consist of latency of data access layer (99 %). The test case for measuring
response time instability has been defined with constant payload of GetCapabilities
operation invoked at OGC SOS webservice. Every 10 s for 3 h a request was sent
and results were measured to give us more than 1,000 samples. The server pro-
cessed each request by proper serialization at each layer up to the bottom data
access layer. Backward propagation of results was packed into response frames by
Weda API and metadata about server processing times was glued into the response.
An illustration of setup and measuring points can be seen in Fig. 5.

RTT includes a time for request forwarding achieved by our reverse proxy. This
was used to simulate such a device’s delay. The Weda architectural style is a hybrid
architectural style that we have derived from other network-based standards, such as
web services [5] andHTML5web-sockets [6] to get a practical real-time SOA 2.0 [7].

Fig. 4 Experimental system with thick client interface

Fig. 5 Benchmark setup
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RT ¼ T4� T1 ð1Þ

RPT ¼ T3� T2 ð2Þ

RTT ¼ T2� T1ð Þ þ T4� T3ð Þ ¼ T4� T1ð Þ � T3� T2ð Þ ¼ RT� RPT ð3Þ

Performance trends and variance results are shown in Fig. 6. It can be seen that
response times are constant for 50 % (1,600–1,700 ms) samples. 73 % of the
sample’s RT were around the 95th percentile. 26 % of samples have uncertain
response time varying from 2 to 11 s (four times more than average value). RTT is
the main part of RT value. Its distribution is very similar to RT as 48 % of RTTs are
between 1,600 and 1,700 ms. One small peak can be found at 4.5 s where 7 % of
samples are situated.

Table 2 shows the statistics of the test. A ratio between standard deviation and
average value is used as an uncertainty measure. From the table we can see that RT
and RTT have a relatively small variance but RPT has significant instability which
does not affect the final RT by much.

A very small amount of samples are significantly affected by RPT giving more
than 1 s to total RT. From this point there is no chance to significantly improve
performance by improving serialization technique (except adding the compression)
or dealing much with the implementation. In our other work we use these results to
predict response time instability formula.

Fig. 6 Performance trends and probability density of RT, RTT, RPT
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4.1 Baseline Benchmarks

We performed many benchmark measurements to compare Weda against REST
and SOAP/RPC web services. These results and comparative graphs are out of the
scope of this paper, so here I only wish to add some findings on interesting quality
attributes.

• Findings on the throughput attribute—from “burst-based test cases” we can
learn that synchronous styles (SOAP over HTTP and REST) can only achieve a
small amount of turns compared to Weda-style. Weda-style has a 40-times
higher throughput, but as such it is more susceptible to DDoS attacks without a
robust admission control mechanism (tests ran without any admission control
mechanism implemented). A great way of dealing with overwhelming issues is
to add an admission control mechanism at each input queue. It is a matter for
discussion if such a mechanism should be required directly in WebSocket
specification (not in Weda-style).

• Findings on the scalability attribute—very interesting results were obtained
from the “constant count of samples per burst test case,” which suppressed the
differences caused by asynchronous or synchronous transport. We saw that
throughput increases exponentially with the number of clients for Weda-style.
RPC and REST-styles have their peak-throughput relatively low at a count of 6
clients (each client invoked exactly 10 samples per burst every 1 s). Weda-style
proves that it is more scalable in terms of concurrent clients.

• Findings on the response time attribute—peak-throughputs can negatively
impact Weda-style (the next version should deal with it with an admission/flow
control mechanism). To suppress this behaviour we prepared a test case where
conditions were set in a way leading to very similar throughput behaviour (we
prevented Weda-style to send/process more samples than other styles). From the
results we obtained that Weda’s 90th percentile response time is lowest and
unaffected by incrementing client count unlike the RPC and REST-style. This
test case shows that Weda-style responsiveness is a little bit better than for RPC
and REST-style.

Table 2 Performance statistics: RT, RPT, RTT

Min (ms) Max (ms) Avg (ms) 95th (ms) Std.dev. Std.dev/
Avg (%)

RPT 10 1,280 31 18 54 940

RTT 1,580 10,754 2,197 1,630 1,244 56.6

RT 1,608 10,773 2,258 1,669 1,243 55.8

Ping RTT 32 367 40 35 3 1.7
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5 Event Processing Enhancements

The main building block of web based GIS monitoring and alerting solutions is
contained inside the Weda specification—the use of duplex services. This enables
message exchange patterns in which both endpoints can send messages to the other
independently. A duplex service, therefore, can send messages back to the client
endpoint, providing event-like behaviour. Duplex communication occurs when a
client connects to a service and provides the service with a channel at which the
service can send messages back to the client. We can benefit from the client’s Weda
endpoint which is accessible from the server. To implement the push mechanism,
the client must implement a client-specific contract called a callback contract. As
we created our experimental system before the SES standard was proposed, our
experiments contain an easier WS-Eventing [12] contract (other WS-Notification
[13] OASIS-Standard is bind able to the model). There are three types of services
needed in enhancements:

1. Subscription and notification management
2. Default public integration point for sensors, monitoring systems and other event

sources
3. Integration point for admin tools for statement/topic management.

As shown in Fig. 7, the Weda event processor consists of a dispatcher component,
four event processing services which can be running on separate instances and one
CEP engine. Complex event processing is technology to transform single, low-level
events into aggregated, high-level events by looking across event streams. Many
message types are transmitted here as SOAP management operations, events, sub-
scription messages, registered EPL rules and rule actions. Implementation of
eventing enhancements is now integrated in an experimental system only. After

Fig. 7 High-level process view of Weda event processor and its relationship to EDA components
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stabilization of API and testing with SES specification, it will be integrated directly
into WEDA API. In the scope of this paper we will only highlight some of the
components that build together the practical implementation of SOA 2.0 architecture.

• For example the Notification manager component reacts on rule actions from the
CEP server and parses the list of subscriber’s topics to make the correct push of
an event to appropriate event sink. Events are defined by the end application. An
example of event-type (SASAlert) follows:

• Event generator integration point—EventReceiver metadata service is the main
integration point for monitoring systems, network sensors and other event
generators (event sources) which send an event into the CEP server for further
processing.

• Statement manager metadata service is an integration point for any adminis-
tration tool that allows definition of topics. Thanks to the StatementManager
service, experts can provide a set of rules that may change over time, due to the
dynamic nature of the domain. Client application behaviour can be changed
only by changing the set of rules, nothing has to be programmed. An example
rule provided as EPL statement follows. This example statement fires as soon as
a LocationSensor of a certain device does not fire events for 10 s. Every user can
then subscribe for this topic.

SELECT count(*), Identifier FROM LocationSensor.win:
time(10 s)
GROUP BY LocationSensor.Identifier HAVING count(*) = 0

6 Conclusions

In this work, the author presents the application (experimental system) of the
WEDA architectural style for developing “GIS on the web” solutions. The paper
also shows performance results measured on the system. It shows that RT is stable
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and good enough to be used in real-time and also summarizes other benchmark
findings from a number of different test cases. The system can improve the per-
formance of sensor web services and thanks to the presented “event processing
enhancements” it extends messaging capabilities for publicly available monitoring
and alerting sensor webs. There are many applications for this system from small
ones (e.g. warning the public or farmers within a range of 10 km before an
approaching storm or hail) to bigger ones (monitoring of emissions in real time by
informing the public to close windows and alerting the relevant authorities after
exceeding permitted limits) or building automata that can warn before some critical
event occurs (if water exceeds the threshold at Liblín and Zvíkovec and it is raining
in Beroun, then clients are alerted from Beroun to Praha 11–13). With this tech-
nology, results from very different sensor types can be processed together and cross
calculated. Users can define their own preferences for what to monitor and alert for.
The resulting trend analysis can be made available on a global level and deployed in
the cloud environment.
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Demand and Supply of Transport
Connections for Commuting
in the Czech Republic

Igor Ivan and Jiří Horák

Abstract The question of modal split or modal share for commuting is still very
relevant topic in the studies of transport issues. This paper deals with evaluating of
real demands for individual and public transport using for daily commuting
between municipalities in the Czech Republic based on data from census 2011.
Results discover a strong relationship between individual transport use and geo-
graphical location. The highest share of individual transport is in western areas and
less populated municipalities. Concurrently the public transport supply is analysed
based on data from the Database of public transport connections which has been
developing by authors since 2007. Comparing evaluated transport demand and
supply, all municipalities are divided into 12 categories. Various demographical
(age, education, population) and geographical (altitude, area, distance to regional
and national borders, x and y coordinates) factors including commuting time are
studied and discussed in four most extreme groups. Typically small demand and
small supply for public transport is correlated with high car ownership index, small
number of residents, and closeness of regional borders (internal peripheries).

Keywords Commuting � Public transport � Individual transport � Modal split

1 Introduction

The decision of mode choice remains a crucial issue in studying transport geog-
raphy. However some countries have been successful in shifting car users onto
public transport, others are struggling despite their effort to make public transport
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more attractive. The modal split is related to numerous relevant more or less success
factors, ranging from individual mode choice, which in turn depends on individual
and mode characteristics, to land use and population density. But two of them are
considered as the most important—the travel time and the level of variability of
travel time [1]. Unlike price and other factors, time spent on travelling is an
absolute constraint which cannot be increased infinitely [2, 3]. Particularly in case
of regular short-distance trips, i.e. commuting to work, the commuter’s behaviour
minimises the economical and time costs needed for the trip. The preference of one
of these two aspects—price and time—is crucial for the final transport mode
selection.

It is not just about the time of transport (in-vehicle time), but also about the time
for journey preparation (varying according to its length, purpose and frequency),
walking to public transport stop, waiting for the vehicle (positive influence of
regular time schedule), time for eventual vehicle changes and waiting for follow-up
connection, walking to the final destination from stop. All of these parts create the
out-vehicle time [3]. The same situation is valid also for the journey back to home
after the end of the work-shift. Additionally the passengers are more sensitive to
out-of-vehicle times than in-vehicle time (in range 1.5–2.3 times more). Particular
phases of out-of-vehicle times are quite variable. The walking and waiting time is
perceived mostly negatively (except very long journeys) and in case of commuting
using public transport the walking times can make up 24–30 % the time of the
whole journey (averagely 800 m) in the Czech Republic compared to individual car
transport with distance about 50/160 m in rural/urban environment. All of out-
vehicle time parts are generally more time consuming in case of mass public
transport. Not only that out-vehicle and in-vehicle time is perceived differently, but
also generally the time is perceived differently, and each individual has its own
travel time budget. Its size is derived from how time is valued, which is in turn
related to wages [4]. From the time point of view, it can be assumed that public
transport is preferred if the in-vehicle and out-vehicle time of commuting meets the
needs of the commuter, otherwise commuter must rely on individual transport.

This general modal split based only on travel time is further influenced by price
of travel. The individual car transport is more monetary expensive than the com-
muting by public transport. Each individual has also own money budget, similarly
as in case of time. If the prize exceeds the individual’s budget, commuter has the
only possibility to use public transport even the commuting time is partly over the
time budget. In the worst case, the people cannot commute at all and either they
have to move closer or to prefer a job in better accessible areas. For regular
travelling between two places, public transport providers offer cheaper seasonal
ticket in order to increase the share of public transport in commuting trips to work
[4]. The owning such seasonal ticket increases the probability that an individual will
use public transport and create larger resistivity to new cheaper opportunities (such
as ridesharing with colleague, purchase of a new car). On the other hand, White [5]
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has noted that owning a car makes the probability of using it for daily activities
(including commuting) much higher, even if it does not provide any economic
benefits and an appropriate public transport connection exists. Then, the public
transport will be used only under rare circumstances (journey to the city centre, to a
party etc.). Additionally the car is shared also by other members of the family,
either as passengers for journeys to work, school (ridesharing) or as drivers for their
own needs (carsharing). So, the decrease of public transport use is higher than the
average for one person. Each new car in a family substitutes about 200–250 local
journeys by public transport per family and year. This effect is more significant in
case of the first car and smaller for additional cars. Therefore, policies aimed at
discouraging car ownership with activities such as high registration fees or annual
excise duties, hoping to reduce the share of car use for trips to work. Unsurpris-
ingly, GDP per capita is also positively correlated with car share. Also other more
or less significant individual factors have influence on final mode choice such as
ecological lifestyle, subjective perception of public transport, personal image,
comfort of travelling etc.

Socio-economic and other subjective factors have been found to be very
important in explaining commuting behaviour. Nevertheless, land use is considered
as equally important factor for final mode choice and has a clear relationship with
travel behaviour [4]. Following seven main dimensions of land use factors have
been identified: (1) density; (2) diversity/mixed use; (3) design and infrastructure
(including parking, and conditions for walking and cycling), (4) destination
accessibility; (5) accessibility to public transport; (6) demand management; and
(7) demographics [6, 7].

In this paper, we compare the demand and supply of two transport modes—
public and individual—in relation to commuting in the Czech Republic. The goal is
to answer three questions: (1) Where are the main areas/flows using individual
transport? (2) What kind of commuters is travelling here? (3) Do they have any
alternative in public transport use? The demand is based on the data from census
2011 and characterized as real modal-split used for commuting between a pair of
municipalities. By contrast, the majority of the existing Czech geographical studies
on commuting mode choice have been conducted based on data from census 2001
without consideration whether any alternative exists, i.e. [8–14]. We add another
perspective and utilise our data from the database of public transport connections
(described below). Combining these two data sources we classify municipalities
into several categories based on the level of real public transport use for commuting
(demand) and the number of municipalities accessible by public transport (supply).
Additionally we select the typical members of the most extreme groups considering
various aspects. The remainder of this paper is organised as follows: Sect. 2
describes the data used; Sect. 3 presents the commuting modal-split; Sect. 3.1
describes the supply of public transport connections; Sect. 4 presents the results of
combining both data sources and finally; Sect. 4 summarises the main findings.
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2 Data

Commuting flow data comes from census 2011 with the decisive moment at midnight
from 25 to 26 March 2011. It provides information about all commuting flows with
the origin municipality within the Czech Republic (destination can be in foreign
country). The commuter is defined as an employee or a student (commuting to school
and to work is distinguished in data) who has the job or school out of the residential
municipality (this can differ from official address in the ID card). The commuting
within the same municipality is not considered by statistics as commuting. Alto-
gether, the table contains 178,171 records and 1,551,918 commuters are travelling
between these pairs of municipalities (general volume of data are summarised in
Table 1). Standard list of parameters has been further extended about the modal share
between seven analysed transport modes for all of 178,171 records—car (driver); car
(passenger); train; bus; urban public transport (some transport links operate also
outside the municipality area); motorcycle; and bicycle. The frequency of transport
mode use within one municipality combination is often higher than number of
commuters. This is caused by the possibility of respondents to choose more options if
they are using a combination of them. Due to all possible combinations, this incon-
sistency causes only small problem in case of individual and public transport com-
bination. Only 0.5 % of all respondents selected this combination as the used
transport way for commuting what makes it irrelevant. Combination of public and
individual transport such as park and ride, bike and ride play only negligible role in
the Czech Republic.

Finally the data set has been reduced based on two criterias (1) both, origin and
destination of commuting must be within the Czech Republic (commuting to for-
eign country has been excluded); (2) in case we compare the real modal share with
existing public transport connection, we work only with commuting flows within
100 km (Euclidean distance). This distance selection is important to make this data
consistent with the second data source (see text below).

The final number of records and commuters is in Table 1.
The second data used in this paper are from the Database of transport connections

which has been developed and three times a year updated since 2007. This database
contains all combination of municipalities within 100 km (Euclidean distance) with

Table 1 Number of records and commuters in data set from census 2011

Number of
records

Number of
commuters

Commuting to work Commuting to
school

Total On daily
basis

Total On daily
basis

Domestic and foreign
commuting

178,171 1,551,918 1,125,337 953,190 426,581 302,955

Domestic commuting 165,347 1,508,711 1,089,876 935,186 418,835 299,324

Domestic commuting
within 100 km

143,591 1,427,475 1,050,933 921,010 376,542 291,719
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information about public transport connections between each pair. A municipality is
defined by the main public transport stop suggested by the valid time tables. The
database contains travel time, number of changes, price and existence of return
connection for each combination of municipalities and five time intervals (to 6, 7, 8,
14 and 22 o’clock) which define the beginnings of three work shifts. Each public
transport connection must fulfil these criterias: (1) the Euclidean distance between
municipalities is less than 100 km; (2) the duration is less than 90 min; (3) number of
changes is 5 and smaller; (4) arrival time cannot be earlier than 60 min before; and
(5) departure time from commuter’s residence cannot be earlier than 120 min before
arrival (more in [15, 16]).

Valid timetables have been used to search all public transport connections using
buses and trains (no urban transport) for the 8 March 2011 (similar date as the
decisive moment of census). For the municipality level, the database contains
12,579,133 combinations with further information of transport connections to 6, 7,
8, 14 and 22 o’clock. From this volume, 721,826 combinations have at least one
connection for at least one commuting time.

3 Modal Split of Commuting

Following Rodrigue et al. [17] we define modal split or mode share as the proportion
of trips that is made by each transport mode. Compared to the modal options in our
data set, census results in general distinguish 14 different modal options including
their combinations. From the public transport modes bus is used for commuting with
18.8 %, following by urban transport with 6.6 % and train with 6.2 %. The most
often, commuters are using car as drivers with 36.3 % and as passengers as 7.6 %.
The other individual transport modes have only negligible usage—motorbikes with
0.1 %, bicycle with 1.4 %. Combination of different transport modes are not as
common as was expected with the highest share of bus and urban transport com-
bination (3.3 %) and train and urban transport with 2.6 %. Other combinations have
the share below 2 % and about 10 % of commuters did not respond this answer.

For the needs of this paper, we work with modified data set from census as
specified above and only domestic daily commuting is analysed. For all of 935,186
daily commuters, 1,283,421 cases of transport option uses are stored in the data set.
This inconsistency is explained above. Transport options have been aggregated to
two groups. First group consists of 803,601 users (63 %) of cars as driver; cars as
passenger; motorcycles and bicycles and is named as individual transport and the
second group is named as public transport and consists of 479,820 users (37 %) of
trains; buses and vehicles of urban public transport. Daily commuters prefer indi-
vidual transport compared to general commuting with the share about 51 %.

The spatial variability of individual transport share is high with east-west gra-
dient as it is portrayed in the map (Fig. 1). The spatial variability in case of public
transport share is inverted. No employee is commuting or no given transport option
is in case of 561 municipalities from 6,251 of municipalities in the Czech Republic.
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Nevertheless these are only low-populated municipalities. The most populated
cities have the share of individual transport between 40 and 60 % what is signifi-
cantly below the average. This confirms the Pearson correlation coefficient between
the population (aged 15–64) and frequency of individual or public transport use
which is slightly higher in case of public transport mode (0.987 and 0.975). If we
analyse the correlation between the population (15–64) and share of individual or
public transport use, the correlation coefficient is negative in case of individual
transport (R = −0.084). This is even more evident if only municipalities above
10,000 residents are included (R = −0.452 for individual transport). The more
populated is the city the smaller is the share of individual transport use and this
relationship is getting stronger.

The level of individual transport use is getting higher in the direction from the
eastern to the western parts of the Czech Republic (see Fig. 1). This general spatial
trend is also confirmed by negative Person correlation coefficient between the share
of individual transport use and the x coordinates (R = −0.195). Also the correlation
between the population (15–64) and the x coordinates has been analysed to exclude
the influence of relationship between the population size and individual transport
share. Nevertheless, this correlation is very small, not statistically significant and
even positive (R = 0.009). So there may play an important role some different
influences and the supply of public transport connections (Fig. 2) can be the one
with the biggest importance.

It has been discussed that the mode decision is influenced by many more or less
important factors which significantly depend on individual’s subjective opinion.

Fig. 1 Share of individual transport use for daily commuting in the Czech Republic (2011)
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The crucial aspect in this choice is existence of an alternative. If no public transport
connection exists the commuter must rely on individual transport. It is not an easy
task to evaluate the supply of public transport connection at the municipality level.
Commonly used indicator for such evaluating is the number of links servicing the
municipality. But this indicator suffers several problems, i.e. there can be only one
or a few frequent links connecting only several and still the same municipalities,
these links can arriving and departing at wrong time for commuting needs. We have
developed a new indicator for evaluating the supply of public transport connections
and defined it as the number of municipalities within 100 km from which analysed
municipality is accessible per number of municipalities within 100 km on 6, 7, 8, 14
or 22 o’clock in case of one-way travelling. The map (Fig. 2) shows spatial dis-
tribution of supply and on the first look it is clear that the general distribution is
opposite to that in the previous map (Fig. 1). So the best accessibility by public
transport is in case of the biggest cities what is again confirmed by positive and
statistically significant (p = 0.01) correlation (R = 0.257). If only cities above
10,000 residents are analysed, the correlation is even 0.621.

Similarly also the spatial trend from west to east is evident and confirmed by
positive and statistically significant (p = 0.01) correlation (R = 0.277) which is even
bigger than in case of the population size. Also in this case correlation is higher
without municipalities below 10,000 residents but the increase is not as high as in
the previous case (R = 0.336).

Fig. 2 Supply of public transport connections to analysed municipality in the Czech Republic
(2011)
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3.1 Demand and Supply of Transport Connections
for Commuting

The share of individual transport use and level of public transport services are
mutually interlinked. If the share of individual transport use goes higher the pro-
vider of public transport should react on such decrease of passengers and reduce
provided transport services. On the other hand, the share of individual transport can
decrease when the number of accessible municipalities is higher in correct com-
muting times. The map (Fig. 3) describes the relationship between previously
defined supply of public transport services and demand for public transport services
defined as the share of public transport use for commuting. All municipalities have
been divided into 12 categories depending on the size of both indicators. The first
three categories (shadow colours) contain only 38 municipalities with no use of
public transport for commuting. The median of commuting employees to these
municipalities is equal to 1 so they have only negligible impact (47 commuters). All
remained municipalities have been divided into 3 × 3 categories corresponding to
three quantiles of these two distributions.

Several geographical (x, y coordinate; distance to national and regional border;
area; altitude) and demographical (age end education of commuters; number of
residents aged 15–64) aspects and commuting time have been analysed to find
typical members of the most extreme four categories. All analysed factors are

Fig. 3 Demand and supply of public transport for commuting to analysed municipality in the
Czech Republic (2011)

144 I. Ivan and J. Horák



statistically significant between groups except commuters with basic education and
aged 30–49. The light green category consisting of 1,111 municipalities (18 %) is
typical due to small demand for public transport and also small supply of such
services. Its members are destinations most often for older commuters (above
50 years) with secondary education without final exam and lower who commute
typically up to 15 min. Typical aspects of these municipalities are very high car
ownership index, so these people rely on cars and more than 60 % people (aged
over 18) own private car. These municipalities have the smallest average number of
residents (138) and are located typically in higher altitudes in western areas, sig-
nificantly more distant from national and closer to regional borders—internal
peripheries. These facts are proved also in the map (Fig. 3) where the group
members are located along regional borders of Bohemian regions (western parts).

The dark red group consists of 987 municipalities which are typical by high
supply and demand for public transport for commuting to analysed municipality.
According to current trends in transport policy this is an ideal case. These com-
muters use to be younger with the highest levels of education (complete secondary
and tertiary) and commuting for longer time (above 15 min but also above 60 min).
Residents show very small car ownership index. The municipalities of this group
belong to the biggest and largest, located more often in the eastern and northern
parts of the country, closer to national borders and far from regional borders. Based
on the map, they are concentrated in the Moravian part of the country (east) and in
the northern parts of Bohemia (similarly as members of dark blue group).

The smallest number of municipalities (335) belongs to dark green transitional
group and they have high supply of public transport, but the commuters are rarely
using it for daily commuting. Employees commuting to these municipalities are
usually younger 30 years, with full secondary education. Compared to the next
group, commuters to these destinations commute for shorter time, rarely above
15 min. So, residents do not use public transport despite a good level of public
transport accessibility because their travel time is very short. These municipalities
are small (both by population and area), in lower altitudes, in southern areas, closer
to national border and more distant from regional borders. Indicated spatial influ-
ences seem to be confirmed in the map with the increased occurrence of such
municipalities in the Vysocina Region and South Bohemian Region.

Municipalities with high demands for public transport but with low supply of
these services belong to the light red group (476 municipalities). Residents are
usually older with various levels of education. A typical attribute of commuters is
longer time spent by journey to work. They have the highest share of trips between
30 and more minutes. The accessibility of public transport is low but the commuters
probably do not have any other option and they rely on this mode of transport.
These municipalities are located more in eastern and northern areas and in areas
with higher altitude. They are close to national and regional borders, large but
sparsely populated. The map proves these geographical findings—two main clus-
ters of such municipalities are Jeseniky mountains (N-E part) and Krkonoše and
Jizerské mountains (N part).
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4 Conclusion

The study is based on data from census 2011 (daily commuting between munici-
palities, demographical attributes), the register of cars (car ownership), and the
Database of public transport connections (description of public transport conditions
in municipalities).

The strong relationship between individual transport use and geographical loca-
tion has been proved. The highest share of individual transport is in western areas and
less populated municipalities. According to the local transport demand and supply,
municipalities are divided into 12 categories. A correlation analysis with many
demographical (age, education, population) and geographical (altitude, area, distance
to regional and national borders, x and y coordinates) factors including commuting
time enable to characterize following groups of municipalities by selected attributes:

• 1st group with small demand and small supply for public transport indicates
high car ownership index, small number of residents, high altitude, and close-
ness of regional borders (internal peripheries).

• 2nd group with high supply and demand for public transport shows very small
car ownership index, closeness to country border (external peripheries), younger
population with higher education (complete secondary and tertiary) and longer
commuting time. These municipalities are located very often in eastern parts of
the country.

• 3rd group with high supply of public transport but low utilisation in commuting
is probably interlinked with short commuting time, young and middle educated
population in smaller municipalities.

• 4th group with high demands for public transport but with low supply of such
services is typical by longer commuting time (above 30 min), in peripheral
mountain areas, with older population. These municipalities are mostly clustered
in two larger areas.

The result shows typical features of transport choice conditions in the country.
Further research should focus more on regional differences to deliver adjusted
recommendations to regional transport decision makers.
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Train Platforming Problem

Ľudmila Jánošíková and Michal Krempl

Abstract The train platforming problem consists in the allocation of passenger
trains to platforms in a railway station. One of the important problems a dispatcher
has to solve, especially in a large railway station, is to decide, at which platform
track an approaching train should arrive. There is a tool helping him in his job
called the track occupancy plan. The plan specifies for each arriving or departing
train the platform track along with the time slot during which the track will be
occupied by the train. This paper deals with a method for computer-aided design of
the track occupancy plan. The problem is formulated as a bi-criterion mixed integer
programming problem. The first objective is to minimise the deviations of the
arrival and departure times proposed by the model from the times specified by the
timetable. The second criterion maximises the desirability of the platform tracks to
be assigned to the trains. The model is solved using a lexicographic approach and
the local branching algorithm. The model was verified by using the real data of
Prague main station. Results of the experiments are included.
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1 Introduction

The train platforming problem is a subproblem of the generation of a timetable for a
railway company. The generation of a timetable is a hierarchical process. At the first
stage, a preliminary timetable for the whole network is proposed. In this phase, a
macroscopic viewpoint at the railway network is applied. Stations are considered as
black boxes. Capacity limits of particular stations and the movement of trains inside
the stations are not taken into account. Then, at the second stage, a microscopic
viewpoint related to stations is applied. At every station, the network timetable is
checked whether it is feasible with respect to capacity, safety and train operators’
preferences. This process results in a track occupancy plan which specifies for each
arriving or departing train the platform track along with the time slot during which
the track will be occupied by the train. Cargo trains do not affect the plan since they
travel mostly in night, when there are fewer passenger trains, they use different
tracks in the station, and in case of conflicting movements they can wait at the entry
signal.

In the Czech and Slovak Republic, planning train movements through the station
is done by hand, using planner’s experience and a set of rules determined by a
railway company. The main goal of this research is to design a more sophisticated
approach which would serve as a planner’s decision supporting tool and result in a
better track occupancy plan. Improvement in the plan quality results in:

1. better management of train operation in the station, namely:

(a) shorter times of routes occupation by arriving and departing trains,
(b) uniform workload of the infrastructure elements, such as tracks, switches,

and platforms, which leads to a more robust plan resistant to random
disturbances;

2. higher service quality perceived by passengers, namely:

(a) shorter distances needed for changing trains,
(b) more appropriate platforms (platforms near to ticket sales points and to the

station entrance, platforms equipped by station shops or catering etc.),
(c) less probability of changing the planned platform when the train delays;

3. meeting train operators’ requirements on arrival and departure times and plat-
forms assigned to trains.

Routing and scheduling trains at a station has been studied by researchers in
countries, where large, busy stations with capacity constraints can be found.
Billionet [1] addresses only the routing problem. The problem is modelled using a
graph theory and the integer programming formulation of the resulting graph col-
ouring problem is solved. However, the k colouring problem is not indeed an
optimisation problem, it means any feasible solution is acceptable and the problem
formulation does not reflect the solution quality, such as route lengths or platform
preferences for individual trains. Zwaneveld [2] and Zwaneveld et al. [3] formulate
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the problem of train routing as a weighted node packing problem, using bivalent
programming, while the solution algorithm applies the branch-and-cut method.
A disadvantage of the above presented models is that the calculations connected
with them are computationally too complex and time consuming. Another, prac-
tically oriented approach has given up on applying the integer programming
methods, and replaced them by the heuristics, solving the scheduling and routing
problems at a time [4]. The algorithm incorporates, or considers, the operational
rules, costs, preferences and trade-offs, which are applied by experts creating plans
manually. The shortcoming of this approach is obvious: since it is a heuristics, the
optimality of the resulting plan is not guaranteed.

Other way of research, e.g. Bažant and Kavička [5], Chakroborty and Vikram
[6], has been directed at operational train management. In real time it is necessary to
reflect the requirements of the operation burdened with irregularities, i.e. to re-
schedule the arrival and departure times, and/or re-route trains.

In this paper we propose a mixed integer programming (MIP), bi-criteria model
of the train platforming problem. The problem can be solved by a lexicographic
approach, where particular criteria are ranked according to their importance.

2 Problem Formulation

The train platforming problem consists of the following partial issues. For each
train,

• a platform track must be specified at which the train should arrive; the platform
track assignment determines the route, on which the train approaches,

• arrival time at the platform and departure time from the platform need to be
determined.

The solution should minimise deviations from the planned arrival and departure
times and maximise the total preferences for platforms and routes.

The inputs to the mathematical programming model are as follow:

1. track layout of the station, which is necessary for determining feasible platform
tracks for a train and conflicting routes,

2. list of trains, where the data required for each train include:

(a) planned time of its arrival at the platform,
(b) planned time of its departure from the platform,
(c) line on which the train arrives (in-line) and departs (out-line),
(d) list of feasible platform tracks with their desirability for the train,
(e) category of the train.

All time data are given in minutes.
Further on we present the formulation of the MIP model. First we need to

explain the symbols used:
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Subscripts which in the mathematical model represent objects
i, i′, j train
k, k′ platform track

Input parameters (constants)
tPai planned arrival time of train i at the platform
tPdi planned departure time of train i
tCn standard amount of time passengers take to change trains (depends

on particular railway station)
Ii arrival line track (in-line) for train i
Oi departure line track (out-line) for train i
ci category of train i; ci = 1 for regional stopping trains and increases

with the speed and distance travelled by the train. We have to divide
train into categories, because international fast express trains have
obviously higher importance than the regional ones. Delays of
international trains can commit more traffic problems and extra costs
than delays of regional trains

tmin minimum dwell time of a train at the platform
tmax maximum time interval, in which two train movements are tested for

a conflict
pik preference coefficient; it reflects the desirability of the assignment of

platform track k to train i
sik number of switches on the route of train i from the arrival line track

to platform track k and from platform track k to the departure line
track

smin
i number of switches on the shortest train route in the station
smax
i number of switches on the longest train route in the station
a(l, k, l′, k′) coefficient, which has value true, if the route connecting line l to

platform track k conflicts with the route connecting line l′ to platform
track k′; if there exists any route connecting line l to track k and any
route connecting line l′ to track k′ such that these two routes do not
conflict, then a(l, k, l′, k′) = false. If both trains use the same station
or line tracks (i.e. k = k′ or l = l′), then a(l, k, l′, k′) = true. The
existence of route conflicts can be identified in advance from a
detailed map of the track layout.

We adopted the concept of conflicting routes and conflict solving from Carey and
Carville [4]. If two trains are on conflicting routes we must ensure that there is at least
a required minimum headway (time interval) between them, for safety and signalling
reasons. For example, let h(i, k, i′, k′)da be the minimum headway required between
train i departing from track k and the next train i′ arriving at track k′. The superscripts
d and a denote departure and arrival, and the order of the superscripts indicates the
order of the trains, i.e., train i is followed by i′. Similarly we have h(i, k, i′, k′)aa, h(i,
k, i′, k′)ad and h(i, k, i′, k′)dd for combinations arrival—arrival, arrival—departure,
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departure—departure. We need not introduce subscripts to denote the in-lines or out-
lines used by trains since for an arriving train i the in-line is already specified by Ii,
and for a departing train i the out-line is specified by Oi.

The preference coefficient pik may reflect:

• operator’s preferences of platforms,
• the distance of the track k to the connecting trains,
• the length of the route used by train i arriving to or departing from platform

track k. The smoother and shorter the route is, the less the possibility of a
conflict with other trains is, hence the probability of delay propagation
decreases.

In our model, coefficient pik is set according to the following formula:

pik ¼
1 if track k is the planned ðor desired) track for train i
0:9 if track k is located at the same platform as the planned track

0:8 smax
i �sik

smax
i �smin

i

� �
otherwise

8><
>:

Sets of objects

K set of all platform tracks
KðiÞ set of feasible platform tracks for train i
U set of all arriving, departing, and transit trains
WðjÞ set of all connecting trains, which has to wait for train j
Vaa ¼ fði; jÞ : i; j 2 U; i\j; jtPai � tPaj j � tmaxg set of ordered pairs of those trains that may

arrive concurrently
Vad ¼ fði; jÞ : i; j 2 U; i\j; jtPai � tPdj j � tmaxg set of ordered pairs of those trains that arriving

train i and departing train j may travel concurrently
Vda ¼ fði; jÞ : i; j 2 U; i\j; jtPdi � tPaj j � tmaxg set of ordered pairs of those trains that departing

train i and arriving train j may travel concurrently
Vdd ¼ fði; jÞ : i; j 2 U; i\j; jtPdi � tPdj j � tmaxg set of ordered pairs of those trains that may

depart concurrently

Decision and Auxiliary Variables of the Model

for i; j 2 U; k 2 KðiÞ : xik ¼ 1 if track k is assinged to train i
0 otherwise

�

ui difference between the planned and real arrival time of train i at a platform, i ∈
U

vi difference between the planned and real departure time of train i from a
platform, i ∈ U.

The following auxiliary variables y are introduced for the couple of those trains
i and j that may travel concurrently. They enable to express safety headways
between conflicting trains.
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for i; j 2 U; i\j : yaaij ¼ 1 if train i arrives before train j arrives

0 otherwise

�

for ði; jÞ 2 Vad : yadij ¼ 1 if train i arrives before train j departs

0 otherwise

�

for ði; jÞ 2 Vda : ydaij ¼ 1 if train i departs before train j arrives

0 otherwise

�

for ði; jÞ 2 Vdd : yddij ¼ 1 if train i departs before train j arrives

0 otherwise

�

After these preliminaries, the mathematical model can be written as follows:

minimise
X
i2U

ciðui þ viÞ ð1Þ

maximise
X
i2U

X
k2KðiÞ

pikxik ð2Þ

subject to

vi þ tPdi � ui þ tPai þ tmin 8i 2 U ð3Þ

vi þ tPdi � uj þ tPaj þ tCn 8j 2 U; i 2 WðjÞ ð4Þ

ui0 þ tPai0 � ui þ tPai þ hði; k; i0; k0Þaa �Mð1� yaaii0 Þ �Mð1� xikÞ �Mð1� xi0k0 Þ
8ði; i0Þ 2 Vaa; k 2 KðiÞ; k0 2 Kði0Þ : aðIi; k; Ii0 ; k0Þ

ð5Þ

ui þ tPai � ui0 þ tPai0 þ hði0; k0; i; kÞaa �Myaaii0 �Mð1� xikÞ �Mð1� xi0k0 Þ
8ði; i0Þ 2 Vaa; k 2 KðiÞ; k0 2 Kði0Þ : aðIi; k; Ii0 ; k0Þ

ð6Þ

Constraints (7)–(12) are specified for the other combinations of arrival—
departure and have similar meaning as (5) and (6).

ui þ tPai � vi0 þ tPdi0 þ hði0; k; i; kÞda �Myaaii0 �Mð1� xikÞ �Mð1� xi0kÞ
8ði; jÞ 2 U; i\j; k 2 KðiÞ \ Kði0Þ ð7Þ

ui0 þ tPai0 � vi þ tPdi þ hði; k; i0; kÞda �Mð1� yaaii0 Þ �Mð1� xikÞ �Mð1�xi0kÞ
8ði; jÞ 2 U; i\j; k 2 KðiÞ \ Kði0Þ ð8Þ

yaaij ¼ 1 8i; j 2 U; i 6¼ j; Ii ¼ Ij; t
Pa
i � tPaj ð9Þ
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X
k2KðiÞ

xik ¼ 1 8i 2 U ð10Þ

ui; vi � 0 8i 2 U ð11Þ

xik 2 f0; 1g 8i 2 U 8k 2 KðiÞ ð12Þ

yaaij 2 f0; 1g 8i; j 2 U; i\j ð13Þ

yadij 2 f0; 1g 8ði; jÞ 2 Vad ð14Þ

ydaij 2 f0; 1g 8ði; jÞ 2 Vda ð15Þ

yddij 2 f0; 1g 8ði; jÞ 2 Vdd ð16Þ

Model Description
Objective function (1) minimises the weighted deviations of the arrival and

departure times proposed by the model from the times specified by the timetable.
The weights cause that long-distance/high-speed trains will respect planned times
and regional trains will be postponed if necessary. The second criterion maximises
the desirability of the platform tracks to be assigned to the trains.

Constraint (3) ensures that a minimum dwell time needed for boarding and
alighting must be kept.

Constraint (4) states that connecting train i with real departure vi þ tPdi has to
wait in station to time at least uj þ tPaj þ tCn.

Constraints (5)–(12) ensure that a minimum headway will be kept between
conflicting trains. More precisely, constraint (5) states that if trains i and i′ have
planned arrival times within tmax and train i arrives at platform track k before train i′
arrives at track k′, i.e.

xik ¼ 1; xi0k0 ¼ 1; yaaii0 ¼ 1 ð17Þ

and trains are on conflicting routes (i.e. a(Ii, k, Ii′, k′) is true), then train i′ is allowed
to arrive at least h(i, k, i′, k′)aa minutes later than train i. If at least one of the
conditions (23) is not met (e.g. train i is not assigned to track k), then constraint (5)
becomes irrelevant as the right-hand side is negative (M is a suitably picked high
positive number). If train i′ is followed by train i ðyaaii0 ¼ 0Þ, then i is allowed to
arrive at least h(i′, k′, i, k)aa minutes later than i′, which is ensured by constraint (6).
Constraints (7)–(12) have a similar meaning for the other combinations of arrival—
departure.

Constraints (13)–(14) ensure that a train will not be dispatched to an occupied
track. If train i′ is followed by train i ðyaaii0 ¼ 0Þ and both trains arrive at the same
track k, then i is allowed to arrive at least h(i′, k, i, k)da minutes after train i′ leaves
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track k, which is expressed by constraint (13). Constraint (14) holds for the reverse
order of trains i, i′.

Constraint (15) states that yaaij is 1 if train i is followed by train j at the arrival and
both trains travel on the same in-line.

Constraint (16) ensures that each train is always dispatched to exactly one
platform track.

The remaining obligatory constraints (17)–(22) specify the definition domains of
the variables.

This multiple-criteria optimisation problem was solved using the lexicographic
approach, where the objective functions are ranked according to their importance.
In the problem at hand, the first objective function (i.e. to meet the timetable) is
more important that the second one (i.e. to respect track preferences). This ordering
reflects how decisions are currently made in practice. The solution technique
consists of two steps. In the first step the problem (1), (3)–(22) is solved giving the
best value of the weighted sum of deviations f best1 . Then the constraint

X
i2U

ciðui þ viÞ� f best1 ð18Þ

is added and the model (2)–(22), (24) is solved. Because both MIP problems are
hard and the optimal solutions cannot be found within a reasonable time limit, we
decided to implement the local branching heuristic [7] using the general optimi-
sation software Xpress.

3 Case Study

The model was verified by using the real data of Prague main station and the
timetable valid for the years 2004/2005. Prague main station is a large station that at
the given time had 7 platforms, 17 platform tracks and 8 arrival or departure line
tracks. According to the timetable 2004/2005, the station dealt with 288 regular
passenger trains per a weekday. We could use any timetable for validation, however
we used the timetable valid for 2004/2005 because we knew that it was done with
some mistakes. We wanted to demonstrate that our model is valid, can detect every
possible conflict in the timetable and suggest its solution.

Since the model with 288 trains contains 41,279 variables and 595,323 con-
straints, it is not possible to solve it to optimality in a reasonable time. That is why
the decomposition of the problem must be done. The planning period (a day) was
divided into shorter time periods. They were chosen in such a way so that the
morning and evening peak hours were taken as a whole and the rest of the day was
divided into shorter periods with approximately the same number of trains. The
resulting time intervals can be seen in Table 1.

156 Ľ. Jánošíková and M. Krempl



T
ab

le
1

R
es
ul
ts
of

ex
pe
ri
m
en
ts
fo
r
th
e
de
co
m
po

se
d
pl
an
ni
ng

pe
ri
od

an
d
sh
or
te
ne
d
ch
an
ge

tim
e

T
im

e
in
te
rv
al

N
o.

of
tr
ai
ns

N
o.

of
va
ri
ab
le
s

N
o.

of
co
ns
tr
ai
nt
s

V
al
ue

of
1s
t

ob
je
ct
iv
e
fu
nc
tio

n
V
al
ue

of
2n
d

ob
je
ct
iv
e
fu
nc
tio

n
D
el
ay

on
ar
ri
va
l
(m

in
)

D
el
ay

on
de
pa
rt
ur
e
(m

in
)

N
o.

of
tr
ai
ns

al
lo
ca
te
d

to
di
ff
er
en
t
pl
at
fo
rm

0:
00

–
5:
00

20
39
3

6,
96
0

0
20
.0

0
0

0

5:
00

–
8:
00

56
2,
28
0

41
,9
65

12
54
.6

2
2

5

8:
00

–
10
:0
0

45
1,
57
6

32
,8
70

13
41
.8

0
5

8

10
:0
0–

12
:0
0

37
1,
09
1

21
,6
92

6
35
.2

0
2

5

12
:0
0–

15
:0
0

52
1,
94
3

35
,8
04

11
47
.9

1
2

9

15
:0
0–

18
:0
0

54
1,
99
3

35
,0
28

6
54
.0

0
2

0

18
:0
0–

24
:0
0

77
3,
68
2

57
,8
42

14
75
.7

2
4

4

Train Platforming Problem 157



T
ab

le
2

R
es
ul
ts
of

ex
pe
ri
m
en
ts
fo
r
th
e
de
co
m
po

se
d
pl
an
ni
ng

pe
ri
od

an
d
no

rm
al

ch
an
ge

tim
e

T
im

e
in
te
rv
al

N
o.

of
tr
ai
ns

N
o.

of
va
ri
ab
le
s

N
o.

of
co
ns
tr
ai
nt
s

V
al
ue

of
1s
t

ob
je
ct
iv
e
fu
nc
tio

n
V
al
ue

of
2n
d

ob
je
ct
iv
e
fu
nc
tio

n
D
el
ay

on
ar
ri
va
l
(m

in
)

D
el
ay

on
de
pa
rt
ur
e
(m

in
)

N
o.

of
tr
ai
ns

al
lo
ca
te
d

to
di
ff
er
en
t
pl
at
fo
rm

0:
00

–
5:
00

20
39
3

6,
96
0

10
20
.0

0
8

0

5:
00

–
8:
00

56
2,
28
0

41
,9
65

12
54
.6

2
2

5

8:
00

–
10
:0
0

45
1,
57
6

32
,8
70

13
41
.8

0
5

8

10
:0
0–

12
:0
0

37
1,
09
1

21
,6
92

12
35
.2

0
4

5

12
:0
0–

15
:0
0

52
1,
94
3

35
,8
04

11
47
.9

1
2

10

15
:0
0–

18
:0
0

54
1,
99
3

35
,0
28

6
54
.0

0
2

0

18
:0
0–

24
:0
0

77
3,
68
2

57
,8
42

14
75
.7

2
4

4

158 Ľ. Jánošíková and M. Krempl



For every time interval, the mathematical programming model was solved using
the lexicographic approach described in the previous section. In case that the exact
algorithm (branch and bound method) did not finish in a predetermined computa-
tional time (30 min) then the local branching heuristic was applied.

The computational experiments were performed for a shortened change time
which is 4 min in Prague main stations, as well as for the normal change time
(8 min). The results for the shortened time are reported in Table 1 and for the
normal change time in Table 2.

The results of computational experiments show that the timetable was not correct
with regard to safety requirements. There were some trains travelling on conflicting
routes concurrently. That is why their desired arrival or departure times could not be
kept. Moreover, in some cases the original timetable did not respect desired time
passengers need to change trains. However the model respects such connections.
The best solution proposed by the model with the shortened change time delays 3
trains at arrival by 5 min and 12 trains at departure by 17 min in total, and
dispatches 31 (11 %) trains to platform tracks different from the planned ones.
Departures of 7 trains are postponed by 1 min and 5 trains by 2 min. For the normal
change time, 3 trains are delayed at arrival by 5 min and 16 trains are delayed at
departure by 27 min in total (8 trains by 1 min, 6 trains by 2 min, 1 train by 3 min
and 1 train by 4 min). 32 trains are dispatched to platform tracks different from the
planned ones.

Other experiments were performed to investigate:

• how decomposition of planning period influences the computational time and
the quality of obtained solution within 30 min limit for computing,

• how train delays influence the track occupancy plan,
• efficiency of the branch and bound and local branching methods.

4 Conclusion

In the paper, a mixed integer programming model for the train platforming problem
at a passenger railway station is described. The model proposes a track occupancy
plan that respects safety constraints for train movements and relations between
connecting trains, minimises deviations of the arrival and departure times from the
timetable and maximises the desirability of the platform tracks to be assigned to the
trains. The model could serve as a planner’s decision supporting tool.
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Examples of the Implementation of Fuzzy
Models in Tourism in the South
Moravian Region

Pavel Kolisko

Abstract In geospatial information systems we often come across concepts
expressing imprecision, incompleteness, uncertainty or vagueness, just like in
everyday life. The degree of uncertainty or vagueness can be expressed through
fuzzy set theory by membership functions. The fuzzy sets are more suitable for
modelling of the vague phenomena than the classical crisp sets. We ordinarily find
out spatial features which are not exactly bounded but are verbally determined.
There are two examples of fuzzy exploitation in the South Moravian Region in this
paper. Multicriteria decision making of tourism areas uses elementary fuzzy logic
knowledge and assessment of bike trail difficulty which is considered according to
the compositional rule of inference especially by Mamdani’s method and defuzz-
ification processes. The analyses apply the raster modelling using software ArcGIS
10.1, geoprocessing tools and programming language Python.

Keywords GIS � Fuzzy set � Fuzzy logic � Multicriteria decision making � Fuzzy
inference � Modus ponens � Compositional rule of inference � Defuzzification �
Centroid � Center of gravity � Center of sums

1 Introduction

The term “fuzzy logic” was described by Lofti A. Zadeh in 1965. This many-valued
logic characterizes wispy, unclear, vague, uncertain meaning [1]. In usual life we
utilize unconfined terms such as steep slope, near the forest. We can speak about
“linguistic variables” with linguistic values [2]. Real situations are modelled better
by using fuzzy sets with uncertain boundary. Each element is in the set more or less.
It is indicated by a degree of membership to a fuzzy set, by value between zero and
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one. Fuzzy sets are perceived as generalization of classical crisp sets which are their
specific case. Quality “to be fuzzy” is often expressed as ambiguity, not as inac-
curacy or uncertainty.

Definition of fuzzy set using the characteristic function.
Let X be a universe set (crisp set). A fuzzy set A of the universe X is defined by a

characteristic function called membership function μA such that lA : X ! 0; 1h i
where μA(x) is the membership value of x in A.

The membership value assigns a degree of membership to a fuzzy set to any
element.

μA(x) = 1 element x belongs to a fuzzy set for sure
μA(x) = 0 element x doesn’t belong to a fuzzy set for sure
0\lAðxÞ\1 we aren’t sure if element x belongs to a fuzzy set.

Each function X ! 0; 1h i determines any fuzzy set definitely.
Themembership degree to the fuzzy set is specified bymathematical functions [3].
We usually compose the membership functions of elementary linear functions.

These are trapezoidal, triangular, S-shaped and L-shaped membership functions.
We often use more complicated rounded functions, too as Gaussian function, bell-
shaped function, sinusoidal function etc.

2 Operations on Fuzzy Sets and Fuzzy Logic

Operations complement, union and intersection on fuzzy sets are defined in similar
way as on crisp sets [4].

The standard intersection of two fuzzy sets A and B is a fuzzy set with the
membership function defined by

lA\BðxÞ ¼ minðlAðxÞ; lBðxÞÞ: Zadeh's intersection

The standard union of two fuzzy sets A and B is a fuzzy set with the membership
function defined by

lA[BðxÞ ¼ maxðlAðxÞ; lBðxÞÞ Zadeh's union

The standard complement of fuzzy set A is a fuzzy set with the membership
function defined by

l�AðxÞ ¼ 1� lAðxÞ Zadeh's complement

Functions for modelling fuzzy conjunction are called triangular norms (t-norms),
for fuzzy disjunction triangular conorms (t-conorms). They are assumed as func-
tions of two variables defined on a unit square.
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Basic t-norms
TMðx; yÞ ¼ minðx; yÞ Minimum t-norm
TPðx; yÞ ¼ xy product t-norm
TLðx; yÞ ¼ maxð0; xþ y� 1Þ Łukasiewicz t-norm

TDðx; yÞ ¼ minðx; yÞ if max(x,y) = 1
0 else

�
drastic t-norm

The drastic t-norm is the smallest t-norm and the minimum t-norm is the largest
t-norm, because we have TDðx; yÞ� TLðx; yÞ� TPðx; yÞ� TMðx; yÞ:

Basic t-conorms
SMðx; yÞ ¼ minðx; yÞ Maximum t-conorm
SPðx; yÞ ¼ xþ y� xy probabilistic t-conorm
SLðx; yÞ ¼ minð1; xþ yÞ Łukasiewicz t-conorm

SDðx; yÞ ¼ maxðx; yÞ if min(x,y) = 0
1 else

�
drastic t-conorm

The maximum t-conorm SM is the smallest t- conorm, drastic t-conorm is the
largest t-conorm, because we have SDðx; yÞ� SLðx; yÞ� SPðx; yÞ� SMðx; yÞ.

Now we can generalize expression of fuzzy sets union and intersection.
The intersection of fuzzy sets based on t-norm T is the fuzzy set with the

membership function defined by

lA\TBðxÞ ¼ TðlAðxÞ; lBðxÞÞ:

The union of fuzzy sets based on t-conorm T is the fuzzy set with the mem-
bership function defined by

lA[SBðxÞ ¼ SðlAðxÞ; lBðxÞÞ:

Therefore, the standard intersection and union are special cases A \ B ¼ A \TM B
and A [ B ¼ A [SM B.

The fuzzy negation, the complement of the fuzzy set and various implications
are defined similarly [5].

2.1 Fuzzy Relations

Let X, Y be crisp sets. A binary fuzzy relation R from X to Y is any fuzzy subset
R of the set X × Y. Fuzzy relation R is described by the membership function
lR : X � Y ! 0; 1h i.

We can define intersection on t-norm T and union on t-conorm S.
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lA\TBðx; yÞ ¼ TðlAðx; yÞ; lBðx; yÞÞ
lA[SBðx; yÞ ¼ SðlAðx; yÞ; lBðx; yÞÞ

Definition composition of fuzzy relations
Let X, Y, Z be crisp sets, A, B binary fuzzy relations and T t-norm. Then sup-T

composition of fuzzy relations A and B is fuzzy relation C ¼ A �T B with the
membership function lCðx; zÞ ¼ sup

y2Y
TðlAðx; yÞ; lBðx; yÞÞ:

3 Fuzzy Inference and Generalized Modus Ponens

The fuzzy inference is a process which is applied to reasoning based on vague
concept. The inductive method modus tollens and the deductive method modus
ponens are the basic rules of inference in binary logic. In modus ponens we infer
validity of a propositional formula q from validity of implication p⇒ q and validity
of premise of a propositional formula p.

3.1 Generalized Modus Ponens

In fuzzy reasoning we use a generalized modus ponens according to following
statement, where A, B, A′, B′ are fuzzy sets, X, Y linguistic variables. The scheme
consists of a rule or a premise (prerequisite), an observing and a conclusion
(consequence).
Rule if X is A, then Y is B
Observing X is A′
Conclusion Y is B′

The observing does not have to correspond to the premise in the rule. According
to finding degree of comparison between premise X is A in the rule and current
observing X is A′ it happens modification conclusion Y is B in the rule and getting
value B′ of variable Y. If it is A′ = A in observing, it have to be valid B′ = B. In fact,
we operate more rules, input and output variables.
Example:
Rule if the slope is moderate, the bike trail difficulty is easy
Observing slope is steeper
Conclusion bike trail difficulty is harder
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3.2 Compositional Rule of Inference

Practically we need to interpret verbal values of sets A, B mathematically and define
the rule of fuzzy relation R between variables X, Y. We use the compositional rule of
inference for assignment value B′ of variable Y, which corresponds with value A′ of
variable X.

We can get term, where the set B′ is the sup-min composition of the fuzzy set A′
and the fuzzy relation R, written as B0 ¼ A0 � R with the membership [6]

lB0 ðyÞ ¼ sup
x2X

minðlA0 ðxÞ; lRðx; yÞÞ standard intersection

or generally

lB0 ðyÞ ¼ sup
x2X

TðlA0 ðxÞ; lRðx; yÞÞ union based on t-norm T

Rule (X, Y) is R(A, B)
Observing X is A′ compositional rule of inference on t-norm T
Conclusion Y is B′, B0 ¼ A0 �T RðA;BÞ

We have to keep generalized modus ponens during relational reasoning, too, i.e.
A �T RðA;BÞ ¼ B.

The fuzzy relations can be modelled by a logical implication or by a cartesian
product T� based on t-norm. We confine to the second possibility and we get:

lRðA;BÞðx; yÞ ¼ T�ðlAðxÞ; lBðyÞÞ
lB0 ðyÞ ¼ sup

x2X
minðlA0 ðxÞ; T�lAðxÞ; lBðyÞÞÞ

We can generalize the properties to t-norm T:

lB0 yð Þ ¼ sup
x2X

T lA0 xð Þ; T� lA xð Þ; lB yð Þð Þð Þ

If we choose T ¼ T� ¼ TM we get:

lB0 yð Þ ¼ sup
x2X

min lA0 xð Þ; min lA xð Þ; lB yð Þð Þð Þ Mamdani's method

For T ¼ TM and T� ¼ TP, it is: [5].

lB0 yð Þ ¼ sup
x2X

min lA0 xð Þ; lA xð Þ � lB yð Þð Þ Larsen's method

Examples of the Implementation of Fuzzy Models … 165



4 Mamdani’s Method

Let’s have a look at Mamdani’s method in detail [7].
Let B ¼ P1;P2; . . .;Pkf g be a knowledge base with k rules for n input variables

X1;X2; . . .;Xn and one output variable Y. Each of the variables Xi have the verbal
value Ai;j in j-th rule, variable Y has the verbal value Bj, where i ¼ 1; 2; . . .; n,
j ¼ 1; 2; . . .; k. For Mamdani’s regulator are defined:
Rules P1 : if X1 is A11 and X2 is A21 and � � � and Xn is An1; then Y is B1

P2 : if X1 is A12 and X2 is A22 and � � � and Xn is An2; then Y is B2

� � �
Pk : if X1 is A1k and X2 is A2k and . . . and Xn is Ank then Y is Bk

Observing X1 is A0
1 and X2 is A0

2 and. . .and Xn is A0
n

Conclusion Y is B0

Because the effort with the whole of the relation is numerically arduous, it is pref-
erable to use the approach FITA (first inference then aggregation), which means rea-

soning of conclusion rule-by-rule, where the final aggregate conclusion is B0 ¼ Sk
j¼1

B0
j.

Therefore lB0 yð Þ can be presented as lB0 yð Þ ¼ max
k

j¼1
lB0

j
yð Þ ¼ max

k

j¼1
min wj; lBj

yð Þ
� �

,

where wj ¼ min w1j; w2j; . . .;wnj
� �

is the total weight of j-th rule, numbers
w1j; w2j; . . .;wnj are particular degrees of fulfilment of the premises in j-th rule
X1 is A1j; X2 is A2j; . . .; Xn is Anj.

We can generalize the properties to t-norm T.
Consider the generalisation of t-norm T for an intersection and t-norm T� for an

assignment of the relation (Fig. 1). The membership function for degrees wj ¼
T w1j; w2j; . . .;wnj
� �

is defined as lB0 yð Þ ¼ max
k

j¼1
lB0

j
yð Þ ¼ max

k

j¼1
T� wj; lBj

yð Þ
� �

.

For Larsen’s method is written T ¼ TM and T� ¼ TP.

5 Defuzzification

If we apply crisp inputs, the results of inference are fuzzy outputs. We often need to
find the particular real value of output by defuzzification. There are several methods
to defuzzify. We can distribute them to methods searching the most acceptable
solution and methods of the best compromise [8].

The methods of the most acceptable solution are presented by the methods of the
most important maximum with selection of the biggest value of the membership
functions placed leftmost, middlemost or rightmost—Left of Maximum (LoM),
Mean of Maximum (MoM), Right of Maximum (RoM).

166 P. Kolisko



Methods of the best compromise include:

Center of Gravity (CoG)—the centroid of area (the centroid of the plane figure
given by union of the part areas bounded by particular membership functions).
Center of Sums (CoS)—the centroid of sums (the centroid of the plane figure given
by function, which is equal to the sum of the particular membership functions in the
rules)
Center of Maximum (CoM)—the centroid of singletons (the centroid of the typical
values, e.g. MoM, for the particular membership functions of the rules).

5.1 CoG

It makes for finding the first coordinate of the centroid of area bounded by the
membership function lB0 . The method is mathematically difficult because we need
to know the membership function and calculate the Riemann integrals. In the

Fig. 1 Illustrative scheme of the universal regulator with two rules, two input variables and one
output variable
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reasoning of conclusion rule-by-rule B0 ¼ Sk
j¼1

B0
j is lB0 yð Þ ¼ max

1 � j � k
lB0

j
yð Þ. The

situation is simpler, if the universe of the output variable is discrete subset of real
numbers Y ¼ y1; y2; . . .; yrf g.

yCoGB0 ¼
R
Y

lB0 yð Þ y dyR
Y

lB0 yð Þ dy ¼
R
Y

max
1 � j � k

lB0
j
yð Þ

� �
y dy

R
Y

max
1 � j � k

lB0
j
yð Þ

� �
dy

continuousmembership function

yCoGB0 ¼
Pr
i¼1

lB0 yið Þyi
Pr
i¼1

lB0 yið Þ
discrete membership function

5.2 CoS [6]

It serves to find the first coordinate of the centroid of area which is bounded by the
function defined as sum of the membership functions lB0

j
. The method is easy-to-

use because it does not need to determine the conclusion B0. If the particular
conclusions of rules do not overlap, the result of the method CoS is the same as for
the method CoG.

yCoSB0
j

¼
R
Y

P
1 � j � k

lB0
j
yð Þ

� �
y dy

R
Y

P
1 � j � k

lB0
j
yð Þ

� �
dy

¼
P

1 � j � k

R
Y

lB0
j
yð Þ y dy

� �

P
1 � j � k

R
Y

lB0
j
yð Þ dy

� � continuousmembership function

yCoSB0
j

¼
Pr
i¼1

yi
Pk
j¼1

lB0
j
yið Þ

Pr
i¼1

Pk
j¼1

lB0
j
yið Þ

discrete membership function

5.3 CoM

The first coordinate of the membership function is written for each conclusion of
rule by the method of the most important maximum (Mean of Maximum) and the
result is the centroid of singletons.

168 P. Kolisko



yCoMB0
j

¼

Pk
j¼1

yj � lB0
j
yj
� �

Pk
j¼1

lB0
j
yj
� �

6 Multicriteria Decision Making of Tourist Areas

The multicriteria decision analysis was required by officials of The Department of
Regional Development to make out the most important tourist areas especially for
family with children in the South Moravian Region. This assignment was deter-
mined by several required parameters. In our aspect we wanted to consider healthy
environment, forest accessibility, proximity of bodies of water, optimum distance of
the important roads, near historical and cultural monuments and density of the bike
and hiking trails.

The evaluation was made both by fuzzy sets and crisp sets in order to compare
them. The fuzzy raster maps were the results. The choice of the expression of the
membership functions was performed by software to plotting mathematical curves.
Below there are mentioned particular criteria, data sources (RA—regional authority
data), qualities and units. Then the selected tools from Spatial Analyst Tools with
their configuration follow.

Environmentally significant areas (Ea)—protected areas, natural parks (data
RA, distance, meter)

Overlay—Fuzzy Membership—Small (midpoint 500, spread 2) (Fig. 2).

for crisp sets

(x)
⎩
⎨
⎧

>

≤
=

500if0

500if1

x

x
μ

Fig. 2 Membership function—environment
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l xð Þ ¼ 1

1þ x
500

� �2

Forests accessibility (Fa) (data CEDA StreetNet, distance, meter)
Overlay—Fuzzy Membership—Small (midpoint 500, spread 2)—Somewhat

(dilatation) (Fig. 3).

l xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

1þ x
500

� �2
s

Bodies of water (Bv) (data CEDA StreetNet, distance, meter)
Map Algebra—Raster calculator (Fig. 4).

l xð Þ ¼
1 if x\100
4000�x
3900 if 100� x� 4000
0 if x[ 1000

8<
:

Roads (Ro)—motorways and national roads (data CEDA StreetNet, distance,
meter)

Map Algebra—Raster calculator (Fig. 5)

l xð Þ ¼
x� 4000 if 1

2 1� cos p x
4000

� �� �
4000\x\10000 if 1
10000� x� 30000 if 30000�x

20000
x[ 30000 if 0

8>><
>>:

for crisp sets

(x)
⎩
⎨
⎧

>

≤
=

500if0

500if1

x

x
μ

Fig. 3 Membership function—forests
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Historical and cultural monuments (Hm) (data RA, distance, meter)
Map Algebra—Raster calculator (Fig. 6)

l xð Þ ¼
1 if x\500
15000�x
14500 if 500� x� 15000
0 if x[ 15000

8<
:

Bike trails (Bt)—net density (data RA)
Density—Kernel Density (radius 3 km), normalization
Hiking trails (Ht)—net density (data RA)
Density—Kernel Density (radius 3 km), normalization

for crisp sets
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Fig. 4 Membership function—water
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for crisp sets

Fig. 5 Membership function—roads
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6.1 Using ModelBuilder

The logical model of raster analysis is created in ModelBuilder. In the preliminary
stage the necessary data are collected and then union, selection, buffering and
density are executed. The vector data are converted to raster data. If it is possible,

( )
⎩
⎨
⎧

>
≤

=
2000if0

7000if1

x

x
xμ

for crisp sets

Fig. 6 Membership function—monuments

Fig. 7 The result of analysis near Brno and surrounding—crisp sets

172 P. Kolisko



the data reclassification and eventually euclidean distance are computed. Finally we
can implement the raster operations to progressive evaluation of result according to
desired expression written as (Fig. 7)

Ea \ Fa \ Bv \ Ro \ Hm \ Bt [ Htð Þ

Our intent of this spatial model was to represent a base map for analysis of
tourism regions in South Moravia. Final fuzzy map (Fig. 8) depends on the
expression and description of the problem, determination of particular criteria and
assignment of the degree of membership to fuzzy sets. It is important to specify
operations on fuzzy sets (in this case standard intersection and union). The data
quality is essential.

6.2 Conclusion

This multicriteria decision analysis carries the obtaining of the basic spatial
placement of significant tourist areas. It provides the results determined to compare
with statistical data such as the attendance and the attractiveness of region, the
substantiation of the low attendance in some places, finding their developing,
linkup to public services and the direct consequences for hiking and bike trails.

Fig. 8 The result of analysis near Brno and surrounding—fuzzy sets
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7 Solution of Bike Trail Difficulty Rating

When we think about cycle route, we consider time, weather, trail length, points of
interest and we solve the route difficultness or demandingness, too. We find out the
route quality and suitability for different categories of target bikers. Bike trail
difficulty recognizes whether the route is suitable for families with children, for
recreational sportsmen, maybe for athletes. In 2003 and 2005 the projects were
made with intent to collect information about cycle routes and their facilities. In
2007 the data were updated by terrain research, especially the status of surface and
difficulty of bike trails.

During actual checking well-known routes it was verified that the characteristic
of bike trail difficulty has already disagreed with the reality. Each rating depends on
time, it is affected by the subjective view and data collection is a hard task in terrain.
Therefore, we need to utilize another approach for instance by fuzzy reasoning. The
slope and the quality or the type of the road surface which were chosen as analytical
inputs impact on the difficulty.

The data are published on the web cycling portal of the South Moravian Region
http://www.cyklo-jizni-morava.cz, including the interactive bike trail map with
choosing routes and points of interest.

The modelling is accomplished over rasters in ArcGIS 10.1 using ModelBuilder
and geoprocessing tools, especially Spatial Analyst Tools—Fuzzy Membership,
Fuzzy Overlay, Raster Calculator, Cell Statistics and Python.

7.1 Methods

We use two input variables, X1 for the type of the road surface and X2 for the angle
of the slope (both defined by crisp values) and output variable Y for the bike trail
difficulty.

Assume the following input and output fuzzy subsets which are given by verbal
values and rules representing their relationship.

Type of road surface (data CEDA StreetNet 2012)
K1 paved roads (asphalt, pavement, concrete)
K2 maintained roads (unpaved, gravel)
K3 other unpaved roads (forest and cart roads)

Angle of slope (DMT 2012, in degrees, cells size 10 m)
S1 moderate slope
S2 steep slope
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Bike trail difficulty
D1 small difficulty—easy difficult roads (suitable for families with children)
D2 intermediate difficulty—more difficult roads (suitable for recreational

sportsmen)
D3 hard difficulty—very difficult roads (suitable for athletes)

Rules P1 : if X1 is K1 and X2 is S1; then Y is D1

P2 : if X1 is K2 and X2 is S1; then Y is D1

P3 : if X1 is K3 and X2 is S1; then Y is D2

P4 : if X1 is K1 and X2 is S2; then Y is D2

P5 : if X1 is K2 and X2 is S2; then Y is D3

P6 : if X1 is K3 and X2 is S2; then Y is D3

Observing X1 is K 0 and X2 is S0

Conclusion Y is D0

The fuzzy sets K1; K2; K3 were given by the bell-shaped membership function
Near (Midpoint 0, Spread 0.0001) available in the geoprocessing tools of ArcMap
in the category Fuzzy Membership (Fig. 9). The function expresses the close
localization of the road as a fuzzy line [9] in network of roads (x1—distance from
the road in meters).

Next figures show settings that define S1, S2 and D1, D2, D3 (Figs. 10 and 11)
I applied and compared several regulators and defuzzification methods and did

the interpretation rule-by-rule. We declare wj as the total weight of the j-th rule

( )
2

1
1

0001,01

1

x
x

+
=μ

Fig. 9 Membership function for roads
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worked from particular weights of premises (roads, slope) w1j;w2j. The membership
function of conclusion of the j-th rule is written lD0

j
yð Þ. This is the most important

applied methods.

Fig. 10 Membership function for slope

Fig. 11 Membership function for difficulty of road
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Mamdani’s method (COS-TM-TM, COM-TM-TM)

lD0 yð Þ ¼ max
k

j¼1
TM TM w1j;w2j

� �
; lDj

yð Þ
� �

¼ max
k

j¼1
min min w1j;w2j

� �
; lDj

yð Þ
� �

Larsen’s method (COS-TP-TM)

lD0 yð Þ ¼ max
k

j¼1
TP TM w1j;w2j

� �
; lDj

yð Þ
� �

¼ max
k

j¼1
min w1j;w2j

� � � lDj
yð Þ

� �

7.2 Mamdani’s Method (COS-TM-TM)

Considering evaluation of the road surface and reasoning of conclusion rule-by-
rule, we will choose (COS-TM-TM) the centroid of sums which means calculation.

yCoSD0
j
¼

P
1� j� 6

R
Y
lD0

j
yð Þ y dy

� �

P
1� j� 6

R
Y
lD0

j
yð Þ dy

� �

¼

R
Y
lD0

1
yð Þ y dyþ R

Y
lD0

2
yð Þ y dyþ R

Y
lD0

3
yð Þ y dyþ R

Y
lD0

4
yð Þ y dyþ R

Y
lD0

5
yð Þ y dyþ R

Y
lD0

6
yð Þ y dy

R
Y
lD0

1
yð Þdyþ R

Y
lD0

2
yð Þ dyþ R

Y
lD0

3
yð Þ dyþ R

Y
lD0

4
yð Þ dyþ R

Y
lD0

5
yð Þ dyþ R

Y
lD0

6
yð Þ dy

The total weight of the j-th rule wj is the minimum of the particular weights of
the premises (roads, slope) w1j;w2j in this rule (simply signed w). The membership

function of the conclusion of the j-th rule is presented as lD0
j
yð Þ ¼ min wj; lDj

yð Þ
� �

.

The membership lDj
yð Þ is simply denoted l yð Þ.

In the first and the second rule we evaluate small difficulty D1 (Fig. 12).
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Fig. 12 Membership function for small difficulty
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In the third and the fourth rule we evaluate intermediate difficulty D2 (Fig. 13).
In the fifth and the sixth rule we evaluate hard difficulty D3 (Fig. 14).
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� �
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Fig. 13 Membership function for intermediate difficulty

2

27
3

3

2

2

3

2
23

6

32

32

3

+−−=+⎟
⎠
⎞⎜

⎝
⎛ − ∫∫

+

+

wwdyywdyy
y

w

w

wwdywdy
y

w

w

3
2

3

2
2

6

32

32

3

+−=+⎟
⎠
⎞⎜

⎝
⎛ − ∫∫

+

+

and

Fig. 14 Membership function for hard difficulty

178 P. Kolisko



7.3 Mamdani’s Method (COM-TM-TM)

We evaluate by the centroid of singletons Center of Maximum (COM-TM-TM)
using the mean of the maximum.

yCoMD0
j

¼

Pk
j¼1

yj � lD0
j
yj
� �

Pk
j¼1

lD0
j
yj
� �

¼
y1 � lD0

1
y1ð Þ þ y2 � lD0

2
y2ð Þ þ y3 � lD0

3
y3ð Þ þ y4 � lD0

4
y4ð Þ þ y5 � lD0

5
y5ð Þ þ y6 � lD0

6
y6ð Þ

lD0
1
y1ð Þ þ lD0

2
y2ð Þ þ lD0

3
y3ð Þ þ lD0

4
y4ð Þ þ lD0

5
y5ð Þ þ lD0

6
y6ð Þ

By substituting values:

¼
0�2w1þ3

2 � w1 þ 0�2w2þ3
2 � w2 þ 2w3þ1�2w3þ5

2 � w3 þ 2w4þ1�2w4þ5
2 � w4

w1 þ w2 þ w3 þ w4 þ w5 þ w6

þ 2w5þ3þ6
2 � w5 þ 2w6þ3þ6

2 � w6

w1 þ w2 þ w3 þ w4 þ w5 þ w6

¼ �w2
1 þ 3

2w1 � w2
2 þ 3

2w2 þ 3 � w3 þ 3 � w4 þ w2
5 þ 9

2w5 þ w2
6 þ 9

2w6

w1 þ w2 þ w3 þ w4 þ w5 þ w6

The models of Mamdani’s methods in ModelBuilder are shown in Fig. 15.

Fig. 15 The models of Mamdani’s methods (COS-TM-TM, COM-TM-TM)
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7.4 Comparison of the Methods and Defuzzification

The data of well-known parts of the bike trails which were possible to classify were
selected to compare the best methods. We can use the comparison of the maximum,
minimum, arithmetic mean and standard deviation according to the difficulty of the
bike trails, then we monitored frequency histograms.

Mamdani’s method is well representative with defuzzification CoS but also with
defuzzification CoM, where there is the bigger value range and the higher fre-
quency on the intervals of the maximum occurrence.

Larsen’s method has similar characteristics. However, it is not suitable for the
bike trails with the intermediate difficulty and highlights the bike trails with the
small and hard difficulty.

The table compares the percentage of the bike trails suitable for the membership
in interval 0; 25; 1h i according to small, intermediate and hard difficulty having
regard to their whole choice for the individual difficulties and the choosing meth-
ods. (Table 1)

The sum value of the percentages expresses the precision of the individual
method. We can see that Mamdani’s method bluntly dominates, especially with
defuzzification CoS.

The results of Larsen’s method are quite good. This method is not much reliable
in the evaluation of the intermediate difficult bike trails. It significantly competes
with Mamdani’s method within the small and hard difficult bike trails. These
methods are compared at the selected region (Fig. 16), where Mamdani’s method
with defuzzification CoM is characterized by big differences and Larsen’s method
by small differences of values of the bike difficulty. Mamdani’s method with de-
fuzzification CoS is the most reliable.

We choose the bike trail difficulty obtained by Mamdani’s method with the
defuzzification CoS for another analytical processing. It will permit to reclassify the
attribute of the current bike difficulty and to add the difficulty of the other roads for
the routing as the finding of the optimal road according to the difficulty.

7.5 Making Use of Mamdani’s Raster to Finding
the Bike Trail Rating

We assume that Mamdani’s raster with defuzzification CoS is the main input to our
analysis. The aim of this way is rating of all roads, not only cycle trails, registered
in street net feature class.

Table 1 Part of suitable bike trails for membership 0; 25; 1h i
Difficulty Small (%) Intermediate (%) Hard (%) All (%)

COS-TM-TM 96.6 83.7 73.7 84.1
COM-TM-TM 97.1 75.0 74.5 76.0

COS-TP-TM 97.1 67.9 74.8 69.4
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First, we perform the extract of the cells of this raster that corresponds to roads
defined by a buffer mask. Then the raster is converted to point feature class with the
attribute from raster. The aspect as the slope direction is added to every point which
obtains the near information about distance to the nearest road line, too. Finally, we
extract and join the value of the difference Mamdani’s raster and Mamdani’s “null”

Fig. 16 Comparison of the methods in the region detail
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raster which doesn’t consider the altitude. This difference influences the increase of
the road difficulty compared to the flat surface. These steps are implemented by
ModelBuilder and point feature class is the result—feature class called
Points_join_Mam_aspect_minus in Fig. 17.

The next part takes open-source programming language Python that is both
powerful and easy to learn. Particular steps are reflected in the following scheme
(Fig. 17) where these components are used.

Explanatory text:
bike_trail_net_2012 input feature class involving street net and bike trail

sections with actual fields
select_sd selection of bike trails except bridges and tunnels
btd_net_split_line seperation of bike trail sections to line segments, new

geometry and completion bearing attribute (azimuth)
buffer_split_line 10 m buffer of the line segments, bearing (line azimuth)
select_bt selection of bridges and tunnels
point_bt beginnings and endings of bridges and tunnels
buffer_point_bt 10 m buffer of endpoints of bridges and tunnels
buffer_line_bt 10 buffer of line of bridges and tunnels
buffer_line_points_bt symmetrical difference buffer_line_bt and buffer_point_bt
intersect_sd intersect buffer_split_line and Points_join_Mam_aspect_

minus
intersect_point_bt intersect buffer_point_bt and Points_join_Mam_aspect_

minus

Fig. 17 Scheme for analysis by Python—layers and their important attributes
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Fig. 18 Comparison of the last bike trail rating, bike trail rating BTD_FUZZY_MEAN and
BTD_FCL_MEAN
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intersect_line_bt intersect buffer_line_points_bt and Points_join_Mam_
aspect_minus

merge_intersects merge of all intersects
btd_net output bike trail sections with assignment of new bike trail

difficulty

The most important step by Python creates btd table for joining to btd_net
feature class with new bike trail difficulty field. Initial testing script worked with all
points from feature class merge_intersects and calculated only arithmetic mean of
particular roads according to road id. Because the points are in the different distance
from road line it is more accurate to think about weighted average in the context of
fuzzy membership of points. In the distance 10 m is membership 0 and on the line is
membership 1 (BTD_FUZZY_MEAN).

In this approach we can see the biggest problem in the line direction compared
with the slope direction. Bike trail sections in the direction of the contour line have
a hard difficulty. And that also brought me to the fact that it will be useful to take
the current difficulty from Mamdani’s raster for the line segments in direction slope
line and use difficulty from Mamdani’s “null” raster (flat surface) for the segments
in direction contour line. Consequently, the difficulty depends on the difference
these rasters and the angle between the slope direction and the road line azimuth.
The product of this deviation of straight lines and the ninetieth of this difference
means the reduction of difficulty (BTD_FCL_MEAN).

Finally, I tried to reduce mistakes for short road sections and roads in bridges
and at tunnels. The difficulty of the bridges and tunnels road is specified mainly by
points at their beginning and ending. The points along the line are reduced to the
flat value (Fig. 18).

8 Conclusion

The bike trail difficulty is important readout for planning routes of bike tours.
Mainly, it depends on the quality of the road surface and the slope. We can express
the requests for the bike trail difficulty fairly verbally by rules that are processed
using the fuzzy sets and the compositional rule of inference and Mamdani’s
method. This method has reached the best effect with the defuzzification the cen-
troid of sums and using the integral calculus.

The main aim of this paper is the exploitation and map presentation of the results
on the web cycling portal of the South Moravian Region http://www.cyklo-jizni-
morava.cz/. The analysis extends the difficulty of the bike trails to all roads.
Considering fuzzy approach we can imagine the region compactly as a whole of the
seamless bike trail difficulty raster fuzzy map and as the map of bike trail difficulty
rating. The reclassification of the current difficulty and the update of the road
difficulty network are very important to the improvement of the bike routing
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depending on the required target group (family with children, recreational sports-
man and athlete).

There are some inaccuracies and problems especially on the connections of the
miscellaneous types of roads. I have some ideas to improve the actual bike rating
and remove the found mistakes. It is the opportunity to use more rules in Mam-
dani’s method or eventually add other linguistic variables such as elevation and
road length.
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Photovoltaics as an Element of Intelligent
Transport System Development

Krystyna Kurowska, Hubert Kryszk and Ewa Kietlińska

Abstract Intelligent Transport System (ITS) means advanced applications aiming
at providing innovative services related to different means of transport and traffic
management as well as providing important information to traffic participants.
Currently, ITS is applied within the areas of large cities. It is inevitable that the
system should be applied in all locations where it may contribute to road safety
improvement or streamlining the traffic. Application of photovoltaics as the
renewable energy source for necessary devices (information signs, warning signs,
variable contents signs, monitoring and lighting) is an opportunity for common
application of ITS. Photovoltaics can be used practically in every location and, first
of all, locations difficult to access to power grid. Based on the example of the
Region of Warmia and Mazury in north-eastern Poland the current use of photo-
voltaics for providing power for road infrastructure was identified. Information
concerning use of photovoltaic panels in marking of the national roads in the region
was obtained from the General Directorate of National Roads and Motorways
(GDDKiA), branch in Olsztyn. GIS tools were used for identification of the existing
road signs supplied by photovoltaics. The MapInfo Professional application was
applied for development of the appropriate subject map. According to the opinion
of the authors the need exists for development of the pan-European GIS system
containing information on the existing ITS and indicating key locations in which
such a system should be implemented. Photovoltaics is the element facilitating ITS
implementation in new difficult to access locations outside urban areas.
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1 Introduction

During the times of progressing socioeconomic development and general globali-
sation, mobility and possibility of development of modern, safe, productive and
natural environment friendly transport system is the key issue. According to Koźlak
[1], transport systems development must consider the need for increasing effec-
tiveness of their operation coupled with limiting the negative consequences of
transport development. According to the Strategy of Transport Development by
2020 [2], increasing territorial access and improving safety of traffic participants as
well as transport sector effectiveness improvement by establishing a consistent and
user friendly transport system in the national (local), European and global dimen-
sion is the main objective of the national transport policy. Implementation of the
intelligent transport system is such a solution very strongly supported by the
European Union.

Intelligent Transport Systems (ITS) are advanced applications which without
embodying intelligence as such aim to provide innovative services relating to
different modes of transport and traffic management and enable various users to be
better informed and make safer, more coordinated and ‘smarter’ use of transport
networks [3]. ITS represent a combination of IT and communication solutions with
transport infrastructure and vehicles aiming at safety improvement. They also
increase the effectiveness of transport processes and natural environment protection.

In the ITS, defining the subjects of transport is important. As presented by
Wydro [4], they include: (1) direct transport infrastructure users, (2) travellers,
pedestrians and passengers, (3) means of transport, (4) roads and their direct
environment, (5) institutions and organisations (including, among others, road
infrastructure administration, business—infrastructure users, infrastructure con-
struction and maintenance companies), (6) providers of complementary services
(e.g. motels, restaurants, vehicle service points), (7) institutions assuring order and
safety (e.g. police, border guards, emergency medical services, property protection),
(8) public administration.

Overcoming geographic barriers to make integration between all subjects
involved in transport possible is one of the tasks of the European Union Cohesion
Policy that could be accomplished with the help of ITS. This is also the appropriate
direction for a better use of the economic potential of regions.

In Poland, Intelligent Transport Systems (ITS) are usually implemented with the
aid of the European Union funds of the Operational Programme Infrastructure and
Environment (the subsidy is up to 85 % of the investment project value) and
Operational Programme Development of Eastern Poland. Construction of new
roads or modernisation of the existing ones is the best moment for implementation
of such solutions.
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Themost frequently applied ITS solutions are: (1) traffic management systems, (2)
public transport management systems, (3) freight transport and fleet of vehicles
management systems, (4) road events and rescue services management systems,
(5) traffic safety management and violation of regulations monitoring systems, (6)
information services for travellers, (7) electronic toll collection systems, (8) advanced
technologies in vehicles [1, 5].

Within the frameworks of the listed applications of ITS, photovoltaics may play
the most important role in expanding the system to include further locations in
particular in not urbanised areas: information signs, warning signs and, first of all,
the system of variable content signs, which is primarily an invaluable impact on the
safety of road users.

2 Material and Methodology of Studies

For the purpose of the paper was study and analysis of literature ITS and practical
application of photovoltaic panels. Particular attention was paid to the use of road
infrastructure of energy from renewable sources. For this purpose, within the
framework of the paper the locations of photovoltaic panels supplying information
and warning signs on national roads within the area of Warmińsko-Mazurskie
voivodship in north-eastern Poland have been identified. Information concerning
use of photovoltaic panels in signage on national roads in the region was obtained
from the General Directorate of National Roads and Motorways, branch in Olsztyn
administering those roads (data as at September 2013). GIS tools were used for
identification of the existing road signs supplied by photovoltaics. The MapInfo
Professional application was used for development of the appropriate subject
map. For the purpose of precise location of the objects Google Maps and Street
View service were used. This work is application in its character. One of the
functions of MapInfo professional using to for the identification of photovoltaic
panels in the road infrastructure used to geocoding. Geocoding consists in assigning
the info about a given location coordinates to visualize on the map. Analysis of the
use of photovoltaic panels in road infrastructure was conducted to define whether
application of such solutions is justified.

3 Potential of Photovoltaics Use for Road Safety
Improvement

Photovoltaics is a scientific discipline dealing with transformation of solar radiation
energy into power by applying photovoltaic cells. It is one of the most promising
renewable energy sources representing an alternative for traditional not renewable
resources.

Solar energy may be transformed into power using photovoltaic cells (PV cells),
solar cells converting light directly into power. That process is also possible by
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means of concentrating solar power (CSP) where parabolic solar collectors or solar
towers concentrate the light for the purpose of warming up a single point generating
in that way steam driving the turbine. PV cells based power stations can be con-
nected to storage batteries or to the power grid. Heat from the CSP can be stored for
energy generation in case of unavailability of solar light [6]. Solar power, i.e.
photovoltaics is considered one of the most environment friendly energy sources
given the wide potential for obtaining energetic benefits. Their simple construction,
ease of installation compared to other energy sources and availability, i.e. the
possibility of installing in difficult to access terrain are the major advantages of PV
systems.

Electricity powered cars are the future of transport. According to Moćko et al. [7]
the volume of total greenhouse gases emissions produced by a car is very highly
dependent on the type of renewable energy in power grid. Solar energy seems to be
the most rational solution. However, productivity of photovoltaic panels depends on
the year season, hour, location and weather conditions. The advantage of the system
is that it can be installed in places with difficult access to power, it does not pollute
the air and does not generate noise. It must, however, be appropriately oriented as the
highest power generation productivity is possible in case of southern exposure [8, 9].

In different parts of the world solar power is less or more popular. In Poland, so
far, thermal energy obtained from solar installations enjoyed interest.

The actual spread of photovoltaics in Poland is quite limited. We observe very
high disproportions compared to the other European countries. According to For-
owicza [10] German photovoltaic installations offered the capacity of 17,200 MW
while in Poland it was just 1.75 MW. According to Romański et al. [11], the volume
of energy obtained in our climate is small and highly dependent on the year season.
The authors also evaluate efficiency of the devices as very poor—ranging within
6–15 %. The examples of photovoltaics use in other countries, e.g. Germany, that are
situated in the climate zone very similar to Poland can be presented as contradicting
the opinions presented. In 2013, energy production from renewable sources, mainly
photovoltaics, is at the record level. Worldwide, only the United States and Japan are
ahead of Germany in total capacity of the installed photovoltaic systems. Photo-
voltaics market is developing at a surprising rate; new solar power plants are estab-
lished, but Poland, unfortunately, because of the legal regulations and politics is
lagging behind the majority of the European countries.

All the time new solutions for energy from renewable sources are proposed (in
ventilation devices, lighting, industrial machines and motors, construction of energy
efficient houses) [12].

Sharma and Harinarayana [13] propose energy production with photovoltaic
installations forming a roof-type structure along the national roads and motorways.
According to the authors, such solutions offer numerous benefits for road traffic
participants. They draw particular attention to the effect of shade that causes
decrease in energy consumption by air conditioning devices in vehicles, longer life
of tyres and significantly lower damages to road surfaces [14]. The advantage of
such solution is also making use of the space taken for road belts and decreasing of
CO2 emissions to the environment or creating new jobs [13].
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There are also other ways and methods of using photovoltaics technology on the
roads, e.g. lighting the road using the LED supplied with solar energy [15]. It is
worth mentioning that lighting of roads improves the safety of traffic participants
significantly.

Photovoltaic systems are economic and environment friendly solutions both at
locations where connection to the existing power grid is impossible and in towns
where such connections happen to be costly. Road signs supplied with solar energy
provide good visibility even from long distances and during bad weather condi-
tions. They also allow signage of every high risk location on the road [16].

Photovoltaics also has other applications in road infrastructure devices.
Increasingly frequently we can see point objects supplied with solar energy i.e.:
parking fee collection points, street lamps or lighting of pedestrian crossings.
Photovoltaic panels’ applications in Poland could be observed the most frequently
along national roads and motorways, in most cases in places of roads modernisation
or construction, places with particular hindrances to traffic, etc.

Location photovoltaic panels along the public roads can have a huge role in
education—will get used to the new billowing RES and persuade and encourage
prosumers to install photovoltaic systems in the future.

4 Photovoltaics Use on Roads Administered by GDDKiA
Branch in Olsztyn

A study of transport system development and the status of development may and
should use the potential of spatial information systems in the areas of both dat-
abases and analysis and modelling tools. Within both the first and the second area it
is worth to take into consideration both the known base solutions and new, com-
plementary techniques and data sources [17].

Within the area of Warmińsko-Mazurskie voivodship, General Directorate of
National Roads and Motorways administers sections of express roads S7, S22 and
S61 as well as sections of national roads number: 15, 16, 51, 54, 58, 59, 63 and 65.
Currently there are no motorways in the area of the region. On the Governing
GDDKiA in Olsztyn total is 1300, 343 km of national roads. The distribution and
technical classes of national roads in the region are presented in Fig. 1 and Table 1.

During the recent time, construction works in Warmińsko-Mazurskie voivodship
were carried out on 88 km of national roads of which construction of the express
roads S7 (61 km) and S51 (6 km) involved 67 km. The works were carried out on
two sections: Pasłęk—Miłomłyn with the length of ca. 37 and 31 km section
Olsztynek—Nidzica including Olsztynek bypass on the road S51. Those projects
were co-financed by the European Union within the framework of the Operational
Programme Infrastructure and Environment. Funds of the same Programme are also
applied for the 8.2 km section of the national road number 16 from Biskupiec to
Borki Wielkie.
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Construction of 4.8 km long Ełk bypass in the course of the national roads
number 16 and 65 has been completed. The bypass was constructed using the funds
of the Operational Programme Development of Eastern Poland.

Another project implemented from the Operational Programme Development of
Eastern Poland—Olecko bypass 7.6 km in length in the course of the national road
number 65 is nearing completion. During 2012, two bridges on national roads have
been commissioned for use. In Iława, a new arch bridge was constructed on the
national road number 16 and in Braniewo, on the national road No. 54 the bridge
over the Pasłęka river has been rehabilitated.

Based on the information obtained from GDDKiA branch in Olsztynie photo-
voltaic panels are applied in 95 locations. The specification for individual sections
of national roads in the region is presented in Table 2.

In Warmińsko-Mazurskie voivodship, photovoltaic panels are used mainly with
warning signs. They are located in areas of open spaces at locations of crossings
(narrowing of road belt), pedestrian crossings and viaducts. Analysis of the use of
photovoltaics in the region confirms that its application on newly constructed or
modernised sections of roads (e.g. Gołdap bypass) is justified.

5 Application of GIS Tools for Identification of Road
Infrastructure Elements Supplied with Solar Energy

5.1 Geographic Information Systems (GIS)

GIS is a system of software, hardware, data, personnel operating the system and
methods for data development, handling, processing and analysing [18]. The main
GIS functionalities include acquiring, verifying, collecting, integrating, processing
and sharing of spatial data (information on the geographical space).

Fig. 1 Rough location of points on the national road No. 16 (Gietrzwałd)
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GIS provides the user with the opportunity to merge descriptive data on objects
with information on their spatial location, and also allows thematic mapping, per-
forming spatial analyses, and formulating conclusions.

5.2 MapInfo Professional Software

MapInfo Professional is a product of the MapInfo Corporation company, being one
of rather commonly used programs supporting geographic information systems in
addition to such packages as ArcGIS, GeoMedia, or Quantum GIS. MapInfo is
included in the group of programs described as “desktop GIS”. It is distinguished
by low system requirements, relative user-friendliness and, at the same time, high
level of functionality.

Basic tasks to be accomplished using the MapInfo include: (1) creation of spatial
databases, management of numerical map layers and tables of descriptive data, (2)
making use of external sets of data (of various formats and locations) through
ODBC import or connection, (3) searching for and transforming data using SQL,
(4) vectorisation and edition of the geometry of object, imaging data input, (5)
statistical calculations, measurements, calculations of the location, length and sur-
face of objects, (6) spatial analyses, determining relationships between objects, and
syntheses (e.g. regionalisation), (7) geocoding—making use of address information
for the localisation of objects and network analyses, (8) editing cartographic pre-
sentations, general geographical and thematic maps (choropleth maps, diagram
maps, dot map, etc.), (9) creating, publication and printing reports [19].

MapInfo Professional provides functions which allow connecting with the WMS
(Web Map Services) and WFS (Web Feature Services) services. Thanks to these

Table 2 Use of photovoltaic
panels for signage on national
roads administered by
GDDKiA branch in Olsztyn

Number
of road

Quantity of
locations

Quantity of
panels

Location

7 23 27 Junction, viaduct

15 4 4

16 31 31 Bypass Wój-
towo, crossroad

22 – – –

51 3 6 Crossroad,
crosswalk

53 4 4 Road

54 – – –

57 – – –

58 1 1 Road

59 7 8 Crossroad

63 – – –

65 22 22 Bypass Gołdap
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options of the program, it is possible to e.g. make use of the resources of Polish
Geoportal, and show of the other phenomena.

5.3 Thematic Maps

The most efficient way to present a given phenomenon in space, and determine the
variation of the spatial value, density, or intensity of geographical phenomena, as
well as relationships between them, is through thematic maps, which provide the
visualisation of specific and socio-economic issues and phenomena. Thematic maps
are graphic material supporting decision-making processes of various institutions
and organisations implementing socio-economic strategies and programmes. An
increased interest in such maps stimulates searching for new contents which they
may present [20].

Thematic maps as created in the MapInfo constitute subsequent layers in the
database. These were edited on the basis of spatial objects contained in the newly-
created elements of road infrastructure database. Descriptive data from multiple
tables may be used through SQL queries.

For a given layer, multiple alternative presentations of the same issue may be
prepared. A significant feature of thematic overlays is the dynamic refreshing
thereof during the edition of attribute values. This allows maintaining the on-going
relevance along with the permanent expansion of the RES database.

6 Creating the Spatial Database in MapInfo
for Identification of Road Infrastructure Elements

Based on the information obtained from GDDKiA, the database concerning use of
photovoltaic panels in signage on national roads administered by the branch in
Olsztyn was developed.

In the data obtained from GDDKiA, location of photovoltaic panels is defined by
the number of the distance marker. Given that the average distance between the
distance markers obtained was 1,000 m, generally available map portals were used
to increase the precision of geocoding for the purpose of identification of the
location of individual photovoltaic panels. Additionally, using them allowed
determination on which side of the road section the photovoltaic panel is situated as
geocoding would position the point automatically on the road axis.

The precise location of the object was possible by using the Google Maps and
Street View service (Fig. 2).

For the purpose of confirming the object location identification correctness, the
nearest distance marker was located and the station value was read.

Data export to the tabulation format allowed automatic presentation of points in
MapInfo Professional (Fig. 3).
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Very dynamic development of the road network during the recent years and
increasingly frequent use of photovoltaic cells in road infrastructure caused that for
many sections of roads the presentation (Street View) allowing placement of the
cells on the map has not existed yet (e.g. Olecko bypass). According to the data
presented in the portal, satellite images used for locating the cells were taken in

Fig. 2 Object identification in space on the national road No. 16: point 38 Gietrzwałd
(126 + 250 km)

Fig. 3 Distribution of national roads in Warmińsko-Mazurskie voivodship with photovoltaic
systems
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2013 while the data for Street View was obtained during the period of July–August
2012. Moreover, new photovoltaic cells are installed on the long existing sections
of roads (and hence on the resulting map individual panels are missing) (Fig. 4).

7 Conclusions

Transport is one of the most important factors determining socioeconomic devel-
opment of the country. Modern infrastructure and effective transport system support
spreading the economic growth of strong centres over those parts of the country
which, because of absence of good territorial access remain stagnant. Warmińsko-
Mazurskie voivodship is an example of such a region in Poland. Poorly developed

Fig. 4 Location of photovoltaic system on the Gołdap bypass
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network of national roads and absence of motorways determine treatment of that
region as peripherally located, i.e. a region with limited territorial access. The
technical status of the roads is also unsatisfactory. Based on the conducted analyses
of photovoltaics use along the roads administered by the General Directorate of
National Roads and Motorways in Olsztyn up to date it can be concluded that the
potential for applying solar energy is unlimited. Photovoltaic cells have been
applied in 95 locations and to a limited extent only, i.e. for lighting the warning and
information signs. In the analysed region, so far, photovoltaics has not been used
for lighting the variable content signs.

Application of photovoltaic panels in Poland represents a new solution but, as it
can be seen, an increasingly popular one. The possibilities of installation allow
stating that photovoltaics is the most appropriate renewable energy source for use in
road infrastructure. It works excellently in lighting road signs (information and
warning). Given the plans for the ITS development, it should also find application
in development of the global/mobile transport system supported by the EU. Thanks
to the solar energy, the Intelligent Transport System could be implemented wide
scale and outside urbanised areas. The system based on power from photovoltaics
will allow presenting the current situation on the road in hard to access locations
where traditional power grid is absent. General Directorate of National Roads and
Motorways conducts monitoring of roads, it checks the weather conditions and
provides information on road works. However, the range of services provided and
information collected is of local nature while the intelligent transport system should
provide at least regional and ultimately global coverage. Wider scale use of
photovoltaics would contribute to ITS development. The Directive on… also draws
attention to application of new solutions based on renewable energy.

For the future, development of motorisation powered by electricity is projected. It
is important that the power should originate from renewable sources. Photovoltaics
may play an immense role also in this case—it may be used for construction of fast
loading stations in, e.g. traveller service points. Based on the solar energy cameras
could be installed for traffic and safety control on roads. The need exists for creating a
consistent and efficiently functioning transport system integrated with the European
and global system. According to the authors, the European system of information on
the current situation on the road using GIS and GSM should be implemented as fast
as possible. Photovoltaics as environment friendly renewable energy source easy for
installation and working under all conditions should find wider use in road infra-
structure, among others in the Intelligent Transport System development.
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Urban Heartbeats (Daily Cycle of Public
Transport Intensity)

Ivica Paulovičová, Slavomír Ondoš, Lukáš Belušák
and Dagmar Kusendová

Abstract Main focus is put on the daily cycle of public transport intensity. In the
city, commuting between places of housing and places of work one of the most
important types of recurring organized spatial interactions. This is reflected also on
the public transport which has tendency of creating communities as a reaction to
demand. This feature of public transport in a city can be clearly identified through
network analysis. Network approach recently developed in theoretical physics and
related disciplines is still a promising direction of research also in the case of urban
transportation studies. We use public transport system in a usual European city, a
representative day in Bratislava, to demonstrate that it behaves systematically along
the daily cycle in response to changing demand. Even through only basic
description of data was calculated, the daytime rhythm, which we call the urban
heartbeat, can be clearly recognized in the network structure. Though, the difference
between intensity is clearly expressed, only the difference between night and day
seems to have bigger statistical difference.
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1 Introduction

Each city lives in motion. Households and firms create and abandon connections
between them in different roles as economic actors. Some are seemingly random in
appearance, others are predictable. Networks of these connections follow surprising
orders of their distribution in space and time. Flows of different kinds, as a result of
self-organization in city, emerge and die in a rhythm, which we, rather too poeti-
cally, give the name urban heartbeats. Time and space merge within and create a
spatial-temporal phenomenon crucially important in understanding how cities live.

Movements of people, things, or mere information employ many researchers
over generations. Basic aim of their efforts is a functionally better organized city.
Public transportation system may serves us as a useful model of spatial interaction,
multidimensional complex web of links varying in intensity and regularity over
various frequencies, probably most importantly a daily 24-h long.

One of the prominent types of cyclically organized spatial interactions in the city
is commuting between places of housing and places of work. Separation of different
functions has been symptomatic over the whole 20th Century urban planning. The
notion of order and effective organization of daily life in the city was considered
progressive in compare to experienced chaotic mixture of unplanned organic cities.
Bratislava is for decades the biggest and the fastest growing city in Slovakia. We
assume it has the potential to witness such changes.

Without wanting to go in broad discussion concerning positive and negative
sides of modernist urban planning we will remain only concerned with most rel-
evant consequences for urban daily rhythm. Modernist urban plan separating
housing from work and services is responsible for creating demand for transpor-
tation, increasing and decreasing mostly in synchronicity with daily and weekly
economic cycles.

Limiting our attention further it’s not really technical details behind commuting
behavior modeling, subject of vast economic and technical literature. Cyclical self-
organization of spatial interaction networks according to our intentions shall be
considered a regularly repeating natural experiment worth attention of researchers.

Each daily cycle in urban life is itself a model of human interaction born and
maturing up to morning peak hour, then easing over midday and once again
growing before daily peak is reached in the late afternoon. Additionally to changing
intensities we also expect asymmetry in speed of variation, probably not inde-
pendent from further qualities and scale.

The public transport network obviously changes over daily and longer cycles.
Connection between different parts of a city is more frequent, possibly also faster in
different hours depending on modes of transportation operating. Weekend and
nighttime rides can be significantly more difficult, at least requiring more advanced
planning for minimizing waiting times.

Besides common observations like these, we try to ask a very simple question,
whether topological aspects of complex network of public transportation also sig-
nificantly change and what kind of change it is. More precisely, we are interested in
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the specific dynamics of network structure, represented in the categorical variable
representing network communities, identified by appropriate technique.

Public transportation network, as described earlier might be decomposed into
nodes, geographically located stops, points of departure and arrival of individual
vehicles on individual lines, and arcs connecting subsequent stops. In the basic
alternative we can use binomial representation for arcs. But network architecture of
usual public transportation systems requires the usage of weighted arcs for cap-
turing changing intensity.

We decide to weight the arcs with integer counts of vehicles, connections
aggregated over an appropriate interval of time. However, such weighting remains
blind to speed of connection. Fast service lines can be significantly preferred to
slow lines. Cheap connections can be preferred to expensive. Comfortable con-
nections can be preferred to crowded lines. For the time being we intentionally
forget about these complications and only consider frequency of connection indi-
rectly also indicating typical waiting time after arriving at the stop randomly.

Further organization of our paper is typical. We first review an intersection of
literatures discussing basic principles of network research in transportation. We are
especially interested in papers providing theoretical understanding for the evolving
complex network perspective. We also find similar orientation of medical research in
mapping of the functional brain topologies. Next we describe a representative daily
cycle empirically in the city of Bratislava according to the Apptives schedule as of
July 09, 2013. Network is separated in eight 3-h long samples, which are further
decomposed into Louvain network communities. Basic counts are provided con-
cerning internal and external flows relative to full network mobility scale, modified
between samples. Last section concludes and suggests questions of further interest.

1.1 Evolving Network Perspective in Literature

Significant progress on the field of network analysis by Watts and Strogatz [1],
Barabási and Albert [2] or Albert and Barabási [3] have contributed to the
expansion of network analysis in various scientific fields. Many systems take the
form of networks, sets of nodes or vertices joined together in pairs by links or edges
[4]. Examples include social networks [1, 5], technological networks such as the
Internet, the World Wide Web [6] and power grids [7], and biological networks
such as neural networks [1], or metabolic networks [8].

During the past few years many studies have focused on different types of
transportation network analyses, especially on airport [9, 10], railway [11] or bus
networks [12]. Also several public transport systems have been investigated using
various concepts of complex networks [13–16].

Most of previous studies have analyzed only specific sub-networks of public
transport networks in various urban areas and in different parts of the world. For
instance, subway network analysis of Boston by Latora and Marchiori [14, 17] who
defined measures of local and global network efficiencies. They notably found that
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the small-world behaviors existed in that system. In another study Sen et al. [18]
found that India’s railway network exhibited small-world properties and predicted
that railway networks in other countries would also exhibit small world properties.
Similar properties were reported by Seaton and Hackett [11] who calculated the
clustering coefficient, path length and average degree vertex of the rail systems in
Boston, US and Vienna, Austria.

Also, Musso and Vuchic [19], Vuchic and Musso [20] focused on evolution and
characteristics of subway networks. Derrible [21] was interested in network cen-
trality of 28 worldwide metro systems, where he studied the emergence of global
trends in the evolution of centrality with network size and examine several indi-
vidual systems in more detail. Sienkiewicz and Holyst [22] have analyzed the bus
and tram networks of Polish cities finding that some systems appeared to show a
scale-free behavior, with scaling factors. A very similar analysis was offered by Xu
et al. [12] focusing the complexity of several bus networks in China.

However, as far as the bus, subway, or tram sub-networks are not closed sys-
tems, the inclusion of additional sub-networks has significant impact on the overall
network properties as has been shown for the subway and bus networks of Boston
[13, 14]. Latora and Marchiori [13] introduced the related concept of efficiency,
which measures how easily information is exchanged over the network. They
showed that small-world networks are highly efficient. Soh et al. [16] examined
Singapore public transportation system where they focused on the degree, strength,
clustering, assortativity and eigenvector centrality characteristics of the transpor-
tation networks.

Lu and Shi [23] analyzed the public transport networks in three Chinese cities
and they found that the public transportation networks have the characteristics of
complex networks. In addition, the urban transportation network parameters all
significantly affect the accessibility, convenience, and terrorist security capability of
the urban public transportation network. Von Ferber et al. [15, 24] used complex
network concepts to analyze the statistical properties of public transport networks of
several large cities, looking at all technologies and accounting for the overlapping
property of transit systems, notably finding a harness effect. They also attempted to
model system based on number of stations and lines.

On the other site we do not register many authors who deal with evolving
transport networks, especially public transport networks. Albert and Barabási [3]
brought fundamentals of evolving networks. If new nodes and edges appear while
some old ones disappear, we can talk about evolving networks. The Barabási–-
Albert model was the first model to derive the network topology from the way the
network was constructed with nodes and links being added over time. From there
they were derived many other evolving network models. Evolution models are
often used primarily to study social networks for instance Snijders et al. [25], Xu
and Hero [26]. Nevertheless we register some examples. Zi-You and Ke-Ping [27]
investigated the emergence of scale-free behavior in a traffic system by using the
NaSch model to simulate the evolution of traffic flow. Xie and Levinson [28]
describe generally evolving transportation networks. In this publication they tried to
understand the process of network growth by identifying and quantifying its
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determining factors. Zhang and Xu [29] applied the evolution model on China
domestic airline network from the year 1950 to 2010. All of the above works
examined the evolution of transportation networks in several decades. But evolution
of public transport network in short periods, for instance 24 h, has not been elab-
orately described or dealt with in the existing literatures.

Interesting element of the basic characteristics in the public transport network is
an analysis of communities. The property of community structure appears to be
common to many networks. Consider for a moment the case of social networks, for
instance networks of friendships or other acquaintances between individuals. It is a
matter of common experience that such networks seem to have communities in
them: subsets of vertices within which vertex–vertex connections are dense, but
between which connections are less dense.

The ability to detect community structure in a network could clearly have
practical applications [30]. Communities in a social network might represent real
social groupings, perhaps by interest or background; communities in a citation
network might represent related papers on a single topic; communities on the web
might represent pages on related topics [31]. The same can be observed also in
public transport networks [24].

We do not register any literature that examines in detail communities either in
evolving public transport networks or in transport networks generally. It is unex-
pected, since having the ability to identify communities (in static or dynamic network)
could be helpful in more effective understanding and utilizing of these networks.
Figure 1 provides an efficient representation of data used throught our paper.

Nowadays has research of communities still mainly significant application in
medicine. Communities are widely used in medical science and neuroscience to
understanding and examining the processes occurring in the human brain.

Fig. 1 Louvain network
communities identified in
pooled 24 h cycle in
Bratislava, space is non-
geographic for clarity. Source
July 09, 2013 public
transportation schedule by
Apptives
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Zemanová et al. [32] found that the network of cortical area displays clustered
synchronization behavior and the dynamical clusters closely coincide with the
topological community structures observed in the anatomical network.

A useful study was elaborated by Wu et al. [33] and it can be used not only in
medicine, but also in public transport analyses. The main objective of this study was
to reveal an overlapping community structure of the structural brain network in
individuals. They demonstrated that 90 brain regions were organized into 5 over-
lapping communities associated with several well-known brain systems. The
overlapped nodes were mainly attributed to brain regions with higher node degrees
and nodal efficiency and played a pivotal role in the flow of information through the
structural brain network. Similar overlapped nodes exist in communities of public
transport network. These nodes (stops) represent the most important places of the
public transport network.

There could be also found some parallels between brain network and trans-
portation network research in the recent paper of Crossley et al. [34] which
examines community structure of the human brain. They revealed modifications in
network structure of dynamic brain network through changes in communities.

2 A Representative Day in Bratislava

We have made first analysis of Bratislava public transport network in our previous
paper [35]. Since much information remains hidden in a static network represen-
tation, we decided to further elaborate research on the role of time. Data analyzed in
this paper are more detailed in respect of temporal dimension. Thus, the analysis is
based on the dynamics throughout the day. In our assumption, the nature of public
transport changes during day, along with changing demand of its users. This is
where our research potentially connects with economic literature.

We obtain detailed time schedules of public network in Bratislava used for
iTransit Android client by Apptives. Reference date for the schedule is July 09,
2013, but it consists of alternative daily schedules for ordinary workday, weekend
day, and school vacations workday. We proceed by pooling these different
schedules into a representative day not existing in reality, but useful as an analytical
generalization.

The network under study consists of 584 stations represented as 1,379 station
nodes according to their geographical position and total of 94 routes. Because each
station node is operated only in one direction, we used directed graph as repre-
sentation of network. By connecting stations with all routes regardless of vehicle
type, we got 1,536 links served by public network. Only some links are operated
throughout the whole day. During 24 h cycle we record 463,125 one station rides.
For a better comparison, we have split the 24-h day into equal-length samples.
Ranges of individual intervals are shown in Table 1.
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The physical network described above is transferred to graph in the most typical
way, stations to nodes/vertices and links to edges. As Barthélemy [36] have shown,
there are many ways of representing public transport system as a network. For the aim
of this paper we have chosen the space-of-stops or so called L-space representation.
Each station is represented in graph by a node and an arc (oriented edge) between two
nodes indicates that these are consecutive stations of at least one route [24].

As the result from previous, neighbors are only those stations that can be reached
within single-station trip. As mentioned before, the graph we constructed is directed
and thus it better reflects real conditions of selected public transportation network.
As weights we used the volume of public traffic between stations for given time.

As expected, there are two modes in the network corresponding with rush hours.
The first mode, second and third interval sample, is the sharper one, as during first
interval there is only small amount of traffic. Second mode can be detected between
12 and 18 h. The volume of traffic is then slowly declining when approaching
midnight. Both nodes are visible on all statistics, but mostly on the flow.

Rides per arc summarize flow intensities in subsequent samples. Minimum of
11.1 rides is found in the first sample. Network grows fast between first (+60 %)
and third sample (+168 %). First peak is reached over the morning commuting
times over 6–9 AM period when we observe 47.6 rides per arc. High level of
mobility is then preserved with slightly falling trend until afternoon (−4 and −2 %).
After 3 PM the network rises once again (+10 %) and reaches 24 h culmination at
49.4 rides per arc. Last sample is at the level 30.6 rides to which and beyond the
network dies relative slowly (−14, −28, −64 %) in compare to morning rises. Urban
heartbeat is regular but not symmetric. Visual representation in graph series in the
Fig. 2 supports this observation.

Second panel in the Table 1 summarizes few basic statistics for communities
identified on described network [37]. If we compare statistics with previous we can
conclude, that with rising amount of traffic, the network is more concentrated. It is
also visible from smaller amount of bigger communities in the rush hours. High
modularity levels in all samples suggest that the network under observation is
composed of surprisingly well defined structural elements. The individual parts of
topology are connected rather inside than between. Links between these play the
role of bridges. Only about 9 % of rides over 24 h cycle establish these bridges.

We further pay attention to the number of nodes per community as one of
possible evaluation criteria. Naturally, nodes have varying position in the network
captured by different centrality measures, including the basic degree distribution.
But still we may see from the Fig. 3 that we consistently observe about one large
community having above 100 departure points. Average number of nodes per
community varies between minimum of 24 in the first sample and maximum of 40
in the evening peak sample. The average lies at 35 nodes, which describes a
standard network community in Bratislava daily cycle. Larger composition units
appear during morning peak 6–9 AM and afternoon/evening 12 AM–9 PM.

208 I. Paulovičová et al.



00:00-02:59 03:00-05:59

06:00-08:59 09:00-11:59

12:00-14:59 15:00-17:59

18:00-20:59 21:00-23:59

Fig. 2 Eight aggregated samples represent varying degree of connected nodes linked by operating
vehicle-count integer weighted links in Bratislava. Source July 09, 2013 public transportation
schedule by Apptives
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3 Conclusion

Network approach recently developed in theoretical physics and related disciplines
continuously proves to be a promising direction of research also in case of urban
transportation studies. We use public transport system in a usual European city to
demonstrate that it behaves systematically along the daily cycle in response to
changing demand from inhabitants and firms in roles of economic actors. Not only
overall scale of this network is modified but also structural composition of network
topology.

Even the most basic description of data available from schedule demonstrates
that daytime rhythm, which we call urban heartbeat, is present in network structure
very clearly. Network consists of smaller communities in times of lowest intensities
of interaction supplied by public service lines and largest communities in times of
highest intensities of interaction over peak hours. Mobility system therefore inte-
grates with scale increase and disintegrates with scale decrease. This finding might
be trivial, but it has interesting implications hypothetically beyond the lines of
transportation research.

This paper did not even touch details of the subject of precise topology com-
position. Public transport stops are members of the same community consistently
with others, on average, exactly 34 partners, but not over the whole day. From hour
to hour de facto barriers within the urban fabric are crossed by the same or different
network bridges. Knowing where these are located and possibly explained why
exactly there and not in a different place is a suggestion for further developments in
this research.

Fig. 3 Size distribution of
network communities
identified in eight time
samples (1–8). Source July
09, 2013 public transportation
schedule by Apptives
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Improving Geolocation by Combining
GPS with Image Analysis

Fábio Pinho, Alexandre Carvalho and Rui Carreira

Abstract The Global Positioning System (GPS) provides geolocation to a
considerable number of applications in domains such as agriculture, commerce,
transportation and tourism. Operational factors such as signal noise or the lack of
direct vision from the receiver to the satellites, reduce the GPS geolocation accu-
racy. Urban canyons are a good example of an environment where continuous GPS
signal reception may fail. For some applications, the lack of geolocation accuracy,
even if happening for a short period of time, may lead to undesired results. For
instance, consider the damages caused by the failure of the geolocation system in a
city tour-bus transportation that shows location-sensitive data (historical/cultural
data, publicity) in its screens as it passes by a location. This work presents an
innovative approach for keeping geolocation accurate in mobile systems that rely
mostly on GPS, by using computer vision to help providing geolocation data when
the GPS signal becomes temporarily low or even unavailable. Captured frames of
the landscape surrounding the mobile system are analysed in real-time by a com-
puter vision algorithm, trying to match it with a set of geo-referenced images in a
preconfigured database. When a match is found, it is assumed that the mobile
system current location is close to the GPS location of the corresponding matched
point. We tested this approach several times, in a real world scenario, and the results
achieved evidence that geolocation can effectively be improved for scenarios where
GPS signal stops being available.
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Keywords Computer vision � Geolocation � GPS � A-GPS � Image analysis �
Pattern recognition

1 Introduction

In recent years, the means used in the calculation of geographic location have
evolved, becoming progressively more accurate. Some of the methods and tech-
nologies used in geolocation can give an accurate location on the Earth’s surface,
but not an exact location [1]. In the field of geographic location, currently, there are
three main technologies: Global Positioning System (usually known as GPS),
Assisted-GPS (usually known as A-GPS) and Cell tower ID. The first, GPS, is
based on a set of geostationary satellites and a computation having as input the GPS
signal from those satellite and as output a location on the Earth’s surface. However,
GPS has two main drawbacks: its signal is highly affected by noise and it requires
direct vision between the GPS receiver and a set of at least four satellites [2]. To
compensate this problems, and accelerate the positioning, the A-GPS technology
was developed, combining GPS information with information from the network. As
the main characteristic of this technology indicates, it is internet dependant, which
means that the major strength of A-GPS does not work everywhere [3]. Finally, the
Cell Tower ID, is a GPS-free technology, that uses only cellular network to ref-
erence a position. This technology uses cell coverage to determine the position of
some device, but it is not much accurate [4].

The geolocation technologies above presented perform well for most of the
cases. However, for some situations, GPS and A-GPS may not be able to provide
geographic location. For instance, when a vehicle suddenly enters a long urban
street cutting through skyscrapers, the GPS signal may be affected by the metal
structures of the buildings and the lack of direct vision from the receiver to the
satellites.

Our approach tries to overcome this problem by combining computer vision
(CV) with GPS, regarding the scope of geolocation, where CV is used to help in the
geolocation process when GPS signal is weak or not available.

Computer vision has evolved in the last decade and its applications are becoming
more comprehensive. As Bernal stated [5], when we think about computer vision, it
is impossible not to think about using features. In CV, many feature descriptors
have already been proposed and tested. According to Bernal, feature descriptors can
be divided into four main groups: texture descriptors, colour descriptors, shape
descriptors and motion descriptors [5]. For the purpose of the current work, a study
of several descriptors was previously performed and three main descriptors were
selected as being most promising: Scale Invariant Feature Transform (SIFT, [6]),
Speeded-up Robust Features (SURF, [7]) and Histogram of oriented gradients
(HOG, [8]). The three algorithms present good results, in terms of analysis success
rate and response time, but the HOG was slightly inferior to SIFT and SURF.
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Besides this fact, both SIFT and SURF are Scale invariant, which means that both
can detect features for images captured from different distances (affecting the size of
a target, in a picture). The HOG does not provide this important feature. The SIFT
algorithm provides another critical feature for our purposes: it is rotation invariant,
meaning that it can contour rotation problems. Due to this second invariance feature
it takes a little more time to process an image, compared to the SURF algorithm [5].

Our approach relies on a set of characteristic points stored in a reference data-
base. Each point is designated by Point of Interest (POI) and consists of one or more
geo-referenced model images of a building, road or monument. In our approach we
assume that a mobile system is near the location of a POI if the POI is recognized in
one of the captured images assigned to it. Hence, whenever GPS signal fails, the
CV system takes over the geolocation data feed process: summarizing, captured
frames of the mobile system surrounding landscape are analysed by a CV algo-
rithm, in real-time, trying to recognize POIs (from the database) in the captured
frames. To the extent of the test cases, the current work demonstrates that, without
GPS signal and with the help of simple computer vision algorithms, it is possible to
obtain conclusive answers about a mobile system current location based on the
proximity to a well-known (POI) location.

In Chap. 2, the proposed approach is described and explained in more detail and,
in Chap. 3, the prototype used for tests is presented. Chapter 4 shows the tests that
we conducted in order to validate our prototype and Chap. 5 presents the achieved
results. In Chap. 66 the results are discussed and finally Chap. 7 and Chap. 8
present the conclusions and future work perspectives.

2 Improving Geolocation by Combining GPS
with Image Analysis

The following method is based on the described approach which combines computer
vision with GPS (CV-GPS): conceptually, if we consider that the GPS function is to
assign coordinates to a location then, by using an inverse logic, if we see a particular
geo-referenced POI, then we can assume that we are near to the GPS coordinates of
that POI. In the city sightseeing tour example previously mentioned, the “near”
concept to a POI can be the line of sight proximity inside an urban canyon.

2.1 CV-GPS Method

GPS alone cannot provide an accurate positioning in situations where the receiver
fails to see the required satellites. Feature recognition through computer vision
algorithms cannot be used as a solo geolocation method because it would imply to
compare millions of images, trying to identify a feature (with geolocation previ-
ously associated). For current microcomputers, such task is not possible to be
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performed in real-time. If we want to use computer vision to “geo-reference” a
location, it is necessary to reduce the set of images to compare. Both these tech-
nologies (feature recognition from CV and GPS) can complement each other, in
order to create a valuable new geolocation method, able to compensate the complete
or partial lack of positioning information.

The main idea of the CV-GPS method is to use available coordinates sent by the
GPS receiver and to start the image analysis process when the GPS signal is weak
or absent, being impossible to accurately reference the current location. To achieve
it, the image analysis process tries to identify a POI in the current captured images.
If one is found, the corresponding GPS location is used. The set of POIs is kept in a
database where, for each POI, one or more images can be kept. Furthermore, in the
database, each image of the POI has the corresponding GPS coordinates associated.

The operation of this method is depicted in Fig. 1, where X is the limit distance,
in meters, from which the image analysis process starts being executed, and Y is the
maximum time, in milliseconds, that the system may be absent of GPS data before
starting the image analysis process. A system implementing this method receives
and uses the GPS data acquired from the GPS receiver for geolocation. If the GPS
sensor can determine its own accuracy (value in meters correspondent to the
approximate error of the coordinates) then the accuracy information is also used.

Fig. 1 CV-GPS system operation
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In this case, if the GPS information is accurate enough for the geolocation, then
the latitude and longitude coordinates may be used to calculate the distance from
the current position to the closest set of reference points. This calculation has the
purpose of discarding the more distant POIs, reducing the number of valid POIs for
image comparison, at any time. If, on the other hand, the received GPS information
is not accurate enough to be reliable, then the image analysis is started, to com-
pensate that lack of accurate geolocation information. If the system suddenly stops
receiving GPS information, a timer is started. This timer stops either because GPS
data is available again or because a maximum time Y is exceeded. In the second
situation the image analysis process is started. When this process takes over, if the
result of analysis is positive—a POI has been detected in a video frame—the system
knows that it is close to the geographic coordinates associated to the matched POI.

2.2 The Image Analysis Component

The image analysis process requests images from two sources: an external camera,
placed near the GPS receiver, capturing frames in real-time (observed image) and a
database of POIs (model images). From the database, only the images of POIs
closer than a threshold X to the actual location are considered. In order to obtain
good performances, the number of image comparisons should be the lowest pos-
sible, avoiding unnecessary image analysis. To analyse the images, a feature
descriptor is used, which detects characteristic elements (features) between two
images and compares them trying to find similarities. In our approach, the SURF
(Speeded-up Robust Features) algorithm has been used, due to its scale invariance
property, which is an important factor to consider when capturing images at distinct
distances, affecting the scale of the point to detect [5]. The performance of SURF
has also been taken into account, compared to other feature descriptors [9]. The
necessary time to analyse each captured frame is an important factor to consider in
order to be able to process regions with a higher density of POIs. To guarantee
better results, it is important that every reference point has more than one associated
reference image, captured from distinct points of view. Ideally, for every POI the
database should hold at least three images, one frontal and two lateral, in which case
only one match would be necessary to obtain a positive result. This three images
allow us to contour the partial lack of rotation invariance of the SURF algorithm.
Figure 2 shows outputs generated by the image analysis process.

As it is possible to see in Fig. 2a, the image analysis process found a match, but
clearly (red line shape depicts result from algorithm) it does not correspond to a
POI, generating a false positive situation. In order to provide better results and
discard situations like this, it is important to implement a filter for False Positive
discarding. The false positive detection was based in the analysis of the red
quadrilateral (more specifically of the four points returned by the algorithm). If the
points do not represent a quadrilateral (as depicted in Fig. 2c), the system considers
it as a false positive and discards it, because in true positives, the shape resembles a
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quadrilateral (as observed in Fig. 2a, b). In this method context, it is acceptable to
discard a true positive, because over a route and for a single POI it is expected
several true positive detections, but it is not so good not to discard a false positive,
because over a route only one positive is necessary to confirm the geolocation (the
method trusts the CV component).

3 Testing Prototype

3.1 Architecture Overview

Conceptually, the proposed method was instantiated through a system architecture
composed of three logical modules: media, GPS and server modules. Figure 3
illustrated the three modules as well as the interaction between them.

The Media module is composed by a camera (or set of cameras), properly
configured to provide access to one or more video streams (sets of video frames). It
is important that these cameras are strategically placed in the vehicle, in order to
obtain a clear view of the outside landscape. If this module is composed by only
one camera, it should be positioned in the front of the vehicle and pointing forward,
so the requested images may display a reference point before passing by it. If this
module is composed by more than one camera, then only one of these cameras must
be placed as above described, and the others may be placed in order to complement
the video capture of the first one. In our prototype, the media module used a video
camera Axis M3114-R. The GPS module is composed by a GPS receiver. This
receiver must be steady, in order to guarantee that an eventual lack of accuracy of
the GPS information is only resultant of the signal reception itself, and not from the

Fig. 2 Image analysis results. a and b are true positives; c is a false positive; d similar buildings
could generate mistakes but the algorithm performed correctly
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bad adjustment of the receiver. Besides the signal reception, this module must be
capable of sending the information to the server module, where it is properly
analysed. In the current implementation, an Android Smartphone was used to
instantiate the GPS module, running a simple application that captures the GPS
coordinates and periodically sends them to the server module. Finally, the server
module, implemented as a desktop application, is responsible for most of the
processing activity: it receives the video frames from the media module, and the
GPS information from the GPS module, and processes the information in order to
obtain a valid and accurate positioning of the system. The CV-GPS processing is
performed in this module.

This architecture was implemented and tested using a personal vehicle, as
illustrated in Fig. 4. In this Figure, it is possible to see the camera and the GPS
steady placed over the vehicle’s dashboard, and the laptop, running the server
application.

Fig. 3 System architecture

Fig. 4 System assembled in
the vehicle

Improving Geolocation by Combining GPS with Image Analysis 219



4 Testing and Results

In order to properly evaluate the CV-GPS method, a set of experiments was
performed, evaluating if the proposed method can provide geolocation improve-
ments, and if the image analysis system is working as expected in different light
conditions (which varies, for instance, with the atmospheric conditions), vehicle
velocities or road pavement conditions. It is expected, though, that the system fails
in situations where is not possible to get a clear picture of the elements to detect
(for instance, under heavy rain). The next sections present the test scenarios used
for evaluating the system and the routes and Points of Interest used for performing
the experiments. After that, the obtained results are presented and discussed.

4.1 Test Routes and Points of Interest

In the development of the test scenarios three test routes were used, all in the Porto
downtown, Portugal. The routes were chosen according with specific characteristics
like different distances, road pavements, illumination conditions, and the distance
and line of visibility from the road to the Points of Interest expected to be detected.

Also three POIs were used, specifically, POI1 (GPS coordinates 41.145669,
–8.614728, two model images associated in the database), the POI2 (GPS coor-
dinates 41.149594, –8.610303, two model images associated in the database) and
POI3 (GPS coordinates 41.1475314, –8.6165759, one model image associated in
the database). These POIs have distinct shape and textures and as we can see
in Fig. 5, their model images were captured under less favourable light conditions
(in order to test the system under the worst conditions).

4.2 Experiments

To correctly validate the system, eight experiments were performed, some of them
inclusively repeated, in a total of 13 tests. In order to provide enough information to

Fig. 5 Points of Interest used in the detection: a POI1; b POI2; c POI3
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replicate the same conditions of these experiments, this tests were performed without
rain but with a very cloudy sky (difficult illumination conditions) at 9 of June 2013,
between 1 h 30 pm and 4 h 30 pm. In these experiments the CV-GPS method was
configured to trigger the image analysis inside a threshold distance of 300 m of the
POI (X parameter), or after 2 s without GPS information (Y parameter).

Some of the experiments had similar goals, although performed in different routes
and different Points of Interest. This way, the first, second and third experiments had
the goal of simply detect the POIs. The first and third experiments were repeated
three times (referred as 1.1, 1.2, 1.3 and 3.1, 3.2, 3.3 in the results table). The fourth
and fifth experiments targeted the detection of false positives. In the fifth experiment
the error was inclusively provoked, by searching for a POI that did not belong to the
performed route. The fifth experiment was executed twice (5.1 and 5.2 in results
table). The sixth and seventh experiments targeted the simulation of urban canyon
situations. To test this situation, we turned off the GPS signal during partial or total
time of the route. Finally, the eighth experiment had the purpose of testing a situation
where a vehicle is close to a POI, but without seeing it. This happens for instance in
single way roads, where the POI is only visible in one way. This way, the vehicle
may be passing very close to the POI, but the system only should target it when it is
visible (this is not possible by a GPS only solution, because the distance to the POI
would probably be the same (or approximately) in both ways of the road, but is
possible with the CV-GPS method because the system only returns a valid geolo-
cation when the POI is detected in the image.

5 Results

The execution of the set of experiments described in the previous section allowed us
to extract results and take conclusions about the correctness and validity of the CV-
GPS system. Table 1 summarizes the results achieved.

The evaluated parameters were the Duration, Number of kilometres of the route
(km), Average Speed in which the route was performed (Av. Speed), Image
Analysis Percentage Time (IAPT) which is the percentage of time in which the
image analysis method was running, Number of Analysed Images (NAI), Number of
False Positives (NFP) and finally if the POI was detected in time or not (before the
vehicle with the assembled system passes by it). Some of the parameters measured
and presented on the table are influenced by the traffic conditions (traffic, sema-
phores, crosswalks, etc.). All the tests were performed in an urban environment
with the limit speed of 50 km/h and with normal traffic conditions. The routes were
performed in different average speeds and during an approximated period of 3 h
between 1 h 30 pm and 4 h 30 pm. During that period a slightly change of
atmospheric conditions occurred, causing a slight increase of the luminosity, but
maintaining a very cloudy sky. The (a) label in the `̀ POI detected'' column in the
test 5.1 refers to the building detected in the false positive, once it was not corre-
spondent to the one we were trying to provoke in this test, but to another building in
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that route (was a regular false positive). This false positive detection was not seen in
the other repetition performed in the same route. It is important to refer that the false
positives in 1.2, 1.3, 3.2 and 5.1 were detected at a considerable distance of the
intended POI (from 180 to 220 m).

6 Discussion

The analysis of the achieved results makes it possible to verify that, for all the
performed tests, the target POI was successfully detected in time, and more than
once per repetition.

In the first experiment (1.1, 1.2 and 1.3), the POI was detected 6, 7 and 6 times
respectively, but also two false positives were found. The false positives were
detected with the vehicle stopped at a semaphore, which discards the possibility of
being caused by the road conditions or velocity. In the second experiment (2), a
single image was available in the database (the POI only had one image associate)
for the image analysis matching. For this reason there were performed a lot of more
matches than in other experiments. On the other hand, only two positives were
detected, because the road where the POI is visible for the camera is only around
50 m long (short time available for detection). In the third experiment (3.1, 3.2 and
3.3), only 90 % of the route was covered by image analysis, because the 10 %
remaining were off the analysis maximum distance perimeter. This allowed us to
verify that the combination of both technologies was working well, and that the
image analysis was being triggered in the right time. Only one false positive was

Table 1 Experiments results

Test # Duration
(min)

km Average
speed

IAPT
(%)

NAI NP NFP POI detected

1.1 3.45 1 25 100 122 6 0 Yes

1.2 3.40 1 35 100 124 7 1 Yes

1.3 3.40 1 40 100 129 6 1 Yes

2 3.25 1 35 100 268 2 0 Yes

3.1 2.15 1.2 30 90 72 5 0 Yes

3.2 2.25 1.2 30 90 76 6 1 Yes

3.3 2.05 1.2 35 90 69 4 0 Yes

4 9.55 2.5 35 18 102 6 0 Yes

5.1 2.05 1.2 35 90 70 1 1 Noa

5.2 2.15 1.2 30 90 70 0 0 No

6 9.40 2.5 30 34 187 5 0 Yes

7 3.50 1.2 25 100 107 10 0 Yes

8 3.25 1.2 25 90 76 5 0 Yes
a This false positive was not expected
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detected in the third experiment, and it was similar to the one detected in the first
experiment. The fourth experiment was performed over a bigger route (2.5 km), but
only 18 % of it was covered by image analysis. In this experiment it was possible to
verify that the GPS information was properly working together with the image
analysis, in order to minimize the detections in places where no POI was available
for detection. At the same time, it was possible to verify that no false positives were
detected in this route. The fifth experiment had the deliberate objective of mislead
the system. By introducing incorrect information in the database it was possible to
verify if the image analysis component would mix up the POIs and detect a not
existing POI in the image (the POI did not even belonged to that route). This
experiment was repeated twice. In the first repetition, 5.1, a false positive was
detected, but not where it was expected. The false positive was detected around
180 m of the coordinates of the target POI, which means that the system did not
confused the POI1 with POI2, but failed in a common detection as in the false
positives detected in the experiments number one and three. In the second repeti-
tion, 5.2, the experiment went as expected and no POI was detected. The sixth
experiment tried to simulate an urban canyon situation, where suddenly the GPS
coordinates stop being available. In order to simulate this, as explained in the
previous sections, the GPS was turned off which increased the percentage time of
image analysis of this route to 34 %, because the image analysis was started after
2 s without GPS input. The experiment returned positive results, and POI1 was
detected in time, without false positives. In the seventh experiment the goal was
once again to simulate an urban canyon situation by deactivating the GPS infor-
mation, but using a different route. The results were as expected and POI2 was
detected in time. The eighth and last experiment, evaluated a problematic situation
that could not be solved by a GPS only solution. A method using GPS information
only would consider that the vehicle was passing by the POI in a situation where the
POI would not be visible yet but with this system, the POI was detected in the
proper time, and no false positives were detected.

Summarizing, we verified that the system performed as expected in most cases.
The light conditions in which the system was tested were not ideal at all, and
nevertheless the system responded quite well. With better atmospheric conditions, it
is expected that the results are at least this good, because the quality of the captured
images would be superior. The false positives detected in tests 1.2, 1.3, 3.2, and 5.1
occurred relatively far from the expected POIs, at variable distances from 180 to
220 m, and can be discarded by simply reducing the threshold distance used to
trigger the image analysis (which is clearly too high), or by fixing the problem in
the image detection stage, by adding another filter to the results obtained from the
image analysis algorithm. This filter would discard the concave quadrilaterals
returned in the detection, pattern verified in all the false positives detected. Fur-
thermore, the 300 m distance threshold used in the experiments proved themselves
to be an overkill, because in most cases the POIs were not even visible at that
distance. Nevertheless, by using that distance was possible to keep the image
analysis running for a longer period of time, allowing a better study of the false
positive detections and guaranteeing that the number of false positives was already
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satisfactory. In future tests, perhaps it would suffice to use the image analysis within
a distance threshold of 100–150 m to the POI. Finally, regarding performance of the
system, concerning the image descriptor, although the results of the image analysis
are very good (considering the number of analysed images and the number of false
positives detected) the time that each analysis took might still be improved by using
a faster image descriptor. An example of a faster algorithm is ORB (Oriented
BRIEF) detector [10]. Theoretically, this new detector can perform more analysis
per second, keeping the same success rate than SURF detector.

7 Conclusion

This work presents an innovative approach for keeping geolocation accurate in
mobile systems that rely mostly on GPS, by using computer vision to help pro-
viding geolocation data when the GPS signal becomes temporarily low or even
unavailable. For some applications, for instance, a city tour-bus transportation that
shows location-sensitive data in its screens as it passes by a POI, the lack of GPS
data, even for a short period of time, may lead to undesired results.

The main contribution of this work is a method that enables geolocation by using
feature recognition from computer vision and GPS technology in a complementary
fashion. When available, GPS signal is used in order to know the distance from the
mobile system where the CV-GPS is assembled, to the nearer POIs. This way, it
prevents the CV system from trying to find a match with the entire set of POIs
available in the database. When GPS signal is unavailable the CV module (feature
recognition) is used to identity POIs in video frames, captured by a video camera
placed on a mobile system. If a POI is matched to one of the POIs available in the
database containing model images, then it is assumed the mobile transport is known
to be near GPS coordinates associated to the matched POI. As soon as GPS data
restarts being available, the computer vision system stands by.

To test our method we defined a set of experiments (appropriate variables and
test scenarios). The resulting set consisted of eight experiments, some of which
were repeated more than once. The experiments targeted different goals: to test the
simple detection of POIs, to test false positive situations by forcing these situations,
to simulate situations of lack of GPS signal and simulate urban canyon situations
(no GPS signal). Three distinct routes and three distinct POIs were used in our
experiments, with different characteristics, such as, different road conditions or
POIs texture or shape. The atmospheric conditions under which the tests were
conducted were not ideal (cloudy day), with less favorable light conditions.

The results achieved were positive for almost every experiment: only few false
positives were detected. Good results were achieved with different floor conditions,
vehicle velocities and with or without GPS information available, returning only
four bad result instances. The four false positive detections are acceptable if we
consider that 1,472 images were analyzed. Furthermore, we detected a pattern in
the identified false positives (the pattern recognition result returns a concave
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quadrilateral), which allows us to hereafter develop a new filter capable of discard a
larger set of false positives.

The achieved results allow us to conclude that the proposed method is valid for
scenarios similar to those where we conducted our experiences. Other improve-
ments can be performed, which are defined in the next section.

8 Future Work

Future work will address issues related to system performance, POI match outcome
and further experiments. Regarding performance, although the SURF algorithm has
presented good results, it would be important to test the ORB detector, which
theoretically can perform more analysis per second with the same success rate.
Regarding POI match outcome, a new filter should be tested that detects the current
false positive situations by discarding concave quadrilaterals. Finally, further
experiments are recommended with distinct light conditions, for instance, higher
luminosity, and a higher density of POIs to detect, in order to verify the system
accuracy and performance.
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The Impact of Data Aggregation
on Potential Accessibility Values

Marcin Stępniak and Piotr Rosik

Abstract The paper focuses on an investigation of the Modified Areal Unit
Problem (MAUP) in a potential accessibility case study of the Mazovia region.
Three different potential accessibility models were prepared based on the same
theoretical background and coherent spatial data: a municipal model, a grid model
and a population-weighted average travel time model. We concentrated on two
main issues: the differences in the results produced by the three different models,
and the impact of different methods of calculation of self-potential on these dif-
ferences. The results show significant differences in accessibility values produced
by the three models tested. The municipal model produced underestimated values
of potential accessibility indicator in all spatial units. The differences are first of all
a consequence of taking into consideration the densely populated peripheral dis-
tricts of Warsaw that are ‘visible’ in grid-based models, but ‘not visible’ (i.e.
averaged) in the central-location oriented municipal model. As a consequence, the
total travel time between the average (population-weighted) origin-destination grid
nodes is shorter than that calculated at the municipal level and the potential
accessibility values are higher in both grid-based models. However, in general, the
main cause of the differences of accessibility values observed is not the self-
potential but rather the complexity of transportation and land use relations between
neighbouring municipalities.
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1 Introduction

Over recent years accessibility has become one of the key questions discussed, not
only in the narrow context of transport geography research, but also in a broad
range of economic, social or planning studies. The possibilities that have emerged
resulted from increased computational capacity and the wide application of GIS-
software in accessibility studies and have provoked a growing number of studies
dedicated to transport geography issues. These increased possibilities permit the use
of more and more detailed geographical data prepared for wider study areas.
Nevertheless, there is a significant lack of reflection on the consequences for
accessibility analyses of the application of data designed at different spatial reso-
lutions. We still have limited knowledge about how models that are based on highly
disaggregated spatial data alter accessibility scale and pattern. The so-called
MAUP-effect (Modifiable Areal Unit Problem; [1]), broadly discussed in the spatial
studies literature [2–5], is still relatively undiscovered in the field of accessibility
studies. The existing investigations follow the approach of Townshend and Justice
[6], i.e. they concentrate on the selection of the resolution appropriate to the par-
ticular analysis focusing on the scale dimension of the MAUP [7, 8]. At the same
time, they do not compare results between models that are based on administrative
units and grid layers. The paper presented here tries to bridge this gap, following
Fotheringham’s highlighting of the need for multiscalar spatial analysis [2]. We
used an assumption provided by Kwan and Weber [9], that the use of multilevel
modelling to explain accessibility offers the opportunity to find geographical
variations previously invisible with single level models. Finally, the aim of the
paper is not only to provide evidence of the existence of the MAUP in accessibility
analysis (which is quite obvious), but also, following Wong [10], to highlight
locations that deserve more attention when applying the MAUP approach in
potential accessibility analysis.

The MAUP is a consequence of the use of arbitrarily defined boundaries of areal
units [11], i.e. the results of spatial analysis depend on the definition of the areal
units applied to the analysis [3]. The impact of MAUP can be divided into two
components: the scale effect and the zoning effect. The former is related to the level
of aggregation of spatial data, while the latter to the redrawing or regrouping of
spatial units at a given scale [1]. The difference between the units applied in the
study presented (i.e. municipalities and raster-cells) is linked to the scale effect of
the MAUP. The results of the accessibility study may be questioned when aggre-
gated data is used (e.g. municipal data), while no such criticism applies to an
investigation that is based on disaggregated data [3] or data that represents the
continuous space [2]. Herein, the raster layer consisting of 1 km2 grid cells is used
as a proxy of disaggregated data that should be free from the MAUP effect. Due to
the smoothing process [3, 10] an accessibility model that uses larger areal units (i.e.
municipalities) should provide a more homogenous surface for the spatial acces-
sibility pattern than a model that applies more detailed spatial units (i.e. raster-
cells). However, in addition to the scale of spatial units, the spatial aggregation
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mechanism is also a key factor that determines the impact of the MAUP [10].
Therefore, our study is trying to provide information concerning the impact of the
aggregation mechanisms on the results of potential accessibility analysis.

The paper is divided into five main sections. After the introduction, the potential
accessibility approach is outlined. Then, in the third section, a case study area of the
Mazovia region is presented, including the network and population data involved in
the analysis. The same section covers the data processing procedure and three
different potential accessibility models are presented in detail. In the fourth section
the empirical results are presented followed by the conclusions in the final section.

2 The Potential Accessibility Approach

In transport studies, several different meanings are ascribed to the term ‘accessi-
bility’, comprising issues relating to land use policy, infrastructure equipment,
quality of transport networks, opportunities for interaction at the society level etc.
The potential accessibility approach enables the observer to present one face of the
multifaceted phenomenon of accessibility. Potential accessibility studies are
focused on one or more of the following main themes:

• Assessment of the scale and pattern of regional accessibility disparities [12–14]
• Examination of the impact of accessibility on regional development, e.g. in

terms of the location of manufacturing firms [15] or population distribution [16]
• Evaluation of new transport investments, including their impact on the

improvement of overall accessibility [17−19] and/or the degree of territorial
cohesion [20–23].

The proposed methodology, which is tested in the research presented here, can
be applied in all of the above mentioned types of investigation. Nevertheless, due to
the fact that calculations are extremely work-intensive and time-consuming, efforts
should be made to provide some limits to the area of study.

Potential accessibility models are based on the distance, travel time or cost
between all pairs of origin-destination nodes within the given model assuming a
greater impact of larger centres than smaller ones, and a diminishing importance of
more distantly located destinations [24, 25]. Its mathematical description presents
as follows:

Ai ¼
X
j

gðMjÞf ðcijÞ: ð1Þ

where g(Mj) is the function of destination attractiveness, and f(cij) is a distance
decay function. In the analysis presented below we use time, calculated as travel
time by private car, as a distance decay element. The destination attractiveness
(so-called ‘mass’) is measured as the total population attributed to a given network
node (i.e. municipality or grid cell). The distance decay function responds to the
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negative correlation between distance and the importance of the interrelation
between a given pair of nodes. Although a large body of literature exists which is
dedicated to different types of distance decay functions [26, 27], we decided to
restrict the tests of our methodology to only one of those most commonly used in
accessibility studies: the negative exponential function ([12, 28, 29], among others):

f ðcijÞ ¼ expð�bcijÞ ð2Þ

The selection of a particular value of β parameter allows one to estimate the
accessibility level in terms of different travel purposes [13]. We chose time as a
distance decay element. As the methodology presented is potentially valuable for
the local scale of analysis, we decided to select the β parameter of 0.023105, which
corresponds to short-distance trips (e.g. commuting), i.e. median travel time is equal
to 30 min [23]. The assumed median travel time is in accordance with empirical
observations derived from the Warsaw Traffic Survey [30].

Taking this further, the incorporation of self-potential is an important factor that
leads to the obtaining of proper values of the potential accessibility indicator [31,
32]. The calculation of self-potential is based on the estimation of internal travel
time within a given spatial unit that is based on the radius ri, involving the formula
proposed by Rich [33]:

tii ¼ 0:5 � ri
vii

ð3Þ

using a speed vii equal to 20 km/h as the assumed internal travel time. Similarly, the
travel time between each pair of nodes should be increased to take account of the
time needed to arrive at the origin and destination node (access and egress time).
This is achieved by the application of the same formula as that used for obtaining the
internal travel time (separately for both origin and destination units respectively).

3 Study Area and Data Processing

The proposed methodology has been tested on the Mazovia region, the biggest
(35,600 km2) and the most populated (5.2 m inhabitants) voivodeship (NUTS-2
unit) in Poland. This region is strongly monocentric, with the dominant role of the
capital city, Warsaw, and its metropolitan area. However, it is also highly diverse in
terms of population density and settlement structure, as well as in terms of density
and the quality of road transport networks. The motorway network is unequally
distributed and consists of a relatively well-developed infrastructure in the south-
western part of the region, and only a few, short and fragmented motorway sections
in the eastern and northern parts of Mazovia.

Apart from its internal diversity, themost significant characteristic of the study area
is its central location in Poland. In spatial analysis, distortion of the results can be
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observed in peripheral parts of the study area [34]. The so-called ‘edge effect’was also
observed in accessibility analyses (e.g. [35, 36], among others). In order to account for
this problem, potential analysiswas carried out based on the study area extended to the
whole country, even though the remote destinations have limited impact on potential
indicator values. Thus, all municipalities in Poland are included when calculating the
potential accessibility indicator, however results are only presented and analysed for
those which are located within the Mazovia region (314 units).

The municipal population data for 2012 were collected from the Local Data
Bank. Apart from analysis at the very detailed administrative level (LAU-2, the
lowest administrative division in Poland), the model has also been developed at the
higher resolution of 1 km2 grid cells. Therefore, the population data in 1 × 1 km
grid cells were prepared on the basis of the GEOSTAT 2006 population grid
dataset. In order to ensure the comparability of results the GEOSTAT data were
updated using 2012 population data at municipality level derived from the Local
Data Bank for the estimates. Finally, due to the extremely time-consuming calcu-
lations expected, population data is only disaggregated in the case of LAU-2 units
located within the Mazovia region. In consequence, municipalities located outside
the Mazovia region remain unaffected.

The original, very detailed road network dataset is used in the analysis which
corresponds to the road infrastructure in Poland on 1st January 2013. The database
consists of approx. 70 thousand edges, divided into different road categories
(motorways, express roads, dual-carriageway roads, main (national), secondary
(regional) and tertiary (local) roads). Travel times are calculated based on the
maximum speeds for a private car derived from the Polish Highway Code and then,
adjusted downwards, taking account of impediments to driving, i.e. built-up areas,
topography and population density (for details consult: [37]). The node representing
a municipality is located in the centre of its main locality. The nodes representing
1-km grids are the centroids of grid cells. The latter are connected to the existing
road network using a straight line to the nearest road section. Travel times between
municipalities or between grid cells are received based on the shortest travel time
algorithm between network nodes that represent the pair of units analysed (grid
cells or municipalities).

Taking the assumed aims of the study as the point of departure, three different
potential accessibility models were prepared based on the same theoretical back-
ground. Nevertheless, due to the different spatial resolution of the data involved and
differences in the aggregation procedure, some slight differences can be noticed. In
detail, the potential accessibility models developed and used in the research pre-
sented can be characterised as follows:

1. Municipal model (M1). In the first model, every municipality is represented by
one node, located in the central part of an administrative unit (e.g. main
crossroads), with the mass of the unit attributed to one node. Therefore, the
value of the potential accessibility indicator for municipality i (Ai) is calculated
by using the travel times between node i and any other administrative node
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located within the selected case study. The indicator is then calculated according
to the formula

Ai ¼ Mi expð�b tiiÞ þ
X
j

Mj expð�b tijÞ þ
X
k

Mk expð�b tikÞ ð4Þ

where i and j are municipalities located within the Mazovia region, k is any other
Polish municipality (outside the Mazovia region), and Mi, Mj and Mk are the
populations of municipalities i, j and k, respectively. In consequence, Mi exp(–βtii)
is the value of the self-potential of municipality i, and ∑j Mj exp(–βtij) + ∑k Mk exp
(–βtik) represents the sum of the potential resulting from the opportunity to access
all other Polish municipalities.

2. Grid model (M2). The second model is calculated similarly to the previous one
however it uses grid cells in the calculation process instead of the municipalities
of the Mazovia region. The indicator values received for particular grid cells are
further aggregated to the municipal level using the population weighted average:

Ai ¼
P

a ððMa expð�b taaÞ þ
P

b ðMb expð�b tabÞ þ
P

c ðMc expð�b tacÞ þ
P

k ðMk expð�b takÞÞ �MaÞP
a Ma

ð5Þ

where a and b are grid cells located within a municipality i, c is a grid cell located in
municipality j, but outside of the municipality where a and b are located, Ma, Mb

and Mc are the population of grid cells a, b and c, respectively, while k and Mk are
described as above. The difference between the results received from the first and
the second models is a factor of the scale dimension of the MAUP, i.e. it is a
consequence of the application of different spatial resolutions.

3. Population-weighted average travel time model (M3). The last accessibility
model differs from the second one by the method of data aggregation from grid
into municipal resolution. While the previous one aggregates the results of
potential accessibility indicator values, in the third model the distance decay
function includes the population-weighted average travel times between all pairs
of grid-cell-nodes located in the municipalities analysed. As a result, the
potential accessibility for administrative unit i is obtained using the following
formula:
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Ai ¼ Mi expð�b

P
a

P
b
tab�Mbð ÞP
b
Mb

�Ma

� �
P

a Ma
Þ

þ
X

j
Mj expð�b

P
a

P
c
tac�Mcð ÞP
c
Mc

�Ma

� �
P

a Ma
Þ

þ
X

k
Mk expð�b

P
a

P
k
tak�Mkð ÞP
k
Mk

�Ma

� �
P

a Ma
Þ ð6Þ

The indirect consequence of the application of these three potential accessibility
models is that they each include self-potential in a different way. The ‘municipal
model’ estimates the self-potential using the radius of a circle equalling the area of
the municipality in order to approximate the travel impedance, according to for-
mula 3. In the case of the ‘grid model’, the potential of municipality i resulting from
the interconnections between all grid-cell-nodes located inside i is calculated as a
population-weighted average of values of potential accessibility indicator obtained
for these nodes. The last model uses the population-weighted average travel times
between all pairs of grid-cell-nodes located inside a municipality i to estimate the
internal travel time (tii). The difference in the self-potentials of municipality
i between the first and the third model is then related to the different methods of
receiving the internal travel time (the area originated vs. population-weighted
average travel time).

In the next section the empirical results of potential accessibility analyses are
presented. We concentrate on two main issues: the differences in the results
obtained from the three different models, and the impact of different methods of
calculation of self-potential on these differences.

4 Results

The application of three different models produces some visible differences in
potential accessibility values. In general, the grid model (M2) provides higher Ai

values—the population weighted average amounts to 1,623 comparing to 1,368 in
the case of the municipal model (M1), thus the Ai values are multiplied by 1.19 on
average, while the difference between M1 and M3 is slightly lower (on average
1.12). Application of model M1 results leads to the largest amplitude of outliers.

Nevertheless, when standardising the results with the use of the population-
weighted regional average (Fig. 1) the accessibility patterns are rather similar. In all
variants the dominating position of Warsaw is clearly visible. The dominance of the
Polish capital mainly results from its self-potential, although an important role of
the densely populated metropolitan area, as well as the relatively good connections to
the motorway and express road network in a south-westerly direction, are also
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significant factors. Furthermore, the regional disparities in the Mazovia region are
mostly influenced by the existence of two connected poles of relatively higher
accessibility visible at the national level (cf. [23]) which are located in the central part
of Poland, includingWarsaw andŁódźmetropolitan areas, and the southern part of the
country containing Cracow and the Upper Silesia conurbation. The intraregional
accessibility disparities are even strengthened by the location of the majority of the
high quality infrastructure in the most accessible part of the region linking Warsaw
with Łódź and the central part of Poland. As a result, better road accessibility is
observed in the south-western part of theMazovia region, while peripheral areas in the
eastern and northern part of the region are clearly less accessible. Nevertheless, there
are some exceptions to the above rule resulting from the location of a short section of

Fig. 1 Potential accessibility values (Ai) in the Mazovia region. a Municipal model (M1), b grid
model (M2), c population-weighted average travel time model (M3)

234 M. Stępniak and P. Rosik



express road in the north-eastern environs of Warsaw and a motorway bypass of
Minsk Mazowiecki 50 km to the east of Warsaw (Fig. 1).

Comparisons of potential accessibility values resulting from the individual
models are presented in Fig. 2. The differences reach a maximum of almost 50 %
and mostly affect the environs of Warsaw, which is a direct consequence of the
“sprawl” of mass from the city centre (in the M1 model) towards peripheral, res-
idential districts with high population densities (Fig. 2a). As a result, the distance to
the highly populated districts of Warsaw from suburban municipalities is smaller
and the accessibility values in the M2 model are higher. Moreover, there is a clear
positive correlation between increasing distance from Warsaw and diminishing
differences in Ai values. The differences are also more visible where accessibility

Fig. 2 Differences in potential accessibility values. a Ai(M2) − Ai(M1), b Ai(M3) − Ai(M1), c Ai
(M2) − Ai(M3)
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values are higher. Consequently, the smallest differences are noticed in the extreme
north and east of the Mazovia region. Furthermore, the grid model gives higher
accessibility results for municipalities located along rivers and with a high density
of forest. This may to some extent be explained by the concentration of population
along main roads and the low population density in the peripheral areas.

The differences between models M3 and M1 present quite a similar pattern
(Fig. 2b), although the scale of dissimilarities is lower than between models M2 and
M1. The grid model (M2) generates higher values than the population-weighted
average travel time model (M3) especially in the case of Warsaw and those areas
which are located along the transport corridors (Fig. 2c).

Fig. 3 Differences in self-potential values (SAi). a SAi(M2) − SAi(M1), b SAi(M3) − SAi(M1),
c SAi(M2) − SAi(M3)
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One of the possible explanations of the differences described above is that they
are the consequence of different methods of calculation of self-potential. To test this
hypothesis, a comparison of self-potential values calculated within particular
models was prepared (Fig. 3). Even a first glance at the maps enables one to
disprove the hypothesis. The differences between the values obtained from the
models being compared are totally the inverse of that expected with this explana-
tion. In general the self-potential values obtained within the municipal model (M1)
are higher than in other models while the potential accessibility values are lower
(cf. Figs. 2 and 3). In the case of Warsaw and most other big cities (so-called
‘subregional centres’) the self-potential values obtained from the municipal model
are much higher than those in both grid-based models (and especially those in
model M2). In consequence, the method of calculation of travel time between
municipalities or data aggregation method should be treated as the main source of
the differences of Ai values, rather than the method of calculation of self-potential.

5 Conclusions

The potential accessibility analysis for the Mazovia region shows both significant
differences in the accessibility values obtained from the three models tested and a
relatively stable spatial pattern when the results are standardised according to the
population-weighted average. The latter suggests that the potential accessibility
indicator is, to some extent, independent of the aggregation mechanism applied for
the investigation. This applies in the case of comparison of differences of acces-
sibility values over space. Nevertheless, the differences are clearly visible when
investigating the overall level of potential accessibility. The municipal model (M1)
provides comparatively low values of potential accessibility indicator for all spatial
units, while the application of the population-weighted average travel time model
(M3) and particularly the grid model (M2) result in significantly higher values.

The results are in line with the assumptions made on the basis of the concept of a
smoothing process. The application of larger units (municipalities in the model
M1), provokes more smoothing than other models, thus the values should be lower.
The application of the M3 model causes significantly less smoothing in comparison
to the M1 model, but more in comparison to the M2 model, thus the results are in-
between the others, closer to the latter than to the former one. Nevertheless, the
most important seems to be the fact that the higher number of relatively short-
distance trips provides the higher Ai results, even though the mass ascribed to
destination nodes is substantially lower. This explains the difference between
models M1 and M2. The difference between models M1 and M3 is the consequence
of the different method of calculation of travel time between each pair of units. The
results show that the (population-weighted) average travel time (M3) is significantly
lower than the travel time derived directly from the O-D matrix between nodes that
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represent municipalities (M1). Thus, the Ai values in the M3 model are significantly
higher than in the M1 model.

The differences between models are a consequence of taking the densely pop-
ulated peripheral districts of Warsaw into consideration, which do not influence the
grid-based models (M2 and M3), but do have an impact on the central-location
oriented municipal model (M1). Furthermore, the population is more concentrated
in the municipalities which are located along the main transport networks or those
where urbanised land constitutes a relatively low percentage of the area (e.g.
woodlands, river valleys). In consequence the total travel time between the average
(population-weighted) origin-destination grid nodes is shorter than calculated at the
municipal level. For that reason the potential accessibility values are higher in both
grid-based models.

Second, in case of almost all administrative units, the self-potentials produced by
the municipal model are higher than in both of the grid-based models. This effect
can either be caused by excessive internal speed impedance or by too short internal
distances. However, the internal speed of 20 km/h at the municipal level seems, in
general, to even be too low when compared with other accessibility studies that
include self-potential values [8]. This speed is also lower than that observed in the
Warsaw metropolitan area [30]. Therefore, we conclude that the internal distance
used to calculate the self-potential should be increased beyond the length of 0.5
radius proposed by Rich [33] (for detailed discussion concerning the approximation
of travel impedance please consult: Frost and Spence [38]).

Third, the differences in accessibility values between municipal and grid-based
models are not caused by the distinct method of calculating the self-potential val-
ues. Therefore, our hypothesis is that the main cause of the differences of Ai values
observed is the complexity of transportation and land use relations between
neighbouring municipalities. Nevertheless, the issue of the impact of disaggregation
of population data (or even more generally: the mass applied for the potential
accessibility model) should be further investigated. Although our analysis provides
some empirical results presenting the consequences of the use of different types of
spatial data (i.e. administrative units vs. raster cells), the role of the MAUP in
accessibility studies is still an open question.
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The Accuracy of Digital Models for Road
Design

Václav Šafář and Zdeněk Šmejkal

Abstract The paper presents majority of current methods for digital terrain models
(DTM) measuring and basic requirements of traffic engineers on accuracy in the
process of road design and construction. Conventional geodetic surveying methods
are described as well as modern non-contact methods of the ground surface mea-
surement, e.g. the laser scanning measurements from cars. When designing new
road infrastructure, all the requirements of the environmental impact assessment
imposed by the European Union must be taken into account. In connection with the
application of Directive 2011/92/EU of the European Parliament saying that all
newly constructed multi-lane roads must go through an intense impact on the
environment (EIA analysis) and it also includes repairs of existing roads of more
than 10 km length. Shortest roads may not require an EIA, but still must be built
according to geometrical design standards. Calculations of the horizontal and
vertical road centreline determine the three-dimensional physical location of a road
considering operational, economic and environmental requirements. The density
and accuracy of the DTM determine the final quality and efficiency as the design
work, the quality of the geometric structure of the building. The quality and
accuracy of the DTM especially determine the financial performance of the road
construction. All alternative solutions are then assessed simultaneously with all the
environmental and economic criteria. During reviews variants, for a first approxi-
mation with the situation, can be used DTM with less accuracy approximately
15 cm. For the design selected variant is required the accuracy of DTM around
2–3 cm. Only high quality DTM will allow us to rightly and accurately calculate the
cost of road construction, to determine the exact volume of material moved and
make any necessary animations and simulations. Then all simulations of transport
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capacity, fuel consumption and emissions will be of high quality. Only on the basis
of high quality three-dimensional data it is possible to determine the horizontal and
vertical axis of communication and to optimize the location of the axis, and con-
sider operational, economic and environmental performance.

Keywords EIA � DTM accuracy � Methods of DTM measuring

1 Introduction

Construction of roads is a very complicated process—spatially, financially and
organizationally. Preparation, realization and the construction itself will change the
neighbouring terrain and the environment related to the construction for a long time.
The basic source materials for road preparation, planning and construction are the
surveying data obtained by various surveying methods. The geodetic, photogram-
metric and laser scanning methods belong to them. Outputs of these methods
provide the basic information for all stages of the road construction, from study of
the road run up to the construction implementation.

2 Data and Surveying Methods Used During the Road
Planning

Data sources must be provided for preparation stage as well as the implementation
itself. Majority of the data should be in 3D form. The topicality, accuracy, cor-
rectness and suitability of the sources for the planning and implementation itself
must be considered. Within preparation of the source materials, data and maps, it is
necessary to concentrate on early obtained documents made by state administration
bodies, which should be verified for topicality and accuracy. If they do not comply
with the required accuracy or topicality, new data must be obtained.

When determining the area for motorways and first class roads in the Czech
Republic, the 1:200,000 regional schematic road maps are used. Another map
source is usually the Czech Republic (CR) 1:50,000 road map depicting the
motorways, roads, grade separations, nodal points of the localization system of the
road databank, bridges, underpasses, railway-crossings, tunnels, ferries, curves,
risings, passes, etc. Also cadastral maps, which contain points of the point field,
planimetry, all real estates, parcel indexes and relevant cadastral territory, are used
for designing works. From the Partial Territorial Decision level, the designer
requires current cadastral maps in vector form, i.e. the digital cadastral map or
digitized cadastral maps.

Geodetic data forms the basis of the special-purpose materials that practically
enables to incorporate the construction into the area of interest. The detailed point
field serves to that purpose. In the CR, the digital terrain model is used for the study
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level in form of 3D contour lines as a part of the Fundamental Base of Geographic
Data of the Czech Republic (ZABAGED). Furthermore, the Digital Relief Model
(DMR) can be used in DMR1 to DMR5 versions. The latest versions feature
utilization of aerial laser scanning. By 2016, a model with regular 5 m grid will be
available in the whole CR territory. However the accuracy, because of the RMSE
h = 0.18 m [1] will only be suitable for study of the road run and its variants. For
subsequent designing works more precise elevation data must be obtained.

The entire documentation of all stages of the road construction is elaborated in the
Baltic system after adjustment and in the national S-JTSK datum. The geodetic,
photogrammetric and laser scanning serve for obtaining quality input data for
designing documentation elaboration. The data enable to incorporate the construction
variants into the territory of interest. Required accuracy and size of the territory of
interest are the decisive factors for selecting a suitable method for the material
elaboration. One of the most important source data, on which quality depends
majority of control surveying during the designing works and during the construction
itself, are the elevation data in the future construction area as well as in the area of
future borrow-pits and other construction manipulation areas. If the natural terrain is
not surveyed precisely, the assessment of suggested road variants is very uncertain
and simulation of vehicle movement on thus variants is not sufficiently evidential. All
subsequent calculations will be uncertain since there would not be a first-quality
origin, from which the drawn/thrown up material could be calculated and which
would enable to compare the current state with the designed one [2]. Following
methods seem to be suitable for sufficiently precise digital terrain model:

(a) Methods of aerial photogrammetry and stereoscopic mapping of aerial pho-
tographs. The resulting material for the road variant study as well as for
subsequent designing works is a set of digital planimetry and altimetry files of
a special-purpose map. The RMSE accuracy of the altimetry derived by
photogrammetry-stereoscopic method is h = 0.045 m for the ground sample
distance of the aerial photographs equal 0.035 m, see e.g. [3].

(b) Methods of aerial laser scanning for creating a digital model needed for
designing activity (after selecting and approving the appropriate variant)
enable to obtain (after the flight and primary data processing) very dense and
precise digital terrain model. The laser scanning apparatus usually emits one
light beam and receives it back (after its reflection from the terrain) divided up
to eight so called echoes. Information recorded for the first and last reflection
of the beam is used for evaluation of planimetry and altimetry information on
the terrain. Such determined Digital Surface Model contains all terrain
obstacles. The model is further adjusted with special algorithms and calibrated
onto map control points surveyed in the terrain. After subsequent result
adjustment and necessary filtrations of the terrain objects, the DTM of the
particular area is obtained with density up to 12 points per m2 (in open terrain)
with RMSE h = 0.03 m (Fig. 1).

(c) Methods of terrestrial mobile laser scanning for production of precise 3D
digital terrain model utilized during designing works are based on an apparatus
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usually consisting of two integrated units: scanning and navigational. Due to
high density, speed and above all the spatial accuracy of obtained point clouds,
the method represents one of the most effective methods of obtaining spatial
information for precise designing works. By selecting a suitable measurement
method, using appropriate vehicles (eventually utilizing terrain three-wheelers
or manual walk-survey under hard inaccessible terrain conditions with an
apparatus in bag) and subsequent elaboration we can reach results, which we
could not reach by other methods. During post-processing, we can use addi-
tional information received during scanning each point, especially the
sequence of reflections and reflective intensity. The cleared data can serve for
generating detailed digital models, depicting cross and longitudinal sections in
any position and make other elevation analysis. Such data with RMSW
h = 0.015 m—see [4], represent the most accurate source material for
designing works. Currently there are various SW platforms, which are ready to
work with these data and also enable the 3D designing. In comparison with
conventional methods, this one brings relatively high time savings during the
designing works and above all the savings during the construction itself
(Fig. 2).

Fig. 1 Data sample of the
aerial laser scanning—source
material for re-laying the R55
road (Courtesy of GEODIS
BRNO Ltd)

Fig. 2 Sample of detailed 3D
digital model of a current road
(Courtesy GEOVAP
Pardubice Ltd)
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(d) Methods of terrestrial static laser scanning represent suitable methods for
operative and precise surveying of partial source materials for designing
activities of selected transportation objects (e.g. probably crossing of designed
construction with existing bridges, tunnels, supporting walls, noise protection
barriers). In connection with the aerial and terrestrial mobile laser scanning,
the methods enable complex surveying of existing transportation facilities,
which are supposed to influence the future construction or to utilize it. The
RMSE elevation of these methods is e.g. at the bridge surveying utilizing
phase laser scanners with range of 20–50 m, 0.005 m—see [5] (Fig. 3).

3 Results and Discussions

Point clouds received by both correlation methods from stereoscopic photographs
(or by direct stereoscopic measuring by an operator) and laser scanning methods
(mainly by mobile terrestrial laser scanning) can also be utilized in connection with
an orthophotomap with ground sample distance of 2.5 cm for creating various types
of visualizations and animations above a real landscape. The data can be used for
simulations of various vehicle movements. Such a view and simulation can reveal
potential future danger sections and suggest and design with utilizing real data a
safe, economically optimal and ecologically acceptable road and thus exploit all
features of the digital terrain models, which can currently be utilized by above
mentioned methods (Table 1).

Fig. 3 Sample of a road
bridge surveying (Courtesy
GEOVAP Pardubice Ltd)
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4 Conclusion

New requirements on always more superior altimetry map sources for needs of road
designing call (within more effective collection of altimetry data and their sub-
sequent elaboration) for suitable selection of the acquisition method. Using above
stated methods for acquisition of source materials for designing works and above all
their accuracy, 3D character and optimization of the designing works will enable to
suggest and create a real work, which will be both economical and ecological one.

References

1. Bělka L (2012) Letecké laserové skenování a tvorba nového vyškopisu Česke republiky.
Vojensky geograficky obzor 55(1):19–25. ISSN:1214-3707

2. Fellendorf M (2013) Digital terrain models for road design and traffic simulation. Photogram-
metric week ’13, Stuttgart, 9–13 Sep, Wichmann Verlag, pp 309–317. ISBN-13:978-3-87907-
531-7

3. Höhle J (2011) DEM generation by means of new digital aerial cameras. In: Conference PIA
2011, international archives of the photogrammetry, remote sensing and spatial information
sciences XXXVIII-3/W22, 2011, ISPRS, pp 185–190

4. Lechner J (2013) Zpráva o výsledcích testování mobilních laserových zařízení pro měření na
pozemních komunikacích. Technická zpráva (in print), Lechner Jiří, - Zdiby,VÚGTK

5. Kašpar M, Pospíšil J, Štroner M, Křemen T, Tejkal M (2003) Laserové skenovací systémy ve
stavebnictví. Vega s.r.o., Hradec Králové. ISBN:80-900860-3-9

Table 1 Financial, time and accuracy characteristics of surveying methods used on 10 km section
elaborated in three variants (Parameters of test area—3 strips (variants), long 10 km (each), 0.5 km
(width) = 500 ha, 70 % open area, 30 % covered (forest))

Description of method Vertical accuracy
(RMSE) in (cm)

Approximate price for
the area 500 ha in Euros

Approximate time
of delivery in days

Data DMR 5 18 125 3

Aerial photogrammetry
and stereoscopic mapping

4.5 8,800 30

Aerial laser scanning 3.5 11,200 30

Terrestrial mobile laser
scanning

1.5 25,600 60

Terrestrial static laser
scanning

0.5 58,000 100
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GPS Data and Car Drivers’ Parking
Search Behavior in the City of Turnhout,
Belgium

Peter van der Waerden, Harry Timmermans and Lies Van Hove

Abstract This paper describes an exploratory study regarding parking search
behavior. Based on GPS tracks of 97 car trips, the temporal and spatial components
of parking search behavior are investigated in more detail. The data collection took
place in November 2012 in the city of Turnhout, Belgium. The paper presents the
way the data collection has been organized, the way the data have been analyzed,
and some findings of the study. It appears that GPS tracking can be used to inves-
tigate both the temporal and spatial aspects of parking search behavior. The average
parking search time found in this study is 1 min and 18 s (approximately 14 % of the
total travel time). The use of street segments for parking is influenced by distance to
the city center, distance to nearest parking facility, presence of shops, and parking
tariffs.

Keywords GPS � Parking search � Behavior � TransCAD � GIS ostrava 2014

1 Introduction

The increase in car use has resulted into an increase in heavily congested streets,
especially in and around the central business district and shopping areas. Previous
studies have shown that a considerable share of cars in these streets is searching for
a free parking space [1, 2]. Due to a decrease in available parking spaces, the
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searching for parking will likely increase in the future with several accompanying
effects such as a decrease of accessibility and attractiveness of destinations. For
transport planners and decision makers, reliable information about parking search
behavior is therefore important when assessing the accessibility of destinations and
environmental effects of traffic in central business districts and shopping areas.

In the past, most studies focused on the number of cars searching for a free
space. To date, little attention has been paid to search time and the kind of streets
car drivers use while searching [3]. To the extent attention has been paid to parking
search time, the duration of search is mainly based on car drivers’ assessment of
time [2]. This study aims at getting more detailed insights into both the temporal
and spatial aspects of car drivers’ parking search behavior based on empirical data.
The research is still in the phase of exploration of data collection and analyses
methods. The study is an extension of a previous study in which the use of GPS to
investigate car drivers’ parking search behavior was explored [4].

The remainder of the paper is organized as follows. First, a brief overview is
given of existing insights and adopted approaches regarding (modeling of) parking
search behavior. Next, the adopted research approach is outlined. This section is
followed by a brief description of the data collection process. The findings of the
data collection are described in Sect. 4. The paper ends with the conclusions and
some recommendations for future research.

2 Parking Search Behavior

When car drivers approach their final destination, they start to look for a free
parking place. This last part of a car trip is defined as car drivers’ parking search
behavior [1]. Basically, parking search behavior consists of two components: a
temporal (time used for searching) and a spatial (streets used for searching) com-
ponent. Both components influence the accessibility and the livability of areas.
Especially in dense inner-city areas, the presence of parking search traffic influences
the accessibility by car and the livability of visitors and residents negatively. This is
one of the reasons that serious attention is paid to the issue of parking search
behavior, both by local authorities and researchers. Spitaels et al. [5] give a detailed
overview of several behavioral aspects that are related to car drivers’ in parking
search behavior.

Previous studies could be divided into two groups: studies with a focus on
empirical insights and studies with a focus on model development. A recent study
regarding empirical insights is presented by Van Ommeren et al. [2]. Based on the
Dutch National Travel Survey (MON) for the years 2005–2007, they found that the
average cruising time is 36 s per car trip, that cruising time increases with travel and
parking duration, and that cruising has a distinctive pattern across the day. The
average cruising time is totally different from the times Shoup [1] presented in his
work (ranging from 3.5 to 14 min). Waraich et al. [6] already indicated that ‘the
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parking strategy evaluation procedure of the previous parking search models
delivers systematically too high search times’.

The second group of related studies concerns studies in which parking search
models are developed (for a literature review see [3, 7, 8]. The studies focus on
extensions of network based assignment models [9] or agent-based models [6, 8,
10]. The models aim to investigate:

• The impact of cruising for parking on traffic congestion [9];
• The environmental costs of parking search process [10];
• The generation of distributions of key values like search time, walking distance,

and parking costs over different drivers groups [8].

A variety of publications shows that the use of GPS tracking data becomes more
popular to collect travel related data [11–13]. The data is easy to collect, accurate,
and detailed [14]. Also in the context of parking search behavior, GPS tracking is a
useful means of data collection [3, 4]. The experiences with the use of GPS tracking
to identify parking search behavior are still limited.

3 Research Approach and Data Collection

To get insight into car drivers’ parking search behavior the following research
approach has been adopted. First, a city was selected according to requirements
defined by Kaplan and Bekhor [3]. Next, participants were recruited who plan to
make several trips by car to the centre of the selected city. All participants received
a GPS logger and were asked to turn on the logger when driving with their car to
the city center of the selected city. In this study the ‘i-Blue 747A+GPS recorder’
was used. Every 3 s, the recorder stores its (horizontal and vertical) position, the
day and time of day, and the number of satellites involved in the registration. For
technical details of this recorder see http://blinkgadget.blogspot.com/2010/10/kode-
produk-747a.html. The logger is easily to set and the data is easily to retrieve using
for example the software ‘DataLog’ (http://www.datalog.de). The spatial data are
stored, analyzed, and presented using the Geographic Information System Trans-
CAD 6.0 (http://www.caliper.com).

In additions, the participants were invited to filled out a small questionnaire
consisting of some questions regarding personal characteristics (gender, age,
familiarity with the city, and possession of parking card) and for each trip some
specific characteristics (type of car used during the trip, orientation on specific
parking facility before leaving home, and trip purpose).

The study was carried out in the city of Turnhout, a small city in the North of
Belgium (Fig. 1). The city meets the four basic requirements set by Kaplan and
Bekhor [3]: (i) area should be characterized by high activity generation and limited
parking supply; (ii) area should offer a selection of off-street and on-street parking
opportunities; (iii) area should attract both local and non-local visitors, and (iv) area
should be bounded by natural and/or street network boundaries.
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The city’s road network consists of 531 street segments (links between two
intersections). On 85 % of the street segments on-street parking is allowed. In total,
7 street segments can be used as entrance of a parking facility. The parking tariffs
for on-street parking range from 0.00 (Free) to 2.00 euro/h. On almost 50 % of the
road segments parking is free. Most streets (approximately 80 %) are two direction
streets. Approximately 90 % of the road segments include one or more residences.
All these streets are designed as local roads. On almost 15 % of the road segments
one or more shops are present.

The data collection took place in November 2012. In total, 15 persons partici-
pated in the field study describing 97 trips (Fig. 2). The small number of partici-
pants was mainly caused by limited time and money resources. Unfortunately, the
respondents are not equally distributed across the included personal characteristic
levels: gender (60 % women, 40 % men); age groups (46 % younger than 36 years,
54 % older than 35 years); and familiarity with the city (74 % well to very well, 26
% limited to poor). Regarding the trip purpose, it appears that 36 % of the trips were
work related trips, 27 % shopping trips, 19 % leisure trips, and 18 % other (like
picking up or dropping of persons).

To determine the ‘search’ part of a trip the following approach is applied. The
approach is based on experiences from previous empirical studies [4]. The best
method found until now, starts at the arrival time of the car and includes infor-
mation concerning average speed (over different observations) and acceleration or
deceleration of the car (‘speed change’). The search for an optimal average travel

Fig. 1 Study area: Turnhout, Belgium (source Google Maps)
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speed is done by ‘trial and error’, minimizing the number of incorrect predictions
(compared to real world observations of parking search behavior). The starting
point of searching is set when the average speed is below 23 km/h (measured over 5
time periods) and the speed difference is less than 5 km/h as observed in the GPS
data.

4 Analyses

The GPS information is stored in a (comma separated value—csv) data file
(Table 1) produced by the program DataLog. The program generates a data file with
several columns including time period (date and time), position of observation
(latitude, longitude, and height), and vertical and horizontal accuracy (PDOP,
HDOP, and VDOP, NSAT). The columns ‘Latitude’, ‘Longitude’, and ‘Speed’ are
used in this study. In Table 1, the yellow box indicates the start of the search
process.

The data were analyzed in two different ways. First, the parking search time was
investigated in more detail. Based on the observations of 97 city oriented car trips
the following details can be noticed. The average car trip takes almost 14 min
(minimum of 1 min and maximum of 60 min. The average parking search time is
1 min and 18 s (minimum of 0 s and maximum of 6 min and 48 s). Figure 3 shows
the distribution (in classes) of parking search times over all 97 car trips. Approx-
imately 50 % of the parking search times are between 0 and 60 s. When this search

Fig. 2 Presentation of GPS tracking data on the street network of Turnhout, Belgium
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time is related to the total travel time, it appears that on average 14 % of the total
travel time is used for parking search (minimum 0 % and maximum of 49 %).

In the second part of the analyses, parking search routes and included street
segments were analyzed in more detail. The GPS data were related to street seg-
ments of the urban street network using TransCAD (Fig. 4). After the calculation of
the number of times each street segment was used in the various parking search
routes, the numbers were related to some street segment characteristics. The use of
street segments is related to characteristics of the street segments using multiple
regression analyses. The (logarithm of) numbers of times are used as dependent
variable; while various street characteristics are used as independent variables (see
Table 2).

Figure 5 presents the number of times each street segment is used for parking
search. The numbers range from 0 to 237 times. The latter street segment is close to
one of the main parking facilities in the center. The figure also shows that car
drivers already start to search at a considerable distance from the core of the city
center.

Table 1 Example of database produced by DataLog
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Fig. 3 Distribution of parking search times in Turnhout, Belgium
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For planning purposes the individual GPS tracks could be related to character-
istics of individual street segments and/or routes (a set of linked street segments).
This can be done in various ways as shown in the section about (modeling) parking
search behavior. For illustration purpose, in this study the use of street segments is
related to attributes of the street segments using regression analyses. In the analyses,
the dependent variable is the natural logarithm of the number of times a street
segment is used for searching. A variety of street segment attributes are used as
independent variables (Table 2). The selection of interesting variables was based on
existing literature (see before) and the ease of gathering information regarding the

Fig. 4 Basic representation of GPS observation

Table 2 List of investigated street segment characteristics

Attribute Levels

Walking distance between street segment and center Meters/10

Distance between street segment and closest parking facility Meters/10

Presence of parking lot Yes, no

Presence of parking garage Yes, no

Presence of on-street parking Yes, no

Presence of houses Yes, no

Presence of shops Yes, no

Number of allowed driving directions One way, two way

Presence of dynamic parking guidance system Yes, no

Parking tariff Euros per hour

Street type Primary, secondary
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variables. The following hypotheses were defined regarding the effects of the
included variables: a higher usage is expected for street segments.

• Larger distance from the center (final destination);
• Short distance between street segment and parking facility;
• No presence of parking facilities;
• Presence of on-street parking;
• Presence of shops or residences;
• Presence of two-way driving direction;
• Absence of dynamic parking guidance system;
• High parking tariff;
• Secondary streets.

For a first exploration of the relationship between the use of street segments and
the characteristics of street a basic linear regression model is estimated (Eq. 1).

LnðF þ 0:5Þ ¼
X
i

bi � Xi ð1Þ

where,
F Number of times a street segment is used for searching
Xi The i-th attribute of a street segment
βi The weight (parameter) of the i-th attribute.

After evaluating several regression models, the best performing model only
includes four street segment attributes. The other attributes were removed from the
analyses because of a high correlation or the absence of a significant effect (Table 3).

Fig. 5 Use of street segments for parking search
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The performance of the model is poor (based on adjusted R-square value) but still
acceptable (based on F-value).

The parameters show the contribution of attributes to the number of car drivers
using the street segment. A positive sign means that an increase of the attribute levels
results in a higher number of searchers in the street segment, while a negative sign
indicates a decrease of searchers when the attribute level increases. The positive sign
for the distance indicates that car drivers start to search for a free parking space at
some distance from the center (see before). If a car driver approaches a parking
facility, he/she stops searching and drives immediately to the parking facility. Streets
close to parking facilities are less used for searching. In streets with shops the
number of searchers is higher than in streets without shops. Finally, the parameter
estimate of parking tariffs shows that the higher the parking tariff the higher the
number of searchers in a street.

5 Conclusions

The study described in this paper aims to provide more insight into the temporal
and spatial aspects of car drivers’ parking search behavior in central business
districts and shopping areas. Special attention is paid to the collection of empirical
data using GPS loggers. It appears that GPS data could be used for describe car
drivers’ search behavior both in terms of time and location. The approach provides
information regarding search time which can be included in accessibility studies.
Also detailed information becomes available regarding the use of street segments
that could be used in livability studies. Young [7] summarizes this as follows:
Parking search models provide an ability to investigate long-term commitments to
parking expenditure, the impact of parking information on route choice, the time
spent in searching for a space, and the choice strategy.

The temporal and spatial data could be explored in more detail when more data
(more trips and more car drivers) were available. The same holds for the modeling

Table 3 Parameter estimates of regression analyses

Attributes Parameters Significance

Constant −0.297 0.100

Walking distance between street segment and center 0.047 0.001

Distance between street segment and closest parking facility −0.010 0.000

Presence of shops 0.365 0.039

Parking tariff 0.649 0.000

Goodness-of-fit

F-value 25.538 (sign. 0.000)

R-square 0.163

Adjusted R-square 0.157
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part presented in this paper. More sophisticated analyses could be explored to
related search behavior to streets segments.

Future research on car drivers’ parking search behavior will focus on:

• Extend the collection of empirical GPS data;
• Validate the identification of parking search behavior based on GPS data;
• Relate parking search behavior to characteristics of street segments (including

traffic flows and parking occupation levels).
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Mobile Application for Acquiring Geodata
on Public Transport Network

Lenka Zajíčková

Abstract Following the detected deficiencies in managing geodata on public
transport network in the Olomouc Region, potential solutions of the situation were
analysed. On the basis of extensive research of global standards in public transport
data standardization, a data model of entities and their attributes according
to the needs of public transport management and control in the Czech Republic was
established. Further, a data warehouse was created on the base of the newly created
data model by means of the special software specializing in work with lines and
network elements. A mobile application for a tablet to collect field data was
designed to supply the warehouse. The concept of public transport geodata col-
lection, management and updating was created in cooperation of Asseco Central
Europe, Coordinator of the Integrated Transport System in the Olomouc Region
and the Department of Geoinformatics of Palacky University in Olomouc in
reaction to the unsuitable data situation in public transport in the Olomouc Region.
Current filling of the data warehouse by means of the designed mobile application
will later be followed by creating an interactive transport plan and spatial analysis
based on the data about the managed area.

Keywords Data model � Data warehouse � Geodata � Mobile application � Public
transport

1 Introduction

The issue of collection, management and long-time sustainability of current
information about the public transport network in regions is, in conditions of the
Czech Republic, dealt with especially by coordinators (organizers) of the integrated
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transport systems (integrovaný dopravní systém, hereinafter referred to as “IDS”).
The majority of the information is—due to the nature of phenomenons which take
place in space—related to spatial data; they are therefore predestined to be pro-
cessed and stored in GIS. With respect to the expanding possibilities to publish and
present digital data, there is an ever growing need to deal with currency, accessi-
bility, particularity, good arrangement and accuracy of public transport (hereinafter
referred to as “PT”) data. Most of the IDS control bodies realize the importance and
benefits of quality register of spatial network data in GIS. However, the absence of
a unifying standard results in many different approaches, different data quality and
incompatibility in case of their exchange. The question of data updating is also
often discussed because, though the network is rather stable, there is a great number
of objects to register and many of their attributes are subject to frequent changes.

The goal of this text is to introduce the conception and launching of the mobile
application for collection of the PT network geodata in the area administered by the
Integrated Transport System Coordinator of the Olomouc Region which is widely
extensible and applicable in other regions. The partial goal of the text is to introduce
the data model of the registered entities established on the basis of global standards
accounting for the effort to standardize in the Czech Republic, newly established
data warehouse respecting this data model and the updating method of this
extensive database.

2 The Scope of Available Public Transport Geodata
and the Base of Their Standardization

The quality and scope of the PT network data differs in various regions of the Czech
Republic. In some regions, the data are processed in GIS, in others graphic software
(e.g. Corel Draw) is used; in regions served by carriers without central adminis-
tration there are no geodata at all [1]. However, data warehouses of IDS organizers
in GIS are often incomplete, the objects are not located correctly, the layers lack a
coordinate system and errors like undershoots, overshoots and missing attributes
frequently occur. The logical structure is often inappropriate as the data are not
based on a quality data model and also the way of data processing is not ideal.

The only present solution to keep the basic information regarding the movement
of PT vehicles in national scope is the unified data format (hereinafter referred to as
“JDF”) defined by the Decree of the Ministry of Transport No. 388/2000 Coll., on
Regular Public Transport Timetables, and the Decree No. 175/2000 Coll.,
on Transport Rules for Public Railway and Road Transport of People [2]. It is a pre-
defined data format designed for regular PT road and railway carriers in order to
process the timetables (hereinafter referred to as “JŘ”) for the purposes of the
National Information System on Timetables (hereinafter referred to as “CIS JŘ”).
The carrier processes the timetables in an electronic form, is responsible for them
and submits them to the appropriate transport authority for an approval and to be
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advanced to CIS JŘ the management of which was delegated to CHAPS Ltd. [3]
from 26th October 2001. However, no spatial information is related to the data
inserted in the CSV files, attributes to individual entities are insufficiently registered
and hardly anyone fills in the voluntary files. For passengers’ needs, CHAPS allows
not only searching for the appropriate connection but also the possibility of graphic
display. It involves coordinate visualization of the stops on the base of a source map
and their interconnection by straight lines. From the point of view of GIS, this
solution is unsatisfactory and incorrect, however, CHAPS primarily deals with
timetable administration and the visualization and spatial information are not the
subject of their business.

The first attempt to implement a standard for PT data in the Czech Republic was
the project called “The unified public transport data system with respect to a
standard form application with the possibility to interconnect the existing systems
to a unified software platform” (JSDV). The project was realized in 2011–2013
by the Transport Research Centre (Centrum dopravního výzkumu v.v.i.) in coop-
eration with CHAPS Ltd. and APEX, Ltd. The ground of the project consisted of
the existing situation in public transport information systems, valid Czech and
European legislation and first of all the Service Interface for Real-time Information
(hereinafter referred to as “SIRI”) [4]. The general goal of the project was to sup-
port public transport competitiveness by implementing the uniformly arranged
telematic system with a standardised interface which should have allowed later
integration of other information systems of carriers, integrated transport systems
and/or transport route operators/administrators. The partial goal was to create the
central data warehouse and to prepare standardised data formats for data exchange.
Further, the project should have used the CIS JŘ information to create a national
information system in real time (so-called CISReal). The outcomes are the central
information system, drafts of the architecture, feasibility study and the methodology
for building up the information system. In course of the project, the Czech technical
standard ČSN was being formulated [5]. Nevertheless, the involvement in the
project outcomes is still self-imposed; no binding duty is implied for the carriers
and organizers.

3 Draft of the Solution for Acquiring Complete Data
on the PT Network

Asseco Central Europe (hereinafter referred to as Asseco), Coordinator of the
Integrated Transport System in the Olomouc Region (hereinafter referred to as
KIDSOK) and the Department of Geoinformatics of Palacky University in Olo-
mouc developed a solution to acquire complete GIS data on PT network for the
needs of KIDSOK and defined the rules for their updating. The aim was to create a
solution for data collection, processing and updating that could easily be repeated in
any other region or area, keep the compatibility with the existing exchange formats
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and respect international standards in PT data standardization. KIDSOK detected
incorrect topology in individual layers, insufficient scope of the attributes and poor
structure of the existing data which was based on the analysis of the administered
geodata, the scope and nature of the data for the needs of PT management and
control. That was why a new data model was drafted for the PT network geodata, a
way of supplying the newly established data warehouse was specified and rules for
current data sustainability were defined.

4 The Data Model of the Public Transport Network

The drafted data model is based on the extensive Network Exchange (hereinafter
referred to as NeTEx) standard which is a new, still developing standard in the PT
data standardization [6]. It is based on the Transmodel V5.1 EN [7], on the CEN
technical standard “Identification of Fixed Objects in Public Transport” (IFOPT) [8]
and on the SIRI standard. The aim of NeTEx is to provide pan-European standard
for exchanging data from timetables and related data and information. It is a
complex and extensive standard describing statistic elements of the PT network
(stops, stations, access areas, equipment etc.) but also operational descriptive ele-
ments of the network (e.g. transfers). Only the parts applicable for Czech Republic
conditions were selected, adapted and completed from this standard when formu-
lating the data model. Compatibility with the JDF format was also taken into
account. The initial concept was completed by code lists from the national level
(JDF) and by KIDSOK specific requirements.

The basic element of the data model is a stop as a point feature and also an
umbrella term for all other spatial entities (entities with spatial relation to the stop,
see Fig. 1).

Fig. 1 Stop and its parts (Source internal)
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The stop is delimited by a boarding edge which is a border part of the platform
and is defined as a paved area allowing safe movement of passengers when
boarding or leaving a vehicle or waiting for a connection. Most of the stops have
two boarding edges (one for each direction); larger transfer hubs can have more
than two. Another adjoining entity is a stop lane delineating the area where the PT
vehicles stop. Every boarding edge must contain at least one signpost, which is
defined as a distinct upright marker designating bus, tram, trolleybus or other stop
[9]. The important change comparing to the existing entity registration is the rule
for calculating the position of the stop which says that the position of the stop is
calculated as a centroid of all signposts of the involved stop. Among outdoor
captured spatial entities also belong other spaces and objects related to boarding
edges or stops. These include especially the equipment or furniture of stops (e.g.
shelters, concourses, waiting areas, benches, ticket machines etc.).

The result of standard research and element analysis of PT network is the data
model of static elements respecting strict hierarchy of entities which are mutually
interconnected by unique identifiers and which have various mutual relations
(Fig. 2). The unequivocal identifier of a stop is the ID from CIS JŘ (e.g. 20580)
which corresponds with the unique name of the stop. The code of the boarding edge
consists of the stop ID in CIS JŘ + the index of the boarding edge sequence (e.g.
NH1) + the orientation of the edge (e.g. N-S). The example of a unique code of the
first boarding edge of the 20580 stop with the north-south orientation is 20580/
NH1-N-S. The orientation of the boarding edge is derived from the position of the
beginning (location of the signpost) and end of the boarding edge (the position
where the vehicle enters the stop). If the PT vehicle enters the stop from the south
and heads to the north, the orientation of the boarding edge is north-south (i.e. N-S).
Possible boarding edge orientations are derived from cardinal points (N-S, S-N,
W-E, E-W, SE-NW, NW-SE, NE-SW and SW-NE). Analogically, unique codes for
IDs (20580/NH1-N-S/OZ1), stop lanes (20580/NH1-N-S/ZP1), stop equipment
(20580/NH1-N-S/V1) and access spaces (20580/NH1-N-S/PP1) related
to the boarding edge are derived from the boarding edge code. Tariff zones and
parking possibilities are tied to the stop as a whole.

Fig. 2 The outline of proposed data model for data management (Source internal)
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5 Data Warehouse Lids

The practical solution of the data model of transport network static elements is
based on the LIDS geographic information system of BERIT, Brno division of
Asseco [10], which offers wide functionality for registering spatial data (especially
those related to networks), their maintenance, processing, analyses and evaluation.
The GIS software solution of LIDS uses a three-layer architecture utilizing the
XML standard. The ground is the Oracle spatial geodatabase where the geometry,
semantics and topology of individual network elements are stored. LIDS allows for
very effective graphic and non-graphic data management and their storing
in a unique central database in compliance with standards of the OpenGIS con-
sortium [11]. The graphic interface is formulated by means of the CAD Micro-
Station software (or the PowerMap Bentley Systems); the core of the system is the
well scalable LIDS data server which supports long-term transactions and repli-
cations of the database data [12]. The interconnection with users and third parties’
products is provided by the intranet LIDS application server (LAS). The LIDS
system is designed as a general system and its specific behaviour is controlled by
the data model in the form of system configuration tables unique for the actual
application [13]. In this case, the application was based on the newly designed data
model for KIDSOK public transport geodata management.

The disadvantage of the GIS solution of LIDS is the pre-defined configuration
for a specific data model which is difficult to adapt or extend; the great advantage is
the effective management of code lists (set of values may be acquired by the
attributes) by means of so-called Codelist Manager (Fig. 3). It is a user-friendly
interface where all code lists and their values, which occur in the data model, may
be managed. Apart from erasing, other values may be added or the existing values
may be modified. The LIDS Codelist Manager for the geodata management data
model of the PT network comprises nearly 40 different code lists. Some were

Fig. 3 The Codelist Manager for the management of data model codelists (Source internal)
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adopted from CIS JŘ, others were adopted and modified from the NeTEx standard
and some were newly created for the needs of KIDSOK upon their new require-
ments or the existing sources. The names of the code lists have strict rules
according to their content (C_name_of_codelist); most of them are of text data type
with the scope up to 50 characters. The key codelist is the list of complete names of
all stops which comprises three codelists from the CIS JŘ—the codelist of town
names, the codelist of town parts and local designations and the codelist with stop
IDs according to CIS JŘ which makes it easy to keep the up-to-date combination of
codelists to identify the stop.

6 The Application for Data Acquisition

In the course of the data model development and the data warehouse implemen-
tation, an outline of suitable method for PT network data collection has been
compiled. The network geoobjects are rather stable compared to the operation; the
problem is, however, the number of registered entities and their attributes. That was
the reason why for the static network elements (stops, boarding edges, IDs, stop
lanes, equipment and spaces and objects related to the boarding edge or the stop)
the most effective way of data collection was looked for. Upon the established data
model, specification and KIDSOK requirements, Asseco developed the MAPDD
mobile application for field public transport geodata documentation. There were
many discussions and analyses whether it is more favourable to develop a field
application for a Smartphone or for a tablet. In-depth analysis came to the con-
clusion that a tablet is definitely a better option for field surveys. The main reason
was the size of the screen on which it is much faster, clearer and more comfortable
to work with forms. The great advantage of the selected technology is the in-built
GPS and navigation, the possibility to connect to WiFi or to take pictures. All these
options are used when collecting the data in the PT network. Another plus is the
long-life of the battery which can moreover be recharged in the car when moving to
the next position.

The MAPDD application is designed for a mobile device (tablet) which meets at
least the following technical parameters:

• LCD touch-screen with the resolution min. 1024 × 600,
• 1 GHz processor, 8 GB internal memory,
• camera, WiFi and GPS,
• OS Google Android 4.0 and above.

The MAPDD application communicates with the data warehouse on the basis of
the server part of the application inLIDSwhich contains—apart from the environment
required for the LIDS datawarehousemanagement—also the application servers. The
basic application environment for the mobile application comprises three server
services which must be running when the mobile device communicates with the data
warehouse. The first service—OracleServiceXE and OracleXETNSListener—is the
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operation of the Oracle XE database and allows for connection to the involved
database. LIDS, which is a visualization of the Oracle database, is the data source for
the mobile application and concurrently the recipient of the change data from
MAPDD. The second service represents the application server for LIDS, so-called
JBoss Application Server 4.2.3, which provides authentication of the service for the
client mobile application. The third service is the domain1 GlassFish Server which
represents the application server for the client mobile operation and provides various
application services.

The MAPDD application mostly operates off-line; on-line operation is only used
when transferring all the data between the data warehouse and the mobile device
during the synchronization at the beginning of the field survey. At the end of the
survey, only the data exchange from the mobile device is transferred by synchro-
nization to central data warehouse. The process is provided by a module which
recognizes and makes versions of the newly edited data. The name of the field
worker passing the batch, date and time of the data change is stored together with
each downloaded batch (for process scheme of the application operation see Fig. 4).
The user account with the assigned role and therefore also the offered functionality
is defined for each MAPDD user. All changes made in the data warehouse within
the GIS interface of the data warehouse are stored in the data modification history.

When the field survey is carried out in the Olomouc Region, MAPDD enables to
choose from the list of all existing stops in alphabetic order the actual stop for data
acquiring or updating manually from the list, through filters by using a partial string
from the name or by means of automatic search for stops within the radius of two
kilometres from current position of the tablet. When the particular stop is selected, a
tree of object types which belong to the actual stop opens in the left-hand part of the
basic form. Basic data on the edited stop are shown on the top of the form; the right-
hand side includes the attributes of the edited entity (Fig. 5). Each type of entity
(boarding edge, ID, stop lane, access space or equipment) can be edited, erased or
created as a new one.

MAPDD have the functions to register the position of spatial elements (the
position of the beginning and end of the boarding edge, stop lanes, ID position and
the position of spaces and objects related to the boarding edges or to the stop in
general), take pictures and enter describing attributes to parts of the stop or to the
stop in general. Entering of most of the attributes is dealt with by means of codelists

Fig. 4 The process scheme of the application operation (Source internal)
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in the form of check boxes where only one option can usually be selected. In the
field data collecting application, attribute values may be selected from more than 25
codelists; several other codelists work only to allow moves within the entity tree.
Entering from the keyboard is minimised to decrease the risk of non-uniform or
incorrect entries in the sense of entering various strings for the same aspect. The key
codelist is the stop ID codelist from CIS JŘ and derived complete names of all stops
comprising codelists for the names of towns, parts of the towns and specific
locations which the field worker cannot modify (in other codelists it is possible
to add extension of the codelist in comments or select the “other” option). Thanks to
this measure, editing of a non-existing stop is avoided. Besides the elimination of
logic mistakes, entering of incorrect values resulting from misunderstanding or poor
knowledge is dealt with. Help is attached to some attributes or codelists in case the
field worker is not sure of the variant of the codelist value or they do not understand
the sense of the entered attribute. Apart from texts, the help often contains pictures
for clearness.

7 User Aspects of MAPDD

The data will prevailingly be used by the officials who manage the PT network,
potentially change the routes or names of the stops, create synoptic maps and
provide information reports and notices for general public. So far the KIDSOK staff
only worked with a point layer where each record represented a stop with all its
compounds in one point. Upon these data, they elaborated synoptic maps for
passengers and source materials for internal purposes (negotiations on integrating

Fig. 5 Example of the MAPDD application form for editing basic data on the Bedihošť stop
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routes or lines etc.). As a part of the requirement to increase the attraction and
competitiveness of public transport, the demand was expressed to form an interac-
tive transport plan and analyse transport services in the area, define attraction
districts of stops and many others. That was the moment when KIDSOK staff
realized that the existing data are insufficient and the effort and financial means will
have to be invested to acquire correct, up-to-date and first of all complete data. The
data will be used by the organiser’s officials, later also by passengers and carriers’
controller systems because the data model contains attributes important for PT
organizers (focused on passenger needs and public transport management and
control) but also attributes related to operation. While the passenger is interested in
information about wheelchair access, vehicles moving within the network, delays,
possible connections between two points and the appearance of the boarding edge
(Fig. 6), the carrier needs to know the data concerning the height of the boarding
edge, the length and depth of the bay, lighting and other technical parameters of the
stop or its parts.

The benefit of the newly established data warehouse of the expertly created data
model is the evidence of complete data on PT including all existing attributes, the
existence of the expertly elaborated codelists preventing unprofessional interpre-
tation, great positional and topological accuracy of objects, ensuring complete data
collection by means of modern technologies (GPS, tablet, GIS) and easy updating
of the data.

Fig. 6 Picture of the boarding edge in-situ (Source internal)
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8 Sustainability of Data Currency

Within the draft of the data model, elaboration of MAPDD and pilot filling of the
data warehouse, the concept of PT network data updating was also formulated as it
is complicated due to the large number of registered entities and their attributes.
Within the KIDSOK operated area, there are more than 2,500 unique stop names
and more than 6,000 signposts; similar numbers were reached also with boarding
edges and other stop elements which need to be registered. Moreover, many
attributes and aspects need to be monitored with respect to providing information
for the handicapped. This is the most time consuming part of the work on the data
warehouse. The newly created stops, parts of stops and any spatial and organization
changes will further be monitored with the participation of several subjects (Fig. 7).
At the moment, 20 % of the whole network in the Olomouc Region have undergone
MAPDD pilot testing and debugging. The time frame necessary to document one
latest, fully equipped stop (including all its parts) is 20 min on average. The rest
of the network will be documented in spring 2014; the data warehouse shall be
complete by autumn 2014.

Updating of the data from CIS JŘ (codelists of stop names, stop IDs etc.) are
contracted with CHAPS Ltd. with the period of 1 month, other up-to-date infor-
mation is acquired from the Transport Authority of the Olomouc Region (ensured
by the Department of Transport and Road Management of the Olomouc Region) or
is consulted directly with carriers. The last source of information about transport
network is represented by the towns which are usually owners or administrators of
the stops and which often provide primary information. MAPDD elaboration,
maintenance and technical support is provided by Asseco.

Fig. 7 The organization of the public transport network management
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9 Conclusion

Within the draft of the data model, elaboration of MAPDD and pilot filling of the
data warehouse, the concept of PT network data updating was also formulated as it
is complicated due to the large number of registered entities and their attributes.
Regarding time perspective, filling of the data warehouse is the most demanding
work. The newly created stops, parts of stops and any spatial and organization
changes will further be monitored with the participation of several subjects. In
future, the same problem as KIDSOK will be dealt with by most of other PT
organizers who can draw inspiration from this solution. Asseco is considering the
possibility to offer MAPDD and LIDS as a commercial product for PT network
geodata documentation and management in the Czech and Slovak Republics.

At the moment, 20 % of the whole network in the Olomouc Region have
undergone MAPDD pilot testing and debugging. The data warehouse shall be
complete by autumn 2014. This phase will be followed by elaboration of an inter-
active transport plan based on the collected data, the possibility to find a connection
with a visualization in the map and with the option to provide information con-
cerning on characteristics of the stops (especially the wheelchair access for general
public). Concurrently, the managed area will undergo many spatial analyses based
on these data (transport services, attraction districts of stops, number of connections
and many others). These data will also comprise a base for a controller system.
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