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Preface

A nation’s official statistics are directly affected by the quality of the data de-
rived from its surveys of businesses, farms, and institutions. Yet methodology
and standards for these surveys vary tremendously across countries and statis-
tical agencies—unlike the situation for surveys of persons and households.
Reasons for this disparity are diverse, but most relate to the difficult design
and execution problems such surveys encounter for which solutions are not
readily available in the research literature. The International Conference on
Establishment Surveys (ICES) was organized to address this problem. This
monograph is a product of that conference.

The idea of a conference on this topic grew out of a December 1990 tele-
phone conversation between Brenda G. Cox, then a visiting research fellow at
the U.S. National Agricultural Statistics Service, and B. Nanjamma Chin-
nappa, Director of Statistics Canada’s Business Survey Methods Division. As
associate editor of the Journal of Business & Economic Statistics, Cox was
recruiting papers for a special session on business survey methods for the 1991
Joint Statistical Meetings. Having identified speakers from Statistics Canada,
Cox and Chinnappa discussed how lack of published methods and communi-
cation among researchers was a stumbling block for progress in solving busi-
ness surveys’ unique problems. They decided that an international conference
was needed to (1) provide a forum to describe methods in current use, (2)
present new or improved technologies, and (3) promote international inter-
change of ideas.

Obtaining sponsors for the conference was the first step. An unusual feature
of the ICES is its dual identity as the fourth conference in the series of survey
research methods conferences organized by the American Statistical Associa-
tion (ASA) and as the tenth symposium in the series of Statistics Canada in-
ternational symposia.

Each year since 1984, Statistics Canada has organized an international sym-
posium focusing on a specified topic in survey methods and systems. Past
symposia have covered topics such as analysis of survey data (1984), small-
area statistics (1985), missing data in surveys (1986), statistical uses of ad-
ministrative data (1987), impact of high technology on survey taking (1988),

xiii
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analysis of data in time (1989), measurement and improvement of data quality
(1990), spatial issues in statistics (1991), and the analysis of longitudinal sur-
veys (1992). Chinnappa approached Assistant Chief Statistician Gordon J.
Brackstone, who quickly obtained permission for the topic to be the subject of
the 1993 symposium.

In January 1991, Cox approached Judith M. Tanur, chair of ASA’s Survey
Research Methods Section (SRM), to request that SRM cosponsor the confer-
ence with Statistics Canada. SRM has adopted a program of international con-
ferences as a vehicle for encouraging discussion and publication of current
research on survey methods and applications. Previous survey methods con-
ferences have dealt with panel surveys (1986), telephone survey methodology
(1987), and measurement errors (1990). In October 1991, SRM approved
the topic for the next conference in its series. ASA’s Business & Economic
Statistics Section joined SRM as a sponsor in early 1992. Other professional
societies sponsoring the conference include the International Association of
Survey Statisticians (who cosponsored the three previous ASA survey methods
conferences), the American Agricultural Economics Association, the National
Association of Business Economists, and the Statistical Society of Canada.

Throughout 1991, members were recruited for the conference’s organizing
committee. Organizing committee members and their institutional affiliation
are as follows:

Brenda G. Cox, Mathematica Policy Research, Inc., chair and monograph
editor for Part D: Data Processing;

B. Nanjamma Chinnappa, Statistics Canada, monograph editor for Part F:
Past, Present, and Future Directions;

Michael J. Colledge, Australian Bureau of Statistics, monograph editor for
Part A: Frames and Business Registers;
Phillip S. Kott, U.S. National Agricultural Statistics Service, monograph
editor for Part B: Sampie Design and Selection; .
Anders Christianson, Statistics Sweden, European coordinator and mono-
graph editor for Part C: Data Collection and Response Quality;

David A. Binder, Statistics Canada, monograph editor for Part E: Weight-
ing and Estimation;

David Archer, Statistics New Zealand, coordinator for invited papers;

Daniel Kasprzyk, National Center for Education Statistics, coordinator for
contributed papers; and

Bernard Wong, Australian Bureau of Statistics, Asian and Pacific Rim Co-
ordinator.

Researchers conducting business surveys and analyzing their data products tend
to be scattered across government agencies and private organizations. An in-
novation for this conference was the recruitment and use of contact persons
who generously contributed time and resources, consulted with the organizing
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committee in setting up the conference program, and publicized the conference
within their organizations.

In October 1991, the committee met to plan the content of the conference.
Naming the conference presented the first problem because no term encom-
passed the diverse types of organizational entities of interest. The committee
decided to use ‘‘establishment survey’’ as a general term to cover all surveys
of organizational entities, and it decided to refer to the conference as the In-
ternational Conference on Establishment Surveys: Survey Methods for Busi-
nesses, Farms, and Institutions. In this monograph, however, ‘‘establishment’’
had to be more narrowly defined. Instead, this book uses ‘‘business’” to de-
scribe the diverse array of organizational entities surveyed by government
agencies and the private sector.

Every stage of a business survey poses problems quite different from those
encountered in surveying persons and households. To ensure that all unique
features were identified, the committee developed an outline of key issues for
business surveys and distributed it to contact persons for comment. The revised
version of this outline furnished the topics to be addressed in the conference.

As for previous ASA survey methods conferences, papers were solicited for
publication as a separate monograph by John Wiley & Sons. The organizing
committee decided that the monograph should be a textbook describing the
theory and practice of business surveys. Stages of the survey process are ad-
dressed in the first five parts, and crosscutting topics are covered in the last
part. Each part includes papers that describe standard techniques to deal with
business surveys’ unique problems as well as new technologies and innovative
research. For the monograph, topics that cut across application areas were
preferred over those that focused on unique problems for a particular type of
business.

In January 1992, the organizing committee issued the cail for monograph
papers, asking researchers to submit abstracts for proposed articles. In June
1992, the organizing committee used the submitted abstracts to choose 35 pa-
pers for inclusion in the monograph. Monograph authors presented their papers
at the conference. Before and after the conference, monograph editors worked
with the authors to improve the readability and coherence of the articles, to
impose uniformity in format and writing style, and to highlight interrelation-
ship between papers.

Having chosen the monograph articles, the organizing committee turned its
attention to identifying topics and speakers for the conference’s invited paper
sessions. Invited papers differed from monograph papers because of their focus
on a particular application area or their specialized nature, which led to keen
interest for researchers engaged in similar research. Thirty invited papers were
solicited for presentation at the conference.

Finally, a call for contributed papers was issued in June 1992. To widen
the conference and encourage attendance, the committee only required that
contributed papers relate to an aspect of the design, implementation, or anal-
ysis of business surveys. More than 100 contributed papers were presented at
the conference.
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In setting up the conference, the committee became aware of the diversity
of software packages being used in business surveys for matching and record
linkage, data capture, computer-assisted interviewing, automated coding, and
data analysis. To take advantage of this abundance, we asked Alan R. Tupek
of the National Science Foundation to set up a software demonstration labo-
ratory where attendees could talk one-to-one with software specialists about
the capabilities of a software package, as well as experiment with the software.

The joint Canadian/American sponsorship led us to choose a location con-
venient to both Washington, DC and Ottawa. Statistics Canada symposia are
traditionally held in Ottawa, whereas ASA’s survey research methods confer-
ences are typically in the United States. Buffalo, New York was chosen for its
border location, and the conference took place on June 27-30, 1993. Over 400
researchers attended the conference, representing more than 30 countries be-
sides the United States and Canada. Unlike previous ASA survey methods
conferences, ICES produced a proceedings volume of the invited and contrib-
uted papers, which together with this monograph provide a permanent record
of the papers presented at the conference.

Without financial support, conferences such as this one could not be orga-
nized nor could edited monographs be produced. The following research or-
ganizations generously contributed funds to support the ICES:

Australian Bureau of Statistics

The Dun & Bradstreet Corporation

Finland Central Statistics Office

National Science Foundation

Nielson Marketing Research

Research Triangle Institute

Statistics Canada

Statistics Denmark

Statistics New Zealand

Statistics Sweden

United Kingdom Central Statistical Office
U.S. Bureau of the Census

U.S. Bureau of Economic Analysis

U.S. Bureau of Labor Statistics

U.S. Energy Information Administration
U.S. National Agricultural Statistics Service
U.S. National Center for Education Statistics
U.S. National Center for Health Statistics
U.S. Small Business Administration
University of Michigan, Survey Research Center
Westat, Inc.

In addition, ASA and IASS contributed funds to support the project.
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Readers must decide for themselves how well the committee achieved its
goal of a textbook describing business survey methods. Our intended audience
includes newcomers to business surveys as well as experienced researchers
actively engaged in conducting business surveys. The book’s focus is on the
unique aspects of business surveys; activities common to all surveys are not
addressed. A general background in survey methodology will aid the reader in
appreciating the techniques described in the various chapters. In addition, Part
B (Sample Design and Selection) and Part E (Weighting and Estimation) re-
quire knowledge of survey sampling theory at the level of William G. Coch-
ran’s Sampling Techniques, 3rd edition, New York: John Wiley & Sons, 1977.

The editorial committee would like to take this opportunity to thank the
many conference supporters who provided needed advice and encouragement
and reviewed draft manuscripts. Our sincere thanks go to Lee Decker and
Claudine Donovan of the American Statistical Association for ICES meeting
arrangements and logical planning. Elizabeth Finnerty and Denise Dunn of
Mathematica Policy Research, Inc. and Brenda K. Porter and Mary Ann Row-
land of Research Triangle Institute provided clerical and secretarial support in
producing the monograph. Denise Lockett and Paula Ray of the Kelton Group
supplied editorial support. Paul Biemer of Research Triangle Institute gave
invaluable advice on the logistical details associated with organizing the con-
ference and producing the monograph. Finally, our involvement as editors was
made possible by employers who generously supported the time and resources
we needed for the project: U.S. National Agricultural Statistics Service, Re-
search Triangle Institute, and Mathematica Policy Research, Inc. (Cox); Sta-
tistics Canada (Binder, Chinnappa); Statistics Canada and the Australian Bu-
reau of Statistics (Colledge); Statistics Sweden (Christianson); and U.S. Bureau
of the Census and U.S. National Agricultural Statistics Service (Kott).

Brenpa G. Cox

DaviD A. BINDER

B. NANJAMMA CHINNAPPA
ANDERS CHRISTIANSON
MicHAEL J. COLLEDGE
PaiLir S. Kot
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CHAPTER ONE

Unique Features of Business Surveys
Brenda G. Cox

Mathematica Policy Research, Inc.

B. Nanjamma Chinnappa

Statistics Canada

A simple but useful view of a nation is to consider it as a society or group of
people who live within politically determined geographic boundaries and whose
social and economic activities are regulated by a common government. To
further the nation’s progress, the nation’s government and its citizens need
information to measure how the nation is performing so that policies can be
made and their implementation monitored. The primary purpose of a nation’s
statistical agencies is to meet this need through the collection of social and
economic statistics. Because they have no generally accepted definitions, we
define social statistics as those statistics that relate to people and their activities
as individuals and economic statistics as those statistics that relate to the or-
ganizational entities that conduct the economic activities of a nation. Social
statistics are usually collected through surveys of persons or households, while
economic statistics are collected through surveys of organizational entities. In
this monograph, we refer to these two survey types as social surveys and eco-
nomic surveys, respectively.

Unlike the situation for social surveys, economic surveys have too few com-
monly accepted, practiced, and published methodologies. The Subcommittee
on Measurement of Quality in Establishment Surveys drew special attention to
this phenomenon in describing economic surveys conducted by the U.S. gov-
ernment (Federal Committee on Statistical Methodology 1988, p. 1) noting
that:

The collection of data from establishments is not new. Some establishment-based

data series have been continuous since the early part of this century, and many

Business Survey Methods, Edited by Cox, Binder, Chinnappa, Christianson, Colledge, Kott.
ISBN 0-471-59852-6 © 1995 john Wiley & Sons, Inc.



2 UNIQUE FEATURES OF BUSINESS SURVEYS

predate household surveys. Nonetheless, in contrast with household surveys. for
which a rich literature has emerged over the past 5 decades, very little in the way
of theoretical or evaluative work on survey quality has been published for estab-
lishment surveys.

The comparative shortage of literature and the government’s approach to establish-
ment surveys have resulted in a situation unique to establishment surveys. Today,
there are few commonly accepted approaches to the design, collection, estimation,
analysis, and publication of establishment surveys. Establishment surveys abound
in rich variety, with little standardization of design, practice, and procedures.

Implicit in this comment is the notion that surveys of businesses, farms, and
institutions need a separate treatment in the literature because their survey de-
sign and application problems are quite different from those of social surveys.
In spite of their diverse application areas, there is also a remarkable common-
ality in the types of problems encountered in designing and implementing eco-
nomic surveys and censuses.

Documentation of methods to tackle these problems and exchange of ideas
across nations can serve as an avenue for improving the methodology for eco-
nomic surveys. An important first step in this regard has been the International
Round Table on Business Frames, which has provided since 1986 ‘. . . a
forum for statistical agencies with mutual interest in the development, main-
tenance, and use of business registers to exchange ideas and discuss possible
solutions to a wide range of similar problems’” (Castles and Sarossy 1991, p.
i). Another milestone in this regard has been the work of the Federal Com-
mittee on Statistical Methodology (1988) in documenting quality issues for
economic surveys and censuses in the United States.

The International Conference on Establishment Surveys (ICES) was orga-
nized to continue this effort to document methods for economic surveys. ICES
expanded the scope of previous work on economic surveys to include all types
of surveys of organizational entities, both public and private, and for all types
of purposes, not just economic reporting. In this monograph, we refer to these
surveys as business surveys.' This monograph contains selected papers from
that conference. Other papers from the conference may be found in Proceed-
ings of the International Conference on Establishment Surveys (American Sta-
tistical Association 1993).

This monograph presents methodology that is being used by many agencies
and nations to address the variety of problems encountered in designing and
implementing business surveys. This chapter focuses on the unique features of
business surveys, describing these differences for each functional survey activ-

ity.

"The conference used *‘establishment’” as a generic term for surveys of businesses, farms, and
institutions. In this monograph, “‘establishment’ is used in the more conventional sense of an
economic unit at a single physical location.
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1.1 DEFINITIONS AND GENERAL ISSUES

The monograph adopted its expanded definition of ‘‘business’” and ‘‘business
survey’’ to fill a void. The English language does not contain a term that de-
scribes the diverse organizational entities that we wish to cover, so we invented
one. Note that our definition does not conform to common usage, which re-
gards a business as ‘‘a commercial or sometimes an industrial enterprise”’
(Merriam Webster, Inc. 1993, p. 154). Statistical agencies in the United States
and Canada have no official definition for the term ‘‘business’” but informally
use it as a generic term to describe the units surveyed in economic surveys.’
Statistics Canada does define a business entiry for its business register as:

An economic transactor having the responsibility and authority to allocate resources
in the production of goods and services, thereby directing and managing the receipt
and disposition of income, the accumulation of property, and borrowing and lend-
ing, and maintaining complete financial statements accounting for these responsi-
bilities (Statistics Canada 1986).

This monograph uses ‘‘business’’ and ‘‘business survey’’ in an even broader
sense to describe organizational entities and the associated surveys that study
the characteristics or attributes of these organizational entities.

As an example of the diversity of the application areas for business surveys
under our definition, consider the following types of businesses:

® Businesses (in the dictionary sense): retail and wholesale stores, manu-
facturers, construction companies, mining operations, financial institu-
tions, transportation companies, public and private utilities, service pro-
viders, and so on.

e Farms: crop and livestock operations, agribusinesses, vineyards, family
farms and ranches, plant nurseries, cooperatives, and so on.

o [nstitutions: schools, prisons, courts, hospitals, local governments, pro-
fessional and trade associations, and so forth.

The unifying attribute of these business surveys is that they are designed to
study the organization; individuals within these organizations are surveyed only
as spokespersons for the organization.

Many business surveys are conducted to provide data needed for calculating
key economic indicators that monitor the economy over time and for construct-
ing official statistics such as national accounts. These economic surveys tend
to be similar in terms of the statistical and survey methodologies they require.

Personal comsmunications with Michael J. Colledge, then at Statistics Canada, and Nash Mon-
sour and Richard Sigman of the U.S. Bureau of the Census.
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Economic surveys have these dominating characteristics that are not evident
to the same extent in social surveys:

* Businesses tend to have very skewed distributions with many small busi-
nesses and very few large businesses. Therefore, size greatly affects the
precision of survey estimates.

* The rapid rate of change in economic data creates a demand for quick
estimators/indicators of these changes, ideally ‘‘as they are happening.”’

® A wealth of alternative data sources are available for businesses (such as
from administrative records and remotely sensed data on land use), al-
lowing these data to substitute for survey data or be used for editing and
imputing.

* Most economic statistics have an integrating framework, such as the sys-
tem of national accounts, within which they must fit.

* Reliable aggregated estimates are available later from other sources (e.g.,
marketing data on crops) that allow evaluation and validation of the sur-
vey estimates.

These characteristics pose interesting and difficult challenges to survey design-
ers and lead to the need for special techniques for frame development, sample
design, data collection and processing, and estimation and reporting.

1.2 FRAMES AND BUSINESS REGISTERS

Social and demographic surveys typically have readily available frames for use
in sampling. In the United States for instance, face-to-face interview surveys
of the general population use public use files from the decennial Census to
construct the area frame and obtain size measures for use in sampling. Tele-
phone surveys are another feasible alternative because more than 93 percent
of the household population have telephones (Thornberry and Massey 1988,
p- 29). Again, sampling needs can be met using publicly available databases,
such as telephone exchange code listings.

For businesses, there are no such sources of publicly available data for
building sampling frames and constructing size measures. Typically, govern-
ment agencies create business frames through expensive and error prone
matching and linkage operations, combining data from multiple administrative
databases such as tax and employment files. The resulting database may then
be augmented through direct data collection to delineate the structure of large
operations and to collect auxiliary data needed for sampling.

As with surveys of the general population, the resultant frame information
is regarded as confidential and cannot be released to the public. In countries
(such as the United States) with a decentralized system of statistics, legal safe-
guards often prevent frame data from being shared across national statistical
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agencies. For its surveys of agricultural production, for instance, the U.S.
National Agricultural Statistics Service cannot use results from the Census of
Agriculture (conducted by the U.S. Bureau of the Census) and must build its
own frame independently (Clark and Vacca 1993). Not only does this result
in duplication of effort, it also leads to discrepancies between the two data
series that are unrelated to sampling.

Data sharing is less of an issue for countries (such as Canada) with central-
ized statistical offices because operations are all in house. A recent innovation
for such agencies is the development and maintenance of integrated business
registers that are intended to serve as the sole basis for frame development and
sample selection for business surveys, regardless of the application area. In
Chapter 2, Colledge describes the steps involved in creating and maintaining
frames and business registers.

Confidentiality considerations and legal restrictions prevent the private sec-
tor from using these government-maintained list frames for market research
and other purposes. For these private sector surveys, area frame sampling ap-
proaches tend to be precluded because businesses are difficult to enumerate in
the field and size measures (number of businesses and their characteristics) are
available only for large geographic units that are too expensive to enumerate.
Random digit dialing techniques are also infeasible due to the low incidence
of business phones among telephone numbers and the multiplicity of phones
attached to some businesses. Most private surveys select their business samples
from privately operated lists constructed from telephone listings, credit rating
services, and so forth. These frames can have serious coverage problems par-
ticularly for new operations, sole proprietorships, zero-employee firms, and
businesses in service industries (Cox et al. 1989, pp. 16-18).

In constructing the frame and later in interviewing, complex definitional
issues frequently arise. Many problems relate to the issue of ‘“What is a busi-
ness?”’ For instance, it is not uncommon for salaried professionals such as
accountants and statisticians to consult in their spare time. Should free-lancers
be considered as another form of sole proprietorship and included in the target
population? If included, how will data be obtained to construct the frame?
Similar questions for agricultural surveys relate to, ‘*What is a farm?”’ and
““When should those who farm as a hobby be included in the target popula-
tion?”’

Other questions arise around the issue, ‘*When is a business considered to
be in operation?’’ A corporation that has ceased operations may continue pay-
ing registration fees as court cases are pursued and property settlements are
arrived at. An owner may consider his/her business to be *‘in operation’’ even
if no income was generated during the past year. Is a farm not a farm when no
crops are being planted and no livestock are being raised?

Related questions revolve around the issues of ‘‘When should one consider
a business to have been born?”” and ‘‘What events should lead to a determi-
nation that a business has died?’’ Definitional problems such as these arise
because the concept being studied—*‘being in business’'—is more like a con-
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tinuum than a discrete event. Frame developers must even reckon with the fact
that, unlike the human population, dead businesses can come back to life. In
Chapter 4, Struijs and Willeboordse discuss the treatment of births, deaths,
and other changes in business registers.

Additional problems arise because of the complexity associated with defin-
ing the unit(s) to be recorded on the frame. The sampling unit for a business
survey is not a natural unit and is often defined in terms of the data being
collected for the survey. Thus, a retail business may be defined in terms of its
products, services, or location; a farm in terms of the commodities produced;
and an institution in terms of the clientele it services or the authority that ad-
ministers it. In contrast, the sampling unit for a social survey is a natural and
commonly understood unit such as a person or household and is independent
of the data being collected.

Similarly, the hierarchical structure of the units in social surveys is reason-
ably straightforward to delineate, ranging from the person to the family, com-
munity, and so forth. As Nijhowne describes in Chapter 3, the hierarchy of
units of business surveys can be quite complex, ranging from the business
location to administrative and legal structures, with the appropriate unit for a
survey depending on the data items required. Businesses are rarely static with
splits, mergers, and growth contributing to the complexity of the population
being studied.

Large operations are often characterized by complex legal and organiza-
tional structures that are difficult to relate to the units used for sampling and
reporting. Clarifying these relationships for large businesses has led many
business registers to include a separate data collection step to profile the legal,
operational, and administrative structures of large, complex organizations.
Pietsch describes such operations in Chapter 6.

Small businesses present quite different problems for frame building and
maintenance. Their extreme volatility makes it difficult to obtain accurate and
timely frame information on their births, deaths, and other changes. About 1
percent of all small businesses cease operations each month in the United States.
The large number of these small units presents particular problems in terms of
maintaining coverage while controlling costs. In the United States, for exam-
ple, 49 percent of employers (i.e., businesses with employees) have fewer than
five employees. Small businesses with no employees (i.e., the self-employed)
account for 45 percent of all business tax returns (Phillips 1993). Because of
the skewness of the underlying quantities being estimated, the total contribu-
tion of these small businesses to estimates tends to be relatively small. This
anomaly leads to interesting approaches for their treatment in business surveys.
In some applications, data from administrative records are substituted for direct
data collection from small businesses.

As Archer describes in Chapter 5, the volatility of the business universe
makes maintaining a business register a complex, labor-intensive operation.
Advance planning and extensive coordination are needed to appropriately han-
dle the voluminous information being fed into the register from diverse sources
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such as administrative databases, survey feedback, media announcements, and
so forth. Care has to be taken to avoid biasing future survey samples by in-
appropriate use of input data such as survey feedback, for instance, and to
preserve time series information needed for later analyses.

An important component of developing and maintaining business registers
is the assignment of standard industrial classification (SIC) codes (Monk and
Farrar 1993). Because SIC codes are used to create the frames for particular
application areas, classification errors can lead to undercoverage of targeted
industries and reductions in sampling efficiency associated with inclusion of
out-of-scope units. In addition, many analysis domains are defined based upon
SIC codes. Not only must the SIC codes be defined correctly for individual
businesses, the codes themselves must be sufficiently detailed and current to
describe the nation’s economy. Technological advances and other changes in
a nation’s economy require periodic revisions of the industrial classifications.
In Chapter 7, MacDonald describes how a SIC system revision can be grace-
fully incorporated into the business register while simplifying estimation of the
analytical effects of the revision on historical time series.

1.3 SAMPLE DESIGN AND SELECTION

Until recently, business surveys tended to use longstanding designs based upon
nonprobability, judgment, or voluntary samples. Because the primary purpose
of many business surveys is the estimation of change, some study planners
have argued that change can be measured well enough by comparing responses
from common respondents over time, irrespective of how respondents are cho-
sen. The argument is as follows: ‘‘Biased samples serve the purpose well
enough, as long as their bias remains the same over time.’’ In addition, the
availability of periodic census benchmarks often allows these change ratio es-
timates to be tethered to a known level. Increasingly, however, these non-
probability designs are being replaced by probability sampling methods which
are more robust, produce estimates that are defensible, and have sampling
errors that are measurable.

Business surveys tend to estimate population totals and other statistics for
which operation size greatly affects precision. The businesses themselves tend
to be highly skewed with a small number of large businesses accounting for a
substantial percentage of total production. At the opposite end of the size dis-
tribution, business populations have many very small operations, which change
quite rapidly over time with high birth and death rates. As Sigman and Mon-
sour describe in Chapter 8, standard sampling practice in this situation is to
stratify by size and oversample large operations, often surveying all of the very
large operations. Hence, efficient sample designs require the use of list frames
that incorporate known or projected measures of size for each business.

The rapidly changing nature of businesses causes any list frame to become
outdated very quickly and therefore incomplete in terms of coverage of the
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target population. One way to ensure coverage of the population may be to use
an area frame instead of a list frame. Whereas a list frame is a list of busi-
nesses, an area frame is a collection of nonoverlapping geographic units or
area segments that, taken together, span the country or population of interest.
These area segments become the sampling units, which are selected using strat-
ified, multistage designs. Rules are established that link the businesses in the
target population to the area segments. All businesses linked to the selected
area segments are enumerated. A business that spans several area segments is
linked uniquely to one of these segments or linked to all of them with its data
apportioned among them using multiplicity adjustment factors. Although area
frames provide complete coverage, they generally lead to clustered and there-
fore inefficient sampling designs. The size measures available for these area
segments are not highly correlated with the businesses’ sizes, resulting in a
loss of control over the sample’s size distribution and therefore larger than
desirable variances for sample estimates.

To take advantage of the list frame’s information on business sizes while
retaining the complete coverage feature of the area frame, some organizations
use multiple frame sample designs. Essentially, these designs select indepen-
dent samples from both list and area frames with rules formulated to account
for multiple probabilities of selection. For instance, the U.S. National Agni-
cultural Statistics Service (NASS) uses a multiple frame design with two frames
for sample selection for its Quarterly Agricultural Survey:

¢ a list frame of agricultural operations derived from various agricultural
databases and

¢ an area frame constructed by dividing the total land area of the United
States into sampling units or ‘‘segments,”’ with acres used as the size
measure in selection.

For its multiple frame estimates, NASS removes the multiplicity associated
with selecting from the full-coverage area frame and the overlapping list frame
by using the area frame to represent only those (nonoverlap) operations that
are not included in the list frame. Kott and Vogel describe this approach in
Chapter 11.

Because “‘time is money,’’ business owners generally resent spending time
responding to surveys. Because business populations are not that large and in
addition larger operations are sampled at high rates, response burden quickly
becomes another issue to be addressed in sample designs for business surveys.
Consider, for example, a stratum sampled at a rate of 25 percent each year—
a not uncommon circumstance. Over a 4-year period, one might expect each
business to be sampled once. If simple random samples are selected indepen-
dently each year, however, on average:

¢ 31.6 percent will not be sampled at all.
® 42.2 percent will be sampled once.
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® 21.1 percent will be sampled twice.
* 4.7 percent will be sampled three times.
¢ 0.4 percent will be sampled four times.

The response burden problem is compounded by the fact that large units are
selected with high probabilities (often 1) both over time and across surveys at
a point in time. In addition, economic analyses usually require measures of
change over time, which are measured with greater precision when there is a
planned overlap between year-to-year samples. In Chapter 9, Ohlsson tells
how permanent random numbers can be used to control the frequency with
which frame units enter successive samples over time, while Srinath and Car-
penter discuss other methods in Chapter 10.

Institutional surveys often use two-stage sampling designs and two distinct
data collection efforts, one targeted at the institution and the other at the insti-
tution’s ‘‘clients’’ (e.g., schools and their pupils). The institutional survey
collects data about the institution for the institutional-level analyses. Some of
these institution-level data may be used in the client-level analyses as well.
The sampled institutions are also asked to provide client information needed
to create the second-stage frame for sampling clients. Typically, the sampled
clients are interviewed on site at the institution (see, for example, McLemore
and Bacon 1993, McMillen et al. 1993, and Swain et al. 1993).

Sampling business populations often requires the development of innovative
statistical procedures. In Chapter 12, Garrett and Harter discuss the use of
Peano key sequencing in market research surveys. Peano keys are used to order
a list of businesses geographically; the sample can then be automatically up-
dated for business births and deaths. In Chapter 13, Johnson describes another
unusual approach—using a household survey in a network sampling approach
to identify businesses for interview. Such a technique could prove useful, for
instance, in surveying zero-employee businesses which tend to be missing or
inadequately described in business frames and registers.

1.4 DATA COLLECTION AND RESPONSE QUALITY

Collecting data on business organizations is very different from collecting data
on individuals. Examples of the questions that survey designers must answer
include the following:

e What level of the business organization is best able to answer survey
questions—the establishment, the enterprise, or something in between?

* In terms of job title or position, who is the person within the business
organization most likely to know or be able to find the answers to survey
questions?

¢ Will permission have to be obtained from the owner or chief executive
officer prior to completing the questionnaire?
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* What techniques are effective in getting past ‘‘gate keepers’” who limit
access to upper management?

¢ What records are available to the firm for use in answering survey ques-
tions?

e Can survey questions be structured to conform to the business’ record-
keeping practices, including its fiscal year?

® Are there particular times of the year when data are more readily avail-
able?

® What is the best way to collect data that may be viewed as confidential
business information?

As is clear from the above, minimizing nonresponse and measurement error in
business surveys requires advance planning and creative data collection ap-
proaches.

In the past, business surveys have lagged behind social surveys in their
adoption of new statistical methodologies such as cognitive techniques for
questionnaire development. Yet these new techniques have shown great prom-
ise in improving the quality and efficiency of survey estimates. As Biemer and
Fecso point out in Chapter 15, attention must focus on the total error in survey
estimates. In particular, business surveys need to devote much more attention
to identifying sources of measurement error and quantifying the effect of these
errors on survey quality.

Household surveys have long grappled with the issues associated with de-
signing survey questionnaires that work for the wide variety of human respon-
dents encountered, from the cooperative to the uncooperative, from the affluent
to the needy, from the college-educated individual to the high-school dropout,
and so forth. Business surveys have human respondents as well and hence face
these same problems. In addition, they must also deal with the wide variation
in organizational structures, management practices, products produced and ser-
vices rendered, and so forth. In Chapter 16, Dippo et al. describe strategies
for developing and evaluating the data collection process, including the use of
cognitive methodology in designing the survey questionnaire.

A key feature of business questionnaires is that the bulk (or at least a sub-
stantial fraction) of the collected data tends to be quantitative and continuous
rather than categorical and discrete. In contrast, most household survey ques-
tionnaires (except, for example, surveys of income and expenditure) contain
categorical questions having yes/no or multiple choice responses, with few
questions requiring a quantitative response. Quantitative ‘‘how many’’ or ‘*how
much’’ questions pose more difficult response problems for cooperating indi-
viduals and naturally tend to elicit greater nonresponse and inaccurate re-
sponses. More effort is required from the respondent, and some answers may
be unknown or unknowable. In the U.S. Farm Costs and Returns Survey, for
instance, farmers are asked to report their annual fuel expenses and then asked
the percentage of these expenses associated with each commodity they pro-
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duce! Hard-to-report information such as this are often required by data users
for incorporation into national accounts and other economic analyses.

Besides this difficulty in answering quantitative questions, issues of sensi-
tivity and confidentiality arise for most business surveys. The information that
business surveys request often constitutes ‘‘confidential business information’’
for which the business restricts outside access to prevent its becoming known
to its competitors. Because the respondent is reporting for an organization rather
than for himself/herself, consultation with and/or permission from one or more
management staff may be needed before releasing such data.

Obtaining acceptable levels of response for the total questionnaire and for
individual items, then, is a continuing concern for business surveys (see, for
instance, Mesenbourg and Ambler 1993, Milton and Kleweno 1993, and Wal-
lace 1993). Compounding the problem is the widespread use of mail data col-
lection, for which lower response rates are common. As Christianson and Tor-
tora report in Chapter 14, an international survey of statistical agencies suggests
that mail data collection is used as the exclusive data collection mode for more
than half of all business surveys; for the remaining surveys, mail is frequently
one of several modes used in combination. The predominance of mail collec-
tion can be attributed to (1) the ready availability of business names and ad-
dresses on business frames and registers, (2) the need for advance letters and
questionnaires to obtain the owner/manager’s permission to respond, and (3)
the time required by the respondent to consult accounting and other business
records. As Paxson et al. describe in Chapter 17, however, business mail
surveys can achieve reasonable levels of response by adapting Dillman’s
(1978) total design method, which was originally developed for social
surveys.

More recently, attention has focused on the use of new technologies to re-
duce data collection costs while maintaining or even improving data quality.
In Chapter 18, Werking and Clayton discuss a 4-year study in which reluctant
mail respondents were converted using computer-assisted telephone interview-
ing and then transferred to less expensive touchtone and voice recognition tele-
phone collection for future waves of the survey. In Chapter 19, Ambler et al.
discuss the steps needed to collect economic data via electronic data inter-
change.

The problems are quite different when data from administrative sources are
used in lieu of survey data. Nonresponse tends to be less of a concern, espe-
cially if the administrative data are mandated for regulatory reasons. Problems
relate primarily to concepts used in the administrative system and its proce-
dures for editing and imputing data. The survey organization has little control
over these factors, and, worse still, the factors can change with little notice or
consultation with the survey organization. In the extreme, the source itself can
disappear (e.g., as happens with customs forms when free trade is introduced).
Statistical agencies try to influence the administrative data concepts and for-
mats and maintain close contact with the administrative data agencies to re-
solve these problems.
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1.5 DATA PROCESSING

A distinguishing characteristic of business surveys is the large amount of in-
formation available for editing and imputing. The frame itself can be an abun-
dant source of information. Information may also be available from adminis-
trative databases and past business surveys. This richness of information can
prove to be an effective basis for editing and for replacing missing data using
imputation techniques such as those described by Kovar and Whitridge in
Chapter 22.

In business surveys, there is much more extensive use of longitudinal and
other logical edits than is customary or acceptable for social surveys. There is
also much more scope for macroediting and data conflict resolution for busi-
ness surveys because of checks and balances in economic data, especially from
integrating frameworks such as the system of national accounts. It is not un-
common for logical imputation to be used to create entire data records for total
nonrespondents in business surveys. Very large operators have responses so
different from the norm that expert imputation may be considered preferable
to statistical imputation. Questions tend to have related responses so that log-
ical inconsistencies are easily detected and corrected in the recorded data. One
consequence of this vast scope for editing, as Granquist notes in Chapter 21,
is that there is a growing belief that business survey data are overedited, thereby
wasting survey resources that could be better used elsewhere. He argues that
selective editing should be used, targeting resources to those errors having
most effect on survey results.

Matching and record linkage is also widely used in business surveys. Frames
and business registers are often created by combining data records from two
or more administrative data sources. In multiple-frame approaches, matching
is used to identify businesses with multiple selection opportunities through
their inclusion on more than one frame. Errors in matching and linkage lead
to undetected duplicates (overcoverage) and inappropriate elimination of rec-
ords due to mismatching (undercoverage). The extent of error in the matched
data is dependent on the quality of the input data and the accuracy of the
matching operation. In Chapter 20, Winkler profiles (1) automated approaches
for matching and record linkage and (2) methods for estimating the extent of
matching error.

Another feature that distinguishes business surveys from social surveys is
that public-use data tapes are not typically released for business surveys, due
to the small size of the business universe and the associated difficulty in pre-
serving confidentiality. In addition, entries in tables and results from analysis
often have to be suppressed to prevent breaching the confidentiality of individ-
ual responses. In Chapter 24, Cox provides a conceptualization of the problem
from a mathematical perspective and then profiles methodologies in use to
address the issue of confidentiality protection.

Increasingly, business surveys are adopting automated approaches for ed-
iting, imputation, and other data processing operations. In Chapter 23, Pierz-
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chala describes automated approaches appropriate for business survey data,
how available software should be evaluated, and the results of documented
applications. General features are described for many editing and imputation
software packages. Other application areas for automated procedures include
coding (Miller 1993), record linkage (Nuyens 1993), confidentiality protection
in tabular releases (Sande 1984), and mapping survey results (Cowling et al.
1993).

1.6 WEIGHTING AND ESTIMATION

Business surveys tend to use quite simple sampling approaches, such as strat-
ified simple random sampling from a list frame. The list frame design strata
tend to form good weighting classes for nonresponse adjustment so that con-
structing nonresponse-adjusted sampling weights is straightforward. Explicit
models for nonresponse can then easily be incorporated into the estimation
approach.

However, as Hidiroglou et al. discuss in Chapter 25, weighting and esti-
mation for business surveys are not as simple as they might initially appear.
Auxiliary data are often used in ratio, poststratification, regression, and raking
ratio approaches to improve the efficiency of point estimates. These auxiliary
data are obtained from administrative databases and previous survey data. The
availability of such auxiliary data is another unique feature of business surveys.

Usually, the parameters being estimated are totals, often for rather fine sub-
divisions of the population such as states or provinces. Because businesses
have skewed populations, outliers pose difficult problems in obtaining efficient
domain estimates. As Lee describes in Chapter 26, it is usually not the obser-
vation or its weight that is excessive, but rather the expanded value (the weight
times the observation). Outliers can also take the form of very small expanded
values when large values are the norm. These outliers tend to be associated
with misclassified list frame records (e.g., large operations assigned to a small
size stratum) and (in multiple frame surveys) with large area frame operations
not found on the list fame.

Business statistics are often demanded for very small geographic areas—
much smaller than can be supported by the survey’s sample size. For instance,
the U.S. National Agricultural Statistics Service allocates survey samples to
facilitate efficient state-level estimation, yet must deal with the need for county-
level estimates—a very fine geographic subdivision indeed (Flores-Cervantes
et al. 1993). As Rao and Choudhry discuss in Chapter 27, the sample sizes for
such small areas make direct estimation impractical; instead model-based ap-
proaches are needed that ‘‘borrow strength’ from related areas to create in-
direct estimators that increase the effective sample size and thus decrease the
variance. Auxiliary data from administrative records and recent censuses are
used to build such models.
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Other forms of complex estimation also occur in business surveys. Much of
this estimation is driven by the need to monitor the nation’s economy. In Chap-
ter 28, Leaver and Valliant discuss price indexes, perhaps the most complex
quantity that business surveys estimate. The concept being measured—change
in the cost of living from one time period to another—is an economic construct
that is both difficult to define and difficult to measure. Developing adequate
variance estimates for such complex statistics presents special challenges. The
survey designer must also deal with the conceptual problems associated with
inability to obtain price data over time for seasonal items, new product lines,
phased-out products, and so forth.

Because of the rapid and dynamic changes in economic data, timeliness of
estimates is crucial for business surveys. This places considerable strain on
survey schedules. Business surveys usually produce quick preliminary esti-
mates to satisfy the need for early indicators; these preliminary estimates are
then subject to revision as additional survey data or market intelligence become
available. Large discrepancies between preliminary and final estimates can lead
to errors in decision-making and loss of confidence in the statistical series.
Research is needed to identify methods that produce preliminary estimates that
are good predictors of the final revised estimates.

Time-series techniques are emerging as an important research tool in im-
proving estimates. In Chapter 29, Pfeffermann et al. present methods to detect
or predict turning points in economic time series. Their chapter relates to an-
other unique feature of business surveys—namely, use of business surveys to
create leading economic indicators whose movements signal changes in the
nation’s economy. These leading indicator series may consist of preliminary
estimates or related statistics.

The complexity of the concepts being measured in business surveys together
with the difficulty of measuring them may make model-based methods an at-
tractive altemative to traditional design-based methods for some applications.
In Chapter 30, Brewer describes model-based versus design-based approaches,
using two Australian surveys to illustrate their objectives and methods. Brewer
argues for a combined estimation strategy with a design approach that accom-
modates both methods.

1.7 PAST, PRESENT, AND FUTURE DIRECTIONS

Knowledge of the history of a nation’s economic surveys is needed to under-
stand the origins of current methodology and changes needed in the future. In
Chapter 31, Allen et al. describe the effect that changing economic conditions
and advances in statistical technology has had on the agricultural program of
the United States. In Chapter 32, Worton and Platek describe the origins and
evolution of Statistic Canada’s business surveys. Quite different in populations
studied, these two chapters illustrate that much of our current programs were
shaped by dedicated personnel who aggressively fought for procedures to cor-
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rect deficiencies in quality, content, and coverage of their nation’s business
surveys.

A continuing theme for today’s business surveys is the need to standardize
concepts and approaches across surveys to expedite integration of survey re-
sults. Estimates derived from business surveys are a critical source of infor-
mation for the construction of the nation’s system of national accounts, which
are used to establish economic policy, monitor economic trends, and develop
long-range plans for the nation’s economy. Lewington describes the interre-
lationship between a nation’s economic surveys and its national accounts in
Chapter 33.

To construct national accounts, data are combined across surveys of diverse
types of businesses. Generation of reliable national accounts is, therefore, de-
pendent on the quality of the data derived from the individual surveys. Equally
important for national accounts is the ability to integrate data derived from
these surveys. That is, do the combined data sources provide complete cov-
erage of all types of businesses without overlaps of their target populations?
Are definitions and classifications consistently applied across surveys? Are
economic components of the national accounts being collected in a uniform
manner across surveys and across time? In Chapter 34, Griffiths and Linacre
describe these and other facets of data quality of business surveys.

Finally, Ryten looks to the future in Chapter 35, reminding us that the busi-
ness surveys of the future must reflect changing economic conditions as well
as technological advances. The way businesses organize themselves in the
future may make the establishment no longer appropriate as a data collection
unit, for instance. The rising costs of traditional government surveys may re-
quire tradeoffs of survey frequency and detail to free up funds to meet the new
information demands of the next century.

A crucial objective of business surveys has always been the measurement
of change over time. For many business surveys, the need to avoid confound-
ing such change estimates had led to reluctance to adopt new technologies.
Quality improvements come at the price of a “‘break’’ or discontinuity in the
time series. Because of the deep interest and attention paid to economic time
series, survey managers are criticized when their use of new survey advances
improves survey estimates but impedes interpretation of the underlying time
series. Another challenge for the future is to accelerate the adoption of inno-
vative techniques that promote quality improvement while protecting the his-
torical validity of the underlying time series.

1.8 CONCLUDING REMARKS

The unique features of business surveys relate primarily to the conceptual and
practical problems in defining the basic units being surveyed and the charac-
teristics of the variables for which data are to be collected. The composition
and complexity of these units, their distribution in the target population, and
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their volatility over time create difficult problems for all steps of survey design
and implementation. The use of survey outputs to build integrated economic
models such as national accounts creates a need for standardizing concepts
across business surveys and allows evaluation and validation that can improve
the quality of their outputs.

This chapter illustrates only some of the many unique features of business
surveys. The other chapters of this monograph present these topics in detail.
We hope that the statistical concepts that motivate these chapters stimulate
further discussion and challenge survey practitioners to extend these metho-
dologies to meet their particular needs.
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CHAPTER TWO

Frames and Business Registers:
An Overview
Michael J. Colledge'

Australian Bureau of Statistics

The survey frame is a vital component in the survey process. It establishes a
survey’s starting point by defining the population to be surveyed and by pro-
viding the information needed for stratifying, sampling, and contacting busi-
nesses. Provision of a survey frame accounts for a significant proportion of the
total expenditures on a business survey. For a program of business surveys
conducted by a national statistical agency, providing the frames and correcting
frame errors can exceed 20 percent of the total program budget.

Frame inadequacies can lead to operational nightmares, massive nonsam-
pling errors, and misleading interpretation of survey results. For example, an
employment survey based on a frame that includes only large businesses can
give a misleading impression of overall trend when small businesses have dif-
ferent growth rates. On the other hand, suppose the frame provides complete
coverage of all businesses, large and small, but in doing so includes a sub-
stantial proportion of units that are out of business. Efforts to contact defunct
units selected for the sample and distinguish them from nonrespondents can
significantly increase survey costs. Sampling variances can also be inflated as
the result of the zero values associated with null units.

Frames play a significant role in the integration of survey data. Surveys are
not often conducted in complete isolation. Usually they are repeated or carried
out within the framework of a broad statistical program, whether that of a
national statistical agency or a commercial enterprise. It is widely recognized

"This chapter was written while the author was at Statistics Canada. 1 thank Brenda G. Cox for
helpful comments and Pierre Piché for assistance in preparing the document. The views ex-
pressed are the author’s and do not necessarily refiect the official position of Statistics Canada
or the Australian Bureau of Statistics,

Business Survey Methods, Edited by Cox, Binder, Chinnappa, Christianson, Colledge, Kott.
ISBN 0-471-59852-6 © 1995 John Wiley & Sons, Inc.
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that integration of data across surveys is highly desirable (Australian Bureau
of Statistics 1969, Bonnen 1981). Provided the data can be meaningfully re-
lated, there will be a synergic gain; combined data sets contain more infor-
mation than the sum of the separate parts (Colledge 1990). In this context, the
choice of frames is important because it can facilitate or inhibit integration.
For example, suppose the impact of labor costs and capital investment upon
productivity is to be studied based on data from a manufacturing survey com-
bined with data from employment and capital expenditure surveys. The lower
the level of aggregation at which survey output can be related, the greater the
information content. However, combining data at a low aggregate level re-
quires that the surveys have relatable units, stratified in similar ways. This, in
turn, depends upon harmonization of the survey frames.

Given that many surveys are conducted within a program framework, an
efficient procedure for providing frames for individual surveys it to maintain a
multipurpose frame database that meets each survey’s needs. For a program
of business surveys, this database is referred to as a business register. Two
advantages accrue from using a business register as opposed to separate sys-
tems for each survey. First, a register simplifies data integration by ensuring
that the survey frames are based on relatable sets of units. Second, the con-
solidation of frame maintenance activities produces economies of scale.

Figure 2.1 illustrates a statistical program with eight regularly conducted

Capital esearch &
Expenditure Profits Employment Development
Survey Survey
Survey Survey

Business Register

D D5

I

Manufacturing
Survey

Retail Trade
Survey

Transport
Survey

Restaurants
Survey

Figure 2.1 Provision of frames for a program of surveys.
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business surveys. (In practice, a national statistical agency may conduct 100
or more business surveys.) In the absence of a register, each survey operation
must maintain its own frame. Without a doubt, these operations will duplicate
each other in accessing and processing information for frame updating. If a
decision were made to share the updating information between each pair of
frames, this would imply 56 frame data flows, each requiring its own protocol.
Introduction of a register simplifies data sharing by reducing the number of
flows and protocols to 16.

The next five chapters focus on the construction, maintenance, and use of
registers designed to provide frames for programs of business surveys. This
chapter summarizes the features of frames and business registers and thereby
introduces the following chapters. Underlying concepts, including the defini-
tion and classification of statistical units, are described, followed by their ap-
plication in the creation, maintenance, and use of a business register. Quality
considerations and current research topics are also outlined. Frames for one-
time-only surveys and specialized techniques for institutional and agricultural
surveys are not discussed. Wright and Tsao (1982) describe frames in a general
context, emphasizing methods for handling frame imperfections. Their paper
includes an annotated bibliography through 1982. Sands (1993) outlines the
frame creation process for two ad hoc business surveys.

2.1 BUSINESS SURVEY FRAMES: GENERAL CONCEPTS

To harmonize the terminology used, this and subsequent chapters on survey
frames give explicit definitions for commonly used terms. However, the reader
is cautioned that national practices vary substantially (Struijs and Willeboordse
1992). Even definitions provided by the U.N. Statistical Office (1990) in the
International Standard Industrial Classification (ISIC Revision 3) are not uni-
versally applied.

The term ‘‘business’’ is an example; it has no unique, commonly accepted
definition. In this monograph, business is used in a general sense to refer to
an economic unit engaged in the production of goods or services. Commercial
enterprises, departments of government, farms, institutions, and nonprofit or-
ganizations are all businesses under this definition. This definition is broader
than colloquial usage where ‘‘business’’ implies commercial or commercial
and industrial activities only.

A survey is an operation involving the collection of data to be used for
statistical purposes, and a survey program is a set of surveys conducted by a
single statistical organization or commercial organization. Surveys are de-
signed to satisfy data requirements, expressed in terms of a population of in-
terest and a set of data items describing its members. A business survey is a
specific type of survey in which the units of interest are businesses or parts of
businesses. The set of units about which data are sought is referred to as the
target population. For operational reasons, this set of units often cannot be
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assembled exactly, which leads to the concept of the sampled population, the
set of units from which the survey sample is actually selected. Ideally, the
sampled and target populations should coincide. In practice, the sample pop-
ulation is as close to the target population as is operationally feasible. For
example, the target population for a monthly survey of retail trade might be
all businesses engaged in retail activity at any time during the month. The
sampled population, however, might be based on an administrative list that
includes only those businesses registered for employee payroil deductions.

A statistical unit is a unit defined for statistical purposes. A target statistical
unit is the unit about which data are required and the basis for aggregation of
individual data. A collection unit is the unit from which data are collected, not
necessarily the same as the target statistical unit.

2.1.1 Characteristics and Types of Survey Frames

The survey frame is defined as the set of units comprising the sampled popu-
lation with identification, classification, contact, maintenance, and linkage data
for each unit. Identification data are items that uniquely identify each unit such
as name, address, and alphanumeric identifiers. Classification data are items
required to stratify the population and select the sample, usually variables such
as size, industrial and regional classification, and (depending upon the units)
institutional sector and legal form. Contact data are items required to locate
units in the sample, including the contact person, mailing address, telephone
number, and previous survey response history. Maintenance and linkage data
are items needed if the survey is to be repeated or is part of a program of
surveys. They include dates of additions and changes to the frame and linkages
between frame units. Collectively, the identification, classification, contact,
maintenance, and linkage data items are referred to as frame data.

There are two distinctive types of frames. As the name suggests, a list frame
is a list of units and the associated frame data. In business surveys, the starting
point for constructing a list frame is typically an administrative list such as the
set of businesses that are registered for value-added taxes or for employee
payroll deductions. An area frame is a set of geographic areas from which
areas are selected and the associated units enumerated.

A survey may have more than one frame. In a multistage design, there is a
frame for each stage. For example, the first-stage frame for the Canadian truck-
ing origin and destination survey comprises transport businesses, while the
second-stage frame is the shipping documents for each business selected in the
first stage (Statistics Canada 1990).

In a multiphase design, the frame for the second (or subsequent) phase of
sampling is the subset of units comprising the sample for the previous phase
supplemented with additional classification data for these units, usually ob-
tained by survey. Colledge et al. (1987) discuss a two-phase design used by
Statistics Canada to sample income tax records for extraction of financial data
not captured during taxation processing. Records selected in the first-phase
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sample form the second-phase frame. They are assigned a detailed industrial
code which is used to stratify and select the second-phase sample (Armstrong
and St-Jean 1993).

As described in Chapter 11, a single-stage, single-phase survey design may
select units from two or more frames, with appropriate multiple-frame proce-
dures for ensuring that duplication in coverage is removed or adjusted for in
estimation. Isaki et al. (1984) describe the dual-frame methodology used for
the U.S. Retail Trade Survey. The list frame is constructed from businesses
registered for payroll deductions. Businesses that are nonemployers or newly
registered are not included in this primary frame. To improve coverage of the
target population, the list frame is supplemented by an area frame of land
segments covering the entire United States. Segments are selected and all busi-
nesses within these segments are enumerated. The resulting businesses are
matched to the list frame; those businesses found in the list frame are excluded
from further consideration. The unmatched units are added to the sample to
enable estimation for businesses not in the list frame. Choudhry et al. (1994)
describe a more sophisticated variant of this approach, incorporating a two-
stage area frame design.

Repeated surveys have the same frame requirements for each repetition.
Thus, substantial overlap is likely between the frame data from one survey
occasion to the next. Furthermore, although frames for different surveys within
a program are not generally the same, an overlap or planned exclusivity usually
exists between them. To integrate data across surveys, the relationships be-
tween each survey’s population units have to be understood. These factors lead
to the use of a general-purpose business register.

2.1.2 Distinctive Features of Business Frames

The concepts presented thus far are applicable to any survey frame, whether
based on populations of persons, households, or businesses. In common with
social surveys, a business survey program must consider demands for regional
breakdowns and for international comparability. In contrast to social surveys,
however, business surveys have distinctive characteristics that influence frame
development and maintenance methods (Colledge 1989).

First, businesses tend to be heterogeneous in terms of size. Typically, the
largest 1 percent of businesses in a national population accounts for over 50
percent of economic activity. Table 2.1 illustrates the assets, revenue, and
profits coverage of large enterprises in Canada. Because of their impact on
survey estimates, very large businesses are usually sampled with certainty in
business surveys.

Second, it is often difficult to decide the units within a large business about
which and from which to obtain data. Organizational structures, bookkeeping
practices, and accounting systems affect the decision. To illustrate this point,
Figure 2.2A indicates the structure of a business operating a chain of retail
stores. The business is organized into three divisions with responsibilities for



26 FRAMES AND BUSINESS REGISTERS: AN OVERVIEW

Table 2.1 Cumulative Percentage of Assets, Revenues, and Profits of Largest
Canadian Enterprise Groups, 1988

Cumulative % Enterprises Cumulative Cumulative Cumulative
Ranked by Size Assets (%) Revenue (%) Profits (%)
0.01 56.3 30.4 36.3
0.1 74.9 51.9 61.2
1.0 85.4 68.4 75.7
5.0 91.3 81.4 83.8
10.0 93.8 87.1 87.7
25.0 97.1 94.1 94.2
50.0 99.1 98.2 98.2
75.0 99.8 99.6 99.7
100.0 100.0 100.0 100.0

Source: Catalogue 61-210, Statistics Canada, Ottawa, Canada.

wholesale, transport, and retail activities. Two divisional offices are in differ-
ent parts of the country from the head office. The retail division operates 11
sales outlets, which are grouped into branches for management purposes. Given
this organization, the outlets may be capable of reporting employment and
sales data. But can they report operating surplus or capital expenditure inten-
tions? If not, from which organization units within the business are these data
likely to be available?

Third, because economic performance varies by industry, few business sta-
tistics have utility without an industrial breakdown. Classification by industrial
activity is vital, for instance, in analyzing financial operating ratios or research
and development budgets.

Fourth, in countries with market economies, the system of national accounts
(SNA) requires a wide range of business data. As Lewington notes in Chapter
33, a national program of business surveys must address SNA concepts and
requirements.

These distinctive characteristics determine desirable features of business
survey frames, as summarized below and elaborated in the remainder of this
chapter:

¢ The use of standardized statistical units facilitates better specified units
with improved coverage for individual surveys and increases the scope
for integration of the resulting statistical products.

¢ The use of standardized industrial and geographic classification schemes
leads to more accurate classification of business units and survey products
and facilitates data integration.

¢ List frames based on administrative data sources are preferable to area
frames because they involve lower costs and more efficient sampling.

* A business register and standardized procedures for defining frames and
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drawing samples lead to better coordination of surveys within a program,
more control of respondent burden, and data integration.

2.2 TYPES OF UNITS AND STANDARDIZED STATISTICAL
UNITS

In creating business frames, many types of units have to be considered. A large
business invariably divides itself into several overlapping sets of units for le-
gal, administrative, and operational purposes. At least two distinct sets of units
can usually be identified:

* a legal structure containing one or more legal units which provide the
basis for ownership, enter into contracts, employ labor, and so forth; and

¢ an operating structure, reflecting the way the business makes and enacts
decisions about its use of resources and production of goods and services.

Businesses maintain accounting records to satisfy external administrative re-
quirements and to support management decisions and control. Within a busi-
ness accounting system, the data items reflect decision-making and reporting
needs at each organizational level. Thus, the data-reporting capability of units
within a business depends upon their level within the organizational hierarchy.

A program of business surveys can be viewed as a process by which input
data from business accounting records are transformed into statistical outputs
designed to meet users’ needs. Because such needs may not be aligned with
data supply, an essential aspect of this transformation is a set of standard con-
cepts and definitions to relate inputs to outputs. Key to this process is the
definition of standard statistical units.

Users of survey data have an insatiable demand for detail. However, cost
and response burden impose limits. Requests for survey data must be matched
to bookkeeping practices. It is unreasonable to request more detail than can be
extracted from business accounts. Within this general constraint, satisfying
users’ demands implies that a survey’s conceptual framework should enable
data collection at the maximum level of detail that businesses maintain. In the
context of survey frames, detail refers to the industrial and geographical break-
downs for which a business can provide economic data.

2.2.1 Defining Standard Statistical Units

Small businesses tend to engage in a single type of activity at a single location,
making collection of geographical and industrial detail easy. For such busi-
nesses, economic production can be assumed to belong to a single industry at
a single location. In other words, a small business can be regarded as a single
statistical unit for data collection purposes.

For large businesses, the situation is not so simple. A large business may
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engage in a range of activities, vertically or horizontally integrated, in many
locations around the country. At various sites, for example a business may
have activities ranging from cutting lumber to manufacture and sale of wooden
furniture (vertical integration). Another business may be involved in transport,
electronic communications, and hotels (horizontal integration) across the coun-
try.

Industrial and geographical breakdowns are required in all cases. However,
it is impractical to expect a large business to define its own industrial and
geographical breakdown consistently over time and with respect to other busi-
nesses. Instead, in collaboration with the large business, the survey taker should
determine (1) the appropriate ‘‘standard’’ statistical units about which data are
to be obtained and (2) the organizational units from which to collect these data
based on its organizational structure and bookkeeping practices. The process
of setting up statistical reporting arrangements for a business is referred to as
profiling. The use of standard statistical units ensures consistency across busi-
nesses and over time (see Chapter 6).

The statistical units about which data are obtained may differ from the col-
lection units from which data are collected. For example, a business may de-
cide that the chief accountant at the head office will report sales for the pro-
duction plants which are the target statistical units. Figure 2.3 illustrates the
various different types of units and their interrelationships.

There are many types of business data: production, commodity, employ-
ment, financial, capital expenditure, research and development, training, waste
management, use of new technology, and so forth. Different collection ar-
rangements may be appropriate for different types of data. For example, sales,
shipments, revenues, employment, and wages and salary data may be available
for each physical location of a business, whereas operating surpluses may be
known only for divisions or branches that encompass several locations. Finan-
cial data may be obtainable only for the entire business.

The variety of survey objectives and data collected requires several types
of statistical units within a business, and hence more than one set of standard
statistical units. However, the underlying requirement that data across surveys
be integrable implies that: (1) as few as possible standard unit types should be
defined consistent with the goal of maximizing data detail within the bounds

Legai Administrative
Units Units

\

Organizational

/ Units \

Figure 2.3 Relationships between types of Statistical N Collection
units. Units Units
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of data availability; and (2) the standard unit types should relate to one another
at as low an organization level as possible. The latter feature ensures that data
from different types of standard units within the same business can be brought
together at the finest level of industrial and geographic detail. A hierarchy of
standard statistical units is ideal.

There is no international uniformity regarding the most appropriate statis-
tical units model—that is, the required number of different standard statistical
unit types and their definitions. It is generally acknowledged, however, that a
least two distinct standard unit types are necessary: one for the collection of
production data and the other for financial data. Most statistical agencies define
more. For example, Colledge and Armstrong (1995) describe the four-level
hierarchy of statistical units used by Statistics Canada. Figure 2.2B indicates
a result of applying this particular standard unit model to the organizational
structure of the retail business shown in Figure 2.2A. The units model adopted
by the Australian Bureau of Statistics (1989) provides an example of a five-
level hierarchy. The ISIC Revision 3 model contains four standard units, not
in a hierarchy. Whatever the model used, the objective is the same: to derive
from the organizational structure of a business, however complicated, a stan-
dardized statistical structure for collecting survey data.

Chapter 3 discusses definitions of standard statistical units, including those
contained in ISIC, Revision 3. It also outlines the relationships of these units
to business bookkeeping practices, to required statistical outputs, and to na-
tional accounts concepts.

2.2.2 Defining Changes in Standard Statistical Units

For repeated surveys, frame information needs to be carried forward from one
survey occasion to the next, thus enabling continuity (or controlled rotation)
of the sample, which in turn leads to more reliable estimates of change and to
more efficient data collection and handling of nonresponse. This consideration
gives rise to the requirements to define criteria for the creation (birth) and the
disappearance (death) of each type of standard statistical unit. Because the
alternative to a unit’s death as its continued existence, the criteria for unit death
implicitly determine the criteria for unit continuity.

Births and deaths for businesses are considerably more difficult to establish
than those for human populations. They depend upon the type of unit being
considered, for instance. Birth and death criteria for a business’ legal and ad-
ministrative units are determined by legal and administrative rules and can be
quite different from the criteria for birth and death of the business’ organiza-
tional units. Furthermore, none of these criteria may be appropriate for defin-
ing the births and deaths of statistical units.

Consider an incorporated business comprising one legal unit with two di-
visions, one manufacturing and one wholesale (Figure 2.4A). Suppose each
division has its own payroll account with the taxation office so that each can
provide a complete set of production data, but financial data are maintained
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Figure 2.4 (A) Organizational and statistical structures before change (Hypothetical Case).
(B) Organizational and statistical structures after change (Hypothetical Case).

only for the business as a whole. For a production survey, this business can
be represented as two statistical units which happen to coincide with the two
administrative units defined for payroll purposes. For financial statistics, one
statistical unit is defined encompassing the entire business.

Now suppose that taxation reasons lead the business to split off one division
to form a separate legal company which it wholly owns and which it operates
just as before. A new legal unit has been born. The taxation office will likely
require that the payroll account associated with the split-off division be closed,
and that a new account be opened for the new company. Thus, one adminis-
trative unit dies, another continues, and another is born. Because operations
have not changed, production statistics should continue to be based on the
same two (production) statistical units as before, although one unit is now a
new legal company. If all finances are still controlled from the business’ central
office, financial statistics should be collected from the existing financial unit,
though it now spans two legal entities. However, if the new company assumes
control of its finances, the existing financial unit should die and two units
should be bomn, one for the parent company and one for the new company (see
Figure 2.4B). This relatively simple example indicates the complexity in de-
fining births and deaths. '
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For survey frames, births and deaths are the most significant events, but
other changes occur. Units merge or split with or without losing their identi-
ties. They start new activities or cease existing ones. They expand or contract
in size. They change their location. In Chapter 4, Struijs and Willeboordse
provide a comprehensive framework for classifying such changes.

2.3 INDUSTRIAL CLASSIFICATION SYSTEMS

Most economic statistics, particularly those for production, are meaningful only
with a breakdown by industry. For example, although gross domestic product
is published for all industries combined, an industrial breakdown is needed to
analyze changes in its value. Because they ensure consistent classification
across surveys and over time, standard industrial classification (SIC) systems
are an integral part of the conceptual framework for frames and business reg-
isters.

The basic objective of a standard classification by industry is to allocate the
economic activities of each statistical unit to an industry (class) chosen from a
set of mutually exclusive industries that account for all activities in the econ-
omy. Underlying the definition of these industries is the goal of realistically
reflecting the way economic activities are organized, in as much detail as pos-
sible given the units being classified, business bookkeeping practices, and data
availability.

Within a classification scheme, the industries are usually organized into a
hierarchy, having three or four levels, which facilitates successive degrees of
aggregation. For example, in Statistics Canada’s 1980 Standard Industrial
Classification, some 850 industries are organized into about 300 groups within
75 major groups, which in turn are contained within 17 divisions.

2.3.1 Units to Be Classified

The statistical unit being classified must be considered in defining industrial
classification systems. In particular, the unit’s size affects the precision of the
classification. Lower-level units with their narrow range of activities can be
more precisely classified than higher-level ones that tend to engage in a wider
range of activities. In principle, then, different types of statistical units require
different industrial classification systems. In practice, though, most national
statistical agencies (Statistics Canada being an exception) use a single system
for all types of units.

2.3.2 Definition of Industries

Given the type of standard unit for which the classification is to be designed,
the traditional starting point for defining industries is to form a matrix within
which every statistical unit within the economy can be placed. The rows of the
matrix are production activities, and the columns are goods and services pro-
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duced. Each industry is defined as a cell or group of cells within the matrix.
The objective is to ensure that each industry is composed of units primarily
engaged in the same kind of activity and producing similar goods and services.
This approach was initially developed for manufacturing industries but has
been broadened to other sectors. The general principles invoked when carrying
it out are the following:

¢ The definition of most industries is based on activities deemed to be pri-
mary to that industry—that is, activities that characterize the industry. An
activity is usually considered as primary for one industry only.

¢ Primary activities should account for a large proportion of the total output
of the units classified to an industry. In other words, the industry should
have a large specialization ratio, defined as the ratio of the industry’s
output of primary activities to its total output.

® A large proportion of the output of activities defined as primary to an
industry should be produced by units within that industry. That is, the
industry’s coverage ratio should be high, where coverage ratio refers to
the ratio of the output from primary activities for that industry as com-
pared to the whole economy’s total output from these activities.

e Each industry should be sufficiently large that it is economically signifi-
cant, of demonstrated interest to users, and not subject to confidentiality
considerations in publishing results.

e The classification should facilitate international comparison, by being as
close as possible to international or multinational standards.

In practice, there are many variations on this approach, for example, basing
the classification of some industries on inputs or on class of customers. Clas-
sification of government institutions requires special consideration. Possible
approaches are summarized in documentation emerging from design of the
1997 U.S. Standard Industrial Classification (Triplett 1993).

2.3.3 Assignment of Industry Codes

Given a classification system, the assignment of industry codes to statistical
units requires the formulation of coding conventions. For example, codes are
generally based on the unit’s activities over a 1-year period, not its day-to-day
activities. To prevent units with two major activities or outputs of nearly equal
importance from flip-flopping between industries, the coding procedures usu-
ally contain resistance rules which limit the frequency of changes.

2.3.4 Revision of Industrial Classifications

Any industrial classification has to be revised over time to account for changing
economic activities. New technology creates new industries and causes old
ones to disappear. Changes in business organization and bookkeeping practices
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must also be taken into account. The desire to update an industrial classifica-
tion is balanced by resource implications and the loss of data continuity asso-
ciated with revisions. A change of classification has a major effect on data
collection and outputs and is never lightly undertaken. The average lifetime of
a nationally defined standard industrial classification before the next revision
is 10-15 years.

2.4 GEOGRAPHICAL CLASSIFICATION SYSTEMS

Geographical breakdowns of statistical data are required for purposes such as
allocating public funds for regional development or private investments in re-
sorts, hotels, or shopping centers. Often such decisions require statistics from
several business surveys—for instance, retail trade, employment, and capital
investment surveys. So these data can be readily combined, standard geo-
graphical classification systems should be used. Definition of a standard geo-
graphical classification is more straightforward than for industrial classification
because the requirements are easier to specify and international comparability
is not a major factor.

Two basic starting points exist for developing geographical classifications
for business statistics: (1) administrative systems with a regional dimension
such as postal codes, electoral districts, local municipalities, provinces, states,
and regions and (2) the land-based statistical system used for the population
census.

Virtually all geographical systems are hierarchical in that sets of smaller
areas roll up into larger ones. In Canada, for example, the postal code com-
prises six alphanumeric characters; the first three refer to forward sortation
districts within which the remaining three characters determine specific areas.

In general, geographical systems cannot be easily related to one another
except at high levels of aggregation such as province, state, or metropolitan
area. Nevertheless, classification at this high level of commonality is usually
sufficient for stratification purposes and for many business statistics.

As Nijhowne indicates in Chapter 3, the major problem associated with
geographical classification is not the lack of a system, but that the activities of
large businesses are dispersed and cannot easily be allocated to specific areas.

2.5 BUSINESS REGISTER CREATION AND MAINTENANCE

The preceding sections outline the conceptual framework for a program of
business surveys in terms of frame requirements and the need for standard
statistical units, standard industrial and geographical classification systems,
and rules for handling changes. This section describes how such concepts can
be operationalized through the creation, maintenance, and use of a register
capable of providing frames for most, if not all, business surveys within a
program. In Chapter 5, Archer discusses register operations in more detail.
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2.5.1 Creation and Maintenance Principles

Although a business register may have secondary objectives, its primary role
is to provide good quality frames for a program of surveys. This implies that
the register should: (1) contain standard statistical units from which a frame
can be generated for each survey, providing complete, current, and non-du-
plicated coverage of the survey’s target population and facilitating data inte-
gration over survey repetitions and across surveys; (2) contain accurate clas-
sification and contact data for the statistical units to enable efficient survey
operations; (3) generate frames at minimum total cost for given quality over
survey repetitions and across the program of surveys; and (4) be readily ac-
cessible to, usable by, and updatable by survey operations.

In principle, a register can be built from scratch by enumerating the busi-
nesses within the required area, which means the whole country for a national
register. In practice, enumeration is an expensive process, used only occasion-
ally for registers covering small areas. The more cost-effective approach is to
base the register on a list that is maintained for an administrative or commercial
purpose. Examples of administrative lists are businesses registered for value-
added taxes, employers making payroll deductions or unemployment insurance
payments for employees, and corporations filing income tax returns. Possible
commercial sources are businesses registered by chambers of commerce or by
telephone or electricity utilities.

The benefit of an administrative or commercial source is that it provides not
only a relatively inexpensive starting point for constructing the register but also
ongoing information for register maintenance. The legislation supporting the
administrative process may set limits on the use of the administrative data that
results (for example, see Jabine and Scheuren 1985).

However, a single administrative or commercial list usually cannot satisfy
all of the register’s data requirements. Its coverage may be inadequate or its
data items may be insufficient for classification and contact. Invariably, the
register will use supplementary information from other sources, in particular
(1) other administrative or commercial lists, (2) direct surveys conducted by
the register itself, and (3) surveys for which the register provides frames (see
Figure 2.5). In addition, a survey frame drawn from a list-based register may
be supplemented by an area frame.

Units of different sizes create different problems for register development
and maintenance. For small businesses, the main problems are the large num-
bers of units to be maintained, the high birth and death rates, and the difficulty
in obtaining accurate classification data. For large businesses, the problems
are characterized by difficulties in defining appropriate statistical units and re-
porting arrangements for complex organizations and in keeping up to date with
organization changes. In view of these differences, register creation and main-
tenance procedures are usually structured according to unit size, with reliance
on administrative data for smaller units and on direct data collection for larger
ones.
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2.5.2 Data from Administrative and Commercial Sources

The use of administrative or commercial data sources is appropriate for the
creation and maintenance of register records for small businesses because ad-
ministrative and statistical units usually coincide. When no single source pro-
vides complete coverage of all statistical units, the primary source can be sup-
plemented with data from other administrative or commercial systems that
include additional businesses. The problem with this approach is that the data
from multiple sources must be matched and the duplicated units identified and
removed to prevent upward bias in survey estimates. Frequently, the sources
do not share a common identification numbering system, and thus matching
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involves linkage of records based on name, address, and other characteristics.
In view of the large number of units to be linked, automated record linkage
software is a vital component of register systems. As described by Winkler in
Chapter 20, a variety of linkage algorithms are in use around the world. One
characteristic they have in common is that as the first step, they cast the busi-
ness’s name and address data into a standard format.

Although automated record linkage techniques enable fast and inexpensive
matching, doubtful links have to be examined manually, which is a costly
operation. In addition, links are missed, leading to unknown amounts of du-
plication. These effects leads most statistical agencies to rely on one, or at
most two, administrative source(s) for register creation and maintenance. The
choice of sources varies according to the available data sources. Statistics New
Zealand’s register is based on value-added tax data. The U.S. Bureau of the
Census and the Australian Bureau of Statistics use payroll deduction data. The
United Kingdom Central Statistical Office uses value-added tax and payroll
data. Statistics Netherlands takes data from Chambers of Commerce.

In using administrative or commercial sources for register maintenance, reg-
ister staff lose control over the volume, frequency, and quality of incoming
data. Coordination, cooperation, and contracts with the corresponding admin-
istrative or commercial agencies are essential to ensure data quality and to
prevent unexpected changes or disappearance of data when administrative pro-
cesses change. In France and some Scandinavian countries, administrative and
statistical registration functions are integrated within a single organization. The
Institute National de la Statistique et des Etudes Economiques (INSEE) in
France, for instance, registers businesses for administrative and statistical pur-
poses simultaneously. This reduces duplication in data collection, but at the
expense of having a system which is more complex and difficult to change.

Classification and contact data from administrative or commercial sources
invariably have to be recoded in a suitable format for the register. In particular,
business activity descriptions from administrative forms must be converted to
standard industrial classification codes. Thus, automated and computer-as-
sisted industrial and geographical coding systems are common features of the
software for register operations. Miller (1993) describes automated coding at
Statistics Canada. Frequently, an administrative description does not contain
sufficient information to assign a unique and accurate code, and additional
manual investigation is required. For example, Estevao and Tremblay (1986)
report that industry codes could be assigned for only 70 percent of the activity
descriptions obtained from the payroll deduction source used by Statistics Can-
ada’s business register.

2.5.3 Data from Register Surveys

Data from administrative and commercial sources alone are insufficient for
creation and maintenance of a business register. Administrative units may not
be appropriate as statistical units for larger businesses. Information about births



2.5 BUSINESS REGISTER CREATION AND MAINTENANCE 39

and deaths may be untimely. Industrial, geographical, and size classification
data may be incomplete or inaccurate. To make up for deficiencies, registers
collect data from businesses directly. These register surveys vary in function
and format according to the data required and the size of the business.

For small businesses, the primary purpose of a register survey is to obtain
or validate unit activity status and classification data. The survey instrument
is typically a mail questionnaire or a brief telephone interview. Such surveys
are referred to as proving surveys.

For large businesses, register staff focus on determining the business orga-
nization and bookkeeping practices, defining standard statistical units and clas-
sifications, and establishing reporting arrangements. This process, referred to
as profiling, involves a preparatory investigation of the business, a face-to-face
interview with senior representatives, and a subsequent review of the infor-
mation collected with survey staff. In Chapter 6, Pietsch describes the profiling
process and its relationship to survey procedures.

2.5.4 Data Feedback from Surveys

The surveys for which the register provides frames are another source of in-
formation for register maintenance. Business surveys often include questions
designed to update frame data. Frame data acquisition by this means can be-
come an integral part of a register’s maintenance program.

For efficient operation of repeated surveys, the register must record unit,
classification, or contact information obtained during survey operations so that
it is available for subsequent occasions. For example, evidence that a business
is no longer operational or that the contact address has changed should be
recorded. Indications from a survey response that the business has reorganized,
suggesting possible changes in its statistical structure, should also be fed back
to the register for further investigation.

Survey feedback channeled through the register can benefit other surveys.
For example, information that a business is bankrupt will remove the need for
nonresponse follow-up by a subsequent survey. However, as a frame data
source, survey feedback has its limitations. In general, survey processes will
not detect new businesses or shifts in industrial activity. Thus, survey feedback
must be regarded as supplementary to other data sources for register mainte-
nance, not as the complete updating mechanism.

Furthermore, there is a technical limitation to the use of survey feedback in
the case of repeated sample surveys in which there is controlled overlap of the
sample from one repetition to the next. The procedures for updating the register
with survey feedback have to be carefully devised; otherwise bias may be in-
troduced into samples for subsequent survey occasions. For example, suppose
that survey units identified as dead were simply deleted from the register. Then
a future sample, drawn with deliberate (usually maximum) overlap with the
previous one, would have fewer dead units and would under represent the
number of dead units in the population. The same limitation applies to surveys
within a program for which there is controlled overlap between samples.
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2.5.5 Other Aspects of Register Functionality

One component of a survey frame specification is the reference period. Dif-
ferent surveys may have different reference periods: month, quarter, year, and
so forth. To generate a frame with the appropriate reference period for each
survey, the register must be able to provide more than today’s view of its data
holdings. The register must possess temporal functionality, that is, the capacity
of providing a snapshot of frame data for any specified reference period. For
example, as of January, year Y, the register should be capable of generating
lists of units (1) in scope for the January, year Y monthly retail survey and (2)
in scope for the year Y-1 annual retail survey. The first list requires a current
snapshot, the second a historical one. As described by Cuthill (1989), proce-
dures for providing this functionality vary in complexity, from a rollback da-
tabase in which snapshots are recorded and can be retrieved but never updated,
to a full temporal database that enables snapshots for any reference period to
be recorded, updated, and retrieved as they were at any point in time.

Given the high volume and diversity of updating information received by
the register, maintenance processes must be automated. However, many situ-
ations require manual investigation. Thus, automated scheduling of manual
maintenance operations is also a useful facility. Systems for measurements and
control of quality and performance are vital not only to ensure optimal allo-
cation of register resources but also to inform survey managers of the likely
impact on survey estimates of register updating processes and errors.

From time to time, an element of the conceptual framework underlying the
register changes. For example, the definitions of statistical units are modified
to reflect changes in business organization structures, or a revised industrial
classification system is introduced. Such changes cause discontinuities in frame
data and hence in survey estimates, which can be accommodated only by means
of parallel runs for a period of time. Register functionality enabling production
of frames under the old and new concepts is thus useful. In Chapter 7,
MacDonald describes how revisions in the industrial classification can be han-
dled.

2.6 OTHER USES OF BUSINESS REGISTERS

In addition to providing frame data, a register may have other functions. For
registers maintained by national statistical agencies, these secondary functions
are becoming increasingly important and must be considered in register design
and operation (see Chapter 5).

2.6.1 Measurement and Control of Respondent Burden

As the source of survey frames and samples, the register is ideally placed to
record which units are currently in sample for which surveys. In addition, the
register’s functionality can be extended to control overlap between successive
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samples of a repeated survey and across surveys. In Chapter 9, Ohlsson re-
views burden control techniques that begin with the assignment of a permanent
random number to each statistical unit in the register. These numbers form the
basis for random selection and controlled overlap of samples across surveys
and over time.

2.6.2 Provision of Lists for External Clients

Registers maintained by national statistical agencies may be used to provide
frames and lists for organizations outside the agency, usually on a commercial
basis. Except for registers specifically set up for joint administrative and sta-
tistical purposes, such activities are invariably curtailed by privacy consider-
ations and by confidentiality provisions of the statistical act under which the
agency operates. Commercially run business registers are not limited by such
constraints.

2.6.3 Production of Small Area Economic Statistics

The industrial, geographical, and size classification data for the lowest level
of statistical units provide a basis for the register to produce rudimentary small
area statistics. If this function is considered important, the classification detail
in the register may be expanded beyond that needed for survey frames. Typi-
cally, three specific types of data enhancement are required to supplement data
obtained from administrative sources.

By definition, the geographical component of small-area data is of particular
importance; accuracy is crucial because users can easily detect errors in geo-
graphical coding. In many cases, however, geographical codes for small sta-
tistical units are derived from an address field in the administrative record.
These addresses may not correspond to the business’ physical location, but to
the organization or individual providing the administrative data such as the
business’ payroll agency, taxation accountant, or some other office. Therefore,
the geographical code must be validated to ensure that they refer to the busi-
ness’ actual location.

The information available from administrative sources may not be suffi-
ciently detailed, precise, or current for small-area statistics. For example,
counts of businesses by sales range may be wanted, whereas the register draws
its basic data from payroll deduction records having only numbers of employ-
ees and remittances. For distribution industries, statistics on floor area are
commonly requested. Such information is unlikely to be available from any
administrative source.

2.6.4 Production of Business Demographic Data

Demand is growing for information on business demography—the business
equivalent of births, marriages, deaths, health, and prosperity (Haworth and
Kerr 1993). Governments and businesses need such information in deciding
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how to achieve higher employment, increased capital formation, profit en-
hancement, and so on. Generally, these decisions involve when and how to
invest resources, to make organizational changes, to introduce new policies
regarding business conduct, and so forth. Such decisions can be translated into
specific questions concerning business demography.

For small businesses the questions pivot on the incidence of ‘‘infant mor-
tality.”” How many births occur in a year? How is life expectancy distributed?
When does an infant business reach ‘‘maturity’’ in the sense of being indistin-
guishable from the average business in the same sector? What are the charac-
teristics of ‘‘infant mortality?’” What are the attributes of healthy ‘‘infants?’’
What are the typical sequences of events in the passage from birth to maturity?
What changes of direction occur? Which forms of assistance promote infant
health and progress to maturity? What are the attributes of ‘‘old age?”” What
determines whether a small business becomes large, stays small, or reaches
old age?

For large businesses the questions concern the business counterparts of mar-
riage, divorce, and reproduction. How many mergers, amalgamations, and
takeovers occur? How many split-ups or spin-offs? What are the attributes likely
to lead to these events? What are the most typical sequences of events? What
forms of assistance or constraint are effective?

These questions underlie the drive elaborated in Chapter 4 for precise def-
initions and data concerning business formation, cessation, births, deaths,
amalgamations, mergers, takeovers, spin-offs, and changes of organization,
activity, and industry. The capacity to produce such data goes well beyond the
basic requirements to generate frames. It can only be achieved through longi-
tudinal tracking of a cohort of businesses over time; cross-sectional snapshots
are insufficient.

2.7 QUALITY AND PERFORMANCE MEASUREMENTS

Quality and performance measurements guide decisions regarding the devel-
opment and operation of a business register in the achievement of client sat-
isfaction. The primary objective of a national business register is to provide
frames for the survey program conducted by the agency. Thus, the register’s
most important clients are the survey operations it supports. In serving these
clients, however, the register is indirectly meeting the needs of external
clients—that is, the end users of the agency’s survey products. Secondary ob-
jectives such as the provision of basic, small-area, and demographic statistics
directly involve external clients. The focus of quality and performance mea-
surements depends upon the priorities assigned to the various clients.

2.7.1 Definition of Register Quality

Frame quality is not simply a function of data accuracy, although it is impor-
tant. The quality of any statistical product, including a frame, can be thought
of as having four dimensions: relevance, accuracy, timeliness, and cost (Fecso
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1989). Measuring register quality requires an evaluation along these dimen-
sions of the register’s principal outputs—frames for surveys.

The relevance of a register may be measured in terms of (1) the extent to
which the register provides frames matched to survey target populations, (2)
the accessibility and ease of use the generated frames, (3) the extent to which
register data are actually used, and (4) the degree to which use of the register
facilitates integration of data outputs across the survey program.

Sometimes, a register’s capability is not fully exploited because one or more
surveys use an alternative frame generation function instead of the register.
This situation is not uncommon in cases where survey operations predate the
register. It limits register quality.

Register errors may be caused by the inherent limitations of input data, or
by delays and errors in data acquisition and processing. Register accuracy may
be measured (for each survey, and overall) in terms of (1) coverage errors:
(missing units, duplication, and extraneous units), (2) classification errors (units
not classified or misclassified by industry, geography, or size), (3) contact
errors (units with incomplete or incorrect contact data), (4) the impact of these
errors on survey collection and processing operations, and (5) the impact of
these errors on survey outputs.

Timeliness can be measured in terms of (1) time required to generate frames
relative to the rate at which frame data change over time and (2) the currency
of frame data.

Costs can be measured in terms of: (1) the costs incurred in providing
frames, and the ratios of frame costs to overall costs for each survey; (2) the
frame related costs incurred by survey operations in supplementing or dupli-
cating register operations; and (3) the total register processing costs as a pro-
portion of total survey program budget.

Quality measurements must be analyzed within the context of register unit
counts, processing volumes, and changes in counts and volumes. For example,
the proportion of units erroneously indicated as active when actually dead must
be seen within the context of the annual unit death rate experienced by the
register. A large annual death rate combined with a high cost of obtaining
timely information about deaths limits the resources that are worth expending
to improve accuracy in this respect. The effects on survey outputs must also
be considered in assessing the significance of errors. For example, survey es-
timates can be adjusted to account for dead units.

Register products are a function of inputs and processing. To complement
an evaluation of products, quality measurements of register input data and
processes are required. For administrative and commercial data sources, the
basic issues are which databases to access and how best to use them. Thus,
measurement requirements center on content deficiencies, definitional discrep-
ancies, item completion and error rates, time lags, and acquisition costs. For
processes, the main concemns are efficiency and minimizing the impact of pro-
cessing errors and delays on output data quality. Thus, measurement needs
include processing volumes, costs, error rates, backlogs, and computer pro-
cessing and systems development audit trails.
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2.7.2 Users and Uses of Quality Measurements

Register managers use input data volumes, acquisition costs, and error rates in
negotiating arrangements with suppliers and assessing alternative inputs. They
analyze processing volumes, costs, backlogs, and error rates to determine
changes in processing priorities, procedures, and training to reduce costs and
error rates. In ongoing discussions with clients, register staff use unit volumes,
changes in volume and error rates, and the associated impact on the frames
which the register generates.

As the register’s clients, survey managers consider unit volume changes,
error rates, and associated impacts on survey outputs as the basis for (1) dis-
cussing possible improvements in frame data supply with register staff; (2)
compensating for artifacts in survey estimates due to changes, delays, or other
irregularities in register operations; and (3) providing users of survey outputs
with explanations of frame-related artifactual changes remaining in estimates.

The survey program’s senior managers review data acquisition and pro-
cessing costs and statistical unit volume changes, error rates, and associated
survey output impacts, in conjunction with cost and impact measurements for
other survey functions. Their goal is to allocate developmental and operational
resources to the register and the other survey functions on a scientific basis—
for example, through use of total error model as described by Linacre and
Trewin (1989).

2.8 RESEARCH AND DEVELOPMENT

Many statistical agencies engage in ongoing research and development of tech-
niques and systems for business frames and registers. Current areas of research
include the following topics:

¢ the use of multiple databases in creating and maintaining a register—in
particular, monitoring the quality of incoming administrative data and
developing multiple frame techniques;

® coordination of statistical and administrative functions including (1) co-
operative arrangements between statistical and administrative agencies,
(2) combining administrative and statistical unit registration in an all-
purpose register, and (3) dealing with confidentiality constraints and with
legally active but operationally inactive units.

* area frame development and maintenance, particularly definition of sam-
pling units and size measures, computer-generated maps, replacement of
area frames by list frames, and use of area frames for measuring under-
coverage and other errors;

* frame maintenance strategies such as procedures for use of survey feed-
back without biasing the selection of future samples and determination of
the appropriate frequencies for validating, reclassifying, and reprofiling
units;
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¢ industrial classification, including use of different classification schemes
for different types of units, limitations in precision of classification code
assignments based on activity descriptions, and automated and computer-
assisted coding;

* the use of postal codes and grid reference systems for geographical clas-
sification;

¢ developments in automated record linkage systems;

* quality measurement and control of frame data, such as assessing and
compensating for the impact of frame errors on survey estimates and using
measurements in allocating developmental or operational resources;

* performance and cost measurement and control—in particular, use of per-
formance data in allocating resources—and assessment of, and compen-
sation for, artifacts in survey estimates due to changes, delays, or other
irregularities in register operations;

* measurement and control of respondent burden, including systems for
recording and summarizing contacts with individual units and for control
of overlap across surveys; and

¢ use of a business register for small-area and business demographic data.

Meeting annually since 1986, the International Round Table on Business Sur-
vey Frames provides a forum for discussion of these topics and a source of
technical reports. Selected papers from the first five Round Tables are being
brought together as a single volume (Statistics Canada 1994). Papers from the
sixth and seventh Round Tables are available from the host countries, the Aus-
tralian Bureau of Statistics (1991) and Denmark’s Bureau of Statistics, or from
the individual authors.
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CHAPTER THREE

Defining and Classifying Statistical
Units
Shaila Nijhowne'

Statistics Canada

Economic statistics describe the behavior and activities of businesses and the
transactions that take place between them. National statistical agencies conduct
business surveys to compile a variety of economic statistics. To carry out these
surveys, a frame is required of target statistical units, the units of observation
to be surveyed or sampled. This chapter discusses the definition and classifi-
cation of statistical units required for a program of economic statistics.

In the context of this chapter, a business is an economic transactor with the
autonomy, authority, and responsibility for allocating resources for the pro-
duction of goods and services. It may consist of one or more legal transactors.
The term ‘‘business’’ encompasses farms, incorporated and unincorporated
businesses, and government enterprises engaged in the production of goods
and services. It covers government institutions and agencies engaged in the
production of noncommercial or nonmarketed services, as well as organiza-
tions such as unions, professional associations, and charitable or nonprofit or-
ganizations providing services to their members or to the general public.

The universe of businesses includes small businesses engaged in one or a
very few activities, as well as large and complex businesses engaged in many
different activities, horizontally or vertically integrated. The activities of busi-
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nesses can be undertaken at, or from, one or more geographical locations or
areas.

An activity takes place when resources. such as labor, capital, raw mate-
rials, and other intermediate inputs, are combined to produce goods or services
associated with a production process. A production process may produce al-
ternative products, joint products, or a principal product and a by-product. An
activity may encompass one simple process, such as fabric weaving resulting
in the production of woven fabric. It may also consist of a series of separated
or integrated production processes, such as casting, forging, welding, assem-
bling, and painting, to produce an automobile (U.N. Statistical Office 1990,
p. 9). Some activities carried out within the business result in the production
of goods and services for internal consumption. Examples of such activities,
referred to as ancillary activities, are support services provided to the rest of
the business by head offices and accounting and computer departments.

Businesses have units ar which or from which they undertake the economic
activity of producing goods and services. Production usually takes place ar a
particular location—for example, at a mine, a factory, or a farm. On the other
hand, the activity of producing services may take place from a certain location.
For example, the activity of a construction business is often treated, for statis-
tical purposes, as being delivered from the office of the construction company,
where accounts are maintained and work is planned and organized. Construc-
tion crews and machinery are directed to building sites. These sites are not
regarded as the geographical location of the construction activity, even though
they are the location of the physical output of the activity. The same situation
exists for services, such as those of engineering consultants, where the activity
is regarded as delivered from the office of the business, by persons who deliver
the service to the client at another location.

In large and complex businesses, the units at which or from which produc-
tion takes place are grouped for management, administrative, and decision-
making purposes into hierarchical structures. Higher-level organizational units
own, control, or manage the lower-level production units at which production
decisions are made or production takes place. A business may be structured
along geographical, legal, functional, or operational lines. Businesses may have
one structure or several structures to carry out different functions or to serve
different purposes.

In these businesses, management of the business’ financial affairs usually
occurs at a higher organizational level than does management of production
operations. The accounting systems of businesses usually reflect this manage-
ment structure by mirroring the hierarchy of management responsibility for the
business’ operations. The accounts required to support the management and
decision-making functions, whether financial or production, are usually main-
tained for the corresponding level of management responsibility.

Businesses also have a legal structure. They define and register themselves
in terms of legal units for the ownership of assets. These legally constituted
units or groups of units form the legal base of the business. A business derives
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its autonomy from the common ownership and control of its resources irre-
spective of the number of legal units under which it registers them. Businesses
usually use their legal structure and its associated legal units to submit cor-
porate tax returns to government revenue authorities. They may use the same
or different units for other administrative purposes such as remitting payroll or
value-added taxes to government authorities.

In small businesses, the operational and legal structures often coincide and
may even be embodied in a single unit. For large businesses, the operational
structure may be different from the legal structure, coinciding with it only at
the highest level of the business. In such cases, the organizational and pro-
duction units of the business’s operational structure may differ from the units
of their legal structure.

For economic analysis, two main types of data are required to describe the
economic activities of businesses: (1) financial statistics organized by institu-
tional or other sectors and (2) production statistics classified by industry and
(in some countries) by geographical area. Usually the data are required for
activities carried out within, or from within, domestic boundaries. The two
types of data are required separately, as well as integrated into the system of
national accounts (see Chapter 33).

Given the varied sizes of businesses, their unique operational structures and
accounting systems, the multiplicity of their activities, and the many geograph-
ical locations at or from which they operate, it is necessary to define standard
statistical units. These units facilitate the collection of integrated, consistent,
comparable, and unduplicated financial and production data across all busi-
nesses, large and small.

Economic statistics draw upon the accounting records of businesses. The
records that are maintained in support of financial decision-making, manage-
ment, and control provide the data required for financial statistics. Such rec-
ords include consolidated profit and loss accounts and balance sheets of assets
and liabilities. The source of information for production statistics and labor
income statistics are cost accounts. These cost accounts record operating rev-
enues eammed from the sale of goods and services and the associated costs,
wages and salaries, depreciation, and operating profits.

3.1 DEFINITION OF STANDARD STATISTICAL UNITS

The target statistical unit required for consistent and unduplicated coverage of
the universe of businesses depends upon the measurement objective of the sur-
vey—that is, the data to be collected and the desired industrial homogeneity
and geographical precision.

A survey of the practices of national statistical agencies has shown that there
is no international standardization of statistical units on business registers
(Struijs and Willeboordse 1992). Instead, across countries many differences
are found in definitions and in the terminology used to describe the units. The
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same types of units are sometimes given different names, and the same names
may denote different concepts. For this reason, this chapter adopts a set of
names and definitions, which do not necessarily correspond to any country’s
practices. For a specific country’s methodology and definitions, interested
readers should consult papers presented at the International Round Tables on
Business Survey Frames (Statistics Canada 1995) or documentation from na-
tional and international statistical offices.

Most national agencies distinguish units at two levels: (1) the level at which
major financial decisions are made and (2) the level at which production de-
cisions are made or at which production takes place. Because large and com-
plex businesses maintain financial and production data for different levels of
the business in their accounting systems, a minimum of two types of statistical
units must be defined which generally bear a hierarchical relationship to one
another. In this chapter they are referred to as the enterprise (for financial
statistics) and the kind-of-activity unit (KAU) or the establishment (for pro-
duction statistics).

Whether the KAU or the establishment is used for production statistics de-
pends upon the level of management responsibility, the completeness of ac-
counting records, and the geographical precision desired for the survey. In
practice, both types of units may engage in principal and secondary activities,
but the accounting records of the KAU tend to be more complete than those
of the establishment. In addition, activities of a KAU may be carried out at or
from one or more locations or geographical areas, whereas the activities of an
establishment are undertaken at or from one geographical location or area.

The International Standard Industrial Classification of all economic activi-
ties (ISIC Rev. 3) uses the terms ‘‘local unit’’ for a unit that engages in more
than one activity at one location, and it uses the term ‘‘establishment’’ for the
unit that engages in only one activity at one location (U.N. Statistical Office
1990, p. 19). In this chapter, establishment is used to cover both situations
because statistical agencies commonly label their production units as *‘estab-
lishments’” even though they engage in principal and secondary activities at a
single location or area.

In terms of industrial activity, large and complex enterprises own and con-
trol a number of production units undertaking different activities and will inev-
itably be less homogeneous than their component units. The more narrowly
the KAU or establishment is defined in terms of economic activities, the more
homogeneous the resulting industrial statistics will be. However, the actual
organization of businesses’ production and accounting records constrains the
definition of production units, unless the statistician is willing to artificially
allocate direct costs and overhead expenses. For industrial statistics, many
agencies consider it desirable to minimize such allocation.

3.1.1 Types of Standard Statistical Units

For financial statistics, the enterprise is the standard statistical unit of interest.
The enterprise is the organizational unit of the business that has autonomy with
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respect to financial and investment decision-making, as well as authority to
allocate resources for the production of goods and services. The enterprise is
the level at which financial and balance sheet accounts are maintained from
which international transactions, an international investment position (when
applicable), and the consolidated financial position can be derived. The enter-
prise has KAUs or establishments under its ownership and control. The legal
basis of the enterprise can consist of one or more legal units, and it can own
and control one or more KAUs or establishments. For compiling domestic
accounts for the system of national accounts, the enterprise is defined to in-
clude only those KAUs or establishments whose activities are conducted within
or from within domestic boundaries.

For production statistics, the KAU or the establishment is the unit used.
This unit has management responsibility for production operations. Both KAUs
and establishments engage in a principal economic activity, but they may also
engage in secondary activities belonging to other classes of the industrial clas-
sification. The choice of KAU versus establishment depends upon the relative
level of management responsibility and geographical precision desired. In large
countries there is often a need to compile production data for small geograph-
ical areas and to know the geographical area at which or from which economic
activity is conducted. Where there is limited need for geographical precision
and emphasis is placed on autonomy (the level of managerial responsibly with
respect to production decisions) and the direct availability of operating reve-
nues, operating costs, and detailed commodity outputs, inputs, and value
added, the choice of unit is the kind of activity unit, the production unit whose
activities are conducted at or from more than one geographical location or area.
When the location of economic activity is of concern, the unit of choice will
be the more narrowly defined establishment, the production unit whose activ-
ities are conducted at or from one geographical area, and for which operating
revenues by commodity and associated costs can be obtained and value added
can be derived. To derive value added for production units belonging to large
and complex businesses, countries using the establishment as defined here may
need to supplement data directly available for the establishment with infor-
mation from a higher-level unit on purchased services, operating profits, and
other needed data.

To cover ali the productive activities of an enterprise, it is necessary to
measure the costs associated with ancillary activities, the production of goods
and services for consumption within the enterprise. Two issues arise, one re-
lates to whether ancillary activities need to be identified as separate units and
the other (which is the subject of a later section) concerns their industrial and
geographical classification.

Generally, ancillary activities are not treated as the activities of separate
producing units in their own right; their costs are simply added to the principal
activity of the producing unit to form the economic activity of a KAU or es-
tablishment. However, when an ancillary activity is conducted at a different
geographical location from the main activities of the enterprise, it is useful to
identify it as a separate unit for collecting costs, labor, and capital-employed
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data, even though the activity does not generate revenues. The ancillary unit
can then be assigned its own geographical location, whatever the choice of
industrial classification. (For a more complete definition and discussion of
principal, secondary, and ancillary activities, see U.N. Statistical Office 1990,
pp. 9-12.)

The need for special information about every geographical location at which
activity takes place may also require another statistical unit, a local-kind-of-
activity unit (LKAU). Every geographical location of a KAU is an LKAU. If
a country uses an establishment that covers a geographical area, it may also
need to identify every geographical location at which activity takes place. This
lower-level unit may be required to compile specific information about all in-
dustries or about particular industries. Some countries using the KAU or es-
tablishment for production statistics collect information about investment or
employment for every geographic location. Others use this unit to compile
information for particular industries, such as the number of rooms and occu-
pancy rates of tourist accommodations, hotels, motels, and campgrounds.

There is yet another unit useful for particular statistical purposes. The global
enterprise is the unit of common ownership and control whose boundaries, in
terms of economic activities, can transcend the domestic boundaries of a coun-
try. At a level higher than the enterprise, it is used to identify the country in
which ownership and control of domestic enterprises resides. It refers both to
commercial enterprises and to labor unions and organizations, where member-
ship or ownership may transcend domestic boundaries. The relationship of the
units is diagrammatically shown in Figure 3.1.

Whether or not a particular type of unit needs to be recorded and maintained
on a business register depends upon whether the statistical program needs to
survey it directly. As a rule, it is necessary to record only two statistical units
on the business register, namely, the enterprise and the KAU or establishment.
For some purposes, the ancillary unit is useful. Though specific information

| Global Enterprise |

{  Enterprise |

[ Kind-of-Activity Unit | [ Establishment ]

|Local-Kind-of-Activity Unit| I Ancillary Unit | 1 Location |

Figure 3.1 A diagram depicting the logical hierarchical relationships among the types of units
of the statistical structure.
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about geographical locations below the KAU and the establishment may be
useful, it may not be necessary to maintain the LKAU on the business register
if the required information can be obtained from the KAU or establishment.
Similarly, the global enterprise is usually not needed as a separate unit on the
business register. As long as the global enterprise that owns each statistical
enterprise is identified, data for the global enterprise can be compiled from that
of the enterprise.

3.1.2 Identification of Standard Statistical Units

The statistical units of large and complex businesses are delineated in a process
referred to as profiling. Profiling identifies the business, its legal structure, its
operating structure, and the production and organizational units used to derive
the statistical units for the business (see Chapter 6). Once identified, the en-
terprise and its constituent KAUs or establishments constitute the statistical
units of the business’ statistical structure. In delineating the statistical struc-
ture, functional or other groups in the organizational structure may be ignored
and the constituent units regrouped to form the units of the statistical structure.
For multi-establishment or muiti-KAU enterprises, the statistical structure may
not coincide with the legal structure in which ownership of assets are regis-
tered.

3.1.3 Collection Arrangements

The first step in data collection is the identification of the statistical unit about
which data are to be collected. However, the identification of the statistical
unit does not mean that data must necessarily be collected from that unit. An
appropriate collection strategy has to be devised by consulting businesses and
examining their record-keeping practices.

The unit from which data are collected is the reporting unit. If records are
maintained at a higher level of the business, the reporting unit may differ from
the statistical unit about which data are required. A business’ adoption of cen-
tralized computer-based accounting systems may mean that the desired data
about each KAU or establishment can be obtained from a central source such
as the head office of the enterprise.

Similarly, if data about LKAUs or locations are available from the KAU or
establishment, it may not be necessary to survey them directly or to maintain
detailed information about them on the business register. If some surveys use
different reporting units from others, the data have to be aggregated or disag-
gregated to the same level of statistical unit for comparison.

3.2 INDUSTRIAL AND GEOGRAPHICAL CLASSIFICATION

A program of economic statistics must do more than assemble all the desired
economic data at the level of each statistical unit. The economic phenomena
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to be described as statistics must be grouped by the characteristics that are
being analyzed. The two main characteristics are industry and geographical
location,

3.2.1 Industrial Classification

Because economic statistics are collected to study the behavior of economic
units engaged in producing goods and services, an industrial classification,
consisting of homogeneous groups of activities, is required to classify eco-
nomic information about statistical units.

Industrial classifications are a means of grouping units by similarity of char-
acteristics. The more homogeneous the classes of the classification, the more
analytically useful the data. Generally, the two main characteristics considered
relevant for an industrial classification are (1) similarity of goods and services
produced with reference to demand and markets served and (2) supply consid-
erations such as similarity of inputs, production functions, processes, and tech-
nologies used. In principle, classifications could also be designed to group
units with similar debt equity rations, labor force structures, capital-labor in-
tensities, or other business characteristics, but these are not usually regarded
as necessary criteria for the design of general-purpose standard industrial clas-
sifications (see Ryten 1992).

The International Standard Industrial Classification of all economic activi-
ties (U.N. Statistical Office 1990, p. 12) states that:

The main criteria employed in delineating divisions and groups (the two- and three-
digit categories respectively) of ISIC, concern the characteristics of the activities of
producing units which are strategic in determining the degree of similarity in the
structure of the units and certain relationships in an economy. The major aspects of
the activities considered were (a) the character of the goods and services produced;
(b) the uses to which the goods and services are put; and (c) the inputs, the process
and the technology of production.

Grouping units by similarity of supply-side characteristics (e.g., production
processes inputs, and production functions) does not always lead to the same
groupings that are derived from similarity of demand-side characteristics (e.g.,
goods and services produced and markets served). Sometimes units can be
combined into industries in such a way that they are homogeneous both in
terms of the production of goods and services that serve a particular market
and in terms of inputs and processes used. This is the ideal situation. In all
other cases, choices have to be made. Supply-side or demand-side criteria have
to be chosen, or mixed criteria have to be used. Using supply-side criteria for
an industrial classification provides a framework of statistics useful for the
study of industrial performance and productivity. The needs of demand analy-
sis of markets and market share can largely be met by data on the output of
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goods and services in terms of products. However, it is often useful to study
the structure of the industry (or industries) of origin of demand-side product
groupings. (For further discussion of conceptual issues underlying industrial
classification, see U.S. Office of Management and Budget 1993).

Industrial classifications are designed for a particular type of statistical unit.
There are two approaches with respect to defining the interdependent charac-
teristics of the economic activity of the statistical unit and the industries of the
industrial classifications. One approach considers it important to reflect the
actual organization of production. This approach defines the economic activity
of an industry, taking into account the actual combinations of physical activi-
ties undertaken in the production units of businesses, for which the businesses
can themselves provide the required outputs and associated inputs. Where rep-
resenting the actual organization of production is considered important, narrow
homogeneity requiring artificial allocation is not the goal for defining the sta-
tistical unit for industrial statistics. The combinations of physical activities
found in the statistical units are reflected in the industry classes of the classi-
fication. However, the lower the degree of specialization and the greater the
combinations of goods and services produced by individual statistical units,
the more likely it will be that the classes of the industrial classification will not
encompass all the unit’s physical activities. When units have a large range of
products, the industries to which they have been classified by their principal
activities will have secondary activities contained in the industrial statistics
produced for that activity. The advantage of this approach is that it reflects the
actual way in which production is organized. To achieve homogeneity, the
classification clusters goods and services produced together, so that businesses
can themselves provide the required data and the need for artificial allocation
is minimized. The other approach prefers to articulate narrowly defined eco-
nomic activities in terms of activities or commodities produced, without ref-
erence to the activities or groups of products actually produced together, for
which businesses keep records and accounts.

The extent of estimation undertaken by different countries varies. Because
of the importance of an industry and the need to delineate it separately, some
countries divide vertically integrated production units producing different prod-
ucts into distinct statistical units. To do this, the business itself must be able
to provide output data, a transfer price, and the majority of associated inputs.
Other countries create separate classes in the industrial classification for inte-
grated production. Some countries define statistical units based on actual pro-
duction units and compile production statistics for them, and then subdivide
them into more narrowly defined analytical units for national accounts. [As
country practices vary, readers should refer for further information to ISIC
Rev. 3, the industrial classification of the U.N. Statistical Office (1993); to
NACE, the industrial classification of the Statistical Office of the European
Communities (1993); and to the industrial classifications of national statistical
offices.]
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3.2.2 The Relationship between Industrial and Commodity
Classifications

A commodity classification is required to collect information about the statis-
tical unit’s outputs and inputs of goods and services. It is useful to have an
independent commodity classification which groups commodities in an aggre-
gation structure that reflects market or commodity rather than industry char-
acteristics. However, it is also useful to be able to group commodities into
principal and secondary outputs of industries and to define industries in terms
of commodity outputs as well as activitics. When industries are defined in
terms of a particular technology and they produce a range of products, it may
not be possible to define them in terms of commodity outputs. Examples of
such industries are machine shops, iron foundries, and plastic extruders. (For
a discussion of the flexibility of businesses to change and adapt their output of
goods and services to market conditions, see Chapter 35.) However, in many
cases, industries are composed of production processes that create quite spe-
cific products, and therefore the industry can also be defined in terms of prod-
ucts produced. In such cases, commodity outputs can be used as proxies for
activities.

An industrial classification reflects the structure of the economy and the
specialization of production. Industries are defined in terms of activities. In
principle, the necessary homogeneity criteria for a supply-based industrial clas-
sification can be based on a dispersion index that measures the extent of sim-
ilarity of the input structures of the statistical units to be classified. However,
even supply-side industries can sometimes be defined in terms of commodity
outputs, provided that the criteria used to define commodities at the lowest
level of the commodity classification are the same as those adopted for defining
industries. If, for example, it is proposed to define a wooden cabinet industry
or an industry of cast and forged products and suitably defined products exist
in the commodity classification, then (given that data with respect to the value
of their output are collected) statistical units can be clustered into industries
with reference to commodity output and industries can be required to meet
predetermined thresholds of specialization, coverage, and size.

Grouping of units into industries based on the similarity of their activities
can therefore be refined by using a commodity classification to collect data on
the value of goods and services produced by KAUs or establishments. The
homogeneity criteria of specialization and coverage and the criterion of eco-
nomic significance or size can be used to confirm the validity of the goods-
producing industries of an industrial classification. An industry’s specialization
ratio is the ratio of its principal commodity output to its total output. Its cov-
erage ratio is the ratio of its principal commaodity to the total output of that
commodity by all industries.

Minimum thresholds of specialization, coverage, and size can be set for the
creation of industry classes in an industrial classification. For services, most
countries are only now beginning to develop a classification and gather statis-
tics in the commodity dimension.
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3.2.3 Classification Systems for Production and Financial Statistics

The classification of statistical units determines the classification of data col-
lected about them. Generally, industrial classifications are designed for the
classification of the production unit or lower-level statistical unit. Often, for
large and complex businesses, activities are more specialized at the level of
the KAU and the establishment than at the level of the enterprise. Industries
can be more narrowly defined for these lower-level units than for large and
complex enterprises. Because large enterprises may be vertically and horizon-
tally integrated and may cover a much wider range of activities than KAUs or
establishments, some national statistical agencies find it useful to have an in-
dustrial classification for enterprises separate from that for KAUs or establish-
ments.

Traditionally, industrial classifications designed for production statistics
subdivide the economy into primary, secondary, and tertiary industries at the
higher levels of the classification. Frequently, the higher levels of the classi-
fication are used for coding enterprises. However, the activities of many large,
vertically integrated enterprises cut across the traditional distinctions of ex-
tractive, manufacturing, and services divisions, making it necessary to classify
them by principal activity. Enterprise classifications can be designed to have
analytically meaningful sectors that bring together the vertically integrated ac-
tivities of enterprises, even though such sectors do not address the issue of
horizontally intcgrated enterprises.

There is now a great deal of interest in integrating financial and production
statistics. For comprehensive analysis of business behavior, it is useful to con-
sider the option of an ‘‘integrated system’’ of industrial classifications. For
this integrated system, the four-digit level of the traditional industrial classi-
fication, being designed to classify the production units of businesses, would
take into account the activity combinations of KAUs or establishments, after
which it should be possible to group these classes into two hierarchies. The
first hierarchy would enable the activities of KAUs or establishments to be
represented at the three-digit and two-digit levels of the industrial classification
in the traditional way. The second hierarchy would regroup the four-digit
classes in a manner that reflects the vertically integrated activity combinations
of large and complex enterprises to provide the higher levels of an enterprise
classification. The design of the four-digit classes would have to accommodate
both hierarchies. The enterprise classification would have an independent four-
digit level for the classification of enterprises. By being able to map the four-
digit level of the traditional classification into the highest level of the enterprise
classification, this approach to integrating the activities of enterprises with those
of production units would have the added advantage of providing two analy-
tical frameworks for production statistics. (For a description of the Canadian
establishment and enterprise classifications, see Nijhowne and Coté 1991, Sta-
tistics Canada 1980, and Statistics Canada 1986.)

Standard industrial classifications with standard aggregations are required
to enhance data comparability. However, one or even two standard aggrega-
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tions, whether for production or financial statistics, cannot serve all analytical
purposes. Special aggregations will always be required for particular analyses.
For instance, for calculating financial ratios, the choice may be to separate the
universe of single-unit enterprises from that of multi-unit enterprises and to
handle them through special aggregations.

3.2.4 Geographical Classification

For regional analysis, the geographical location of economic activity is also of
interest. Geographical classifications define areas useful for economic analysis.
Geographical classifications may consist of different sets of geographical areas
that have hierarchical relationships (see Statistics Canada 1992 for an exam-
ple). An important set of areas is the hierarchy of local, regional, provincial,
or state administrative areas that have jurisdiction over the collection and dis-
position of funds available for economic development and support and over
the development of economic infrastructure and social programs. One set of
geographical areas can therefore be built up from areas defined by administra-
tive and political boundaries.

A different set of geographical areas is based on economic concepts such as
the urban core and the labor market. Sometimes called metropolitan areas,
these areas are delineated by first identifying the urban core, a group of the
lowest-level administrative areas of the geographical classification that have a
specified minimum population and population density. Adjacent areas are then
analyzed in terms of the location of the labor force’s dwellings and the pro-
portion of residents who commute to work in the urban core. A labor market
area, so delineated, reflects the commuting patterns of the labor force. The
required data usually come from a population census. Both social and eco-
nomic data can be classified to geographical areas for integrated analysis. (For
a discussion of the application of this concept, see Dubuisson 1983 and Nad-
wodny et al. 1990.) The concept of urban core and labor market area can be
widened to create wider economic areas encompassing the hinterlands that sup-
port the economies of the urban areas, or distinctions can be made between
urban and rural areas. Quite separately, ecological zones can be delineated for
the classification of pollutant emission by businesses for environmental statis-
tics.

The production of data classified by geographical location requires that the
statistical units on the register be coded to the areas of the geographical clas-
sification. Just as large enterprises are likely to encompass a wider range of
activities than their individual production units, so also large enterprises often
control production units located in different geographical areas. Whereas pro-
duction units can be coded to particular geographical areas and regions, it is
quite likely that enterprises cannot be geographically coded. As a consequence,
production statistics are produced for small areas, but financial statistics are
often produced only for the country as a whole. To compile production statis-
tics by industry for small areas, a ruling must be made as to the geographical
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location from which activities such as construction, transportation, and tele-
communications are carried out.

3.2.5 The Classification of Statistical Units

Classifications usually have hierarchical structures. They are generally de-
signed for use with a particular statistical unit. It is customary to code the
statistical unit to the lowest level of the classification and record the code on
the business register.

Survey programs take two basic forms. They may collect a few variables
from the whole population of businesses large and small. On the other hand,
they may collect a large array of data from the units belonging to specific
classes of the industrial classification or specific geographical areas. Classi-
fying the statistical unit facilitates the design of questionnaires targeted to col-
lect data from a particular industry group or for a particular geographical area.
In combination with size variables such as sales, assets, and employment, the
industrial classification enables the design of effective sampling strategies.

The hierarchical structures of classifications are useful in themselves. Each
level of a classification is designed to serve an analytical purpose, but the
hierarchy also serves another purpose. It enables the integration of statistics
produced from different surveys by providing a structure within which data can
be produced at higher levels, when the samples are inadequate to produce data
at the most detailed classification level.

Depending upon the definition of the classes of the industrial classification,
KAUs or establishments are assigned standard industrial classification (SIC)
codes based upon their activities, input structures, goods and services pro-
duced, or a combination of these attributes.

Ancillary units can be assigned their own geographical location, whatever
the choice of industrial classification. In particular, some countries treat the
head offices of large and complex businesses as separate units and assign them
to the industrial class of their main activity. Others assign them to one partic-
ular class of the industrial classification or create a ‘‘head office’’ class, and
yet others assign them to the main industry of the units they support.

The universe of units does not remain the same over time. Units are clas-
sified to an industry on the basis of their predominant activity. Units go out of
business, new units come into being, and the predominant activity of units
change. Because the activity of an enterprise depends upon the activity of its
constituent production (and ancillary) units, mergers and acquisitions may not
affect the classification of the production units, but they affect the classification
of the enterprise (see Chapter 4).

A single KAU or establishment may undertake activities that are classified
in different industries. Unless the classification contains combined activity
classes, a unit with two economic activities is classified by its predominant
activity. In a subsequent time period, the relative composition of the unit’s
activities may change, causing a change in its predominant activity, which in
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turn requires a shift in its industrial classification. In these cases, it becomes
necessary to carry the date of the change on the register and to build in resis-
tance rules for data compilation. This is accomplished by setting up systems
through which the unit’s classification for compiling data can be kept the same
over the year during which subannual surveys occur, so that the classification
of the unit remains the same for subannual and annual surveys covering the
same variables. Resistance rules may also be required to reduce spurious fluc-
tuations over time in annual reference period statistics. Resistance rules specify
the conditions under which the industrial classification of a unit is unchanged,
even though its predominant activity changes.

3.3 CLASSIFICATION REVISION

The characteristics on which industrial and geographical systems are based
change over time. Classifications have to be revised at periodic intervals to
remain relevant and analytically useful. After a revision, intertemporal statis-
tical comparison is facilitated if the codes of both the old and the new classi-
fication are carried on the business register, making it possible to link data for
units coded to the old classification with data for units classified to the new
classification. (This subject is discussed in Chapter 7.)

3.3.1 Industrial Classifications

Industrial classifications are designed to reflect the structure of the economy,
the organization of production, and the analytical requirements of users. All
three change over time. New activities come into being, and existing activities
grow and decline. For industries for which commaodity output is a good proxy
for activities, homogeneity and size can be used for creation or for confirma-
tion of the classification’s validity. When homogeneity and size thresholds are
derived by an analysis of the output of establishments in a particular time
period, degradation of the homogeneity ratios and of economic significance
creates a need to revise the classification.

To reflect the structure of the economy and remain relevant, classifications
have to be revised at periodic intervals, with all the attendant problems of
maintaining the historical comparability of data series. It is customary to revise
industrial classifications every 10 years. New or emerging industries are rec-
ognized in the interim by subdividing data at the industry level.

A program of economic statistics requires the production of time-series data.
Classification revisions create the need to link data series based on different
classifications. Usually, even the lowest-level statistical units have principal
and secondary activities. Data comparisons, made after microdata for individ-
ual statistical units are aggregated into industry classes, are distorted by the
secondary activities buried with the principal activity in the industrial aggre-
gates.
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3.3.2 Geographical Classification

Changes in administrative boundaries make it necessary to update geographical
classifications periodically. The conceptual definition of types of economic
areas may remain unchanged, but economic growth and changes in the location
of industry may cause changes in the boundaries of geographical areas. When
a geographical classification is revised and the areas of which it is composed
change their boundaries, the production units of businesses must be recoded.

The periodicity of revision depends upon the frequency with which new data
become available. Information about changes in administrative boundaries may
be available annually, whereas population censuses may be the only source of
the place-of-work data needed to define labor market areas, making the rede-
finition of metropolitan areas dependent upon decennial censuses.

3.4 INTERNATIONAL COMPARABILITY OF INDUSTRIAL
STATISTICS

International comparability of industrial statistics requires use of the same sta-
tistical units and classifications. Provided that the same commodity classifi-
cation is used, the total output of two economies can be compared in the com-
modity dimension. However, a comparison of industrial structure,
performance, and productivity needs the full range of output, input, and value-
added data by industry. If two countries are not using a common industrial
classification, one country’s data must be converted to the other’s classifica-
tion. Even if the two countries use the same statistical unit and industrial clas-
sification, industrial comparability will be affected by the extent to which the
production units in these different countries have different principal and sec-
ondary activities reflected in their commodity mix of outputs.

To convert data to another industrial classification, one of two approaches
can be adopted: (1) output data aggregated by industry can be converted by
assigning commodity outputs to their principal producing industries and split-
ting industry inputs in the same proportions for assignment, or (2) each indi-
vidual statistical unit belonging to each industry can be classified to the other
classification. The second approach is preferable. However, after assignment,
the nature and composition of the outputs and inputs of the industries being
compared should be examined to understand the nature of the commodity mix
of outputs and the extent of secondary output in each country’s industrial sta-
tistics (see Ryten 1992). Use of an international commodity classification aids
in comparing commodity statistics and in analyzing the activity/commodity
composition of industrial statistics.

3.5 CONCLUDING REMARKS

An economic statistics program needs to define standard statistical units to
produce consistent and integrated statistics about the financial and production
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activities of businesses, large and small. To produce analytically useful indus-
trial data, the statistical units need to be classified to suitable industrial and
geographical classifications. Because classifications have to be revised from
time to time, the codes of the different vintages of the classifications need to
be carried for the register’s statistical units to facilitate intertemporal compar-
ability.

Common commodity classifications across countries aid in comparing com-
modity statistics. Until the same industrial classification is used across coun-
tries, carrying the codes of the international classification or of other national
classifications against the register units is desirable to facilitate the regrouping
or conversion of data and therefore their analysis.

REFERENCES

Dubuisson, R. (1983), Metropolitan Area Concepts in Canada and Selected Foreign
Countries, Geography Series Working Paper 4, Ottawa: Statistics Canada, Ge-
ography Division.

Nadwodny, R., H. Puderer, and R. Forstall (1990), ‘*‘Metropolitan Area Delineation:
A Canadian-U.S. Comparison,’’ paper presented at the Annual Meeting, Amer-
ican Population Association, Toronto, Canada.

Nijhowne, S., and G. Coté (1991), *‘Industrial Classifications: Widening the Frame-
work,”’ paper presented at the International Conference on the Classification of
Economic Activities, Williamsburg, VA.

Ryten, J. (1992), *‘Inter-Country Comparisons of Industry Statistics,’” paper presented
at the International Conference on the Classification of Economic Activities, Wil-
liamsburg, VA.

Statistical Office of the European Communities (1993), ‘‘General Industrial Classifi-
cation of Economic Activities within the European Communities’” (NACE), Rev.
1, unpublished document, Luxembourg: EUROSTAT.

Statistics Canada (1980), Standard Industrial Classification 1980, Ottawa: Minister of
Supply and Services, Canada.

Statistics Canada (1986), Canadian Standard Industrial Classification for Companies
and Enterprises 1980, Ottawa: Minister of Supply and Services, Canada.

Statistics Canada (1992), Standard Geographical Classification SGC 1991, Ottawa:
Minister of Industry, Science and Technology, Canada.

Statistics Canada (1995) International Round Table on Business Survey Frames, 1-5:
Selected Papers, Ottawa, Canada.

Struijs, P., and A. Willeboordse (1992), **‘Terminology, Definitions and Use of Sta-
tistical Units,’” paper presented at the 7th International Round Table on Business
Survey Frames, Copenhagen, Denmark.

U.N. Statistical Office (1990), Inrernational Standard Industrial Classification of all
Economic Activities—Revision 3 (ISIC Rev. 3), Series M, No. 4, Rev. 3 (Sales
No. E.90.XVII.11), New York: United Nations.

U.S. Office of Management and Budget (1993), ‘‘Issues Paper 1,”” Federal Register,
Vol. 58, No. 60, Part III, pp. 16991-17000.



CHAPTER FOUR

Changes in Populations of Statistical
Units

Peter Struijs and Ad Willeboordse'
Statistics Netherlands

When and how to record changes of statistical units is the source of many
intriguing problems for business registers. For example: How should births be
recognized? When should identification numbers be changed for statistical
units? How should the register track units? The way changes are recorded has
a large impact on statistical aggregates. This impact needs to be considered
before deciding how the register should deal with change.

In this chapter, we discuss the effect of changes of statistical units on ag-
gregates and the practical implications for register maintenance. The chapter
has the following objectives: (1) to define the types of changes of statistical
units in a systematic way, (2) to discuss business demography, and (3) to out-
line the impact on time series of changes in the business population. A basic
classification of changes is introduced which can be used for all types of sta-
tistical units. The classification is demonstrated for the kind-of-activity unit
(KAU). Establishment and enterprise changes are also briefly treated.

4.1 BUSINESS CHANGES AND STATISTICAL AGGREGATES:
AN ILLUSTRATION

The following example is used throughout the chapter to illustrate the varied
effects on estimation of a register’s treatment of business changes.

'"The authors thank Johan Lock of Statistics Netherlands for useful suggestions and comments.
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Suppose the theory Nijhowne presented in Chapter 3 is applied to create
annual statistics on the printing industry: Code 2221 of the international stan-
dard industrial classification (ISIC) of the U.N. Statistical Office (1990). The
statistics are based on KAUs with at least five employees. As Table 4.1 illus-
trates, the evolution of the industry can be roughly summarized as growth
followed by stabilization. This is the aggregate result of what has happened to
the individual units.

Consider the hypothetical case of Clear Printing Co. This independent book
printing company was started in 1989 by a former employee of another printing
company. After 2 years of strong growth, Clear Printing created a subsidiary
company for its transport activities. In 1992, Clear Printing and its transport
company merged with Freedom Publishing Co., the principal client of Clear
Printing, to form Freedom Printing and Publishing Co. (FPPC). All activities
were integrated, including record keeping. No separate accounting records were
maintained after the merger.

The history of Clear Printing is an example of what underlies the figures in
Table 4.1. The histories of the individual KAUs account for the net evolution
of the industry. Consider how Clear Printing might have been represented in
Table 4.1. In particular,

* What is the first year in which Clear Printing was included? Inclusion of
a business depends on when (or if) the register identifies that the business
exists and that it is large enough to include. The time of inclusion also
depends on whether businesses are counted immediately after they are
known to be large enough, or in the next year.

® Were the transport activities included in the table after the subsidiary was
split off into a separate company? This depends on how the KAU defi-
nition deals with economically integrated legal units. A principal task of
the register is to determine what (if any) statistical consequences should
be drawn from changes recorded in administrative data.

e What happened after the merger? Depending on its classification rules,
the register may classify FPPC in either the printing or the publishing
industry. FPPC may even be split into two statistical units. The register
may make the change immediately or in the next year.

Table 4.1 Printing Industry®: Fictitious Example

Characteristic 1990 1991 1992 1993
Number of KAUs 485 495 500 495
Number of Employees 5300 5400 5450 5500
Turnover (Sales in Millions) $530 $545 $560 $560

“Includes only KAUs with five or more employees.
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While accounting for the effect of business changes on estimated totals appears
clear-cut (i.e., a mere addition of individual data), this examination suggests
that the answer is not that simple.

The apparent pattern of growth followed by stabilization in the aggregate
data is also not as unambiguous as it may appear. Individual changes are gen-
erally smali compared to the aggregates, but can be large compared to aggre-
gate change, which is the difference between statistical aggregates (totals).
Aggregate change is sensitive to the register’s procedures for dealing with
changes at the unit level. Clear Printing is only one example of the many types
of changes taking place that can result in inclusion or exclusion of KAUs from
tabulations depending on decisions made by register staff.

Aggregate change statistics are somewhat subjective, because categorizing
business changes requires statistical decisions that may not be clear-cut. For
example, the printing industry may be in decline, or it could be doing better
than Table 4.1 shows. This much variation in the real-world changes under-
lying Table 4.1 may sound farfetched, but consider the following scenario. If
manufacturers tend to split off ancillary service activities, service industries
will appear to increase over time and the manufacturing industry will appear
to decline. Ironically, the core activities of manufacturing may be unchanged
or even increase.

Clearly, registers must establish a consistent way to deal with business
changes. To do so, register staff must identify the types of changes that occur
in businesses and then use this information to construct a standard classification
for business changes. Factors underlying changes in aggregates can then be
discemed. For instance, the contribution of each change class can be specified,
allowing conclusions such as; ‘‘Newborn KAUs were responsible for 10 per-
cent of turnover in 1991, while KAUs that were reclassified from other indus-
tries into the printing industry account for 5 percent.’’ In addition, businesses
that have changed in structure can be isolated, enabling study of the evolution
of units unaffected by change (other than growth or shrinkage).

The need for information on change is not restricted to understanding the
evolution of industries. Public attention also focuses on the number of births
and deaths, the employment generated by new businesses, the profitability of
mergers, the life expectancy of businesses, and related issues (Ryten 1992).
The demand for such data is not restricted to the KAU or the establishment.
Changes in ownership and composition of enterprises are well worth monitor-
ing. All these matters can be addressed only if the types of changes are well-
defined.

4.2 CHANGES CONCERNING INDIVIDUAL STATISTICAL
UNITS

What types of changes should be identified? We are concerned with changes
in statistical units that should be recorded in the register. To do this, we must
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know which administrative changes are statistically relevant and which are not.
This distinction is mainly derived from the definition of the statistical unit (see
Chapter 3). Changes identified at the level of the statistical unit clarify how
populations, as provided by the register, are related in time. Relevant in their
own right for business demography, these changes also specify the contribution
of each change class to differences in statistical aggregates over time.

The comparison of the population of statistical units at different moments is
the first step in deriving change categories (Struijs and Willeboordse 1995).
For example, if we compare populations of statistical units on January 1 of
1992 and 1993, we may find that a number of old units are missing and that
new units have appeared. Have the old units really disappeared, and are the
new ones truly new? Did the other units really remain the same? Determining
which units the two populations have in common is important. Moreover, a
unit from one population may have links with several units of the other, as
when statistical units merge.

When comparing units from different populations, two criteria, then, must
be taken into account: (1) the number of related units in the old and new pop-
ulations and (2) the continuation of the identity of the units involved. Other
criteria may be statistically relevant, depending on the type of statistical unit
being compared (e.g., establishment or enterprise). However, these two fac-
tors apply to all types of statistical units and to all unit definitions. In combi-
nation, the two criteria define the mutually exclusive change classes shown in
Table 4.2.

The first category of Table 4.2 is the simplest; one unit in 1992 is related
to one unit in 1993, and it is considered to have the same identity. This does
not mean that it is the same in all possible respects, but that it is predominantly
the same. For instance, the industrial code could have changed into a related
one, or the size class may have changed. An important reason to identify these
changes of characteristics is that such changes can result in the inclusion or

Table 4.2 Basic Classification of Changes: Classes and Defining Criteria

Change Class Number of Units Involved” Identity Continued
1. Change of Characteristic 1:1 Yes
2. Change of Existence

1. Birth 0:1 No

2. Death 1:0 No

3. Change of Structure
1. Concentration

1. Merger x:1 No
2. Takeover x:1 Yes
2. Deconcentration
1. Break-Up l:y No
2. Split-Off l:y Yes
3. Restructuring Xy Yes or No

“Number of units before and after the change: x > 1,y > 1.
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exclusion of the unit from specific statistics. In the printing industry example,
which is based on KAUs with at least five employees, the growth of Clear
Printing leads to its inclusion in the tabulations from a specific date.

Changes of existence involve units that are not related to any unit of the
population to which they are being compared. Consequently, there is no con-
tinuity of identity. This class includes two subclasses: (1) units of the 1993
population that are new in all respects and (2) units of the 1992 population
whose operations have ceased altogether and are not continued in other units.
These subclasses are referred to throughout this paper as births and deaths,
respectively.

In other context, births as defined here might be referred to as *‘pure births’
or ‘‘Greenfield births’’ to distinguish them from other uses of the term. For
example, a register manager is likely to refer to any unit with a new identifi-
cation number as a ‘‘birth.”’ A survey statistician may use the term ‘‘birth”’
for all units that are new with respect to a particular sampling stratum or sta-
tistical population. In this chapter, units that are new to a particular statistical
population are referred to as the inflow. Similar comments apply to use of the
term ‘‘death.’” The departure of units from the population of a statistic is re-
ferred to here as outflow.

Changes of structure involve more than one unit from the population in
1992 or 1993. Three variations can occur: (1) One unit changes into more than
one unit, (2) two or more units change into one unit, or (3) two or more units
change into two or more units. (An example of the second type of change in
structure is the emergence of Freedom Printing and Publishing.) The three
situations can be referred to as deconcentration, concentration, and restruc-
turing, respectively.

Deconcentration and concentration are subdivided to reflect the effect of the
change on the unit’s identity. During deconcentration, a unit either breaks up
without any one unit retaining the identity of the original unit, or one or more
units split off from a unit, which is generally larger and retains its identity.
These two subclasses are referred to as break-ups and split-offs, respectively.
The situation is reversed in the case of concentration. The unit emerging from
concentration may or may not be essentially the same as one of the units before
the change. Units either merge and lose identity or one unit takes over one or
more units, which are generally smaller. These two subclasses are referred to
as mergers and takeovers, respectively. Restructuring is the most complex
change that takes place. It serves as a ‘‘not elsewhere classified’” (nec)
class.

Each combination of the two classifying criteria (number of units involved
and continuation of identity) leads to one specific class, and therefore the classes
are mutually exclusive. For instance, if the size class of a unit changes because
of a takeover, the change is not classified as a change of characteristic, as this
is still a many-to-one situation. In the same vein, a merger is not considered
to be the sum of a number of deaths plus one birth. As previously noted, the
terms ‘‘birth’’ and ‘*death’’ are reserved for essentially new or vanished units.
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The change classes are not only mutually exclusive, but they cover all pos-
sible cases. Thus, they meet the two basic requirements of classifications. One
possible category has been omitted—namely, the one-to-one situation with loss
of identity. For example, if a business ceases all its operations and sells its
office building to an entirely new business, the old and the new business can
be linked. However, the identity of the old business is not continued in the
new business. For most purposes, this situation need not be distinguished from
the event of a death followed by a birth. As a rule, one can do without the
one-to-one, with-loss-of-identity category when explaining the relationship be-
tween subsequent populations. If needed, a subdivision of the categories of
birth and death (birth related to death, and vice versa) can serve as an alter-
native to this class.

When applying the basic classification of changes to specific types of sta-
tistical units, such as the KAU or the establishment, the two criteria have to
be worked out. That is, register management must specify (1) how the number
of units involved in a change is to be determined and (2) how to decide whether
two units are predominantly the same. The latter is far from trivial and involves
a value judgment about what factors contribute to the identity of a unit and to
what extent. Is the name of a business essential? Or is ownership, machinery,
or location more important in establishing identity? The answers depend on
the statistical unit in question, which in turn depends on the economic process
being described.

4.2.1 Changes in Kind-of-Activity Units

The basic classification of changes can be applied to all types of statistical
units. We illustrate its application for the KAU in this section. Again, changes
are based on comparing the population of units at different moments in time.
The two criteria of the basic classification are established first. Then the clas-
sification of changes is extended with subcategories relevant to KAUSs. Finally,
two important aspects of applying the classification of changes to KAUs are
discussed: (1) the availability of information on changes and (2) the determi-
nation of the date at which a change took place.

The application of the basic classification to changes of KAUs depends on
the definition of the KAU and the role it plays in a country’s statistical system.
As explained in Chapter 3, the KAU is used for statistics on the production
process. In its role as the unit where goods and services are produced, the
KAU is a combination of production factors. We use this fact in examining
the two criteria for classifying changes.

Units Involved in a Change

The first question is, ‘“Which KAUs are involved in a change?’’ That is,
““Which units of the old population (again, say on January 1, 1992) are con-
sidered to be related to which units of the new population of January 1, 19937’
This information can be derived from what happened to the production factors.
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If a KAU of the 1992 population has one or more production factors partly or
entirely in common with a KAU of the 1993 population, then these units are
considered to be related. However, to avoid unnecessary complexity, unim-
portant links are ignored. For a link to be disregarded, it must be insubstantial
compared to the production factors of the KAU before the change and the KAU
after the change.

As an example, the emergence of FPPC has been charted in Figure 4.1.
Here, we assume that Clear Printing includes the transport activities. The
blocks show how the legal units are assumed to relate to statistical units. (Iden-
tification of the statistical units always takes place before changes can be clas-
sified, of course. Because statistical units are the subject of Chapter 3, the unit
structure in this example has been kept simple.) FPPC is a KAU, because its
operations are integrated and accounting records are only available for FPPC
as a whole. The figure also shows the production factors of the KAUs, and it
includes all KAUs existing on January 1 of 1992 or 1993 that are related through
production factors partly or entirely shared. Lines that do not connect KAUs
(i.e., that start or end in the void) denote production factors that are new in
1993 or that are not used by any KAU after 1992.

Extra Printing Co. has been included in the figure because it has a connec-
tion with FPPC. One of its employees joined FPPC, so there is a link between
Extra Printing and FPPC in terms of production factors. Obviously, this link
is insubstantial. From the point of view of Extra Printing and FPPC, it involves
only part of one of the production factors, and this part is small. Thus, this
link should be ignored. In terms of the classification of changes, only Clear
Printing, Freedom Publishing, and FPPC should be considered as related, re-
sulting in a two-to-one situation. What happened to Extra Printing is thereby
reduced to a one-to-one situation.

Identity

Continuation of identity, the second criterion of the classification of changes,
can also be defined using production factors. However, the comparison is not
between the individual production factors, but the factors in combination. Be-
cause it is the combined factors that make a KAU unique, the identity of a
KAU depends on the degree to which the same combination of production
factors occurs before and after the change. Any situation is possible, from
sameness in all respects to no similarity at all. In between, the production
factors that are retained have to be evaluated to decide if identity has continued
in spite of the change. Identity is maintained if the continued production factors
are important, relative to the old and new KAU.

Applied to Figure 4.1, this means that the production factors of Clear Print-
ing and Freedom Publishing are compared to those of FPPC. The production
factors of the two units existing in January 1992 are almost entirely embodied
in FPPC. Even the management of Clear Printing and Freedom Publishing
merged. Evidently, FPPC is essentially different from each of the earlier two
KAUs. The situation can be characterized as two-to-one without continuation
of identity, and the change is a merger.
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Figure 4.1 The emergence of FPPC.
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The example is clear-cut, but one can imagine a situation in which Clear
Printing is much bigger than Freedom Publishing, the management of Clear
Printing becomes the management of FPPC, and the production factors of
FPPC are largely the same as those of Clear Printing. Then, a takeover would
have taken place rather than a merger. As to Extra Printing, this KAU has
retained its identity. It either has experienced no change, in terms of the clas-
sification of changes, or has experienced a change of characteristic. If the link
between Extra Printing and FPPC had been more substantial, all three KAUs
would have been regarded as part of a restructuring (Category 3.3 in Tabie
4.2).

To decide on the degree of continuation of the combined production factors
of a KAU, the factors need to be quantified and weighed. This is necessary,
for instance, when the choice between merger and takeover is not as obvious
as in the example. The simplest approach is to select one factor that can be
quantified easily, such as number of employees, and to assume continuity of
the KAU if that factor is continued for, say, more than 60 percent. Thus, if
more than 60 percent of the employees of Clear Printing went to work for
FPPC and if more than 60 percent of the employees of FPPC had previously
worked for Clear Printing, the change would be considered a takeover of Free-
dom Publishing by Clear Printing. If less than 60 percent of the employees of
FPPC had worked for Clear Printing, it would be considered a merger.

Other production factors also need to be quantified and weighed. Ideally,
one should let the relative importance of production factors depend on the
economic activity and size of the KAU. For agriculture, land is obviously
important for unit continuity. As another example, a change of management
in a small service KAU has more impact on identity than does a management
change in a large manufacturing KAU. Because the economic activity of a
KAU is closely related to its production factors, comparing economic activities
of KAUs assists in judging unit continuity.

Some changes of characteristics are not conceptually possible because they
imply loss of identity. An activity change from printing (ISIC 2221) to book-
binding (ISIC 2222) does not imply discontinuity, but a hypothetical change
from printing to manufacturing coke oven products (ISIC 2310) does. In the
latter case, a death and a birth must have occurred. The practical rules for
deciding the continuation of identity can include a list of ‘‘allowed’’ activity
changes. For example, only activity changes within an industry (say, ISIC
two-digit level) and changes from one industry to a vertically related one (e.g.,
from wholesale of food to retail sale of food) could be allowed.

So far it has been assumed that only production factors are relevant to the
criterion of identity. However, the identity of a unit depends not only on its
constituent parts, but also on its position relative to others, in particular its
clients. A change of customers, for instance, is an indication for discontinuity.
For a KAU with a single location, a change of location may affect its identity,
as the location is important in relation to the KAU’s market. A restaurant mov-
ing over a long distance can hardly be considered the same restaurant; it must
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start from scratch to win customers in the new environment. A KAU’s rela-
tionship to its environment is also indicated by trade name (whether or not it
presents itself as the same as before) and ownership.

Let us now return to the first criterion, the number of units involved. We
have not been explicit about when the links between KAUs are sufficiently
insubstantial that they can be ignored. This involves the same kind of evalu-
ation of significance of production factors as was needed to determine contin-
uation of identity. A threshold in terms of production factors has to be estab-
lished for taking links into account. Such a threshold would prevent linking
Extra Printing and FPPC based upon the movement of one employee. The
threshold would be relative to the KAUs concerned rather than absolute. We
do not derive such a threshold here, as in practice the need for it is limited. In
most cases the less substantial links are not known. In any case, the reasoning
would follow the same lines as for the continuation of identity.

Subcategories of Change

An obvious subdivision of the basic classification of changes is one based upon
the characteristics that can change. The main characteristics of a KAU are size
class and kind of economic activity. These are the characteristics used to define
statistical populations, such as the hypothetical printing population shown in
Table 4.1. To link subsequent populations, changes in these defining charac-
teristics should be distinguished in classifying changes.

Apart from changes in the characteristics used in defining populations,
changes in other characteristics such as ownership or trade name can be dis-
tinguished. These distinctions are useful, because such changes indicate that,
although the identity of a KAU is essentially preserved, the KAU is no longer
the same in all respects. Information about such characteristics may help al-
leviate the arbitrariness inherent in the choice between continuity and loss of
identity.

Other useful subdivisions depend on the criteria used in defining the KAU.
As explained in Chapter 3, several elements play a role in defining the KAU,
of which independence, homogeneity of activity, and availability of accounts
are the most frequently applied. When independence (i.e., autonomy of deci-
sion-making with respect to the production process) is the only criterion,
changes in independence will correspond to changes in the basic classification,
and no subdivisions are needed. For instance, in the basic classification, the
amalgamation of two similar autonomous units into one autonomous unit is a
merger. A subdivision entitled ‘‘merger because of loss of autonomy’’ is un-
necessary because that occurs by definition when independence is the only
criterion.

However, when there are other defining criteria, changes resulting from the
different criteria should be tracked. For instance, if homogeneity is a defining
criterion, a KAU can be split if a secondary activity surpasses a certain thresh-
old. Similarly, if availability of accounts is a defining factor, the mere intro-
duction of a new accounting system in a business can lead to splitting KAUs.
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Of course, reverse cases also exist. Such changes should be distinguished from
instances in which an economic decision-making unit is split into two or more
such units (and the other way round). Subcategories in the classification of
changes like ‘‘split-off for reasons of homogeneity’’ would allow this distinc-
tion.

Information Requirements

In practice, statistical changes can be established only after receiving signals
that something has changed. Apart from feedback from statistical surveys based
on the register, such signals typically come from the administrative sources
feeding the register. As mentioned earlier, administrative information cannot
be interpreted a priori as relevant statistical information. After establishing the
statistical units involved, the kind of change and the date of occurrence (the
date on which the change took place in reality) have to be determined.

The usefulness of administrative information depends on the statistical in-
formation required and the contents and quality of the administrative sources.
In principle, complete information on production factors is needed to establish
the kind of change; in practice, operational procedures dictate the amount of
information needed. Continuity can be established in a simple or in a sophis-
ticated manner, using rules of thumb or complicated weighing schemes. Much
information is needed in any case to identify the statistical units.

The example of the transport company split off from Clear Printing illus-
trates this process. Upon receiving a signal that the transport company has been
created, the register first checks the KAUs involved. It may then decide that
Clear Printing and the transport company together form a single KAU, because
together they are still a single economic unit fulfilling the definition of the
statistical unit. Thus, the administrative registration of the transport company
does not have any statistical effect. The example also shows that the identifi-
cation of units and classification of changes go together as they are usually
based on the same information.

Apart from the kind of change, determination must be made of the date the
change occurred, or at least the first period in which the change is to be re-
flected in statistical output. This date may differ from the date of the admin-
istrative change, as administrative registration can be premature or delayed. In
theory, the moment of change is derived from the classification rules (for
changes of characteristics) or from the definition of the KAU itself (for other
changes). For instance, the date at which a KAU was born is equivalent to the
date that the KAU criteria were met.

However, changes often stretch over periods of time rather than occurring
in an instant. A birth, for instance, may take some time. Between the initial
idea to start a business and the actual delivery of products, the business may
develop a business plan, secure financial backing, rent offices, obtain machin-
ery, hire staff, and so forth. If the KAU’s definition requires being engaged in
market transactions, the birth will only be recognized after the startup period.
If the definition merely states that production factors must be engaged (building
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rented, employees contracted, etc.), the birth will take place earlier. In prac-
tice, the register may decide to use the moment at which major financial com-
mitments are made, the moment of no return, as the birth date. Then statistical
coverage of initial investments is secured.

4.2.2 Changes in Establishments and Enterprises

The basic classification of changes can also be applied to the two other types
of statistical units mentioned in Chapter 3—that is, the establishment and the
enterprise. Experience in applying change classifications for these units is lim-
ited (worldwide). We address the main aspects.

Establishment Changes

As with KAUs, the application of the classification of changes to other types
of statistical units depends on the unit’s definition and the role the unit plays
in a country’s statistical system. The establishment is used for the statistical
description of (certain aspects of) the production process, as is the KAU. A
classification of establishment changes is therefore similar to the classification
discussed for KAUs. However, there are notable differences.

Geographical location, as explained in Chapter 3, is an important defining
criterion for the establishment. Location also affects the way to apply the cri-
terion of continuation of identity in classifying changes and may even alter the
judgment of which units are involved in a change. Hence, a comparison of the
locations of establishments plays a major role in classifying change. In addi-
tion, the region where an establishment is located is an important characteristic
as it is used in defining statistical populations.

In some statistical systems, the establishment is used as a proxy for eco-
nomic decision-making units such as the KAU. However, when an establish-
ment involved in a change is not autonomous, does not have market sales, or
does not have complete accounting records, it fails as a proxy for a KAU, and
in this instance application of the classification of changes would also fail as
a proxy for KAU changes. For example, if two establishments that equate to
two separate KAUs merge into one KAU consisting of two establishments, no
change will have occurred to the establishments. If FPPC consisted of two
establishments, corresponding to the former Clear Printing and Freedom Pub-
lishing, the merger would not have been reflected in establishment statistics.

Enterprise Changes
As explained in Chapter 3, the enterprise is the unit used for statistics on fi-
nancial processes; it consists of one or more KAUs. Control over the enter-
prise’s operations is crucial to the financial role of an enterprise. Therefore,
decisions regarding which enterprises are involved in changes, and the deter-
mination of unit continuation must take control into account.

Generally, control is linked with ownership and is exercised through the
board of directors of the business. Consequently, continuity of control depends
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on continuity of shareholding of the apex (the parent or holding company) of
the enterprise. If an enterprise gets a new parent company from outside the
enterprise, continuity of control is lost. In other situations, it may be hard to
trace the controlling interest especially if it is dispersed. One solution is to
identify changes of controlling interest by means of a characteristic that indi-
cates when there is continuation of control. Then control itself would cease to
be an explicit criterion for continuity.

In deciding about continuity of enterprises involved in a change, what hap-
pens to the enterprise’s KAUs is important, because the KAUs generate the
return on assets. Thus KAU continuation may be needed to guarantee the con-
tinuation of the financial role of the owner enterprise. Another reason to con-
sider continuity of KAUs is that decisions about allocation of production ca-
pacity (i.e., decisions on which KAUs exist) are made at the enterprise level.
Using continuity of KAUs as a criterion for continuity of enterprises implies
that the size of continued KAUs and parts of KAUs have to be measured and
weighed. Collins (1991) developed a method for measuring the continuity of
enterprises.

The classification categories for enterprise changes can be subdivided. The
most important subdivision concerns changes of characteristics, particularly
those characteristics that define populations of enterprises for statistics. Ex-
amples are changes in activity or institutional sector and size (in terms of em-
ployment or a financial measure such as total net assets). Detecting changes in
ties with foreign units is also helpful, as the enterprise may be part of an in-
ternational group with the apex inside the country or abroad.

4.3 AGGREGATE CHANGES: BUSINESS DEMOGRAPHY

The economic structure of a country and the changes therein can be described
at the microlevel in terms of individual statistical units, characteristics of these
units, and changes in these statistical units. Information about the structure
and evolution of populations of units is obtained by aggregation. For instance,
annual statistics might be compiled in which units are tabulated according to
characteristics such as establishments by region or KAUs by kind of economic
activity and size class. Another example is to aggregate for a specific change
class and produce statistics on the number of births of KAUs by kind of eco-
nomic activity.

These examples belong to the domain of business demography, the statis-
tical description of a population of units and changes therein. Obviously, the
classification of changes is important for business demography. It allows sys-
tematic reports on changes, and, more importantly, tables can be connected
that refer to different time periods. This function is more demanding than
merely reporting on categories of change.

Populations of statistical units can be defined by specifying the type of unit,
the selection values for characteristics, and the time period in question. An



78 CHANGES IN POPULATIONS OF STATISTICAL UNITS

example is the number of KAUs with at least five persons employed on January
1, 1992 in the printing industry (ISIC 2221) to which Clear Printing belonged.
Using the classification of changes, this population can be linked to the one
on January 1, 1993. Table 4.3 shows how this can be done.

The only changes of characteristics included in the table are those affecting
the number of population units. For instance, changes in economic activity
within the printing industry have been ignored. No change affected both char-
acteristics; otherwise a line would have been inserted to indicate the combined
change. Because the population has a lower size cutoff, crossing the threshold
is a major cause of inflow and outflow. The number of births (and, to a lesser
degree, deaths) is generally low for cutoff statistics. A large business size from
the start is uncommon, except when it results from a change of structure.

A possible effect of changes of structure is illustrated by the FPPC case.
Suppose FPPC is a KAU to be classified in ISIC 221 (publishing whether or
not connected with printing). Neither Clear Printing nor its successor belongs
to the 1993 population of the printing industry, which is reflected in Table 4.3
in the outflow column. In general, as a consequence of new values of char-
acteristics, changes of structure may result in an inflow, an outflow, or a com-
bination of inflow and outflow. The units remaining from a break-up, for in-
stance, might stay in the industry but leave the population because of their
smaller sizes. But even changes of structure that occur entirely ‘‘inside’’ the
population affect the number of units in most cases.

Table 4.3 Business Demographic Change in the Printing Industry® in 1992-
1993: Fictitious Example

Category Inflow Outflow
Number of KAUs, January 1, 1992 500 —
Change of Characteristic
Change of Economic Activity 2 2
Change of Size (Employment) 33 28
Change of Existence
Birth 0 —
Death — 5

Change of Structure
Concentration
Merger
Takeover
Deconcentration
Break-Up
Split-Off
Restructuring
Gross Demographic Change
Number of KAUs, January 1, 1993

SO PO O——

| &
F-S
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(¥

“Includes only KAUs with five or more employees.
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If a change causes both inflow and outfiow, the table contains either the net
or the gross change. Gross change records the total number of population units
involved in a particular type of change. Net change balances inflow and out-
flow for each category of change. Gross figures are more informative; the total
number of changes of structure (mergers for example) cannot be derived from
the net figures. If a unit classified in the printing industry merges with a unit
from outside this industry, and the emerging unit is classified in the printing
industry, net figures for the printing industry would not reflect any change at
all. As we shall see later, gross figures also facilitate relating statistical aggre-
gates based on different populations.

Thus, relating populations that refer to different time periods involves more
than classifying changes and counting them. For instance, a merger implies
(1) an outflow of at least two units from one or more populations and (2) an
inflow of one unit into a later population. To relate populations, one has to
specify the populations to which the units belong.

Comparing Table 4.3 to other business demographic tables, two situations
are worth examining:

¢ The time periods compared are the same for the tables.

® The time periods compared are different, but apart from the dimension of
time, the populations of the tables are the same.

An example of the first situation is a set of business demographic tables on
different industries, such as the printing and the publishing industries; each
table compares the situation on January 1, 1992 to January 1, 1993. If the
tables are constructed like Table 4.3 and the numbers are gross, the tables are
additive. However, when adding the figures, we might adjust for activity
changes from printing to publishing, and vice versa. This amounts to compil-
ing a consolidated table. Although the numbers involved may be small, the
classes of origin of incoming units and destination of outgoing units may be
specified for activity changes.

In fact, relating populations requires that a decision be made for each char-
acteristic about the level of the classification where changes are to be identi-
fied. For example, changes of activity at the four-digit level of ISIC may be
recognized. This could be the same level used for stratification. By choosing
a standard level, confusion can be avoided.

An example of the second situation is an annual statistic as compared to a
monthly statistic for the same industry. Relating such statistics is complicated
because short-term changes do not always add up to the long-term changes. If
only annual populations are compared, a birth is not measured if the unit dies
within the same year. The same remark applies to subsequent structural changes
within a year. One approach might be to define accumulated changes (e.g.,
*“split-off followed by death’’), but this may not be practical. Solutions to the
problem of relating short-term and long-term statistics depend heavily on how
changes are detected and recorded in the register.
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Apart from specifying the relationship between populations as in Table 4.3,
the categories of change can be used for statistics on the categories themselves.
For instance, there is substantial demand for information on births and deaths.
The number of births, as well as most other categories of change, can be es-
tablished by checking signals received from administrative sources feeding the
register. However, the signals received are generally insufficient to derive the
number of deaths. Many administrative registers do not accurately record
deaths, because the units do not report properly. In such situations, statistics
on deaths can only be made by means of register samples or censuses.

4.4 AGGREGATE CHANGES: TIME SERIES

Business demographic information is very useful in itself, but its value is in-
creased considerably if related to information on economic variables, such as
output of production, number of employees, or value added. Conversely, data
on variables can gain substantially from being linked to business demographic
information. It may be interesting to know, for instance, that during 1992
employment increased from 5450 to 5500 in the printing industry (KAUs with
at least five persons employed in ISIC 2221), but it would deepen the insight
to know the demographic background, as illustrated in Table 4.4,

What does Table 4.4 show? First of all, it reveals that those KAUSs that have
not changed in terms of the classification of changes during 1992 experienced

Table 4.4 Employment in the Printing Industry” by Category of Business
Demographic Change in 1992-1993: Fictitious Example

Employees

Category KAUs January 1, 1992 January 1, 1993
Situation on January 1, 1992 500 5450 —
Outflow

Change of Economic Activity 2 15 —

Change of Size 28 180 —

Death 5 30 —

Change of Structure 10 125 —
No Demographic Change 455 5100 5050
Inflow

Change of Economic Activity 2 — 215

Change of Size 33 — 195

Birth 0 — 0

Change of Structure 5 — 40
Situation on January 1, 1993 495 — 5500

“Includes only KAUs with five or more employees.
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a decline in employment. This is quite different from the overall change in the
industry. Another remarkable fact is that the effect of activity changes on em-
ployment overshadows the overall change. The same goes for changes of struc-
ture. Such facts cast doubt on the significance of information on net change
alone. They demonstrate that business demographic information can provide a
perspective that is essential for balanced judgment of overall change.

However, even if business demographic information is supplied, the inter-
pretation of a time series like that of Table 4.4 is not straightforward. It is not
always obvious how statistical data relate to economic reality. For instance,
the formation of FPPC had a remarkable statistical consequence; the flourish-
ing Clear Printing left the population of the printing industry. Perhaps the fact
that its printing business went so well induced the merger, causing the depar-
ture from the printing industry.

The example of FPPC also illustrates the consequences for time series of
the conceptual difference between the printing industry (i.e., all KAUs clas-
sified in ISIC 2221) and the printing activity in the economy as a whole. The
production capacity of Clear Printing is not counted in the 1993 printing in-
dustry, because the industry in which FPPC is classified includes publishing
connected with printing. Moreover, there are other industries that contain
printing activities as secondary (and of course ancillary) activities, and the
printing industry also includes secondary activities. Such aspects of classifi-
cation systems have to be taken into account when interpreting time series.

The interpretation complexities inherent to classification systems are mag-
nified when dealing with change. Heterogeneity may be intrinsic to a classifi-
cation system, but changes occurring to statistical units that affect the hetero-
geneity of industries complicate the interpretation of time series.

Also complicating the interpretation of time series is the fact that most
changes stretch over a period of time. The changes of economic activity that
had such an impact on total employment in the printing industry example could
have been the result of steady, relative growth as secondary activities became
principal activities. Moreover, units can be on a balance point between indus-
tries for quite some time. In such cases the changes of activity are not instan-
taneous, and the timing of reclassification is somewhat arbitrary.

Finally, the interpretation of time series depends on the quality of the reg-
ister information, in the sense that changes in aggregates can be the result of
delayed updates or corrections. Business registers are never complete and never
entirely up-to-date, and they inevitably contain errors. This is due to differ-
ences between administrative data and economic reality, incompleteness of
administrative sources, and time lags in data processing. Our knowledge of
reality is volatile; what we know or think we know about the situation today
may need to be corrected or supplemented tomorrow.

Fortunately, there are several options for enhancing the interpretation of
time series. The statistician can:

¢ provide the business demographic background of statistical aggregates;



82 CHANGES IN POPULATIONS OF STATISTICAL UNITS

¢ provide information on changes in homogeneity ratios, which are mea-
sures of the specialization and coverage of industries;

* apply classification resistance rules; and
¢ provide information on corrections and delayed changes.

We have demonstrated the importance of the first measure, providing infor-
mation on the contribution of change classes to aggregate change. If the de-
scribed population has an artificial boundary, such as the lower size cutoff in
the example, it is particularly important to provide business demographic in-
formation, to give an idea of the consequences of the boundary. However, the
provision of such information is subject to practical limitations. For instance,
when aggregates are based on samples, infrequent changes cannot be estimated
accurately.

If not hampered by accuracy problems, specification of changes of relatively
rare occurrence can be worthwhile, because such changes can have a decisive
influence on net figures. This was the case for the changes of structure shown
in Table 4.4. However, publication of such changes may not be possible be-
cause of the risk of disclosure of individual business information. Neverthe-
less, statisticians need this information for their own assessment of changes in
statistical outcomes. The staff compiling statistics about the population to which
FPPC belongs have to know that FPPC is the successor of both Clear Printing
and Freedom Publishing so that the microlevel data can be compared.

The second measure, the provision of information on homogeneity ratios,
sheds some light on the composition of production capacity and the changes
therein. For instance, if a unit obtains a secondary activity because of a take-
over, this affects the homogeneity ratios. However, homogeneity ratios can
also change without business demographic changes taking place. For a proper
understanding of time series, it is necessary to know how the homogeneity of
industries depends on the classification system and the definition of statistical
units (Struijs 1991).

The third measure, the application of classification resistance rules, reduces
the arbitrariness of reclassification for units that are balanced between classes.
For industrial classifications, these rules stipulate that reclassification is only
carried out if the change of principal activity is not likely to reverse. This may
only become evident after some time. It implies a deviation from the correct,
instantaneous classification, but can be justified by the inevitable uncerntainty
of timing.

The fourth measure, the provision of information on corrections and delayed
changes, can take several forms. In terms of data accuracy, the most satisfying
approach is to regard all statistical information as provisional and to keep pub-
lishing revised data forever. This is not practical, of course, although one or
two data revisions may be feasible. Regardless, changes in statistical aggre-
gates that do not correspond to ‘‘real’’ economic changes should be specified
in text or notes. This poses a severe but essential requirement that registers
track whether recorded changes are corrections or delayed changes.



REFERENCES 83

Finally, the measures are not complete without a classification revision pol-
icy and a general strategy for changes in methods. Statistical measurement
instruments—classifications and definitions—need periodic revision due to
structural economic changes, new information needs, and new methodological
insights. However, such revisions may severely hamper the interpretation of
time series as discussed in Chapter 7.

4.5 CONCLUDING REMARKS

The application of the methods described in this chapter depends upon the
specifics of the statistical system involved, including the definitions of statis-
tical units used, the classification systems applied, the statistical program and
its objectives, available resources, and business register practices. Moreover,
these different aspects of a statistical system cannot be dealt with in isolation.
Unit definitions affect the contents of classifications; both influence the method
to deal with changes. Homogeneity ratios are relevant in the context of clas-
sification design as well as change, and so forth. In summary, all the statistical
information published by a statistical agency should be subject to coordinated
definitions and rules of application.

Uniform rules for the definition of statistical populations also assist in co-
ordinating aggregate data. In particular, the methods of dealing with changes
in statistical aggregates should be coordinated to obtain a consistent and real-
istic picture of economic changes. For example, if a reclassification takes place,
statistical outputs should assimilate that change in a coordinated fashion, es-
pecially if they apply to the same reference period but are based on populations
drawn from the register at different dates.

The methods described in this chapter have important implications for busi-
ness register practice. Application of these methods is only possible if the
register provides the necessary facilities. In particular, the register has to link
the units involved in each change, determine the category of each change, and
identify the date (or at least period) of occurrence. Specification of corrections
and delayed changes is also quite involved. The next chapter indicates the
extent to which these statistical objectives may be realized in practice.
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CHAPTER FIVE

Maintenance of Business Registers

David Archer
Statistics New Zealand

The uses of a statistical agency makes of its business register shape its mainte-
nance priorities. The register’s core function is to provide survey frames effi-
ciently and with measurable reliability. Additional uses include producing
register-based statistics, monitoring and managing respondent burden, and
serving as a source of commercial revenue. Because register maintenance is
costly in person time and money, it is essential that register objectives be clearly
understood and that maintenance activities focus on these objectives. Mainte-
nance sources need to be carefully selected, emphasizing those that (1) provide
information on all register units and (2) allow the register manager to influence
the quality of received information. Use of too many maintenance sources can
lead to disparate levels of quality and duplication.

Maintenance strategies involve merging information obtained from admin-
istrative records, membership lists, survey feedback, and the news media.
Priorities are assigned that balance the often competing demands placed on the
register by survey staff, producers of register-based statistics, and respondent
burden managers. These demands include the need for (1) timely, accurate,
and comprehensive information on births; (2) consistent updating of contact
and classification data for existing units; (3) timely and complete identification
of deaths; and (4) maintenance of structural information linking units. The vital
role of a business register within a statistical agency means that it must also
include quality control mechanisms to meet users’ needs. The register’s source
data, input and classification processes, and output must be continually evai-
uated and matched against the objectives.

Business Survey Methods, Edited by Cox, Binder, Chinnappa, Christianson, Colledge, Kott.
ISBN 0-471-59852-6 © 1995 John Wiley & Sons, Inc.
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5.1 REGISTER USES AND REQUIREMENTS

A business register is a multiple-use statistical tool. It forms the hub of a sta-
tistical agency’s business statistics program and has a wide variety of uses,
including (1) supporting survey design, operation, and management; (2) mon-
itoring respondent burden; (3) producing statistics and customized analyses;
(4) generating lists for sale outside the agency; and (5) storing historical in-
formation.

The register’s core use is for sample design and survey operations. In this
respect its basic objectives are to identify (1) new units (enterprises and estab-
lishments); (2) contact data (name, address, etc.) and changes in these data;
(3) deaths of units; (4) ownership links between units; and (5) changes in char-
acteristics such as ownership, industrial activity, geographical location, and
size. Just as a survey has a defined target population, a register has a population
of units that should be included. This population covers, and often exceeds,
the union of the target populations of the individual surveys to which the reg-
ister provides frames.

5.1.1 Survey Operations

In support of survey operations, the register’s function is to identify births and
deaths of units and to ensure that name and address information is complete
and up to date. It must also establish and maintain ownership links between
units to ensure that confidential data about individual businesses are not re-
leased. In most statistical agencies, the register provides frame data for a wide
range of surveys, including subannual surveys of production and retail sales,
annual surveys collecting detailed financial information, censuses of busi-
nesses (e.g., manufacturing), employment surveys, price index surveys, sur-
veys of overseas transactions and activities, and also household surveys and
population censuses that require classification of employers by industry and
location.

Because a register is continuously being updated but survey populations and
maintenance tasks often relate to past time periods, the register must have some
form of historical capability. For example, the sample for an annual financial
survey with a reference period of December 31, 1993 was selected in February
1994. Because the survey processing cycle may continue until 1995, at some
later date the survey manager may want to recreate the units’ ownership or
activities as they were on December 31, 1993. On the other hand, monthly
surveys require survey frames updated monthly. If the register were to store
only the most recent information about units, storage requirements would be
minimized, but the register’s usefulness would be limited and there would be
no audit trail.

An option for storing historical information that satisfies most needs is to
archive snapshots of the register at key points in time (e.g., once a year for
annual statistics, or when a survey sample is selected). This approach mini-
mizes storage requirements while preserving key historical information. It al-



5.1 REGISTER USES AND REQUIREMENTS 87

lows a unit’s ownership structure to be recreated at a point in time, but it does
not provide a complete audit trail.

A more complex option is to rimestamp some or all of the data on the reg-
ister. Timestamping involves attaching effective dates to register data items.
Its application can vary in extent from timestamping only changes in unit own-
ership to timestamping all changes (i.e., legal name, address, industry, geo-
graphical classification, etc.). While timestamping provides a complete audit
trail for register maintenance, it also leads to a more complex register design,
significantly increasing the number of operating rules and data storage require-
ments.

5.1.2 Survey Design

In an ideal situation, the register provides frames for all business surveys con-
ducted by the agency and is the sole source of classification information and
sample design variables. The register’s ability to function effectively in this
role depends upon how well it covers the surveys’ target populations. Under-
coverage can be a significant source of error in survey design, so the register’s
coverage should be as complete as possible, and the degree and type of its
undercoverage should be quantified. In addition, the register should link en-
terprises to the establishments they own. Providing data about statistical units
at both these levels gives survey statisticians a wider range of design options.

To determine whether units are members of a survey’s target population,
the register must access and store a wide range of classification data items,
including industrial activity, geographical location, sector of the economy, type
of business, size, and overseas activities (e.g., importing/exporting, overseas
ownership). To enable the design to meet survey objectives, these register data
and the associated rules governing changes to these data must be kept current
and accurate.

The annual Enterprise Survey conducted by Statistics New Zealand provides
an example of using a register for survey design. The survey objectives are to
publish economic data such as value added for 61 industry groups covering
most nonagricultural economic activity. A stratified random sample of enter-
prises is selected from the register using three variables: industry, sector of
ownership, and number of employees. Industry groupings are formed using
the New Zealand Standard Industrial Classification. Businesses with multiple
establishments and those classified to central and local government sectors are
selected with certainty. The remaining businesses are stratified by number of
employees and industry groupings and random samples selected the resulting
187 strata.

5.1.3 Statistical Data

The business register can produce statistics based on snapshot tabulations of
statistical units, classified by activity. A time series based on repeated register
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snapshots can be used for analyses of (1) changes in job numbers within spec-
ified business groupings, (2) origins of specific types of business, (3) growth
of businesses by industry, and (4) survival rates and operating lifetimes of
small businesses. If the individual units in the snapshots can be linked across
time, the resulting longitudinal data are an even richer information source, as
demonstrated in Chapter 4.

5.1.4 Sales of Lists and Other Commercial Uses

National statistical agencies often face externally imposed revenue targets de-
signed to reduce the required level of government funding. A register created
primarily to service the needs of business surveys has several revenue gener-
ating capabilities. It can (1) supply business name and address lists together
with industrial activity and geographical classification; (2) carry out contract
mailing operations; (3) assign industrial and geographical classification codes
to businesses in a customer’s database; and (4) supply unit information, ex-
cluding names and addresses, for use by customers in analysis. The extent to
which a register can be used for revenue generation is limited by the agency’s
legal framework and its own policy decisions.

Such uses tend to place stricter accuracy requirements on the register than
are normally justified for statistical purposes, and thus can produce spinoff
benefits for the agency’s internal users. Commercial customers examine reg-
ister products in detail. For instance, they may request lists of businesses by
location, industry, and size. Completeness is expected. If the register includes
an excessive number of businesses that are dead, duplicated, or incorrectly
classified, the customer loses faith in register products.

5.1.5 Respondent Burden Monitoring and Management

The business register can assist in monitoring and managing respondent bur-
den. Options include using the register to (1) implement sample overlap-con-
trol techniques, (2) store information on incidence and level of burden, and
(3) coordinate a respondent management system. The most common role a
business register plays in respondent burden management is its use for sample
overlap control, a respondent burden control technique applied at the sample
selection stage. Statistics New Zealand uses this method to reduce the burden
on small respondents, selecting them for only one sample survey. Every unit
on the frame is assigned a random number, and the sample selected is a portion
of the random number range. Other statistical agencies, including the Austra-
lian Bureau of Statistics and Statistics Sweden, use variations of the technique
(see Chapter 9).

Statistics Netherlands has introduced another method for managing respon-
dent burden (Kloek 1992). All business surveys draw their frames from the
register. A standard stratification for economic activity by business size is used.
A burden indicator is assigned to each questionnaire, based on its estimated
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completion time. When a business is included in a sample, its burden indicator
is increased by the burden value associated with its survey questionnaire. The
next unit sampled within a given stratum is selected from among those having
the lowest overall burden indicator.

Another approach to respondent burden is to use the business register as an
information source for a system that actively manages respondents with sig-
nificant levels of burden. This system can, for example, include special col-
lection arrangements, face-to-face visits, and survey results supplied to re-
spondents. Such an approach is valuable for larger register units which are
likely to be in several surveys (see Chapter 6).

A topical respondent burden issue is the overlap between agriculture, busi-
ness, and household surveys. A self-employed individual can be included in
agricultural, business, and household surveys. Ideally, the statistical agency
should maintain links between the business, agricultural, and dwelling regis-
ters to control the inclusion of individuals across the range of surveys. At
Statistics New Zealand, the agricultural and business registers are fully inte-
grated. However, no register of dwellings is currently maintained, although it
is under consideration.

5.1.6 Survey Management

A business register may also be part of an integrated survey management fa-
cility, which combines frame functions with survey processing and respondent
relations, thereby providing an effective operating environment. Using stan-
dard tools, survey managers can select samples, initiate mailouts, capture and
code data, monitor response, follow up nonrespondents, estimate nonresponse,
and edit data. Figure 5.1 illustrates the survey management framework within
the Singapore Department of Statistics. Here the functions of the survey con-
trol system are (1) capturing, validating, and retrieving on-line data; (2) gen-
erating periodic and ad hoc reports for monitoring survey progress, tracking
field work, and analysis; and (3) generating mail lists and reminders. This
illustrates the growing use of registers, facilitated by modern database tech-
nology.

5.2 PRIMARY MAINTENANCE ACTIVITIES

The key register maintenance activities are (1) introducing births; (2) updating
names, addresses, and supporting information; (3) identifying deaths; (4) re-
moving duplicates; and (5) updating links between units. These activities in-
volve a variety of information sources, including register proving surveys, sur-
vey feedback, comparisons with administrative systems, nonresponse follow-

ups, and news media searches.
Maintenance activities depend on the statistical units model and function-

ality of the register. For instance, if the register has a historical dimension
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allowing units to be linked in time, the maintenance function must include such
links. Timestamping changes requires maintenance effort, particularly if reg-
istration dates and actual occurrence dates are both recorded.

A central issue in register maintenance is the assignment of identification
numbers to statistical units. If assignment is based on economic considerations
(e.g., the emergence of a new economic unit) rather than on administrative
signals (e.g., legal name changes), then economic judgments are required that
cannot be based on information from administrative sources alone.

5.2.1 Identifying Births

The birth of a statistical unit implies that it is entirely new, and that a new
identification number should be assigned to it. In deciding whether a unit is
new, operational rules such as these are needed:

* An activity change within the same industrial classification group does
not imply loss of identity of an establishment, but a change from one
manufacturing industry to a quite different one does.

¢ The transfer of a business to another region means loss of identity and a
new market for the business, implying that a new establishment unit
should be created.

¢ For a small service-industry business, continuation of management is a
condition for continuation of identity.

Identifying births typically involves a quarter of the total resources needed for
register operation. For example, the Statistics New Zealand register identifies
approximately 50,000 probable births each year from registrations for value-
added taxes. Of these, 32,500 are actual births and the remainder are changes
in ownership of existing units, legal name changes, or refer to businesses that
never actually operated. At any given point in time, births occurring within
the previous 12 months account for about 11 percent of live register units.

Priorities can be placed on processing birth information according to the
significance of the unit. In descending order, the priority depends on whether
the unit is:

* automatically in the sample for one or more surveys using the register
(i.e., in a certainty stratum);

® in the frame population for one or more surveys but not necessarily in a
sample (e.g., in a retail trade survey a large number of small retailers are
on the frame, but not selected into the sample);

* used to produce register-based statistics;

* used to produce name and address lists for external list brokering ser-
vices; and
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¢ included on the register but not within any survey’s target population and
not used to produce register-based statistics (e.g., businesses that are reg-
istered to operate but are dormant).

For some data, timely and comprehensive identification of births is critical.
For example, a capital expenditure survey requires that new businesses be
identified before they start investment in capital purchases. If births are late
being added to the register or if they cannot be identified, survey results are
biased (see Chapter 34).

5.2.2 Sources of Birth Information

The need to have comprehensive and timely birth information usually means
that no single source of information is adequate. Typically, several sources are
used, including administrative records (e.g., tax records), membership lists
(e.g., accountants society, trade associations), and news media searches.

Administrative records are a good source of birth information. In most coun-
tries, the tax system is the main source because of its almost complete coverage
of all industrial activity and its relatively low registration threshold. For ex-
ample, in New Zealand, which has a value-added taxation system, the tax
office provides comprehensive birth information for any registered legal unit,
including self-employed individuals, businesses with and without employees,
trusts, and private and nonprofit organizations.

Media such as newspapers and business magazines are a valuable, comple-
mentary source of birth data because they often provide timely identification
of key births, such as those in certainty strata composed of large businesses.
Also administrative sources—in particular, tax systems—do not usually give
comprehensive information on the births of establishments or local units be-
longing to legal units with multiple locations. For example, the most timely
source of information on a large supermarket opening is likely to be a news-
paper advertisement. Such a unit would be in scope for a retail trade survey,
and, ideally, the survey manager will have that information before the unit
begins trading.

Membership lists are generally the least useful source of births. They are
often less well maintained than administrative lists, and the criteria for inclu-
sion in the lists are generally broader than is required for a business register.
For example, a trade association membership list is likely to include (1) retired
or inactive members and (2) businesses that provide only ancillary services to
the trade. In short, membership lists are likely to be useful only in the absence
of a comprehensive administrative source.

5.2.3 Birth Processing Activities

Births of statistical units suggested by administrative records or membership
lists should be confirmed before being recorded in the register. Births of en-
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terprises must be distinguished from births of establishments. Changes of own-
ership or structure (e.g., an establishment that changes legal owner) must be
recognized. Businesses that register for an administrative tax but never start
operations must be identified. Source information must be validated and ad-
ditional details collected that the register needs. The most cost-effective way
of confirming births is by a mail proving survey that collects or validates unit
name, address, and activity information. These survey data provide the basis
for identifying genuine births and adding them to the register.

The precise treatment of birth information depends upon the quality of the
source, the significance of the units to which the data refer, and the available
resources. For example, the United Kingdom Central Statistical Office (CSO)
confirms only those businesses (legal units) whose turnover suggests they have
more than 10 employees. CSO then surveys such units to obtain a list of local
kind-of-activity units. Smaller businesses are assumed to operate at only one
location. By contrast, Statistics New Zealand confirms every new GST regis-
tration, mainly because the New Zealand tax agency supplies name, address,
and industrial activity information, but no measure of size or information
needed to identify changes of ownership of existing register units.

5.2.4 Updating Contact and Classification Information

Updating name, address, and unit activity information is normally the most
demanding register maintenance activity. Accurate data must be ensured for
contact information such as legal and trading names and addresses, industrial
and geographical classification codes, and size indicators. The main sources
used to maintain such information are survey feedback, proving surveys, ad-
ministrative systems, and the news media.

Survey Feedback

Feedback of data from subannual surveys is particularly important because the
surveys themselves are often the most up-to-date information source. Feedback
data usually relate to name and address changes and to changes in activity.
They must be added to the register as soon as received to be available 