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Preface

Evidence that the climate is warming is overwhelming. Not only does this
include land and sea surface temperature records, but also other indi-
cators such as the coverage of Arctic sea ice. Few serious scientists doubt
that anthropogenic activities, and specifically the emissions of greenhouse
gases, are responsible for the major part of the observed warming. Pro-
jections of future global temperatures under a ‘‘business-as–usual’’ scen-
ario vary between models but indicate that future global warming will
probably well exceed the 2 1C global average commonly regarded as the
upper tolerable limit, and serious consequences in terms of temperature
extremes, storminess, droughts and floods can be expected unless action
is taken. The broad consensus in the scientific community is that the
much preferable form of action would be to effect a dramatic reduction in
emissions of greenhouse gases, and particularly of carbon dioxide so as to
stabilise, and if possible, reduce current atmospheric concentrations. To
do this solely through a reduction in emissions is not only challenging but
might prove politically unacceptable, and consequently other actions have
been proposed. Such actions, which come under the general term ‘‘geoen-
gineering’’, include: interventions to stimulate natural processes of carbon
dioxide removal (such as sequestration by terrestrial vegetation or within
the oceans); chemical scrubbing from the atmosphere, changing planetary
albedo; as well as more extreme measures such as using mirrors in space
to intercept solar radiation before it reaches the earth; or creating a re-
flective aerosol layer in the stratosphere as a means of reducing solar
input to the Earth’s surface. This volume examines the scientific and en-
gineering aspects of such options, as well as considering some of the asso-
ciated governance issues.

The first chapter by John Thornes and Francis Pope describes the phe-
nomenon of global warming and poses the question of why do we need
solutions to global warming? It also sets the scene by describing the major
options for geoengineering and considering the arguments for and against
geoengineering research. This is followed by a chapter in which Stuart
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Haszeldine and Vivian Scott describe methods of carbon dioxide reduction
which offer long timescales of storage. These are both on land and within
the ocean, and the considerable complexities associated with seemingly
straightforward measures are highlighted. The following chapter by Timothy
Lenton goes further into the issue of carbon dioxide removal, looking at the
overall global potential if all possible carbon sinks were optimised. The
magnitude of the many possible removal options is assessed and a final
conclusion reached that carbon dioxide removal has the physical potential to
help stabilise atmospheric CO2 in the middle of this century, if combined
with reductions in carbon dioxide emissions. A complementary approach is
to scrub carbon dioxide from the atmosphere by chemical means and Klaus
Lackner explains the principles by which this might be achieved by means of
‘‘artificial trees’’ and estimates the likely financial cost of doing so. While
current costs would be a huge increment on energy prices, the economics
might become more favourable in the future.

Alternatives to carbon dioxide removal include those that aim to reflect
more of the incoming solar radiation back to space, hence increasing the
Earth’s albedo, or reflectivity. One possibility is to adopt the growth of crops
with a higher potential for reflectivity than those currently grown. Taraka
Davies-Barnard sets out the basic principles and demonstrates what could be
achieved by such a policy and concludes that it could make a useful though
not large contribution to climate change mitigation. A complementary ap-
proach over the oceans involves creating artificial clouds by spraying large
volumes of seawater into the atmosphere as fine droplets. Stephen Salter,
Thomas Stevenson and Andreas Tsiamis describe the engineering technol-
ogies that would be needed to implement such measures, assess their pos-
sible effectiveness and also consider the likely economic costs. Moving to
greater altitudes, Alan Robock describes how injections of sulfur gases into
the stratosphere could be used to create a reflective sulfate layer which
would lead to reduced surface temperatures. More detailed analysis shows
that insolation reduction by this mechanism could keep the global average
temperature constant, but global average precipitation would reduce par-
ticularly in summer monsoon regions, temperature changes would not be
uniform and sea ice would continue to melt. Governance issues relating to
such measures are also discussed. A perhaps more extreme option is to
interpose large reflective objects or particle clouds in space between the sun
and planet Earth. Colin McInnes, Russell Bewick and Joan Pau Sanchez
describe the physical principles behind such technology and looks at the
feasibility of its achievement.

Geoengineering raises huge ethical and governance issues which relate
not only to the implementation of the technology but also to the research
conducted into its feasibility. Alan Robock touches on these issues in his
chapter, and in the final chapter of the book, Richard Owen gives an in-
depth analysis of the issues and highlights some of his own experience in
relation to research on geoengineering.

vi Preface

. 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-F

P0
05

View Online

http://dx.doi.org/10.1039/9781782621225-fp005


Geoengineering is a highly topical subject and hence very appropriate for
coverage by the Issues in Environmental Technology series. We have been
very fortunate to commission articles from some of the world’s leading ex-
perts in this field and we believe that this volume provides an authoritative
and highly informative overview not only of how geoengineering might be
achieved but also of the likely financial costs, consequences and dis-
benefits. This volume will prove of value to a very wide range of scientists
and engineers dealing with global issues, as well as policy-makers, and
students in a wide range of environmental science and engineering courses.

Ronald E. Hester
Roy M. Harrison
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Why do we need Solutions to Global
Warming?

JOHN E. THORNES* AND FRANCIS D. POPE

ABSTRACT

The atmosphere is the most valuable resource on the planet and as
such every effort needs to be made to protect and manage it. Un-
fortunately the rise in greenhouse gases since the industrial revolution,
and the intimately linked change in climate, is proving to be a most
difficult environmental problem. Even though the strongest scientific
evidence tells us that the anthropogenic release of greenhouse gases is
responsible for climate change, there has been little success in emis-
sions reduction. The reasons behind this failure are complex but the
outcome is not; the regions of the Earth inhabited by humans are on
average getting hotter and extreme weather is becoming more fre-
quent. Since mitigation efforts against climate change are failing, the
arguments for the possibility of geoengineering become louder.
Geoengineering is a contentious issue which evokes strong reactions
within all levels of society. Solar Radiation Management (SRM) tech-
nologies are more controversial than Carbon Dioxide Removal (CDR)
technologies, since they do not solve the root cause of the problem,
they do, however, potentially offer a more rapidly deployed solution. At
present no geoengineering technology is fit for purpose or ready for
deployment. However, geoengineering research is rapidly increasing
with hundreds if not thousands of scientists and engineers working on
the topic worldwide. As such, geoengineering research has now likely
passed through its infancy, and conclusions are being reached about
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the efficacy, benefits and disadvantages of the different proposals. It
seems increasingly likely that geoengineering technologies could be
developed that will reduce climate change. These benefits need to be
carefully weighed against the negative aspects. A true assessment of
geoengineering cannot be achieved until we better understand the
environmental, technological, economic and governance issues asso-
ciated through its use.

On May 9, 2013 the daily mean concentration of atmospheric carbon di-
oxide levels passed 400 ppm at Mauna Loa according to independent
measurements taken by both the National Oceanic and Atmospheric Ad-
ministration (NOAA) and the Scripps Institution of Oceanography. NOAA
had announced last year that its global cooperative air sampling network
had detected 400 ppm for the first time over all its Arctic sites, just a
prelude to what is now being detected over Mauna Loa. According to
NOAA, locations throughout the Southern Hemisphere will follow over
the next few years, as the increase in Northern Hemisphere levels is al-
ways a little ahead of the Southern Hemisphere, due to the fact that the
majority of carbon dioxide producing behemoths are found in the Northern
Hemisphere.1

1 Introduction – Life and the Evolution of the Earth’s
Atmosphere

Life and the Earth’s current atmosphere are intimately linked. You can’t have
one without the other. Imagine what would happen to the atmosphere if life
was wiped out by the gamma rays of a supernova or by a supervirus that killed
every living cell on the planet. The Earth would slowly convert, over 100
million years or so, to a planet much like Venus.2 It would be hotter than the
Earth’s atmosphere before life, as the sun was about 30% fainter then, than it
is now. Thus the atmosphere, weather and climate that we enjoy today are
completely dependent on the abundance of life. Lovelock3,4 powerfully shows
us, through the metaphor of Gaia, that the Earth carefully self-regulates the
thin layers of land, ocean and atmosphere to provide a flourishing environ-
ment for life. However to achieve a lasting symbiosis of mutual benefit to both
the host (Earth) and the invader (life) can we prevent an eventual ‘Tragedy of
the Commons’?5 The human population continues to exploit and pollute the
atmosphere and ‘foul its own nest’, for the pursuit of energy and growth,
supposedly for the benefit of today’s 7 billion citizens and the 9 billion citi-
zens expected by 2050. As a result, the Earth’s climate is changing and we have
already seen a rise in the planet’s surface temperature of 0.8 1C due to ra-
diative forcing caused by greenhouse gas emissions and land-use changes.
This global warming is predicted to raise global mean surface temperatures by
up to 5 1C by the end of this century if emissions of greenhouse gases continue

2 John E. Thornes and Francis D. Pope
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to rise in a ‘business as usual’ fashion. Global warming is set to double even if
we cease to emit any further pollution, due to the slow release of energy al-
ready stored in the oceans. This additional energy available to the atmosphere
has already led to an increase in extreme weather around the globe and
agreement that a realistic limit of 2 1C could well be surpassed.

The Intergovernmental Panel on Climate Change (IPCC) was set up in
1988 by two United Nations organisations: the World Meteorological Or-
ganisation (WMO) and the United Nations Environment Programme (UNEP)
to critically assess the scientific, technical and socio-economic consequences
of climate change and to examine options for society to mitigate greenhouse
gas emissions and adapt to changing weather and climate. The IPCC is in
the process of submitting its fifth set of Assessment Reports (AR1 in 1990, AR2
in 1995, AR3 in 2001, AR4 in 2007 and AR5 in 2014, http://www.ipcc.ch/)
to support the United Nations Framework Convention on Climate Change
(UNFCCC, https://unfccc.int/kyoto_protocol/items/2830.php), an international
treaty that set up the Kyoto Protocol which became effective in 2005. In the
first commitment period (2008–2012), the Kyoto Protocol sought to set
binding targets for 37 industrial countries and 15 European Union (EU-15)
countries, on four greenhouse gases: carbon dioxide (CO2), methane (CH4),
nitrous oxide (N2O), sulphur hexafluoride (SF6) and two groups of ozone
depleting gases: hydrofluorocarbons (HFCs) and perfluorocarbons (PFCs).

The binding targets were modest and even so the results have been dis-
appointing. Progress towards a new agreement (2012–2020) has been un-
satisfactory because of the impasse in limiting the growth of greenhouse gas
emissions. Alternative approaches (Plan B) such as geoengineering and the
United Nations initiative Sustainable Energy for All (SE4ALL) are therefore
being seriously considered.6

The focus of this chapter is on the options to sustainably manage this
problem to prevent the atmosphere being polluted to such an extent that
changes to the climate will be irreversible and damaging. Time is running
out for solutions to be found that can be implemented in a sustainable way.

Firstly, we will scrutinize the value of the services that the atmosphere
provides for society and their sensitivity to change. Secondly, we will look at
how the climate is changing due to anthropogenic activity and the impacts
that it is having on examples such as extreme weather, sea level rise, melting
glaciers and ice caps. Thirdly, we will define geoengineering, and fourthly,
we will examine the broad arguments for and against geoengineering, and
the likely success of geoengineering as an instrument to manage the at-
mosphere should the mitigation of greenhouse gases fail to deliver.

2 The Atmosphere – The Most Valuable Resource on the
Planet

Today’s atmosphere has evolved slowly over more than 4 billion years.
Changes in the composition of the atmosphere to what it is today are directly

3Why do we need Solutions to Global Warming?
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attributable to the development of living micro-organisms. Deliberate and
inadvertent interventions, by forms of life, into the composition and be-
haviour of the atmosphere are consequently not new. Animal life (including
humans) has evolved to become totally dependent on the atmosphere. The
word ‘animal’ comes from the Latin word animalis, meaning ‘having breath’.
Typically on average we humans breathe about 15 m3 of air per day. Without
the air that we breathe we would die within minutes. Yet we take the at-
mosphere totally for granted. It is not just the air that we breathe that is vital.
The atmosphere provides us with a whole range of ‘atmospheric services’
that are more valuable than any other resource on the planet.7 Table 1 lists
12 of these services that are key to all life on Earth.

Typically the atmosphere is portrayed in the media as a hazard with al-
most daily tragedies caused by floods, droughts, gales, tornadoes, typhoons/

Table 1 The twelve atmospheric services.7

Rank in
Value Atmospheric Services

Usage
Trend At Risk Entity Service Type

1 The air that we breathe ++ ** O2, N2 etc. Provisioning
2 Protection from

radiation, plasma and
meteors

+ ** Density, ozone
layer

Supporting

3 Natural global warming
of 33 degrees Celsius

+ ***** CO2, CH4,
N2O, H2O11

Supporting

4 The cleaning capacity of
the atmosphere and
dispersion of air
pollution

+ * OH, wind,
temperature

Regulating

5 The redistribution of
water services

+ ** H2O Supporting

6 Direct use of the
atmosphere for
ecosystems and
agriculture

+ * CO2, N2,
filtered
solar

Provisioning &
Supporting

7 Combustion of fuel � O2 Provisioning
8 Direct use of the

atmosphere for sound,
communications and
transport

+ * Density,
pressure

Supporting

9 Direct use of the
atmosphere for power

++ Wind, wave Provisioning

10 The extraction of
atmospheric gases

+ O2, N2, Ar etc. Provisioning

11 Atmospheric recreation
and climate tourism

+ * Sun, tempera-
ture, wind,
snow

Cultural

12 Aesthetic, spiritual and
sensual properties of
the atmosphere, smell
and taste

+ Sky, clouds,
rainbows etc.

Cultural

4 John E. Thornes and Francis D. Pope
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hurricanes, heat waves, snow and ice storms. The insurance group, Munich
Re, compiles the best database of the worldwide number and costs of such
hazards. During the period 1980–2012 they have estimated that there have
been 18 200 weather catastrophes costing US$ 2.8 trillion (at 2012 prices)
with the loss of 1 405 000 lives. They identify an upward trend that has seen a
doubling in the annual number and cost of weather catastrophes since 1990
(see Figure 1). In 2012 there were more than 800 weather catastrophes logged
at an estimated cost of US$ 150 billion.

Poor air quality is another vital issue that adds to the annual cost of
breathing a polluted atmosphere. The World Health Organisation (WHO)
considers clean air to be a basic requirement of human health and well-
being. The European Commission has declared 2013 to be the ‘Year of Air’
and will take the opportunity to review current European air quality legis-
lation. A recent estimate suggests that poor air quality is responsible for
more than two million deaths worldwide each year:8

We estimate that in the present-day, anthropogenic changes to air pollutant
concentrations since the preindustrial era are associated annually with
470 000 (95% confidence interval, 140 000 to 900 000) premature respiratory
deaths related to ozone, and 2.1 (1.3 to 3.0) million CPD (cardiopulmonary

Figure 1 Overall and insured losses for weather catastrophes worldwide 1980–2012.
(Data from Munich Re). (http://www.munichre.com/en/reinsurance/
business/non-life/georisks/natcatservice/default.aspx)

5Why do we need Solutions to Global Warming?
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disease) and LC (lung cancer) deaths related to PM2.5. . . We estimate here
that 1500 premature respiratory deaths related to ozone and 2200 CPD
and LC deaths related to PM2.5 occur each year due to past climate change.

The number of weather catastrophes is undoubtedly increasing due to
climate change whereas the impact of climate change on air pollution is
relatively small. Overall the impact of the atmosphere as a hazard to human
life would be much worse if the atmosphere did not disperse air pollutants.
In total, however, the atmosphere is worth orders of magnitude more as a
resource than it costs as a hazard.7

The well mixed atmosphere is approximately 100 km deep, which is very
thin in comparison to the size of the Earth. Indeed the troposphere, the
lowest part of the earth’s atmosphere is only about 8–12 km over the poles
and 15–18 km deep over the equator and most of the life on the planet
survives within the lowest 5 km which comprises half the atmosphere by
weight. The effective atmosphere is therefore extremely thin, vulnerable and
fragile and has been compared in size to the varnish on a globe. Hence the
atmosphere is always taken for granted as it is effectively invisible and free.

3 The Greenhouse Effect and Global Warming

The natural greenhouse effect is responsible for keeping the global mean
surface temperature 33 1C warmer than it would otherwise be. Without the
atmosphere the mean temperature of the Earth would be �18 1C but with
the atmosphere the mean global surface temperature is +15 1C. This natural
greenhouse effect is caused by greenhouse gases in the atmosphere that are
basically transparent to incoming solar radiation but trap and re-emit the
Earth’s thermal infrared radiation at certain wavelengths. This warms the
atmosphere and the analogy of the workings of a greenhouse has been
adopted for simplicity by policy makers (in reality the warming effect of a
greenhouse depends on other factors too such as sheltering the air inside
from the wind). Water vapour in the atmosphere is the most important
natural greenhouse gas accounting for approximately 29.4 1C (89%) of the
33 1C. Carbon dioxide is only responsible for about 7.5% of the remaining
11% of natural warming.

On May 9, 2013 the daily mean concentration of atmospheric carbon di-
oxide levels passed 400 ppm at Mauna Loa, a background site in the middle
of the Pacific Ocean, well away from industrial sources. Figures 2 and 3 show
the steady upward rise of atmospheric CO2 at Mauna Loa. There is no sign of
a levelling off despite Kyoto, the global recession and other global attempts
at mitigation. Annual CO2 emissions from fossil fuel combustion and
cement production were about 9.5 GtC (giga tons of carbon) in 2011, an
increase of 54% over 1990 levels. From 1750 to 2011, cumulative global
anthropogenic CO2 emissions amount to approximately 545 GtC, of which
240 GtC have accumulated in the atmosphere, 155 GtC have been taken up

6 John E. Thornes and Francis D. Pope
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Figure 2 Recent monthly mean CO2 at Mauna Loa.
(Data from the NOAA Earth System Research Laboratory, http://
www.esrl.noaa.gov/gmd/ccgg/trends/).

Figure 3 Atmospheric CO2 at Mauna Loa observatory 1958–2013.
(Data from the Scripps Institution of Oceanography and NOAA Earth
System Research Laboratory, http://www.esrl.noaa.gov/gmd/ccgg/trends/).

7Why do we need Solutions to Global Warming?
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by the ocean and 150 GtC have accumulated in natural terrestrial
ecosystems.

Global warming is the increase (0.8 1C so far) in the mean global surface
temperature, above the 33 1C caused by the natural greenhouse effect, due to
the human emitted greenhouse gases and also aerosol particles that directly
absorb solar radiation. Carbon dioxide is responsible for nearly half of this
increase. Figure 4 shows the latest estimate (for 2011) of radiative forcing
caused by emissions of greenhouse gases and other drivers of change such
as aerosols and black carbon. Radiative forcing of the climate drives climate
change across the planet due to the uptake of additional energy into the
climate system. The solar constant is on average 1365 Wm�2 and the add-
itional total anthropogenic radiative forcing relative to 1750 is estimated by
the IPCC (AR5) to be 2.29 (1.13 to 3.33) Wm�2. This estimate is 43% higher than
the estimate in AR4 (2005) due to the continued increase in greenhouse gases
and an adjustment to give a weaker negative forcing caused by aerosols. There
is not a simple linear relationship between radiative forcing and the global
mean surface temperature increase as shown in Figure 5. Natural variability of
the climate means that the global warming signal is superimposed on the noise
of the natural greenhouse effect. However the IPCC (2013) state:9

Warming of the climate system is unequivocal and since the 1950s, many of
the observed changes are unprecedented over decades to millennia. The
atmosphere and ocean have warmed, the amounts of snow and ice have
diminished, sea level has risen, and the concentrations of greenhouse gases
have increased.9 (p.2)

What are the measurable impacts of global warming so far on the climate
and the Earth’s surface environment? Although the mean surface tempera-
ture rises have been observed across most of planet there is less certainty
about precipitation.9 There is some evidence for increased precipitation
since 1901 over land areas in the northern hemisphere with greater inten-
sities of precipitation also in North America and Europe. Over the oceans,
however, more evidence is needed. Since 1950 more extreme weather and
climate events have been observed. On the global scale the number of warm
days and nights has increased, as have the number of heat waves. The
number of cold days and nights has decreased despite a number of recent
cold winters in the northern hemisphere.

Ocean warming dominates the increase in energy stored in the climate
system, accounting for more than 90% of the energy accumulated between
1971 and 2010.9 (p.6)

The warming of the upper oceans is especially important and it has
been estimated that of this 90%, it is likely that 60% is in the upper oceans
(0–700 m) and 30% below 700 m. This energy will eventually be released into
the atmosphere and add significantly to global warming this century.

8 John E. Thornes and Francis D. Pope
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Figure 4 Radiative forcing by emissions and other drivers (IPCC 2013).9
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Over the last two decades, the Greenland and Antarctic ice sheets have been
losing mass, glaciers have continued to shrink almost worldwide, and
Arctic sea ice and Northern Hemisphere spring snow cover have continued
to decrease in extent.9 (p.7)

This has been most noticeable in the Arctic where annual sea ice extent
has shrunk considerably, especially in summer. The picture is less clear in
Antarctica where some areas are seeing growth of ice extent where other
areas are seeing a retreat. Permafrost temperatures have increased and in
parts of the Russian European North reductions in permafrost thickness and
extent have been observed since the 1970s.

Figure 5 Observed globally averaged combined land and ocean surface tempera-
ture anomaly 1850–2012 (Data from the IPCC 2013).9

10 John E. Thornes and Francis D. Pope
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The rate of sea level rise since the mid-nineteenth century has been larger
than the mean rate during the previous two millennia. Over the period
1901–2010 global sea level rose by 0.19 (0.17–0.21) m.9 (p.9)

Ocean thermal expansion and glacier mass loss together explain about
75% of the observed global sea level rise since 1970. In the last interglacial,
129 000 to 116 000 BP (before present years), sea level was between 5 and
10 m above present levels.

The atmospheric concentrations of carbon dioxide (CO2), methane, and
nitrous oxide have increased to levels unprecedented in at least the last
800 000 years. CO2 concentrations have increased by 40% since pre-
industrial times, primarily from fossil fuel emissions and secondly from net
land use change emissions. The ocean has absorbed about 30% of the
emitted anthropogenic carbon dioxide, causing ocean acidification.9 (p.9)

Figure 6 shows that the total emissions of carbon dioxide and the global
mean surface temperature response are approximately linearly related. In
order to limit global warming to less than 2 1C it is shown that anthropo-
genic emissions from all sources must not exceed approximately 1 trillion

Figure 6 Cumulative total anthropogenic CO2 emissions from 1870 (http://
www.climatechange2013.org/images/figures/WGI_AR5_FigSPM-10.jpg).

11Why do we need Solutions to Global Warming?

. 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

00
01

View Online

http://dx.doi.org/10.1039/9781782621225-00001


tonnes of carbon. Emissions are continuing to rise despite the recent global
recession and we are already halfway towards this target. The carbon dioxide
that is already in the climate system will continue to raise temperatures even
if the world runs on carbon-free energy.

A large fraction of anthropogenic climate change resulting from CO2

emissions is irreversible on a multi-century to millennial time scale, except
in the case of a large net removal of CO2 from the atmosphere for a sus-
tained period. Surface temperatures will remain approximately constant
at elevated levels for many centuries after a complete cessation of net
anthropogenic CO2 emissions. Due to the long time scales of heat transfer
from the ocean surface to depth, ocean warming will continue for centuries.
Depending on the scenario, about 15 to 40% of emitted CO2 will remain in
the atmosphere longer than 1000 years.9 (p.26)

There are many approaches and pathways to a sustainable and resilient
future. However, limits to resilience are faced when thresholds or tipping
points associated with social and/or natural systems are exceeded, posing
severe challenges for adaptation.10 (p.20)

Clearly we need new solutions to global warming since carbon dioxide
induced warming will continue for centuries even if there is a complete
cessation of all emissions. This increase in energy to the climate system will
increase the severity of extreme events leading to unprecedented heat waves,
floods, droughts, storms and subsequent landslides, tsunamis and coastal
erosion. These have knock on impacts on humans via agriculture, food se-
curity, forestry, health, infrastructure, tourism, transport and water supply
that may cause a host of global problems including increased poverty, reduced
security, increased migration and possibly a breakdown of society as we know
it. Could geoengineering of the climate system provide this new solution?

4 What is Geoengineering?

4.1 Introduction

Many different geoengineering definitions exist, and it is interesting to ob-
serve the solidification of the word’s meaning through time. See Box 1 which
provides the Oxford English Dictionary reference for geoengineering.11 It can
be seen that since approximately the 1980s, a reasonably consistent idea of
geoengineering has settled in the English language. The influential 2009
Royal Society report on geoengineering succinctly defines geoengineering as
‘‘the deliberate large-scale intervention in the Earth’s climate system, in order
to moderate global warming’’ and this definition is used henceforth.12 There
is currently a debate about whether the term ‘geoengineering’ should be re-
placed with ‘climate engineering’ since it offers clearer labelling. However,
there is little evidence at present that geoengineering is being usurped by
climate engineering, within the British media at least.

12 John E. Thornes and Francis D. Pope

. 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

00
01

View Online

http://dx.doi.org/10.1039/9781782621225-00001


Geoengineering is distinct from climate change mitigation and adaptation.
Mitigation involves strategies to reduce anthropogenic emissions of green-
house gases, for example through the transition to a low carbon economy.
Adaptation aims to increase resilience towards the effects of climate change,
for example by improving flood defences and providing protection against
climate dependent disease. Geoengineering is not a new idea and it has its
origins in weather modification studies.13 A good history of geoengineering,
as opposed to weather modification, is provided by the review of Keith.14

Geoengineering schemes can be divided into two main categories, namely:
Carbon Dioxide Removal (CDR) and Solar Radiation Management (SRM),
and the subsequent chapters in this book provide specific details about
various CDR and SRM schemes: Chapters 2 and 3 – carbon sequestration
(CDR); Chapter 4 – artificial trees (CDR); Chapter 5 – increased surface al-
bedo; Chapter 6 – brighter clouds (SRM); Chapter 7 – stratospheric aerosol
(SRM); and Chapter 8 – space based solutions (SRM).

Box 1 OED definition of geoengineering.11

The Oxford English Dictionary documents changes in the meaning and
use of words throughout history.

Geoengineering, noun.

Definition – The application of large-scale engineering methods to
modify rock formations or other features of the natural environment; (in
later use esp.) the modification of the global environment or the climate
in order to counter or ameliorate climate change.

1962 New Mexican (Santa Fe, New Mexico) 16 Feb. 9/3. The 30 graduate
geologists currently employed by the department, either as materials
testers or as central research laboratory workers handling geoengineering
assignments.

1969 Sci. News 95 159/1. Teller. . . urged that Australia act as a proving
ground for nuclear geoengineering.

1976 C. Marchetti, Geoengineering & CO2 Probl. p. iii. Geoengineering. . .
is a kind of ‘system synthesis’ where solutions to global problems are
attempted from a global view.

1983 T. Hoyle, Last Gasp iv. 51. The Russians are keen to find out
everything they can about what affects the climate because of their
grandiose geoengineering schemes.

1994 Guardian 17 Mar. 94. The market can supply appropriate geoen-
gineering—for example, companies launching mirrors into space to de-
flect sunlight.

2007 Nature 10 May 115/2. Geoengineering. . . explores in what cir-
cumstances aspects of the climate system might be deliberately modified
to limit the worst eventualities of climate change.

13Why do we need Solutions to Global Warming?
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Geoengineering schemes typically aim to reduce climate change impacts
through use of analogues of processes already present in the Earth system.
For example stratospheric particle injection (see Chapter 7) mimics the effect
of large volcanic eruptions; these eruptions can inject megatonnes of par-
ticle material into the stratosphere leading to an increased global albedo and
planetary cooling. The last eruption to have a major effect on climate was Mt
Pinatubo in the Philippines in 1991 which reduced global surface tem-
peratures by B0.5 1C for a 1–2 years.15 The geoengineering analogue to
volcanic activity is anthropogenic particle injection into the stratosphere via
a non-volcanic route such as an aeroplane or pipe delivery system.16

CDR technologies aim to reduce climate change by removing greenhouse
gases from the atmosphere. The greenhouse gas of choice is typically CO2

because its high concentration makes extraction easier. Different CDR
techniques use biological, chemical or physical approaches to remove CO2

from the atmosphere. CDR is likely to be slow, compared to SRM, because of
the huge amounts of CO2 that need to be removed. The IPCC 5th Assessment
Report (AR5) evaluates that CDR techniques would need to be deployed at large
scale for over a century to be able to significantly decrease CO2 concentrations.9

SRM schemes decrease the effects of climate change by reducing the
amount of energy within the Earth system by reflecting a proportion of solar
radiation back to space. It is expected that SRM techniques, if technologi-
cally feasible, would be able to quickly decrease average global temperatures
over the timescale of a decade or so. Unlike CDR, SRM does not remove
greenhouse gases from the atmosphere and, as such, can only be viewed as a
temporary solution to climate change, albeit one which might be used to buy
time whilst civilization transfers to a low carbon economy, or successfully
integrates CDR schemes to counterbalance fossil fuel burning. Another ob-
vious downside of SRM is that it only counteracts the radiative effects of
greenhouse gas emissions; it does not counteract the non-radiative effects
such as the partitioning of excess atmospheric CO2 into the oceans. Hence
ocean acidification would still occur under SRM scenarios and itself repre-
sents a serious environmental threat.

Another potential issue with SRM geoengineering is the termination
problem. Since SRM could rapidly decrease the Earth’s temperature, if it is
turned off the restoration of climate to its non-geoengineered state would
also be fast. Rapid rises in temperature are much more stressful for eco-
systems and human infrastructure to cope with than slow changes. If SRM
techniques were found to be causing unplanned and deleterious effects the
termination problem would then cause a dilemma: rapidly switch off SRM
and risk stressing various systems, or gently ramp down SRM thus pro-
longing the unwanted side effects. CDR techniques are not as susceptible to
termination risks because of their slower timescale of action.

The relative ranking of different geoengineering proposals is difficult
because of the multiple assessment criteria. It is not clear at present what the
best metrics are with which to assess geoengineering proposals. The influential
Royal Society report uses four main technical criteria through which to rank
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the different technologies: effectiveness, timeliness, safety and affordability.12

The report highlights that no single technology, identified to date, scores
highly in all four sections. Moreover there are also non-technological criteria
which should be used to assess the different technologies; these are much
more difficult to rank quantitatively and include: public attitudes, social ac-
ceptability, political feasibility and legality. The complexity further increases
with many of the ranking criteria liable to change over time.12

It should be noted that, if used, geoengineering does not have to be em-
ployed to completely remedy all of anthropogenic climate change. It might
be more usefully utilized as part of a toolbox of technologies and policies
with which to stabilize climate change.17

4.2 Are there Parallels to Climate Change and Geoengineering?

Myriad environmental risks and problems have been created since civil-
ization entered into the Anthropocene – the human-dominated geological
epoch that overtook the Holocene.18 In fact it is likely that geologists of the
future will use these anthropogenic changes to exemplify the Anthropocene.
In addition to anthropogenic climate change, these environmental problems
and risks include but are not limited to: stratospheric ozone depletion;
biodiversity loss; overfishing; changes in the phosphorus and nitrogen
cycles; and chemical pollution including nuclear waste and persistent or-
ganic pollutants.19 Many of these environmental pollutant problems can be
understood in the context of a tragedy of the commons analysis,5 in which a
common resource (e.g. the atmosphere and oceans) is overused to individual
advantage but to the group’s disadvantage.

Global problems of pollution typically arise because of the persistence of
pollutants and the limited ability of natural systems to absorb anthropo-
genic stressors. If the lifetime of a pollutant is sufficiently long then the
pollutant can be transported globally. For atmospheric pollutants, a lifetime
greater than a couple of years will lead to global ubiquity and persistence.
The atmospheric lifetime of CO2 is difficult to define exactly due to multiple
location dependent loss processes, such as uptake by the oceans and bio-
sphere, but it is approximately on the timescale of fifty to a hundred years.
This makes CO2 a cross national boundary pollutant, and defines a molecule
of CO2 released in one specific country as dangerous as a molecule released
in any other country. The cross boundary nature of CO2 can be viewed as a
benefit for CDR approaches to geoengineering. If the significant removal of
the long lived CO2 gas can be achieved, then the technology can be deployed
anywhere worldwide to reduce the global burden of atmospheric CO2.

It is perhaps useful to investigate whether there are contemporary or
historic parallels to climate change and geoengineering. The identification
of the Antarctic ozone hole and the subsequent phase-out of ozone des-
troying chemicals is often cited as the paradigm of the success of environ-
mental science. Furthermore it is also often used as evidence that
anthropogenic climate change can be fully understood and rectified.
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The Antarctic ozone hole was first identified in the 1985 and it was soon
understood that the release of halogen containing species, in the form of
refrigerants and propellants, was leading to stratospheric ozone depletion
especially in the polar regions.20 Once the cause and effect of the ozone hole
had been largely understood, then international treaties, starting with the
Montreal Protocol on Substances that Deplete the Ozone Layer (1987), rapidly
started to reduce the concentration of ozone destroying substances in the
stratosphere. A mitigation approach to the ozone hole problem was suc-
cessfully instigated and carried out. Geoengineering or adaptation type ap-
proaches were not used or required. Due to these efforts, the ozone hole is
now expected to completely recover by approximately the year 2065.

So now that the scientific understanding of climate change is maturing
and attribution of anthropogenic emissions to the warming of the climate
system is explicit,9 could a similar strategy to that used with the ozone hole
problem be followed? The major difference between the ozone hole and
climate change is the transferability of the responsible pollutant. The global
economy was not reliant on ozone depleting refrigerants and propellants
and hence the mitigation approach was relatively straight forward. For the
ozone hole problem, it was somewhat simple to find replacement refriger-
ants and propellants which possessed much lower ozone depleting poten-
tials. By contrast CO2, the main greenhouse gas, has no substitute, and if we
continue to burn hydrocarbons then CO2 will result. At present the global
economy and its infrastructure are reliant on burning hydrocarbons.

Whilst climate change has clear parallels with other environmental
problems, including the ozone hole, it is the largest environmental problem
that the human race has so far encountered. It is global in scope and the
chief greenhouse gases responsible cannot be substituted for less harmful
chemical species. As such it is probably the most difficult, as well as the
largest, environmental problem encountered.

4.3 Scientific Respectability of Geoengineering

The IPCC has for the first time described geoengineering in its most recent
fifth assessment report.9 Whilst the report uses rather bland language, the
inclusion of geoengineering within this document constitutes a coming of
age moment for the science of geoengineering which in many eyes has
previously looked like nothing more than crank science.

A milestone for the acceptance of geoengineering into the global scientific
discourse on climate change occurred upon publication of an editorial by
Paul Crutzen, who was jointly awarded the Nobel Prize in Chemistry in
1995 for his work in atmospheric science.21 Within this editorial the SRM
technique of stratospheric injection of aerosols was evaluated and it stated
‘‘. . . although by far not the best solution, the usefulness of artificially en-
hancing earth’s albedo and thereby cooling climate by adding sunlight
reflecting aerosol in the stratosphere might be explored and debated. . .’’.
This cautious justification of geoengineering research by one of the
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luminaries of environmental science helped to give legitimacy to the nascent
field of geoengineering.

More recently, another prominent and highly respected scientist providing
further cautious justification of research has been Lord Rees of Ludlow who
has filled several of the top scientific positions within UK science including:
presidency of the Royal Society, Astronomer Royal, and Master of Trinity
College, Cambridge. ‘‘Most nations now recognize the need to shift to a low-
carbon economy, and nothing should divert us from the main priority of
reducing greenhouse gas emissions. But if such reductions achieve too
little too late, there will surely be pressure to consider a plan ‘B’ – to seek
ways to counteract the climatic effects of greenhouse gas emissions by
‘geoengineering’.’’12

The greater visibility of geoengineering science, in part helped by the re-
spectability given by such examples, combined with the bleak outlook on
climate change has led to an explosion in research output on geoengineering
(see Figure 7). This output has been spread over a wide range of disciplines
including the physical and social sciences, and engineering.

4.4 The Arguments for and against Geoengineering Research

Geoengineering via CDR techniques is far less controversial than SRM
techniques and as such there is little opposition to research and develop-
ment of CDR techniques. Conversely there has been loud and fierce

Figure 7 Geoengineering research output.
(Data compiled from the search returns to the subject query ‘geoengi-
neering’ within Scopus, an abstract and citation database of peer-
reviewed literature; www.elsevier.com/online-tools/scopus).
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opposition to the research and development of SRM techniques. Most SRM
research has been justified by framing it in the context of future proofing
society against unbearable climate change. The argument is as follows:
mitigation by reducing global greenhouse emissions is the best way to solve
climate change because it keeps the planet closer to its natural state. How-
ever, in the last decades there has been little progress on reducing emissions
and in fact our emissions are increasing. For example our CO2 emissions are
rising by the equivalent of approximately 2 ppmv per year at present (see
Figures 2 and 3). Therefore there are justified concerns and wide spread
pessimism about our ability to curb emissions in the short term (ca. 100
years). This generates real worries that civilization might not be able to
mitigate CO2 in time, hence geoengineering might be required. This argu-
ment frames geoengineering as the lesser of two evils when compared to
dangerous climate change, and it follows that if there is the possibility that
we will need geoengineering in the future, then we should prepare for that
possibility now.

There are clearly different levels of environmental risk associated with the
three major strands of geoscientific research: modelling, laboratory and field
studies. Desk studies that use computer models to predict the outcomes of
geoengineering offer zero risk to the environment. Likewise laboratory
studies offer virtually no risk to the environment since they do not interact
with world external to the laboratory. Field trials are more problematic and
could interact with biogeochemical cycles if their scale was large enough.
Common sense should dictate that if and when field trials are attempted,
they would start at sufficiently small scales so their environmental effect
would be localised in time and space, and negligible over wider temporal
and spatial regions. If initial small scale trials were successful then in-
creasingly larger and longer trials would be implemented with the increased
risk of environmental harm.

The future proofing rationale for geoengineering research has many op-
ponents both individual and institutional. The arguments raised against
geoengineering research are numerous, and will not be fully explored here,
but they can broadly be classified as technical, moral or political in
standpoint.

From the technical standpoint, a major worry about geoengineering re-
search is: how can you test and validate the various geoengineering
schemes? The Earth is a highly complex non-linear system with numerous
feedbacks which are not fully understood. Whilst various geoengineering
schemes could be simulated within computer models and laboratory tests, at
some stage field trials would be required. Validation would require field
trials of sufficient size to generate a response in the Earth’s climate so a clear
cause and effect could be observed. This would necessitate large field trials.

Geoengineering would require huge infrastructure and with that infra-
structure there would be the possibility of human error. Recently there have
been two large examples of large negative impacts of human error on the
environment: the Deepwater Horizon oil spill (2010) and the Fukushima
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Daiichi nuclear disaster (2011). All technical validations come with a level of
uncertainty. What level of uncertainty would be acceptable for geoengi-
neering? There is also the worry of unanticipated consequences of geoen-
gineering – the so called ‘unknown’ unknowns. What is the likelihood
of these being foreseen prior to a major scale geoengineering attempt?
The precautionary principle might seem to argue strongly against
geoengineering.

From the political standpoint, there is a suspicion that geoengineering
will encourage political inertia with respect to CO2 mitigation. A situation of
moral hazard could be generated in which geoengineering provides a pol-
itical get out clause for the more costly option of mitigation. Hence if
geoengineering technologies are developed and are ready to be deployed,
then there is less chance that mitigation will occur in a significant and
timely fashion. Whilst geoengineering research is in its youth and so far its
research costs have been minor, is geoengineering the correct big project for
governments to put their money into? Would geoengineering research re-
move money from the mitigation research effort? The long lifetime of
greenhouse gases and the climate change problem in general, makes legis-
lation difficult due to the time inconsistency between the timescale of gov-
ernment (years to decades) and the timescale of climate change (decades to
centuries).

The governance of geoengineering is another problem. Who would own
the technology? And who would fund the process? It seems likely that if
geoengineering is to happen then the UN would have to be the ultimate
responsible authority. At present, there are no specific UN based regulations
against geoengineering. However, several existing frameworks are thought to
have relevance to some types of geoengineering, for example: The Convention
on the Prevention of Marine Pollution by Dumping of Wastes and Other Matter
(1972) might be applied to iron fertilization of the oceans, and The En-
vironmental Modification Convention (1978) could potentially be applied more
widely to geoengineering schemes in general. In common with the effects of
climate change. the effects of geoengineering are likely to be unevenly dis-
tributed globally. There will be winners and losers, so how is equity ensured
amongst the nations? Would compensation be required for the losers?
Geoengineering would need a final goal – a climatic endpoint. Who sets this
goal? Different countries and regions will clearly have different views on
what constitutes a desirable outcome. Moreover is it possible that some
countries would regard global warming to be a positive outcome, for ex-
ample, in polar regions? Geoengineering is likely to be cheap compared to
the transfer of the world to a low carbon economy, at least in the near future.
Therefore it will be financially possible for large countries and companies.
How do we avoid unilateralism?

Geoengineering offers moral questions as well. Such as: is geoengineering
hubristic (see Chapter 9)? Does this technology represent a step too far in
our control of the Earth system? By even talking about geoengineering, do we
normalize the concept or provide it with premature credibility? Does the

19Why do we need Solutions to Global Warming?

. 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

00
01

View Online

http://dx.doi.org/10.1039/9781782621225-00001


mere presence of geoengineering research represent a slippery slope towards
the ultimate use of geoengineering? This is the atomic bomb argument –
that once a technology has been developed it is unlikely that it will not be
utilized.

5 Summary and Conclusions

The atmosphere is the most valuable resource on the planet and as such
every effort needs to be made to protect it. Unfortunately the rise in green-
house gases since the industrial revolution, and the intimately linked
change in climate, is proving to be the most difficult environmental prob-
lem. Even though the strongest scientific evidence tells us that the anthro-
pogenic releases of greenhouse gases are responsible for climate change,
there has been little success in emissions reduction. The reasons behind this
failure are complex but the outcome is not; the regions of the Earth in-
habited by humans are on average getting hotter.

Since mitigation efforts against climate change are failing, the arguments
for the possibility of geoengineering become louder. Geoengineering is a
contentious issue which evokes strong reactions within all levels of society.
SRM technologies are more controversial than CDR technologies since they
do not solve the root cause of the problem, however, they potentially offer a
more rapidly deployed solution. At present no geoengineering technology is
fit for purpose or ready for deployment. However, geoengineering research is
rapidly increasing with hundreds, if not thousands, of scientists and en-
gineers working on the topic worldwide. As such, geoengineering research
has now likely passed through its infancy, and conclusions are being
reached about the efficacy, benefits and disadvantages of the different pro-
posals. It seems increasingly likely that geoengineering technologies could
be developed that will reduce the effects of climate change. These benefits
need to be carefully weighed against the detriments. A true assessment of
geoengineering cannot be achieved until we better understand the en-
vironmental, technological, economic and governance issues, associated
through its use. Thus this book sets out our present knowledge of this
subject, as well as the areas where understanding is currently lacking.
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Storing Carbon for Geologically Long
Timescales to Engineer Climate

R. STUART HASZELDINE* AND VIVIAN SCOTT

ABSTRACT

To re-establish global climate balance, it is necessary to remove large
amounts of fossil carbon emitted by humans, which is currently lo-
cated in the atmosphere and the upper ocean. Although great attention
is given to technologies of capture, the ability to store immense ton-
nages of carbon stock for geologically long time periods, isolated from
atmosphere and ocean interaction, is equally important. In this
chapter, the multiple storage locations for carbon stocking on and
below land, also within and below the ocean, are evaluated. The
evaluation shows that carbon dioxide reduction (CDR) is useful for
mitigation, but cannot balance the rate of new emissions from fossil
fuel exploitation. Many CDR methods have large uncertainty in their
quantity, life-cycle, global impact and engineered feasibility. Com-
petition for biomass and land usage is inevitable. Pathways and res-
ervoirs of carbon in the ocean are complex and interlocked. Engineered
storage of carbon will also be expensive, resource intensive and cannot
substitute for a greatly reduced usage of fossil carbon. Human indus-
trial and economic activity must ‘‘move beyond hydrocarbons’’ to be
sustainable beyond 2050.
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1 Why is Carbon Storage Necessary?

Industrial and advanced societies gain a large part of their energy usage from
combustion or dissociation of fossil carbon: coal, oil, and methane. Each
one of these has augmented the previous energy vector, but not replaced it.
Thus, more wood is combusted today than ever before, as well as more coal
and more oil. Although there is certainly a trend towards more hydrogen rich
fuels, now expressed as the rise of methane usage, the overall release of fossil
carbon from the geosphere into the atmosphere and ocean has proved re-
lentless. The historical rise in carbon emissions continues to accelerate,
notably since the industrial revolution, founded in the UK, made condensers
so that coal-fuelled steam engines became more efficient and commercially
valuable. The rest is, literally, history.

The immediate consequences of utilisation of fossil carbon were, and still
are, vastly improved wealth, leading to improved human health, fertility, and
long life. These are all highly desirable, and the activity of consuming fossil
energy directly, or by proxy, permeates our entire culture. However, it is now
clear that the carbon emissions from these activities have overwhelmed the
natural processes for circulation of carbon through the Earth’s atmosphere,
biosphere, and ocean, such that humans now dominate the inelastic par-
ameters of the global carbon cycle. That enables naming of our present
geological epoch the ‘‘Anthropocene’’,1 where humans dominate over many
Earth processes. Although Arrhenius realised theoretically that carbon di-
oxide is able to retain solar heat reflected from Earth in the atmosphere,2 the
consequences have only gradually become apparent with the empirical
measurements of Keeling,3 leading to seminal predictions of climate
warming by Hansen in 1981.4 Thirty years of focused and intense scientific
investigation has led to a much improved understanding of carbon cycling
on Earth, and the contribution that CO2 makes to the greenhouse gas in the
Earth’s atmosphere.

There is intense debate concerning the rates of CO2 increase or the rates of
carbon production and the rates of temperature change. However, in a
geological context, all these timescales are instantaneous. During the past
250 years, humans have released more than one quarter of the carbon
emitted by the Earth during some of its more intense volcanic episodes
during the past 600 million years. It is now clear from climate modelling that
the rate is not so important, but the total quantity of carbon released is a
fundamental controlling factor of global change.5 The conclusions of cli-
mate modelling are supported by the geological record. Although the reso-
lution in calendar years, or hundreds of thousands of years, is poor in
comparison with the most recent 100 000 years, it is clear that the Earth has
emitted large quantities of carbon dioxide at perhaps five different times
during the past 600 million years. At each of those times there has been a
rapid period of global change, often associated with temperature warming,
which has resulted in geologically instantaneous extinctions of many spe-
cies. Consequently, the emission of fossil fuels can be viewed as a carbon

23Storing Carbon for Geologically Long Timescales to Engineer Climate
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stock problem, not a rate problem. The present emissions can be viewed as
an experiment in undertaking the rapid release of CO2 during geological
time, and thereby experimenting with a sixth extinction.

A logical deduction from these observations is that humans have a
vested interest in managing the carbon stock on the Earth’s surface.
That includes reducing the total quantity of carbon stocked rapidly into
the atmosphere and ocean during the past 250 years. If carbon can be
captured using diverse natural or engineered processes, where then can
this carbon be stored? It is clear from consideration of the Earth as a
system, that this carbon has to be stored not just for one year or 100 years,
but for thousands or tens of thousands of years whilst the Earth’s natural
self regulation returns to a level with which we are familiar during the past
15 000 years, after the last de-glaciation. If humans are not able to find
methods to reduce the carbon stock, and store carbon for these extended
time periods, then the Earth will continue to undergo a global change,
similar to many in the geological past, where present climate belts move
pole-wards, and the familiar pattern of ocean currents, seasonality, rainfall,
temperature, and weather becomes unpredictable. In climate modelling,
the threshold at which these adverse effects become unpredictable
has conventionally been taken at 2 1C. That is not necessarily a hard
boundary, but a clear indication of a threshold, after which reversibility
becomes much more conjectural. Taking the analysis of Meinshausen,5

that 1 000 000 000 000 tonnes of carbon is the regulated total amount, Allen
has calculated that this threshold will be reached in 2044.6 Humans have a
large stake in correctly managing the carbon stock before that date is
reached.

In the remainder of this article, we assess the different styles by which
carbon may be stored, and analyse the known information, the natural
processes, and the engineering interventions which could be undertaken to
enhance the global rate and tonnage of carbon stocking.

2 The Approach and Controlling Factors

Multiple methods to reduce carbon dioxide, and to store carbon dioxide or
carbon, have been proposed during the past 30 years, and it is likely that
additional methods will be proposed in the future. Here we categorise the
methods which seem, in our analysis, to have the largest global potential.
We subject each of these methods to a similar suite of analysis. Firstly we
describe the essential features of the method, in terms of its process,
geography, and chemistry; we assess its potential impact in terms of global
tonnage of CO2 per year; then we attempt to estimate the cost, engineering
feasibility, security of carbon retention through centuries or millennia, the
effort needed to maintain that carbon stock through our millennial time-
scale; and finally we speculate on the potential adverse effects which may
result from the method’s adoption.
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To gain some insight into the significance, or impact, of the method, these
different opportunities are portrayed in Figure 1 both graphically and nu-
merically, in relation to the present day production of fossil carbon recorded
by organisations such as BP,7 or the International Energy Agency.8

Figure 1 illustrates the degree of the challenge facing engineered carbon
production and storage. The X axis shows different quantities of CO2

emission to the left, with diverse possibilities of CO2 storage to the right. The
left black square is the total amount of fossil carbon dioxide emitted each
year by 2050 if a ‘business as usual’ trajectory is followed, according to the
International Energy Agency. The series of ellipses to the right of the y-axis
show different possibilities of climate engineering to store CO2. Horizontal
dimension estimates the range of CO2 storage per year, the vertical dimen-
sion estimates the range of cost per tonne of CO2 which that action may
incur. It is clear that no single action of carbon storage is anywhere close to
being sufficient to balance the fossil CO2 emitted annually. Additional
measures are needed.

The blue horizontal bars estimate the tonnage of CO2 reduction which
could be achieved by different measures which do not involve climate en-
gineering. Bars below the horizontal (Y¼ 0) are actions which save money,
and are in principle self funding. Bars above the horizontal are actions
which cost money, expressed as $ per tonne of carbon dioxide on the Y axis.
Even if all five conventional actions are followed, there is still a net CO2

emission of around 15 Gt CO2 yr�1. From this, it remains unclear whether
even if all carbon storage engineering actions are taken, they would be
capable of balancing the residual CO2 emissions, especially in the long term.
The fundamental conclusion from this diagram is that consumption of fossil
carbon, and the rate of emission, has to be curtailed in ways which are not
yet calculated. Climate engineering by storage of fossil carbon emitted
cannot balance the projected rates of new emission, and therefore cannot,
on its own, manage the stabilizing of atmospheric CO2.

Figure 1 Diagram showing the size of the challenge for engineered carbon pro-
duction and storage.
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3 Methods of Reduced Emission Rates

There are methods which, in principle, are well understood to enable re-
duction of fossil carbon emissions. Many of these reside in the domain of
energy studies. For example switching of fuel vector from coal, to oil, and
then to methane can produce similar amounts of energy with systematically
decreased carbon emission. This relies on the oxidation of hydrogen to form
H2O as the main exothermic route. It is well understood that many nations
globally depend on combustion of large amounts of coal to produce electricity,
and also heat. Examples include China, USA, Germany, and the UK. Coal is
both cheap and available. Environmental policies to reduce its use have been
ineffective since the 1980s, in spite of the large costs of its extraction, in terms
of human life and in direct environmental degradation. More successful, has
been the economic case for fuel switching. Since 1990 in the USA, unantici-
pated discoveries of large resources of shale gas have produced a glut of low-
cost fossil hydrocarbon into the USA domestic market. This has out competed
coal on its low price, and has led to a decrease in carbon emissions whilst
maintaining a similar pattern of energy usage. However, it is clear from basic
calculations of energy modelling that switching from coal or oil to gas only
buys two extra decades of time before the total global carbon budget is ex-
ceeded. More aggressive and even lower carbon methods are required.

A favourite method for many political and industrial leaders is that offered
by carbon capture and storage (CCS). This allows continued combustion of
coal, oil, or gas at electricity generation plant, or industrial process sites.
Emitted CO2 is avoided by chemical transformation of fuel pre-combustion,
or the CO2 is chemically adsorbed from flue gas after combustion. The pure
CO2 is liquefied, transported by pipeline, and injected 1 to 4 km below
ground where it can remain for millennia. This can reduce carbon emissions
at industrial sites by 90%. However, the initial projects have proven to be too
expensive for national governments to implement, and insufficiently cour-
ageous environmental legislation has been produced to enforce market
companies to implement CCS. If this group of technologies does eventually
become deployed, then that too can buy an extra 20 to 40 years of time until
the global carbon budget is exceeded.

It is also well understood that energy usage by industrial societies and
individuals is inefficient. If the price of energy were perhaps 10 times its
present level then it would be commercially worthwhile to develop district
heating schemes, insulate houses, share bus transport rather than use in-
dividual cars, or use centralised electricity power plants which have a ther-
mal efficiency greater than 35%. Again, the principles are well known, but
the delivery has been perennially slow through many decades. Assertively
explained lifestyle changes, predicated around energy efficiency, could re-
duce consumption rates by 30 to 70%.7,9 That could buy perhaps another 60
years of time before the carbon budget is exceeded.

In the event that none of these above methods are implemented suf-
ficiently, at scale and globally, then to stabilize climate, humans will be
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required to undertake deliberate climate engineering to undertake solar
radiation management (SRM), or to undertake deliberate carbon extraction
and storage from the biosphere atmosphere and ocean. These technologies
are analysed in the following sections.

4 Principles of Carbon Dioxide Removal (Negative Emissions
Technologies)

Reduced rates of CO2 emission cannot, on their own, keep the industrialised
world within its global carbon budget. Either it will be necessary to under-
take several, or all, of the above emissions reductions, or additional tech-
nology interventions will be required. Carbon dioxide removal (CDR), or
negative emissions technologies,10 undertake a deliberate removal of CO2

from the atmosphere and ocean, sending it to storage and isolation for
thousands of years. In the compilation below we analyse the arithmetic
claims for CDR technologies. The real effects of CDR will be more complex.
For example if CO2 is reduced in the atmosphere, then that will enable
additional CO2 release from the upper ocean.11 As a second example, in-
creasing forest cover in the tropics may draw down atmospheric CO2, but
this will consequently reduce the rate of vegetation growth. Precise predic-
tions will require much more detailed modelling and life-cycle analysis of
interacting natural processes.

5 Life-cycle Assessments

The size of the problem involves very large tonnages of CO2. Consequently,
the development of many of these terrestrial CDR technologies (particularly
biomass), which are large enough in scale to have a global climate impact,
will incur significant development in control of the land surface as an in-
evitable consequence. To achieve better quality information, it will therefore
be necessary to undertake total life-cycle assessment for each technology
alone, and then combinations of proposed technological changes. In a
natural context these should include interactions with temperature, atmos-
pheric CO2 concentration, albedo change, and hydrological demands. The
utilisation of biochar is a good example, where complex feedbacks and
interactions can be expected.12 In an engineering or human context, the life-
cycle assessment needs to consider the engineering construction; supply
chain of equipment and materials; sources of energy to undertake the pro-
cesses; changes in land use; induced changes of land and water use; fugitive
emissions and process emissions and induced emissions e.g. in soil car-
bon;13–16 transportation and its energy sources; utilisation of minor prod-
ucts; as well as cleanup remediation and waste disposal of sites.15,16 Impacts
on society, or on construction, have a time dimension and may result in a
‘‘period of payback’’ to replace emissions during the setup period. Ultim-
ately, agreed frameworks for the scientific analysis of life-cycle and climate
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in CDR actions will need to be agreed. Moving towards operations, financial
and actuarial accountancy, as well as carbon budgeting, will need to be
transparent in the life-cycle analysis.14

6 Biomass Availability and Sustainability

Biomass is one of the most contested accessible resources. A fundamental
tension exists between utilising biomass for CDR versus utilisation of bio-
mass for habitat preservation, or utilisation of biomass for food production.
Estimation of the supply of sustainable biomass involves many technical,
societal, and climatic variables. Availability to within one order of magnitude
depends on assumptions of land, fertiliser, water, food demand, climate,
biomass type, and technology utilisation developments.14,17,18 To support
ambitious CDR through biomass requires the potential to convert land from
agriculture or natural ecosystems rich in carbon, to produce controlled
cropping of biomass. This may also involve large inputs of fertiliser or irri-
gation. The intentional increase of biomass for CDR will often change al-
bedo, for example an increase of boreal forest will reduce winter albedo if
snow sheds from dark leaf trees. Integrated modelling will recognise these
limits to helpful impacts on climate. The most fundamental human choice
of land-use and biomass in the near future will be preservation of habitat
versus efficient food production versus continued and increasing meat con-
sumption.19 Inspection of the figures cited by proponents suggests large
estimates for land biomass potential, and assumes that planned conversion
is undertaken and all biomass is used for CDR. Caution is needed because,
although some biomass effects can be synergistic, e.g. waste derived from
crops or forestry, in general biomass uses are exclusive, not additive for CDR.
There is also no requirement that a single global approach is undertaken.
Biomass utilisation in particular, is likely to exploit optimal regional choices
and appropriate technologies.

7 Carbon Dioxide Storage Availability

Options for long-term storage of carbon, 410 000 years, all have geological
parameters. These timescales are required to reduce carbon pressures on
global change on a long-term or ‘‘permanent’’ timescale. Many of the short-
term storage options require continual maintenance and recharging with
carbon and are open to variations in societal input, wealth, or extreme cli-
mate change. Typical examples could be reforested or afforested regions
available for felling, vulnerable to drought, or disappearance due to forest
fire. In techno-economic assessments, these generic risks to short-term
storage seldom appear to be recognised, in contrast to the durable reliability
of long-term geological storage options.

Utilisation of CO2 is frequently proposed by industrial or business prot-
agonists. However this is fraught with difficulty, when considering the
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relevant timescale. Utilisation of CO2 to enhance growth of food (tomatoes
and greenhouses), or to augment drinks (carbonated water) indeed has a
commercial value, but the storage is fleeting in time, lasting only days or
months. Using CO2 as a feedstock can have a financial value for manufacture
of high-value fine chemicals (such as pharmaceuticals), or bulk chemicals
(such as carbonate, urea, methane, methanol, formic acid, or liquid fuels).20

However, if the product is combusted, then that carbon is inevitably released
into the atmosphere. Long timescale retention is difficult to justify. It is also
clear that the global demand for most of these products is tiny, in com-
parison to the tonnages of CO2 produced during power generation.21,22

Utilisation can, therefore, contribute to the cash flow of early projects, in
terms of the present markets, but utilisation is not a long-term storage
method or money earner.

Storage of immense CO2 tonnages can be contemplated below the ground
in five types of geological settings. Firstly, by injection into, and reaction
with, continental scale basalts – for example the Deccan lavas of India, the
Columbia River, USA, and in Iceland.23,24 Pilot injection tests have been
undertaken,24 but it remains unclear how the majority of rock will be put
into contact with injected CO2. Secondly, utilisation of CO2 to improve oil
recovery has been proven in the USA and several other countries. Com-
mercial methods of CO2 circulation promote dissolution into remaining oil,
or into deep groundwater, making this one of the most secure storage
methods, and a method which could find utility as a transient method of
generating government taxes, or could be hypothecated to finance capture
and transport infrastructure. Set against that, however, is the ugly fact that
commercial interests utilise CO2 to produce additional oil. The carbon bal-
ance cannot be reconciled, unless injection to promote CO2 storage is de-
liberatively planned, or unless CO2 injection continues for about the same
number of years as oil was produced, beyond the final oil production date.
Thirdly, the re-use of depleted methane reservoirs has been proven to se-
curely contain buoyant fluid to recharge limits up to the original natural
fluid pressure within the reservoir at the time of discovery. Fourthly, there is
the technical possibility of CO2 injection into sediments of the deep seabed.
An optimal zone exists in which liquid CO2 is denser than the overlying
waters, yet less dense than underlying brines.25,26 This offers potentially
immense volumes for CO2 storage into a failsafe density trapped mech-
anism. However, the logistics of transport from CO2 sites to the deep off-
shore, and injection followed by monitoring, are financially challenging. The
fifth approach is the direct injection of liquid CO2 into regionally widespread
saline aquifer formations. These are routinely assessed to be abundant
within the oilfield areas currently under investigation, and comprise more
than 80% of accessible storage volumes of commercial interest. Evaluation
of this type of storage, to the required level of commercial certainty, may
require hundreds of millions of pounds to drill test boreholes and produce
fluids, for each regional saline formation hosting one gigatonne CO2 or
more. There is good potential to reduce that exploration cost by using legacy
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boreholes, or existing holes, tracked sideways to inject test CO2 at more than
one horizon within the layer cake stratigraphy.

The conventional assessment of CO2 storage, seeking sites in saline
aquifer formations, still has large uncertainties.27,28 Improving the site-
specific estimates of storage available can be achieved by a combination of
improved subsurface geological information, such as seismic reflection
surveys or direct drilling. Good examples of progressively improving evalu-
ations of storage are provided by the North American Atlas,29 the Norwegian
Petroleum Directorate surveys,30 or the UK databases.31,32

There are also many options for engineered enhancement of CO2 storage
in single saline formations, such as large-scale production of deep saline
water, to be disposed at the surface. This creates ‘‘voidage space’ in the deep
subsurface which can easily raise CO2 storage utilisation efficiency from 2%
(the amount dissolved in saline water) by a factor of four.33 Nevertheless it is
clear that sedimentary basins, which could have characteristics for geo-
logical storage of CO2, are not uniformly distributed around the Earth.28 The
practical problems arise in detailed matching of CO2 sources with the
nearest storage sink, i.e. connecting capture to saline aquifer. Established
methods involve construction of overland pipelines, which can be tens or
even hundreds of kilometres in length.27,28,34 CO2 shipping is also possible
using tankers converted from liquefied petroleum gas. All these add expense
and complexity, as well as difficulties of public permission. In principle, it is
therefore a sensible strategy to relocate surface CO2 capture facilities above
storage sites. This results in many fewer potential sites, for example when
using air capture, where the appropriate meteorology and climate lie above
the appropriate geological storage.

In simple arithmetic terms the known commercial reserves of fossil
hydrocarbon today can be approximately balanced by the estimated global
quantity of storage resource. However, if, as has been the historical prece-
dent, the much larger resources of fossil hydrocarbon are gradually con-
verted into commercial reserves, then the amount of known storage on land
requires major engineering to improve subsurface storage volumes. Even
then, our estimates are that fossil hydrocarbon resources greatly exceed the
summation of conventional geological CO2 storage.

The performance of deep geological storage during long timescales is
often the subject of debate. There is an element of dual standards in such
discussions when, for example, a reforestation proposition is regarded as
more secure carbon storage them deep injection of CO2. We suggest that
forests can be significantly liable to 100% loss of carbon by fire or drought
and that is regarded as acceptable. Whereas by contrast geologically stored
CO2 is unlikely to leak, but monitoring technologies struggle to detect
leakage rates of 1% per 1000 years, and this is sometimes regarded as un-
acceptable. We propose that the possibility of modest rates of geological
leakage still retain many benefits of carbon reduction which assist climate
mitigation in the medium term.35,36 There is clearly a balance to be struck
between tonnages of CO2 stored for maximum security but with much less
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available storage capacity, versus strategies where storage capacity is maxi-
mised whilst accepting a statistical probability of slower rates of long-term
leakage.

Figure 2 illustrates the advantages and limitations of the various carbon
dioxide storage methods (magnifying details of CDR from Figure 1). The
X axis estimates the range of possibility, the Y axis estimates the feasibility
expressed as cost per tonne of CO2. Darker colour shades indicate greater
maturity of the technology, for example afforestation is well understood
relative to capture. Estimates are gained from the various sources cited in
Table 1. As explained previously, many figures are uncertain both in terms of
cost and potential tonnage per year. Nevertheless, this diagram provides a
visual estimate of the most important actions, which could have greatest
potential impact in capturing and storing carbon stock. It is clear that the
technologies with the greatest claims are biochar, biomass with carbon
storage, and air capture. Note that there may be resource conflicts between
biochar and biomass with CCS, as published estimates for maximum de-
ployment assume that each is the sole dominant technology. The conclusion
from this is that much greater certainty of costs is needed for all three
technologies, and much better estimation of biomass resource availability is
needed in the context of food production, and maintaining sustainable

Figure 2 Diagram showing the feasibility, the CO2 removal potential and maturity
of technology for various CO2 storage methods.
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terrestrial ecosystems immune from multi-decade timescale forest har-
vesting, or forest gardening.

8 Summary of Carbon Storage Methods

8.1 Increased Terrestrial Biomass: Afforestation

Essential features: planting more trees is easy to understand in principle, but
rather more complex to calculate in terms of its benefits. There is a dis-
tinction between afforestation and reforestation. Afforestation is where trees
are replaced in regions where they have been absent for greater than 50
years, and can also conceptually include increasing the carrying capacity of a
landscape for unharvested terrestrial biomass. The concept of reforestation,
on the other hand, is where forest loss occurring within the past 50 years is
replaced.37 It is also important to make a distinction between tropical and
temperate forest systems, since tropical biomass grows rapidly, with a short
replacement timescale, and with minimal albedo effects. By contrast tem-
perate forest systems grow 5 to 10 times more slowly,43 and can actually
decrease albedo by darkening the landscape especially during northern
winter when reflective snow can be replaced by an absorbing surface of dark
coniferous needles.42

Potential impact: estimating the carbon storage impact of forestation has
great uncertainty. Optimistic maximum estimates speculate on the regrowth
of all deforested regions,11 replacing a total of 180 þ /� 80 gigatonnes of
carbon, including soil recarbonisation. However, competition for land use in
agriculture means that a realistic figure is much lower.19 A global potential
maximum for sustainable afforestation could be about 1.5–3.0 Gt CO2 yr�1.38

Deforestation produced by human activity is estimated to emit 2–4.5 Gt CO2

yr�1.39 Complications arise when the payback time is considered.40,41 Felling
of forests could produce a rapid emission of biogenic CO2 if the wood is
combusted, as well as a reduction of soil carbon during harvesting and re-
planting.41 Carbon is only actively stored during the maximum growth of
new forest, typically from year 10 to year 40 after planting. Subsequent to
that timescale, forests can achieve a steady state position with much slower
sequestering of atmospheric carbon. Consequently, to utilise reforestation
requires continual active management of the forest carbon stock on a global
scale. That intensification of use conflicts with most strategies for conser-
vation and habitat management.

Costs: financing the forest carbon stock varies greatly in cost, depending
on competition with local demand in agriculture for fertile cropland, from
$20 to 4$100 t�1 CO2. There is also uncertainty in the measurement of
stocked carbon – terrestrial methods are slow and labour-intensive, whereas
satellite radar methods are much more rapid but are only just emerging as a
method. Forests also need to be maintained in very different ways in dif-
ferent settings, and the payment for this is unclear, other than by com-
mercial extractive forestry. Although programmes are being developed such
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as Reducing Emissions from Deforestation and Forest Degradation (REDD)
which aims to offer incentives for developing countries to reduce emissions
from forested lands and invest in low-carbon paths to sustainable
development.

Security, effort, adverse effects: forestry is well understood in its funda-
mentals. There is a clear risk from local competition in land use – a problem
which needs to be guaranteed through many decades. There can also be
catastrophic risk of tree death from drought or from forest fire. In addition,
maintaining maximum rates of carbon stocking requires rotational
felling after only a few decades, removing the possibility of a long-term
stable ecosystem. Adverse effects of forestry include water consumption,
albedo change, and the potential to alter regional cloud patterns and rain-
fall.19,38 Stocking with rapidly growing non-native species can introduce
fungal or pest infection. Cultural changes can also be induced, such as the
use of fuel wood, hunting and foraging for food, and the care for valued
wildlife.

8.2 Increased Soil Biomass: Biochar

Essential features: ‘biochar’ is a term applied to charcoal produced through
low-temperature pyrolysis, intended for utilisation in a soil ecosystem. The
placing of char intends to increase the lifetime of biomass carbon within
actively managed soil profiles. This can be applied to agriculture or forestry,
at local farm or small industrial plant scale, and can use excess biomass
derived from many types of feedstock. A range of pyrolysis conditions and
time durations at 3001C to 900 1C, span the range from high retention of
volatile organics in the char through to complete gasification in a process
where oxygen for combustion is incomplete. Co-products include impure bio
oil, and flammable syngas which can be used to power the pyrolysis
equipment.12,44,45

Potential impact: using current land behaviour estimates, and applying
biochar globally within all applications and identified niches places carbon
stock management with biochar at around 3.5 Gt CO2 yr�1, with a cumu-
lative total of 500 Gt CO2 sequestered during 100 years.12 An optimistic
calculation, where biochar is applied to all agricultural grassland areas,
derives a maximum global accumulation of 1500 Gt CO2 (400 Gt C) during
100 years.12

Cost: financing biochar depends on multiple factors: predominantly
feedstock, transportation, and labour costs. In Western countries, if biomass
costs are o$100 t�1, the least cost applications are $40 t�1 CO2, ranging up
to $150 t�1 CO2.45,46 Biochar yield can be estimated as upwards of 25% of the
mass from dry feedstock, producing a sequestration of 0.46 t CO2 per dry
tonne of biomass feedstock.47 In common with many ‘‘negative emission
technologies’’, biochar cannot currently compete against the rival prop-
osition of simply burning all the biomass, and thus returning CO2 rapidly to
the atmosphere. This type of problem requires government action to create
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payments which reward long-term carbon storage. Pyrolysis equipment for
multiple small-scale applications is available now, although there is sub-
stantial scope for improved control and specification of pyrolysis.45

Security and effort: there are several well-publicised examples of Amazon-
ian ‘‘terra preta’’ biochar, which have lifespans of several hundred years in
the soil. Matching biochar type to soil type is a topic of active research, and
establishing residence times of carbon stock between decades and several
centuries seem very probable. Active management is required during initial
application, with minimal maintenance thereafter. Routine large area veri-
fying of biochar stock in soil is, as yet, undeveloped, although proxy methods
of remote sensing for carbon in soil are under investigation, and manual
sampling and analysis is established but slow.

Adverse effects: biochar costs are locally specific, affected by factors such as
biomass feedstock prices; costs of collection and handling; transportation
energy used; and effective pyrolysis control. Once emplaced into soil, large
biochar fragments could be harvested for use as fuel, thereby rendering any
benefits void. There are no known negative health impacts from carbonised
dust, or mobilisation of volatiles in the soil. Exposure of biochar at the soil
surface will reduce albedo, potentially by 13–22% at steady state in the year
after application.48,49 If biochar is applied annually, then large albedo re-
duction could continue before reaching steady-state.

8.3 Biomass Energy with Carbon Capture and Storage (BECCS)

Essential features: biomass can be combusted to produce heat and power
utilising non-fossil carbon. Biomass is currently co-fired in small quantities
with fossil coal or lignite, providing about 3% energy input (biomass ranges
between 30–80% of the energy density of steam coal.50 About 1.55% of global
electricity was from biomass in 2010.50 If capture and storage is undertaken
on the combined flue gas, then that results in net extraction of carbon from
the ambient atmosphere into deep geological burial.10 Offset against that
needs to be a full life-cycle analysis of energy and fertilizer used in planting,
maintenance, harvesting and transport, which reduce many of the claimed
benefits. Co-firing also introduces problems, such as greater variation of
impurities, less concentrated CO2 in flue gas, variable burn in oxyfiring51

and disposal of fibres and tar during gasification.
Similar extraction by biomass indirectly from the atmosphere can result if

the pure CO2 waste stream is captured from ethanol production by fer-
mentation, and disposed into a deep geological reservoir. The leading ex-
ample of this process is the plant of ADM at Decatur, Illinois, USA.52 A
simple calculation of project cost versus tonnage stored, shows that this
produces a cost of around $60–70 t�1 CO2. About 85 billion litres of ethanol
are produced annually worldwide, which co-produces 68 Mt CO2.

Finally, bio-methane can be produced by anaerobic digestion, and is
added into the gas grid or co-fired in gas power plant as carbon-neutral fuel –
where CCS may, eventually, be undertaken.
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Potential impact and security: there are three main problems which
reduce deployment of bio-ethanol and biomass power. These are
biomass availability and sustainability, availability of CO2 storage, and
conversion of legacy infrastructure.53 The potential of BECCS is estimated at
2.5–10 Gt CO2 yr�1. The larger estimates include considerable conversion of
agricultural land to production of feedstock.54 The security of long-term stor-
age is identical to that for CCS, i.e. permanent CO2 removal in climate terms.

Costs of operation: estimates vary greatly, because of different assumptions
of the value of electricity, or transport fuel, combined with potential cost
reductions through improved CCS. Storing CO2 as a by-product of ethanol is
expected to represent the lowest cost, like at the Decatur plant,52,54 less than
the cost of capturing CO2 from co-fired biomass. Estimates for BECCS at
$100 t�1 CO2 are considered too optimistic,55 because they are less than the
projected costs of CCS with fossil fuel.56

Effort needed: BECCS is a continual and intensive resource process, to gain
reliable and regular feedstock supply. As with CCS, the capture process and
CO2 compression before transport devour a large proportion of the stated
energy input. Regional transport networks from capture to storage would
ideally augment or inherit conventional CCS pipelines.

Adverse effects: as with any biomass technology, to have a large impact, this
will confront the competition for land-use between energy, food and water.
Even though conventional CCS has societal acceptance in most parts of
Europe, the industrial aspects of BECCS, and association with coal fueled
power plant may reduce its acceptability.

Figure 3 compares commercially available fossil fuel reserves (gigatonnes
(Gt) CO2) with the potential options for CO2 storage (Gt CO2) which are
ranked by timescales of isolation from the atmosphere. To enable recovery of
the planetary climate system, timescales of at least 10 000 years are required,
shown by climate models and by the geological record of recovery from past
high CO2 excursions. Differential shading of columns indicates the high and
low estimates. Only if estimates of fossil fuel commercial reserves are low is
there any possibility to balance with the highest estimates of the CO2 storage
available. That is unlikely. Furthermore, commercially cited reserves of fossil
hydrocarbon are expected to be about 10 to 100 times less than the com-
mercially ill-defined natural resource of fossil carbon available.

8.4 Biomass Burial, Carbon Dioxide Use and Algal Carbon
Dioxide Capture

Essential features: a simple method of carbon stock storage, is to bury bio-
mass. Normal human operations introduce waste biomass organic material,
such as crop waste, manure, or compost, into agricultural land. This could
potentially reach 2 Gt CO2 yr�1,57 however, carbon residence time is ex-
tremely short, only years. In agriculture, changed management practices
may enable additional carbon to be stored in soil, for example by no till
ploughing which reduces carbon loss through oxidation.57
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As a scale-up of this principle it is proposed that biomass could be buried
in the deep ocean,58 where residence time may be hundreds to thousands of
years. Especially slow decay may occur where some parts of the Antarctic
Ocean may be isolated, for thousands of years, from wood decay
organisms.59

Another step to industrialising the use of biomass to capture CO2 and fix
carbon is the active development of algae in bioreactors and the adaptation
of enzymes as organic catalysts for air capture. The energetic feasibility,
costs, and size scale of impact remain poorly known.60–62

The use of biomass is well established in construction, predominantly
with timber use in houses, but also with potential for installation utilising
straw. This will decrease the use of cement, offsetting emissions during its
manufacture, but the overall potential is fairly small.63

8.5 Direct Air Capture

Essential features: the engineering of direct air capture carbon dioxide re-
duction is applied to the extraction of CO2 from ambient atmosphere, with
concentration and permanent storage of the captured CO2. A large field of
aspirational technology inventors exists, with the leading 10 promoted
through media such as the Virgin Earth challenge,64 competing for a

Figure 3 Diagram showing a comparison of commercially available fossil fuel re-
serves (gigatonnes (Gt) CO2) and the potential options for CO2 storage (Gt
CO2) which are ranked by timescales of isolation from the atmosphere.
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$25 million prize. Because of the immensely large commercial potential,
precise details of the technologies are hard to obtain.

Processes: widely publicised approaches are: (i) adsorption onto solids, or
(ii) absorption into high alkalinity solutions. All methods face three funda-
mental challenges: (i) overcoming the large thermodynamic barrier (theore-
tically 500 MJ tonne�1 CO2). This makes the proposed reactions almost
impossible to conceive in isolation. The energy barrier is high because of the
low CO2 concentration in air (0.04%);65 (ii) supplying and sustaining sufficient
airflow and immense air volumes through the system using minimal energy
to contact with the active surfaces; and (iii) supplying energy to regenerate the
active reagents, to compress the CO2 before pipeline transport and to inject to
deep storage. Examples of three of the leading contenders are methods pro-
posed by Global Thermostat, Klaus Lackner and David Keith. Global Ther-
mostat seeks to use amine coated cellular solids to absorb CO2 directly from
air. Amine is regenerated using low-grade process heat associated with
power plants or refineries.66 Thus, successful operation of this technology is
intimately dependent on the fossil fuel combustion it seeks to offset. Alter-
natively, the method proposed by Klaus Lackner67 involves nonproprietary
amine based resins that can capture CO2 from ambient air movement, and
CO2 is released by hydration under reduced pressure.68,69 In spite of detailed
laboratory measurements, the energetics of these proposals remain intensely
contested.65,72,73 The third method, proposed by David Keith,70 adapts a well-
established circular chemistry method from paper manufacture. Carbon
dioxide is absorbed under forced air fan flow by contacting potassium hy-
droxide which is converted to potassium carbonate. The potassium is re-
generated to hydroxide, by reaction with sodium hydroxide, and the resulting
sodium carbonate is regenerated by a calcination reaction heating to 900 1C
by burning additional methane to release the dissolved CO2. All emissions,
including CO2 gas heating, are captured within the system.71

Costs and feasibility: all these methods are currently in their experimental
or small pilot stage. Carbon engineering is progressing most rapidly. The
estimation of cost varies greatly, and is intensely contested. Developers claim
anything between $90 per tonne CO2, and $200 per tonne for pilot plant,
with expectation of cost reductions at a larger scale.73 External estimates are
always much higher, based on costs of equipment or on fundamentals of
thermodynamics; these range from $600 per tonne minimum,72 to upwards
of $1000 per tonne CO2.73

Deployment, adverse effects: the scale of deployment remains unknown. If
air capture can work reliably and economically, it is possible that one to
2 gigatonnes CO2 per year could be extracted. It is equally possible that such
development will drive these technologies towards flue gas as a rich source
of CO2 which may restrict air capture into niche markets, including (iron-
ically) the potentially profitable proposition to make CO2 on site for en-
hanced oil recovery. Envisaging scale up to impact on atmospheric CO2

concentrations requires a large leap of faith.72 Calculation suggests that
offsetting CO2 emissions of the UK by air capture will require tens of
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thousands of installations around the UK, each sized similarly to the cooling
tower of a conventional coal fuelled power plant. The visual impacts will
make onshore wind power seem benign.

Air capture approaches could also be applied to other greenhouse gases,
for example it is claimed that methane might be commercially extracted
from ambient air.74

8.6 Silicate Weathering

Essential features: in the natural climate system, weathering of silicates by
reaction with atmospheric CO2 is an important drawdown to maintain cli-
mate equilibrium. In the perturbed human system at the present day the
natural rate of weathering is about 1% of the rate of CO2 emission. En-
hancement of weathering can be achieved by increasing the surface area of
reactive minerals in contact with the atmosphere or ocean. This could be
achieved by grinding minerals to smaller particle size and then distributing
on land or at sea – or by adding reactive minerals to naturally abrasive set-
tings such as beaches. Two main styles are usually considered, the dispersal
of silicate olivine across land,75,76 or replacement of carbonates in cement by
using Mg oxides or silicates or fly ash.77

Engineering feasibility: the relevant reactive minerals are abundant in some
parts of Earth’s surface, for example olivine can be quarried from large
parts of Oman. Basic chemical reactions suggests that one tonne of olivine
is required to sequester 1 tonne of CO2. Consequently enhanced weathering
methods all require extraction and crushing of rock volumes which
are similar in tonnage to those involved in the extraction of fossil fuels.
To replace all carbon emitted from cement production, would remove
about 5% of human emissions, about 2.5 gigatonnes CO2 per year, but only
20% of this is considered to be accessible through commercially feasible
processes.78

Costs: extraction of bulk materials is a low-cost operation, typically
$3–$7 per tonne. Landscape remediation, transportation costs, and distri-
bution costs also need to be considered and could double that estimate.
Nonetheless this appears to be a low-cost option. Although some
reactions look attractive on paper, for example replacing carbonate in
cement with magnesium silicates removes 0.6 t CO2 per tonne cement,77 the
immense tonnages of magnesium silicate may only be readily accessible in
some parts of China for example – producing much larger costs of
transportation.

Adverse effects: although the fundamental reaction of olivine weathering
may absorb CO2, the reaction products run off ultimately to the ocean to
create alkaline compounds which, under large scale rapid deployment,
would lead to unknown changes of ocean chemistry. The creation of an
immense quarrying industry at the land surface, to balance subsurface ex-
traction of coal oil and gas, would utilise land area perhaps four times the
extent of coal strip mining.

38 R. Stuart Haszeldine and Vivian Scott

23
/0

6/
20

14
 0

8:
03

:4
3.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

00
22

View Online

http://dx.doi.org/10.1039/9781782621225-00022


8.7 Chemical Feedstock

Essential features: there is a burgeoning industry in developing green
chemistry which can utilise CO2 as a reagent.79 The products include various
categories of compounds: fuels, polymers, carbonates, carboxylates, as well
as direct bulk applications such as solvents in enhanced recovery, or solvents
or growth enhancers in the food industry. The generic problem, of course, is
that CO2 is a molecule of low chemical potential energy, with a Gibbs free
energy value that is very negative (DG¼�400 kJ mol�1), and is difficult to
react. Current approaches include: using catalytic methods which utilise
hydrogen; harvesting wasted or sustainable energy to drive the reactions; or
coupling CO2 consuming reactions with very exothermic parallel reactions.

Costs feasibility: costs are poorly constrained, and depend closely on the
particular reaction undertaken and its method of operation. As with many
chemical processes it is perfectly possible to obtain a suite of minor reaction
products, the problem being to control side reactions and most of all to
increase yield in an energy effective process.

Security of retention and effort: many of the compounds produced have only
a short lifespan of human usage until they are recycled into the atmosphere.
For example, urea as a bulk chemical can be used in fertiliser, but is then
released to atmosphere within months or years – much too short to be of
significant impact as a carbon storage method. Consequently the manu-
facture of chemicals would need to be a continuous effort in drawing down
CO2. A real problem though, is that of scale. Compared to the quantity of
CO2 released from human combustion of fossil fuels, the CO2 tonnage
utilised for chemical products is only a few percent. As a very optimistic
example, in 2012 the entire EU27 demand for CO2 as a feedstock of 235 M
tonnes is exceeded by CO2 output from industrial processes alone (300 M
tonnes CO2).79 This does not consider the emissions from power and heat
generation, so that CO2 utilisation may at most use 10–20% of emissions.
Although chemicals containing CO2 can provide a high-value income stream
to a capture project, the market is easily saturated in commercial terms –
especially locally. One example is salicylic acid.80 Just 60 tonnes day�1 of CO2

from a gas power plant slipstream, can manufacture the global demand.
Thus, CO2 as a chemical feedstock has potential uses in engaging with in-
dustries and communities, but it needs a market to be created for its
products and/or to find an energetically suitable way of re-making fuels
which recycle carbon from emitted CO2.

8.8 Carbon Dioxide for Enhanced Oil Recovery (CO2-EOR)

Essential features: in North America and China, the processes of carbon
capture and storage are usually discussed as ‘‘carbon capture utilisation and
storage’’. This utilisation proposes that a large part of CO2 captured from
power plant and industry should be transported for injection into
partially depleted hydrocarbon fields. Carbon dioxide enhanced oil recovery
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(CO2-EOR) has been undertaken in the USA since the SACROC Texas project
commenced in 1972. At cool temperatures and low pressures, the CO2 fluid
can act to re-pressurise the hydrocarbon field and physically drive out add-
itional hydrocarbon production. The CO2 fluid is even more effective at
higher temperatures and elevated pressures, however, as it becomes fully
miscible with the hydrocarbons and acts to decrease surface tension. This
can enable production of an additional 5 to 20% of the original oil in place.
If commercial restraints did not feature, and extended timescales are
available, then it is possible in principle that CO2 injection could move
towards production of 100% of the original oil in place. This process is often
advocated as a beneficial, sustainable, and economically valuable utilisation
of CO2, which results in net storage in depleted hydrocarbon fields. Between
44 and 84 billion barrels of additional oil are calculated to be producible in
the onshore USA alone using CO2-EOR.79 However, there seems to be a clear
arithmetic bear-trap in the life-cycle analysis, being that large quantities of
additional hydrocarbon are produced which could counterbalance the CO2

stored. Convention in the USA has it that any produced hydrocarbon ‘‘does
not count’’ as an emission for climate budgeting purposes of a project.
Whereas in Europe, the convention is that any production of hydrocarbon
counts as an emission for climate purposes, even if not counted for trading
scheme purposes until combusted. In established CO2-EOR in the USA,
about 160–300 kg of CO2 are used to produce 1 barrel of oil, which emits
430 kg CO2 on combustion.80 Clearly more carbon is produced than is
stored. However, the picture is complicated by the economic fact that CO2 to
undertake EOR in the USA costs money, paid by the oilfield operators.
Therefore a commercially profitable operation requires minimisation of CO2

purchase and use. The market system, as it currently exists, does not place a
levy on carbon emitted or repay value to carbon recovered and stored. By
contrast using CO2 for the purposes of sequestration may promote add-
itional CO2 storage, but only if the CO2 has a disposal value attached. It is
possible to re-design CO2 injection for EOR, such that an overall storage of
carbon is the result.81 A combination of credit for CO2 disposal plus en-
forcing environmental legislation will be required to ensure that CO2-EOR is
environmentally beneficial, rather than adding even more emissions to an
acute problem.

8.9 Deep Sea Sediments

Essential features: although there is much discussion of enhancing CO2 ac-
cumulation in shallow ocean water, and dispersal into deep ocean water,
there has been little investigation of utilising vast areas of sediments along
the continental margins and the deep ocean. One theoretical possibility is to
inject CO2 into sediments deeper than 3000 metres water depth and
underlying several hundred metres of sediment column. This combines the
useful effects of geological storage, combined with large volumes of ocean
storage, and suitable geochemistry.25 When CO2 is injected into the ocean
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deeper than 3000 m it sinks due to density. The overlying pore fluid forms a
less dense cap to prevent buoyancy migration. This zone is also below the
pressure temperature conditions for CO2 hydrate formation, ensuring a
second category of seal. Carbon dioxide that is injected beneath this zone
gradually dissolves into ambient pore water and becomes denser, and
sinks.25,26

Cost, feasibility: no costs are available for this method. Costs are likely to
be high. CO2 needs to be transported offshore by tanker, because injection
sites will need to be laterally extensive. Advanced drill ships will be needed to
hold the drill riser static whilst injection occurs. Physical conditions of the
target sediments may not be helpful, due to small grain size and intrinsically
poor permeability, leading to bad injection rates.

Tonnage: as suitable sediments are widespread on all Atlantic type con-
tinental margins, the potential storage volumes are extremely large – greater
than 2000 years of current USA CO2 production.

9 Discussion

It is clear that many and diverse opportunities for storing carbon exist (see
Table 1). However the practical difficulties of re-capturing feral fossil carbon
are immense. The experience of CCS is salutary.82,83 Since the mid 1990’s the
ambition to develop CCS has been expressed by the governments of many
industrial countries. However, even working within the present electricity
generation system, the conversion from ‘‘established’’ to ‘‘clean’’ methods of
operating has stalled, to run at only 10% of the build rate required to achieve
climate sustainability. There are regulations to draft; territorial claims to
make; regulators to create; licensing allocations to decide; pipelines to
convert or build; expensive injection boreholes to drill; and monitoring and
verification to enact. And that is all before tackling ‘‘who pays’’. So, by the
mid 2010’s, not a single UK project has been built, and only a small handful
are operating globally. Slow, tortuous progress is normal, even for a tech-
nology which is conceptually easy to understand and is highly favoured by
governments. What is the chance, then, that innovations such as biochar, or
soil recarbonisation, will progress any faster? The message from other in-
novative technologies is clear: establishing acceptability can take 15 years
from university to industry then scale-up of deployment usually takes a long
time – several decades. Exceptions exist and are usually framed as responses
to crises, emergencies, or wartime.

A fundamental blockage exists with money. Who pays for the common
good is not politically a vote winning formula. There are different ways of
analyzing this problem. On one hand, the UK claims only 2% of global
emissions (although the embedded emissions in imports are roughly double
that, and the UK stock market influences an additional 25% of global GHG
production). On the other hand, the UK, being first to industrialise, has
accumulated a historic debt of carbon emission, which places UK citizens

41Storing Carbon for Geologically Long Timescales to Engineer Climate

23
/0

6/
20

14
 0

8:
03

:4
3.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

00
22

View Online

http://dx.doi.org/10.1039/9781782621225-00022


Table 1 Summary of CDR methods.

CDR method Description

Estimated
potential
(Gt CO2

yr�1)

Estimated
cumulative
potential
(Gt CO2)

Residence
time of
removed
CO2

(years)

Vulnerability
of removed
CO2

a
Abatement
measurement

Biomass based processes
Afforestation Increasing

forest cover
1.5–3 300–500

(ref. 69)
10–102 High Complex but in

development
for e.g. REDD

Wetland
enhancement

Increasing peat
land C uptake

o0.5 unknown 10–103 High Difficult: C
fraction re-
tention and
time period
subject to
many factors

Biochar Charred biomass
with high stable
C fraction dug
into soils or
buried

o3.5 500 10–103 Med Difficult: C
fraction re-
tention and
time period
subject to
many factors

BECCS –
ethanol

Biomass fermen-
tation with CCS

o2
(unknown)

unknown 4105 Low (if
geological)

Measurable

BECCS –
electricity
generation

Biomass burning
with CCS

2.5–5 350
(ref. 70)

4105 Low (if
geological)

Measureable

Biomass
burial

Burial of waste
or purpose
biomass

o2 unknown 1–102 Med Difficult: C
fraction re-
tention and
time period
subject to
many factors

Biomass use Biomass in
construction

o1 unknown 10–102 Med Measureable

Algae Air or flue-gas
capture with
CO2 storage or
biofuel creation

unknown unknown 4105 (if
geological
storage)

Low (if
geological)

Measureable

Chemical processes
Direct Air

Capture –
solid
adsorption

Artificial trees unknown unknown 4105 (if
geological
storage)

Low (if
geological)

Measureable

Direct Air
Capture –
alkaline
solutions

Adsorption by
sodium
hydroxide

unknown unknown 4105 (if
geological
storage)

Low (if
geological)

Measureable
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Estimated
cost $ t�1

CO2
b

Resource
requirementc

Primary
limitations

Control-
reversibility:
low, med,
highd

Deployment
speed
(years)

Technology
readiness
level (1–9)e

Side effects
and impacts

Research
challenges

$20–100 LA*****
NR***
MR*
EI*
LS**

Land-use
competition

High-high 4101 6–7 Albedo change,
hydrological
effect, societal
landscape use
change

$20þ LA***
NR***
MR*
EI*
LS**

Land-use
competition
and water

High-high 4101 5 Land-use
competition,
possible CH4

emissions,
Ecosystem
benefits.

$30–40 LA****
NR*****
MR**
EI*
LS***

Biomass
availability

High-low 4101 5 Land-use
competition,
Improved soil
fertility, pos-
sible carcino-
genic dust,
albedo change

$25þ
(unknown)

LA****
NR*****
MR***
EI**
LS****

Biomass
availability

High-med 4101 6 Land use
competition,
water demand

$100–200 LA****
NR*****
MR***
EI*
LS****

Biomass avail-
ability, CO2

storage
availability

High-med 4101 4–5 Land use
competition,
water demand

Unknown
(low)

LA***
NR*****
MR*
EI*
LS**

Biomass
availability,
suitable land

High-
unknown

101 4–5 Local environ-
mental change

Unknown
(low)

LA****
NR*****
MR*
EI*
LS***

Demand High-med 101 7–9 Societal

unknown LA***
NR***
MR***
EI**
LS****

Nutrient High-high unknown 2–5 unknown

$100–500þ
(unknown)

LA***
NR*
MR****
EI****
LS****

Land area, CO2

storage avail-
ability, energy

High-high unknown 2–4 Land-use

$100–500þ
(unknown)

LA***
NR*
MR****
EI*****
LS****

Land area, CO2

storage avail-
ability, energy

High-high unknown 2–4 Land-use
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Table 1 Continued.

CDR method Description

Estimated
potential
(Gt CO2

yr�1)

Estimated
cumulative
potential
(Gt CO2)

Residence
time of
removed
CO2

(years)

Vulnerability
of removed
CO2

a
Abatement
measurement

Accelerated
weathering

Pulverised
silicate
dispersal

0.1–3.5 400 4105 Low Complex

Magnesium oxide
cement

Negative
emissions
cement

o0.5 unknown 102–103 Med Measurable

aThe vulnerability of the removed CO2 is ranked: high, medium and low, with respect to possible future cli-
matic, environmental or societal impacts. Afforestation is ranked has ‘high’ as it may be subject to drought,
disease or changed societal demand. Geological CO2 (appropriately sealed) by contrast is ranked ‘low’.

bCost estimates are highly subjective and are to a large extent based on current costs of resources and
materials that may not remain valid.

cResource demands are qualitatively assessed on a scale of * to ***** (highest) according to following
categories: LA: land area; NR: natural resource demand (e.g. water, biomass, mined substance);
MR: manufactured resource (e.g. steel, synthetic chemicals); EI: energy input (net); and LS: logistical
scale (distribution, transportation).

amongst the most polluting global nations per capita – and it could be
suggested that the UK should now, immediately, devote several percent GDP
into cleaning up its historic legacy of carbon emission on which most of its
present wealth is founded. Who pays to scrub CO2 from the common global
air is the type of question on which it is particularly difficult to convince
sceptical voters.

The climate calculator is clear. To avoid the 21C rise in average sea and
land temperature predicted by climate modeling requires actions to dras-
tically cut emissions, and then to keep within a budget of total carbon
emissions.5 That budget, of one trillion tonnes of carbon, expires in Feb-
ruary 2044 if humans persist in their established behaviour. So a combined
approach is needed to enforce a reduction in emissions rates, combined
with a firm cap.

So, what happens to the basic arithmetic? We know the total carbon per
year emitted. We also know the total commercially exploitable carbon in
economic reserves, and in the technically potential resources. And, from the
analysis undertaken in this paper, we can estimate the total carbon storage
resource. The numbers do not match. Our known resource of combustible
carbon is far greater than the immediate storage ability.

That means changes, for example, the development of energy storage
batteries which could store energy for a day, or even a week, as well as an
improved understanding of how to reduce rebound behaviour where CO2

savings in one sector may sometimes be transferred and expended in a
different sector. This leads to the perennial Jevons paradox,84 which suggests
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Estimated
cost $ t�1

CO2
b

Resource
requirementc

Primary
limitations

Control-
reversibility:
low, med,
highd

Deployment
speed
(years)

Technology
readiness
level (1–9)e

Side effects
and impacts

Research
challenges

$25þ
(unknown)

LA***
NR****
MR***
EI***
LS*****

Logistics of
application

High-low unknown 2–3 pH increase of
land

unknown LA*
NR****
MR**
EI***
LS***

Demand High-med unknown 2–4 Mining of Mg

dControllability and reversibility are ranked: high, medium and low. Since afforestation can be ceased and
felled, it is ranked ‘high’ both for control and reversibility.

eThe stage of technology development is assessed on a scale of 1–9: 1 (scientific principle identified) to49
(proven and deployed system).71

that if energy efficiency increases, then energy consumption also increases.
However, there are more specific studies which show that Jevons ‘‘rebound’’
does not always form a paradox, especially if the price, or other rationing, of
energy increases at the same time as efficiency increases.

For the global carbon budget, there are several ways to react to the un-
fortunate mismatch. You can pretend nothing is wrong and carry on as
before. You can make encouraging noises, then develop and deploy CCS and
CDR components enroute to a real operation.83 Or, you can mediate a rapid
transfer across to low carbon emissions, which ultimately means getting out
of fossil carbon utilisation as the main basis for energy supply. The latter
would require a fundamental change to the behaviour of industrial societies,
where taxing the dis-benefits of fossil carbon for a reduction in its use has
never been on the agenda. Nevertheless, the evidence in this analysis sug-
gests that sustainable carbon dioxide reduction or stabilisation can not be
achieved by replacing continuing, or historical (from air), emissions of
carbon into the ground. Leaving fossil carbon in the ground, unburned, is
today a radical statement, but this may yet become the least expensive, and
lowest risk, option.

10 Conclusions

1) Many methods of carbon dioxide reduction (CDR) exist (see Table 1).
All of these have significant uncertainty in their global potential and
poorly constrained costs.
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2) All methods of CDR will require global industries to arise and deploy
new logistical systems. Previous examples of industrial step changes
have taken many years from invention to industrialisation, and several
decades to full-scale deployment. CDR will not be rapid.

3) Rational life-cycle analysis of CDR methods has not usually been
undertaken, based on carbon, energy, or resources.

4) The different CDR methods are sometimes in conflict, particularly for
a finite supply of biomass, where rival uses include food production
and long-term ecosystem maintenance.

5) Even though CO2 storage capacities of all methods are very uncertain,
it is clear that CDR alone is very unlikely to achieve net reduction of
atmospheric carbon, because CDR cannot balance the projected re-
lease rate of fossil carbon, even with all standard mitigation efforts
and fuel switching included.

6) Leaving fossil carbon in the ground, unburned, is the best option for
humanity to move beyond hydrocarbon for long-term sustainability.
To make this transition, new and competitively costed energy sources
need to develop, and older carbon emitting activities need to be pen-
alized. Both of those need courage by governments, which can arise
from leadership, or from pressure by citizens.
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The Global Potential for Carbon Dioxide
Removal

TIMOTHY M. LENTON

ABSTRACT

The global physical potential of different methods of carbon dioxide
removal (CDR) from the atmosphere is reviewed. A new categorisation
into plant-based, algal-based and alkalinity-based approaches to CDR
is proposed. Within these categories, the key flux-limiting resources
for CDR are identified and the potential CO2 removal flux that each
technology could generate is quantitatively assessed – with a focus on
the present, 2050 and 2100. This reveals, for example, that use of waste
nutrient flows to feed macro-algae for biomass energy with carbon
capture and storage (algal BECCS), shows significant CDR potential,
without needing the large land areas or freshwater supplies of plant
biomass energy crops. Adding up the potentials of different
CDR methods, the total CDR potential at present is 1.5–3 PgC yr�1

(Petagram of carbon per year), comparable in size to either the natural
land or ocean carbon sinks. Already 0.55–0.76 PgC yr�1 of this potential
has been realised through afforestation and inadvertent ocean fertil-
isation. The total CDR potential (without including direct air capture)
grows such that by mid-century it is 4–9 PgC yr�1 and by the end of the
century it is 9–26 PgC yr�1, comparable with current total CO2

emissions of 10 PgC yr�1. The CDR that can be realised under social,
economic and engineering constraints is always going to be less than
the physical potential. Nevertheless, if combined with reducing CO2

emissions (conventional mitigation), CDR has the physical potential to
help stabilise atmospheric CO2 by the middle of this century.
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1 Introduction

The global carbon cycle is currently out of balance. Human fossil fuel
burning and land use change activities are producing a combined source of
CO2 to the atmosphere of around B10 PgC yr�1 (petagrams or Pg¼ 1015).1

This is causing atmospheric CO2 concentration to rise at B2 ppm yr�1 and
causing carbon to accumulate in the ocean and in land ecosystems.1 The rise
in atmospheric CO2 concentration is in turn making the single largest
contribution to increasing global temperatures. Thus, in order to minimise
the rise of global temperature, the rise of atmospheric CO2 must be halted
(or sunlight reflection methods of geoengineering must be deployed).

In simple terms, stabilizing atmospheric CO2 concentration demands that
carbon sinks (removal fluxes from the atmosphere) match carbon sources
(fluxes to the atmosphere). Lowering atmospheric CO2 concentration
demands that sinks exceed sources. The conventional policy framework for
achieving stabilization is to reduce CO2 emissions to match natural (land
and ocean) sinks, and then to reduce CO2 emissions to zero (at least as fast
as natural sinks decay). The cumulative carbon emission will then determine
the resulting change in global temperature, called the ‘‘cumulative warming
commitment’’.2 This policy approach poses a profound collective challenge
to transform the current exponential increase in CO2 emissions (B2% yr�1

over the past 25 years and 43% yr�1 at the beginning of the 21st century)3,1

into a comparable or greater rate of decrease in CO2 emissions. The required
transition of the global energy system must start soon and be completed
within decades, if global warming is to be restricted to less than 2 1C above
pre-industrial.2,4,5 Already it demands rates of technological and economic
change that may be politically unachievable.3

Hence there is growing interest in the potential for deliberate carbon
dioxide removal from the atmosphere to augment reductions in CO2 emis-
sions. Carbon dioxide removal (CDR) – or Negative Emissions Technologies
(NETs) – describes a suite of methods that remove CO2 from the ambient air
by biological, chemical or physical means and store the resulting carbon in
long lived reservoirs. If both anthropogenic emissions of CO2 are reduced
and CO2 sinks are created, then the rise of atmospheric CO2 concentration
(and global temperature) can be halted sooner and at a lower level than by
reducing emissions alone. Indeed, CDR is already implicit in most scenarios
to stay under 2 1C of global warming above pre-industrial, including the
IPCC RCP2.6 scenario, where it takes the form of widespread biomass energy
with carbon capture and storage (BECCS).6 CDR effectively reduces the
cumulative carbon emission and hence reduces the corresponding global
warming commitment.2 Ultimately, CDR could be used to bring atmospheric
CO2 concentration down to whatever is considered a safe level. CDR may also
be used to counter-balance some ‘‘essential’’ or ‘‘unavoidable’’ fossil fuel
CO2 emissions, without increasing the CO2 concentration.

However, most CDR technologies are more expensive than most
conventional emissions reduction options, and hence are unlikely to be used

53The Global Potential for Carbon Dioxide Removal
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until after the cheaper mitigation options. Furthermore, because CDR offers
the option to reduce atmospheric CO2 concentrations at some later time,
this may reduce the urgency to start cutting emissions now. Indeed, knowing
that global temperature change lags changes in radiative forcing, some
studies have framed CDR as allowing a temporary overshoot in atmospheric
CO2 concentrations above safe levels,7 without overshooting a corresponding
safe temperature target. This would of course be a risky strategy if the
imagined future potential for CDR cannot be realised in practice.

There are thus several reasons to want to know the global potential for
CDR from a scientific perspective, before also thinking about the engin-
eering, the costs and the social acceptability of CDR technologies. The most
critical factor in determining the global potential of CDR is the flux of CO2

removal that can be achieved at a given time. The achievable CDR flux,
together with the anthropogenic emissions flux and natural sinks fluxes, de-
termines whether CO2 concentration can be stabilised, reduced, or will con-
tinue rising, at a given time. In the longer term, the total storage capacity for
removed CO2, together with the total cumulative CO2 emission, will determine
how much anthropogenic CO2 remains in the atmosphere–ocean system, and
therefore the long-term concentration of CO2 and the corresponding warm-
ing.2,8–10 Also important in the long term is whether there is leakage of CO2

from the storage reservoirs back to the atmosphere, and if so, at what rate.
The various methods available for carbon dioxide removal (see Figure 1)

have been summarised in previous work.11,12 They can be categorised into
biological, chemical and physical approaches, or land and ocean based
approaches. Here I suggest a new categorization into plant-based,
algal-based, and alkalinity-based CDR approaches. The various CDR options
include permanent afforestation and reforestation, biomass burial, biochar
production, biomass energy with carbon capture and storage (BECCS), either
from plant or algal material, ocean fertilization with macronutrients
(nitrogen, phosphorus), or micronutrients (iron), enhanced weathering,
ocean liming, and direct air capture (DAC). Current assessments suggest that
land-based methods of CO2 removal either via biological (photosynthesis) or
chemical and physical means, have greater potential than ocean-based
methods.11,12 Furthermore, existing economic assessment suggests that
land-based biological CDR has a better cost–benefit ratio than direct air
capture of CO2 using chemical and physical means (although direct air
capture would take up far less land space).13

Before getting into the specifics of the different CDR pathways, let us note
some general overarching constraints for the generation of any CDR flux. All
CDR fluxes can be viewed as depending upon: (i) a supply of some limiting
resource(s) to capture CO2; (ii) a yield of carbon per unit input of limiting
resource; and (iii) a conversion efficiency of that carbon to long-lived storage,
including a supply of resource(s) to achieve that capture. For example,
biomass energy with carbon capture and storage (BECCS) using terrestrial
plants depends upon a supply of land area, along with nutrients and
freshwater, a yield of carbon per unit land area (which will depend on
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Figure 1 Methods of carbon dioxide removal (CDR).
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nutrient and water availability and the chosen biomass crop), and a
conversion efficiency to liquid CO2 stored underground, which takes into
account the energy penalty for the conversion and storage process. For each
CDR proposal, it may be possible to identify a rate-limiting step in this
sequence that limits the CDR flux that can be generated.

The aim in this chapter is to provide an up-to-date review of the global,
physical CDR flux potential of leading candidate technologies up to the
century timescale. I do not dwell on CDR proposals where existing assess-
ments indicate they have minimal potential,11 such as enhancing ocean
upwelling or down-welling. I assess the flux potential of plant-based CDR,
algal-based CDR and alkalinity-based CDR and then the combined total CDR
potential, seeking to avoid double counting. Having quantified the physical
potential for CDR, I then briefly discuss the implications for climate policy,
the caveats, and some directions for future research.

2 Plant-based CDR

‘‘Plant-based CDR’’ refers to all pathways where CO2 is removed from the
atmosphere by terrestrial plants and some of the resulting biomass flows are
converted to stored carbon (see Figure 1). The simplest plant-based CDR
pathway is to accumulate carbon in woody biomass through permanent
afforestation, perhaps augmenting the sink by harvesting some of the
biomass as wood products and thus maintaining the corresponding forestry
plantations in a high growth phase.14,15 Alternative suggestions are to
deliberately bury wood in soils,16 or crop residues in ocean sediments,17,18 to
store carbon. None of these pathways make use of the chemical energy in
biomass. Alternatively, if energy is extracted from biomass, some of the
associated carbon can in principle be captured and stored as biochar (from
pyrolysis of biomass),19 or as CO2 (from fermentation, gasification or
combustion processes),20,21 either as liquid CO2 in geological storage or in
seawater when combined with a balanced source of alkalinity. The feedstocks
for these bioenergy CDR pathways could include deliberately grown energy
crops, forestry wood that is surplus to other uses, and residues (i.e. waste
products) from agriculture, energy crops and forestry. The different end
storage forms for carbon can be derived from the same land and/or the same
biomass feedstock, so in estimating global CDR flux potential one must be
careful to avoid double counting. Hence I first consider potential supplies of
‘‘new’’ land and the afforestation or bioenergy crops that could be grown on it.
Then I consider additional biomass flows from forestry and agriculture.

2.1 Resource Supplies

For plant-based CDR, a key limiting resource supply is land area, especially
in a world where demand for food is increasing rapidly and there is a desire
to preserve natural ecosystems, including forests. Abandoned agricultural
land is a prime target for plant-based CDR as it is generally the most
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productive land. It could either be afforested or devoted to biomass energy
crops. Historically, since the early 1960s there has been little net change in
land area under cultivation despite a doubling of population,22 but some
agricultural land has been abandoned, whilst new land went under
cultivation elsewhere. Looking ahead, most scenarios project a continuing
supply of abandoned cropland,23 of 0.6–1.3 Gha in 2050 and about double
this in 2100.24 The corresponding supply rate of abandoned agricultural
land fluctuates over 0–17 Mha yr�1 across the scenarios.25 However, if gains
in agricultural efficiency of around 1% per year cannot be sustained in the
face of growing food demand, global land area under cultivation will have to
increase – leaving little high-productivity land for plant-based CDR.26

Supplies of nutrients and freshwater could also limit plant-based CDR
potential – especially when trying to achieve high productivity and yields
with dedicated biomass energy crops.27

Low-productivity land (including grazed grassland) is projected to dwindle
in area, and to have negligible potential for deliberate biomass growth.24

However, one ambitious proposal suggests that large areas of very
low-productivity desert in Australia and the Sahara could be irrigated by
desalination of seawater, and forests grown there.28 In that case, the key
limiting resources will be the supply of energy to desalinate seawater and
pipe it, and the corresponding nutrients needed to establish forest soils.

2.2 Afforestation and Reforestation

The conversion of unforested land to permanent forest creates a net carbon
sink and a store of carbon in the biomass of the trees and in the soil,
although there can be transient (and even net) loss of carbon from soil
depending on location. The afforestation CDR flux grows both as planted
trees approach their peak rates of carbon accumulation and as progressively
more land is subject to planting. Once a forest reaches maturity, the sink
declines to zero with respiratory carbon losses matching photosynthetic
carbon uptake, although recent studies point to a persistent carbon sink in
old growth forests.29 By harvesting carbon in the form of wood products and
replanting, forestry plantations can be maintained in a higher average
yield state, thus increasing the CDR flux.15 Yields of carbon for permanent
afforestation are of the order 1 MgC ha�1 yr�1,15 with average values of 0.8–
1.6 MgC ha�1 yr�1 used in global projections.14,15

Large afforestation programs have already been undertaken, with an es-
timated 264 Mha afforested in 2010.30 In China alone, the corresponding
CDR flux is estimated to have been 0.19 PgC yr�1 over 1988–2001.31 If the
264 Mha of existing plantations are accumulating carbon at an average rate
of 0.8–1.6 MgC ha�1 yr�1,14,15 then the corresponding CDR is already 0.21–
0.42 PgC yr�1. Conceivably this is an under-estimate as yield can be
considerably greater in the tropics.

Afforestation area increased at B5 Mha yr�1 over 2005–2010,30 which
simply extrapolating forward could produce an additional 200 Mha afforested

57The Global Potential for Carbon Dioxide Removal
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by 2050. On the resulting total area of 464 Mha, the afforestation CDR
flux in 2050 could be 0.37–0.74 PgC yr�1 (assuming 0.8–1.6 MgC ha�1 yr�1).
This is in the range of projections for 205032 with more detailed models
of 0.2–1.5 PgC yr�1,15,25,33,34 which is constrained by the supply of abandoned
cropland.

In 2100, afforestation CDR projections from detailed models range over
0.3–3.3 PgC yr�1,15,25 again constrained by the supply of abandoned crop-
land. Much larger technical potentials have been suggested on shorter time
horizons (e.g. B10 PgC yr�1 in 2035)35,36 but these imply major conflicts with
food production and/or the preservation of natural ecosystems and hence
are ignored here.32

2.3 Bioenergy Crop Supplies

Woody bioenergy crops (e.g. Pinus, Eucalyptus – globally the two
main species), have higher achieved yields than afforestation of B1.5–
7 MgC ha�1 yr�1 (assuming B0.5 gC g�1 average carbon content of
wood).37,38 Even higher global average yield levels are assumed in some
projections, ranging over 1.5–15 MgC ha�1 yr�1 or 8–10.5 MgC ha�1 yr�1,37,39

which seem ambitiously high.14 Other energy crops generally have yields less
than or equal to woody crops.

Current bioenergy supplies meet about 6% of global energy demand but
only a small fraction of this is in the form of modern biomass energy crops,
amenable to large-scale capture and storage technology.

In 2050, it has been estimated that bioenergy crops could supply 40–
330 EJ yr�1 (exajoules or EJ¼ 1018),37,40 which assumes that the plantation
area will range over 390–750 Mha, with yields typically 4–7.5 MgC ha�1 yr�1

and global production of around 2.5–3 PgC yr�1 (assuming B0.5 gC g�1).37

Alternative estimates are that if 1% yr�1 gains in agricultural efficiency
can be sustained to 2050, with the expected trend toward higher meat diets,
1.7 PgC yr�1 of energy crop could be produced in 2050.26 If in addition there
were a reversion to lower meat diets, bioenergy crop supplies could increase
to 3.4 PgC yr�1 in 2050.26 However, this would demand massive nutrient
inputs. For each B1 PgC yr�1, roughly 20% of present global fertiliser
nitrogen would be required, based on switchgrass as the crop.27 Expressed
another way this is a ratio of nitrogen input to carbon output of C : N B58,
which with typical grass N : P B15–20, corresponds to C : P B1000, and is
consistent with around 20% of global fertiliser phosphate inputs (of 0.39–
0.45�1012 mol P yr�1) also being required for each B1 PgC yr�1.

By 2100, integrated assessments of bioenergy potential constrained by the
supply of suitable land area tend to be roughly double what they are in
2050.24,37 The greatest potential is on abandoned agricultural land, with one
study giving a range of 240–850 EJ yr�1 in 2100 for woody energy crops,24

corresponding to 6–21 PgC yr�1 (assuming 20 GJ Mg�1 and 0.5 gC g�1).
However, the required nitrogen and phosphorus inputs to sustain this
would be roughly 100–400% of present fertiliser production, unless efficient
nutrient recycling systems can be implemented.
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2.4 Additional Biomass Supplies

With large areas of the land surface already managed, wood supplies from
forests and waste biomass flows from agriculture and forestry can provide
major sources of carbon for conversion to long-lived forms.

Based on year 2000 figures,41 global wood removals from forests were
B1 PgC yr�1, roughly half of which went to wood fuel and half to industrial
uses, but it is unclear whether any of the B0.5 PgC yr�1 used as wood fuel is
available for capture and storage. Global flows of carbon in unused residues
from cropland were B0.6 PgC yr�1 (assuming 0.4 gC g�1).41 Alternative
estimates of maximum current potential agricultural residues are 0.28 PgC
yr�1 from rice, 0.18 PgC yr�1 from other cereals, 0.13 PgC yr�1 from sugar
cane waste bagasse and field trash, and 0.19 PgC yr�1 from manures, giving
0.78 PgC yr�1 in total.42 In addition, year 2000 felling losses from forestry
were B0.33 PgC yr�1 (assuming 0.5 gC g�1).41 Thus combined total residues
are in the range 0.9–1.1 PgC yr�1 which, with the addition of all wood fuel,
gives B1.5 PgC yr�1.

In 2050, forecast bioenergy supply from surplus forest biomass is 60–
100 EJ yr�1,40 which corresponds to 1.5–2.5 PgC yr�1 (assuming 20 GJ Mg�1

and 0.5 gC g�1), and would represent a significant increase over current
global wood removals of B1 PgC yr�1.41 In 2050, the supply of agricultural
and forest residues is estimated at 30–180 (mean 100) EJ yr�1,40

which corresponds to 0.8–4.8 (mean 2.7) PgC yr�1 (assuming 15 GJ Mg�1 and
0.4 gC g�1 for residues). The lower end of this range is less than unused
crop residues and felling losses at present,41 but the upper estimate looks
unrealistic. Alternative estimates for 2050, including manure and food
waste as potential feedstocks, give total biomass ‘‘waste’’ streams of 2.2–
2.7 PgC yr�1 (across four scenarios) as a more reasonable upper limit.26

2.5 Conversion Routes and Efficiencies

Having established the supply of carbon in biomass the next key question is;
how much can be converted to long-term storage?

If one leaves biomass in permanent forests and their soils (where previously
the land stored less carbon) the conversion efficiency is often treated as 100%,
although natural disturbances such as pests and fire that reduce carbon
storage cannot be completely prevented.43 Biomass burial has a conversion
efficiency 497% based on data for solid wood in landfill sites, where o3% of
the carbon is converted to CH4 and CO2 in a roughly 1 : 1 ratio.44 Burial of
biomass in the deep ocean is also assumed to be near 100% efficient.

BECCS technologies generally lend themselves to relatively uniform
feedstock such as dedicated bioenergy crops. There are several pathways for
converting biomass carbon to captured CO2 including: (i) biomass
combustion with flue gas CO2 capture (which can also use mixed feedstock);
(ii) biomass gasification then CO2 capture (with an optional CO shift) before
combustion or conversion to fuel; (iii) air separation of pure O2 for biomass
combustion with CO2 capture; (iv) biomass fermentation to biofuel

59The Global Potential for Carbon Dioxide Removal
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(sometimes preceded by saccharification) with CO2 capture; and (v) biomass
conversion to biofuel via the Fischer–Tropsch process with CO2 capture.21

CO2 capture potential varies considerably across these technologies (as do
the offsets of fossil fuel burning). Carbon capture yields of 90% (and possibly
higher), with a corresponding B30% energy yield as electricity, are claimed
for (ii) a biomass integrated gasification combined cycle (BIGCC) with
CCS.45,46 However, other authors estimate only a 55% carbon yield with 25%
energy yield as electricity for the same type of system.47 Higher energy yields
are estimated in the form of hydrogen production (55%) or heat production
(80%).45 Lowest carbon capture yields are for converting sugar cane to
ethanol (iv), which leaves 67% of the carbon in the ethanol and releases 33%
as CO2. However, future biofuel is likely to be dominated by lignocellulosic
crops, for which processing by saccharification and fermentation (iv) or
Fischer–Tropsch (v) leaves around half of the carbon in the fuel, with carbon
yields of (iv) B13% or (v) B41% as high purity CO2.48

Biochar production lends itself to biomass residues from agriculture and
forestry and other mixed feedstocks like food waste and manure, providing a
convenient recycling mechanism for organic wastes. Charcoal is typically
produced by pyrolysis of biomass although thermo-catalytic depolymer-
isation has also been demonstrated. The carbon and energy yields of biochar
production vary greatly with the temperature of pyrolysis. In systems
optimised for biochar yield,49 up to 63% carbon capture is possible via
pressurised flash pyrolysis, with an energy yield of around 35% in gas (59%
of the energy is left in the char and 6% lost). A more conservative figure is
B50% carbon capture with a similar energy yield.42 When returned to soil as
biochar a significant (but debated) fraction of the carbon in charcoal, e.g.
85%, is long-term resistant to biological decay.42 Thus, the maximum overall
conversion efficiency for biochar is probably around 50%.

2.6 Combined CDR Potential

The combined potential for plant-CDR (see Table 1) depends on the choice
of land use and the choice of conversion pathways for biomass supplies. To
maximise CDR potential, abandoned agricultural land should be devoted to
dedicated bioenergy crops rather than afforestation. Then burial of all
biomass could probably maximise CDR, but runs the risk of damaging
ecosystems by withdrawing carbon and nutrients and, with no energy
benefit, is unlikely to be favoured. Instead, uniform feedstock including
dedicated bioenergy crops and surplus wood from forestry could be directed
to BIGCC with CCS as it offers the potential to fix up to 90% of the carbon
from the feedstock, whilst also yielding energy. For heterogeneous feedstock,
including various biomass ‘‘waste’’ streams, pyrolysis and return of biochar
to the soil has the potential to sequester around 50% of the carbon content
of the feedstock, whilst also returning some associated nutrients to the soil.

The maximum combined plant-CDR potential at present is around 0.75–
1.5 PgC yr�1 (see Table 1). Current afforestation CDR is conservatively
0.21–0.42 PgC yr�1. The present potential for bioenergy CDR from
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sugarcane-based ethanol production and chemical pulp mills has been
estimated at 0.19–0.23 PgC yr�1.21 Alternatively, if all ‘‘modern’’ biomass
energy were converted to biochar by pyrolysis, the estimated CDR flux is 0.18
PgC yr�1.19 In addition, if global flows of crop residues from agriculture
were all converted to biochar,41 0.3 PgC yr�1 could be removed,50 or if 30%
of these residues were buried in the deep ocean, 0.18 PgC yr�1 could be
removed. In addition, the B0.33 PgC yr�1 of felling losses from
forestry,41 could produce a CDR flux of 0.32 PgC yr�1 if all buried in soils

Table 1 Estimates of global plant-CDR flux potential by pathway for
present, 2050 and 2100.

Carbon source
Carbon
store

CDR flux
(PgC yr�1) Key conditions / assumptions Reference

Present

Afforestation Biomass 0.21–0.42 264 Mha�0.8�1.6 MgC ha�1 yr�1 30,32
Energy crops BECCS 0.19–0.23 Sugarcane, ethanol and pulp mills 21

Biochar 0.18 All biomass energy by pyrolysis 19
Forestry

residues
Burial 0.33 0.65 Pg yr�1 of felling losses 32,41
Biochar 0.16 All felling losses from forestry 32,41

Crop residues Burial 0.18–0.6 1.5–5 Pg yr�1, 30% removed 18,32,41
Biochar 0.18 50% of unused crop residues 50

All residues Biochar 0.16–0.34 original-revised estimates 19,32,41
Shifting

cultivation
Biochar 0.21–0.35 All shifting cultivation fires 19,32,51

Charcoal Biochar 0.01 All waste from charcoal making 19

All Various 0.75–1.5 Total

2050

Afforestation Biomass 0.2–1.5 All abandoned cropland 15,25,33,34
Biomass 0.2–0.4 No expansion of afforested area 30,32

Energy crops BECCS 1.25–1.5 390�750 Mha, 8–15 Mg ha�1 yr�1 32,37
BECCS 1.5–3.0 1.7–3.4 PgC yr�1 across

4 scenarios
26

Surplus wood Biochar 0.75–1.25 60–100 EJ yr�1, 20 GJ Mg�1,
0.5 gC g�1

32,40

All residues Biochar 1.35 B100 EJ yr�1, 15 GJ Mg�1,
0.4 gC g�1

32,40

Biochar 1.1–1.35 2.2–2.7 PgC yr�1 across 4 scenarios 26

All Various 2.3–5.75 Total (avoiding double counting)

2100

Afforestation Biomass 0.3–3.3 SRES A2, B1, B2, A1b range 15,25
Energy crops BECCS 5.4–19 240–850 EJ yr�1, 20 GJ Mg�1,

0.5 gC g�1
24,32

Biochar 5.5–9.5 180�310 EJ yr�1 all pyrolysed 19
Surplus wood Biochar 0.75–1.25 2050 estimates (as above) 32,40
All residues Biochar 1.1–1.35 2050 estimates (as above) 26

All Various B5–20 Total (avoiding double counting)
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or 0.16 PgC yr�1 as biochar. For the upper estimate, an additional
0.21–0.35 PgC yr�1 as biochar is included assuming ‘‘slash-and-char’’ shifting
cultivation was adopted in place of current slash-and-burn practices.19,32,51

Finally, there is 0.01 PgC yr�1 from wastes of charcoal production.19 However,
it is assumed that none of the wood currently being used as fuel is available
for alternative conversion pathways (e.g. pyrolysis to biochar).

The maximum combined plant-CDR potential in 2050 could range over 2.3–
5.75 PgC yr�1 (see Table 1). The lower estimate comes from a scenario in
which gains in agricultural efficiency cannot be sustained and agricultural
land has to expand in area, with current bioenergy crop land having to be
reclaimed for food production. In that case, residues are maximised and their
conversion to biochar can produce 1.35 PgC yr�1. Present afforested area (with
no further expansion) creates a minimum additional CDR flux of B0.2 PgC
yr�1, and wood removal from all managed forests could produce an additional
0.75 PgC yr�1 if converted to biochar. The upper estimate comes from a world
in which agricultural efficiency continues to increase, the global trend towards
eating more meat is reversed, and all abandoned agricultural land is devoted
to bioenergy crops, which support a CDR flux of 3.0 PgC yr�1. Wood removal is
maximised giving 1.25 PgC yr�1 as biochar. Residues are somewhat less
(2.2 PgC yr�1) due to increases in agricultural efficiency, but produce a biochar
CDR flux of 1.1 PgC yr�1. Even though afforestation has not expanded, the
current area supports an additional CDR flux B0.4 PgC yr�1. Integrated as-
sessment modelling of realised CDR potential in 2050 gives either 0–2.7 PgC
yr�1 by BECCS or 0–1.1 PgC yr�1 by afforestation,52 which, as would be ex-
pected, is less than the maximum potential estimates here. Furthermore, the
freshwater and nutrient demands of removing several PgC yr�1 by BECCS and/
or afforestation may be ‘‘unrealistically high’’.27

The maximum combined plant-CDR potential in 2100 is particularly
uncertain but could range over circa 5–20 PgCyr�1 (see Table 1). The lower
limit comes from a maximum afforestation scenario (3.3 PgC yr�1) with the
addition of 2050 values for wood removal (0.75 PgC yr�1) and forest and
crop residue (1.1 PgC yr�1) conversion to biochar. If, instead, one takes a lower
limit for woody bioenergy crop production and converts it by BECCS (5.4 PgC
yr�1), plus the wood removal and residue biochar production fluxes, the total
CDR flux is 7.25 PgC yr�1. For an upper limit, the maximum woody bioenergy
crop production with conversion by BECCS could yield up to B19 PgC yr�1 to
which can be added wood removal and residues generated fluxes. The overall
range spans earlier estimates of 5.5–9.5 PgC yr�1 potential biochar CDR flux
(from 180–310 EJ yr�1 biomass energy supply in 2100).19,37 Of course the
realised potential would be expected to be lower, with integrated assessment
modelling giving a BECCS potential of 0–5.4 PgC yr�1 in 2100.52

3 Algal-based CDR

‘‘Algal-based CDR’’ refers here to all pathways in which CO2 is removed from
the atmosphere by algae (including cyanobacteria and macro-algae) and
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some of the resulting biomass flows are converted to stored carbon (see
Figure 1). This categorisation groups ocean fertilization methods and algal
bioenergy production with carbon capture and storage. The latter could be
conducted in freshwater or salt water.

3.1 Resource Supplies

For algal-based CDR the input of nutrient(s) (and their subsequent recycling)
is the key limiting resource, especially for cyanobacteria and micro-algae
which have relatively low carbon-to-nutrient ratios compared with terrestrial
plants. If algal-based CDR is attempted on land, the supply of suitable area
for water containers also needs to be considered, whereas for ocean fertil-
ization the supply of ships is important.

3.2 Algal BECCS

Micro-algae are an attractive source of bioenergy because their photo-
synthetic efficiency (10–20%) far exceeds that of land plants (1–2%) and they
can achieve very high growth rates, doubling their biomass within a few
hours under ideal conditions. Also many taxa grow in seawater, eliminating
the need for freshwater inputs. Countering this is the problem that the
typical carbon-to-nutrient ratio of micro-algae is much lower than that of
land plants – especially woody plants – therefore the total nutrient demand
to fix a given flux of carbon is much higher. Macro-algae have the advantage
of higher carbon-to-nutrient stoichiometry than micro-algae and also have
high productivity. Micro-algae can be cultivated in flow-through open
‘‘raceway’’ ponds or in closed ‘‘photobioreactors’’, whereas macro-algae can
be cultivated in tidal-flat farms, nearshore farms, rope system farms, open-
ocean farms or as floating seaweed.53 However, it can take up to 20% of the
energy captured to harvest algal biomass (greater than for terrestrial plants).
To maximise photosynthetic carbon fixation in seawater, CO2 needs to be
continually resupplied by replenishing algae with CO2-rich water, especially
when grown in closed systems. Hence linking micro-algal biofuel production
to high CO2 concentration flue gases from power stations has been con-
sidered – but this only amounts to a CDR technology if the CO2 is derived
from biomass combustion, in which case algae can just be viewed as part of
the capture technology. Instead, true algal-BECCS should be based on algae
in water exchanging CO2 with the free air. The subsequent conversion of
biomass can involve biofuel production with CCS, anaerobic digesters pro-
ducing methane (as well as CO2) with subsequent combustion and CCS, and/
or biomass gasification (BIGCC) with CCS.

Micro-algae in raceway ponds can capture up to 36.5 MgC ha�1 yr�1

(10 gC m�2 d�1), which is well above woody biomass energy crops. With the
harvesting penalty (80% efficiency of energy conversion) and maximum cap-
ture efficiency (90% for BIGCC with CCS) this could translate to a CDR flux
B25 MgC ha�1 yr�1. Thus with an area of 0.1 Gha (106 km2) one might
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imagine capturing 2.5 PgC yr�1, but the corresponding nutrient demand
would be huge; with classic ‘‘Redfield’’ ratio (C : P¼ 106 : 1) and no recycling,
it would require B2.9�1012 mol P yr�1, which is nearly an order of magnitude
more than the global fertiliser inputs to the land of 0.39–0.45�1012 mol P yr�1.

To get a more reasonable upper limit on algal-BECCS CDR potential,
consider the global flux of phosphorus in treated or untreated sewage of
0.048�1012 mol P yr�1 (1.5�1012 gP yr�1). If we imagine that this could all be
linked through wastewater processing plants to fuel micro-algal productivity,
with the above conversion efficiencies and no nutrient recycling, the
resulting CDR flux would be 0.044 PgC yr�1 on a relatively modest area of
1.7 Mha. Experience with anaerobic digestion of algal biomass however
suggests a nutrient recycling efficiency of 60–80% can be achieved (for
nitrogen) at an energy conversion efficiency of 75%,54 in which case the CDR
flux might be increased to 0.1–0.2 PgC yr�1. Still the CDR potential remains
modest because of the low C : P stoichiometry of micro-algae and the
assumed constraint on nutrient input. The genetic-engineering of micro-
algae that excrete carbon rich (and nutrient poor) compounds such as
long-chain hydrocarbon fuels may improve the forecast, but such liquid
fuels are likely to be used in the transport sector where it is difficult to link
them to carbon capture and storage technology.

Macro-algae cultivation has achieved productivity of 10–34 MgC ha�1 yr�1,
with much higher C : N : P stoichiometry than micro-algae.53 Taking the
‘‘Atkinson’’ ratio of C : P¼ 550 : 1 and the global sewage flux of
phosphorus,55 with the same energy conversion and carbon capture effi-
ciencies, a CDR flux of 0.23 PgC yr�1 could be generated without any nutrient
recycling, although this would require a larger area than micro-algae of
B9–32 Mha (depending on productivity). Existing anaerobic digestion
systems have shown a nutrient recycling efficiency of 60–80% can be
achieved with 75% efficient energy conversion,54,56 thus the CDR flux could
conceivably be increased to 0.53–1.07 PgC yr�1 (on the same area). Such
algaculture systems would likely be operated in estuarine (total global area
B100 Mha) or coastal shelf sea settings, so the required area could pose a
constraint on scaling up of this technology.

Looking ahead, if the human sewage flux of phosphorus scales with total
projected waste phosphorus fluxes we can expect a B50% increase in 2050
and a B100% increase in 2100. Thus the corresponding algal BECCS CDR
flux could be B0.15–0.3 PgC yr�1 for the micro-algal route and B0.75–
1.5 PgC yr�1 for the macro-algal route in 2050, and B0.2–0.4 PgC yr�1 or
B1–2 PgC yr�1 in 2100. Of course if one assumed the same nutrient inputs
as woody biomass energy crops grown on land then these CDR fluxes could
be considerably increased.

3.3 Ocean Fertilisation

The phenomenal area of the ocean offers obvious algal-CDR potential, if
carbon in biomass can be transferred to long-lived reservoirs, but once again
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the required nutrient inputs will be massive, and without a bioenergy gain
the economics are more prohibitive. Sequestration of carbon can occur in
two main reservoirs: marine sediments or the deep ocean itself. Ocean
fertilisation proposals focus on adding new nutrient to the surface ocean
(or increasing nutrient supply from depth), as this ultimately controls the
sequestration flux of carbon. Candidate fertilisers are the macro-nutrients
nitrogen (N) and phosphorus (P), and the micro-nutrient iron (Fe), noting
that relieving a deficit of one nutrient is likely to lead to limitation by an-
other. In addition to N, P and Fe limitation, silicate (Si) limitation is a
possibility, especially for diatoms.

In the surface ocean, carbon fixed by photosynthesising organisms comes
from dissolved inorganic carbon (DIC) in the water, creating a deficit of DIC
that in turn drives an air–sea flux of CO2. Much of the resulting organic
carbon is recycled back to DIC by heterotrophic organisms in the upper
ocean, nullifying the effect on atmospheric CO2. However, a modest fraction
of the carbon fixed by marine phytoplankton escapes respiration and sinks
to greater depth. In coastal and shelf seas it soon hits the bottom sediments,
whereas in the open ocean it can keep sinking for kilometres. However, as it
does so, the sinking flux of carbon decays away due to remineralisation,
following a power law function with depth,57 with the power known to vary
significantly with surface community structure.58 The ‘‘export flux’’ refers to
the flux of carbon sinking out of the sunlit photic zone. This has been
estimated at 17 PgC yr�1 globally at 75 m,59 but the bottom of the photic zone
is more typically taken to be 100 m where 11 PgC yr�1 has been estimated.60,61

What is critical for long-term carbon storage in the deep ocean is the ‘‘se-
questration flux’’ below the depth of winter wind-driven mixing, which ranges
over 200–1000 m, depending on location.62 Any organic carbon remineralised
to DIC above the depth of winter mixing will not create a DIC deficit on the
annual or longer timescale and hence will not drive a CO2 sink. Taking 500 m
as a reference depth, there the global sequestration flux is estimated to be in
the range 2.3–5.5 PgC yr�1 (i.e. 20–50% of the export flux at 100 m),58 with a
long-favoured formula giving 2.8 PgC yr�1 (i.e. 25% of the export flux).57

Some algal-CDR is already (inadvertently) occurring in the ocean,
because humans mine and add phosphorus to the land surface 0.39–
0.45�1012 mol P yr�1 and much of this leaks to the ocean. The riverine flux
of biologically-available (dissolved and particulate) phosphorus to coastal
seas (including sewage and detergent) has increased by 0.31�1012 mol P
yr�1, suggesting a 70–80% transfer efficiency.63 Some of this P input is
converted to organic carbon in coastal and shelf seas and buried in their
sediments with a typical burial ratio under oxic (where oxygen is present)
bottom waters of C : P B250.64 In the North Sea this sediment burial flux of P
is around 20% of the estimated anthropogenic P input.65 Extrapolating these
figures to global coastal regions gives an estimated 0.18 PgC yr�1 being se-
questered in their sediments at present. If the remaining 80% of anthro-
pogenic P inputs are transferred to the open ocean and go to fuel export
production there, assuming (as an upper limit) half of this flux contributes
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to long-term sequestration below 500 m, then a further sink of 0.16 PgC yr�1

is being generated at present, giving a total of 0.34 PgC yr�1. Alternatively, if
all anthropogenic P loading ends up in the open ocean (i.e. none is buried in
coastal and shelf sea sediments) then the estimated sequestration flux is
0.20 PgC yr�1 at present.

It has been suggested that mined phosphate could be directly added to the
surface ocean,62 despite this finite resource being essential for food pro-
duction. More likely we can expect inadvertent phosphorus addition to the
ocean to increase in future. One projection gives a linear increase to
0.42�1012 mol P yr�1 in 2035,63 which could drive a sink of 0.27–0.47 PgC
yr�1. Extrapolating the linear trend forwards gives 0.47�1012 mol P yr�1

added to the ocean in 2050 driving 0.30–0.53 PgC yr�1, and 0.64�1012 mol P
yr�1 added to the ocean in 2100 driving 0.41–0.71 PgC yr�1. This assumes
that nitrogen fixation will cause nitrogen availability in the ocean to track
increased phosphorus availability,64,66 and that micro-nutrients (e.g. iron) do
not limit new production in the (currently coastal) regions to which phos-
phate is added. On the millennial timescale, the total reservoir of mineable
phosphate of 323–645�1012 mol P could readily be drained, which of course
would precipitate a food crisis. Instead societies are going to be compelled to
develop efficient recycling systems for phosphorus on land, which in turn
will reduce algal-CDR potential in the ocean.

Nitrogen fertilisation of the ocean is a slightly more sustainable prop-
osition in that nitrogen can be fixed from the atmosphere, but it comes at
great energy expense. Potentially, the deficit of available nitrogen relative to
phosphorus in the world ocean could be alleviated. This deficit averages
2.7 mmol kg�1,67 compared to an average deep ocean nitrate concentration of
30.9 mmol kg�1. Thus, removing the nitrogen deficit would result in a B9%
(2.7/30.9) increase in the export flux, corresponding to about 1 PgC yr�1 at
100 m depth. However, it is the sequestration flux below B500 m depth
which is critical and an upper limit for the increase in that is 0.5 PgC yr�1.
Assuming this could be achieved in 2100 on a linear growth trajectory, the
2050 CDR flux might be B0.2 PgC yr�1.

Iron is the favoured nutrient for ocean fertilisation because often the C : Fe
410000 in algal biomass, so the required nutrient inputs are much less
massive than for N or P. However, iron is only limiting in remote high-
nutrient low-chlorophyll (HNLC) areas of the world ocean,68–70 notably the
Southern Ocean. A number of model studies have assessed the potential
carbon sink that could be generated by iron fertilisation. The maximum po-
tential is indicated by simulations that remove iron limitation globally for
100 years.68 Global export production across 100 m is increased initially by
3.5 PgC yr�1, decaying after 100 years to 1.8 PgC yr�1, and totalling 226 PgC.
Diatoms are predicted to make a greater contribution to export production,
creating fast sinking particles that should maximise the sequestration flux.
Taking the predicted time mean increase in export flux across 100 m of
2.26 PgC yr�1, and likening the remineralisation with depth to that at a station
where diatoms dominate (K2 in the Northwest Pacific),58 then the estimated
increase in sequestration flux across 500 m is 1 PgC yr�1. Assuming a linear
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growth trajectory, B0.4 PgC yr�1 might be achieved in 2050 and 1 PgC yr�1

in 2100.

3.4 Combined CDR Potential

The combined potential of algal-based CDR (see Table 2) is clearly set by
nutrient supply fluxes, and in the case of phosphorus and nitrogen these

Table 2 Estimates of global algal-CDR flux potential by pathway for pre-
sent, 2050 and 2100.

Carbon source
Carbon
store

CDR flux
(PgC yr�1) Key conditions / assumptions Reference

Present

Micro-algae BECCS 0.044 0.048�1012 mol P yr�1 sewage This study
BECCS 0.1–0.2 60–80% efficient P recycling This study

Macro-algae BECCS 0.23 0.048�1012 mol P yr�1 sewage This study
BECCS 0.53–1.07 60–80% efficient P recycling This study

River excess
P flux

Sediment 0.18 C/P¼ 250, 0.31�1012 mol P
yr�1

32

DIC 0.16 80% of excess P to open ocean 32

All Various 0.9–1.4 Total potential

2050

Micro-algae BECCS 0.15–0.3 50% increase in sewage P,
recycling

This study

Macro-algae BECCS 0.75–1.5 50% increase in sewage P,
recycling

This study

River excess
P flux

Sed.+DIC 0.30–0.53 0.47�1012 mol P yr�1 32

N fertilisation DIC 0.2 Remove 40% of global
N deficit

32

Fe fertilisation DIC 0.4 Remove 40% of global
Fe deficit

32,68

All Various 1.6–2.6 Total potential

2100

Micro-algae BECCS 0.2–0.4 100% increase sewage P,
recycling

This study

Macro-algae BECCS 1.0–2.0 100% increase sewage P,
recycling

This study

River excess
P flux

Sed.+DIC 0.41–0.71 0.64�1012 mol P yr�1 32

N fertilisation DIC 0.5 Remove 100% global
N deficit

32

Fe fertilisation DIC 1 Remove 100% of global
Fe deficit

32,68

All Various 2.9–4.2 Total potential
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are the same nutrients that we need to support intensive agriculture – a
function that is obviously of greater direct value to us. Thus, the potential
for N and P based algal-CDR is likely to be built on the waste products of
intensive agricultural systems – and will be determined by future agri-
cultural trends. The combined, current potential of wastewater P based
algal BECCS and inadvertent ocean P fertilisation appears to be significant
at 0.9–1.4 PgC yr�1. Conceivably this could rise to 1–2 PgC yr�1 in 2050, and
1.4–2.7 PgC yr�1 in 2100. To this might be added ocean nitrogen and iron
fertilisation, to give a total algal CDR flux potential of 1.6–2.6 PgC yr�1 in
2050, and 2.9–4.2 PgC yr�1 in 2100. The present total potential is broadly
comparable with plant-based CDR, and although the future potential ap-
pears smaller, this is because the woody biomass energy crop estimates
implicitly include much larger nutrient inputs than allowed here for macro-
algal production.

4 Alkalinity-based CDR

‘‘Alkalinity-based CDR’’ refers here to all pathways in which CO2 is removed
from the atmosphere using a source of alkalinity (see Figure 1) and stored
either as charge-balanced solution in seawater, or as liquid CO2 in geologic
formations (with regeneration of the alkali). It thus groups together methods
of engineered direct air capture (DAC), enhanced weathering on land, and
addition of alkalinity to the oceans. For methods of enhancing weathering
and direct addition of alkalinity to the ocean, the key limiting resource is the
supply flux of alkaline material, i.e. basic minerals, and the associated en-
ergy required to mine, crush and transport it. The CDR flux in turn may be
limited by the kinetics of reaction of the alkali source with carbonic acid. For
direct air capture (DAC) the key limiting resources are the energy required to
capture CO2 and the supply of engineered DAC devices, because the chem-
ical sorbent system itself can be regenerated.

4.1 Enhanced Weathering – Land

Enhanced weathering refers to a suite of CDR options whereby a new source
of alkalinity, from the dissolution of either carbonate or silicate minerals, is
added to the land surface or to the oceans. Both silicate and carbonate
weathering act to transfer excess CO2 from the atmosphere to the ocean, and
silicate weathering (followed by carbonate deposition) also ultimately acts to
remove CO2 to the Earth’s crust. The central issue with all of these methods
is that a greater mass of rock is needed than the mass of carbon removed
from the atmosphere, thus the scale of the extractive industry needed to
produce a useful CDR flux has to be comparable to the fossil fuel industry
causing the problem in the first place.

Original suggestions for enhancing silicate weathering on land involve
adding crushed olivine to soils,71,72 particularly in the moist tropics where
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there are olivine sources and the reaction kinetics will be most
favourable.72,73 However, even saturating the Amazon and Congo basins
with 2.2 Pg olivine yr�1 would only produce a CDR flux of 0.6 PgC yr�1, and
the efficiency penalty of crushing and milling rock is estimated at 17%
making the net flux B0.5 PgC yr�1.74 This requires loadings everywhere of
B3 kg m�2 yr�1 which may be unachievable in remote tropical locations,
thus the stated upper limit potential of B1 PgC yr�1 should be treated with
caution. Also, some studies are internally inconsistent in that they show the
impact on atmospheric CO2 of larger olivine weathering CDR fluxes than
they calculate to be feasible.73,75

4.2 Enhanced Weathering – Ocean

The weathering process can be short-circuited by adding alkalinity directly to
the ocean. Proposals include adding crushed olivine directly to coastal
regions74 or to the open ocean.76 The problem in both cases is that olivine
dissolution proceeds slower under the relatively high pH of seawater and
therefore smaller particle sizes are required to achieve a given kinetic dis-
solution rate. The idea behind coastal addition of olivine is to use the energy
of waves to break down particles to smaller sizes, thus increasing the surface
area for dissolution. However, the available barge fleet probably limits the
CDR flux potential to an estimated 0.09–0.16 PgC yr�1, which with an
energy penalty of crushing and milling of B17% would be reduced to 0.08–
0.14 PgC yr�1.74 Open ocean olivine addition requires even smaller particles
of B1 mm or they will sink before dissolution is complete, increasing the
energy penalty to B30%.76 With a dedicated fleet of ships or addition to the
ballast water of commercial ships, the resulting CDR potential76 is 0.18–
0.20 PgC yr�1.

An alternative proposal – sometimes termed ‘‘ocean liming’’ – is to in-
crease the alkalinity of the ocean by adding either calcium bicarbonate77 or
calcium hydroxide,78 thus increasing CO2 uptake. A detailed account has
been presented based on using a flotilla of ships to sprinkle finely ground
limestone (CaCO3) on areas of the surface ocean where the depth of the
saturation horizon is shallow (250–500 m) and the upwelling velocity is large
(30–300 m yr�1).79 A CDR flux of 0.27 PgC yr�1 has been calculated after a
century of linearly ramping up activity.

4.3 Direct Air Capture (DAC)

Direct air capture (DAC) refers to chemical (and physical) methods of
removing CO2 directly from the atmosphere, followed by regeneration and
CO2 storage. There are two main methods of direct air capture being de-
veloped – using a solid sorbent system (e.g. solid amines) or an alkaline
aqueous solution (e.g. sodium hydroxide). The capture step is generally
more expensive with solid sorbents, whereas the regeneration step is more
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expensive with alkaline aqueous solutions. Storage of CO2 could be in
liquid form in geological reservoirs, where ultimately the amount of
CO2 sequestered may be limited by the size of these reservoirs.80,81

Alternatively, DAC could be combined with enhanced weathering to pro-
duce a charge neutral solution to add to the ocean, but with the additional
energy cost of mining, crushing and milling the required alkaline rock
material.

In principle, DAC could generate whatever size of carbon sink societies
were willing to pay for, as it is unlikely to be limited by available substrates or
land surface area.13 However, the rate of development and production of
DAC devices could place a serious constraint on the CDR potential in the
short-medium term. One study suggests B3 PgC yr�1 might be achievable
on a 2030–2050 timeframe.82 However, the crucial constraint on DAC is
probably its high cost, which will mean other cheaper methods of CDR will
be deployed before it. When considered in integrated assessment models,
DAC is generally not be deployed until later this century, with one model
predicting a rise from 0 PgC yr�1 DAC in 2065 to B10 PgC yr�1 DAC
by 2100.83

4.4 Combined CDR Potential

There is a shortage of studies from which to attempt alkalinity-based CDR
flux estimates on different time horizons, so just their ultimate potential
(assumed realisable by 2100) is considered here (see Table 3). A combination
of land and ocean enhanced weathering methods might achieve 1–
1.6 PgC yr�1, which is comparable to the current potential of either plant-
based or algal-based CDR, but much less than their ultimate potential.
Direct air capture, in contrast, is the wildcard CDR technology in that its
physical potential could be 410 PgC yr�1 and the real constraints on its use
will be economic, social and technical.

Table 3 Estimates of global alkalinity-CDR flux potential by pathway.

Process
Carbon
store

CDR flux
(PgC yr�1) Key conditions / assumptions Reference

Enhanced weathering

Terrestrial
olivine

DIC 0.5–1 Amazon+Congo, global 73

Coastal olivine DIC 0.08–0.14 Constrained by barge fleet 74
Open ocean

olivine
DIC 0.18–0.20 Dedicated fleet or

commercial ships
76

Ocean liming DIC 0.27 Dedicated ship fleet 79

All DIC 1–1.6 Total potential
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5 Overall CDR Flux Potential

In estimating the overall physical flux potential for CDR, care must be taken
to avoid double counting, when the same resource (e.g. land or nutrient) is
required by different technologies. Competition for land (or biomass)
among plant-based CDR methods has been considered above. I have
also tried to avoid double-counting phosphorus supplies by only allowing
algal-based CDR to access waste flows of phosphorus, either in the form of
sewage through wastewater treatment, or washing off the land directly into
the ocean. However, a broader competition for phosphorus between food
production and plant- or algal-based CDR also ought to be considered,
especially in a world where the price of rock phosphate has increased
roughly 4-fold over 2006–2013 (with a peak increase of more than 8-fold in
2008). Nitrogen supplies are usually assumed to be unconstrained, because
nitrogen can be fixed from the atmosphere, but there is a high energetic cost
to doing that. Competition for freshwater supplies between food production
and plant-based CDR also deserve more consideration.

Overall achievable CDR fluxes might also conceivably be constrained,
on the century timescale, by the storage capacity for carbon in different
forms. Various methods suggest that permanent forest plantations could
store up to 150 PgC by 2100,84,85 and up to B300 PgC in the longer term,32

thus more than reversing historical cumulative carbon emissions from
deforestation of B150 PgC.86 Global storage capacity for biochar in
cropland, grassland and abandoned land soils is estimated at B500 PgC
(representing a B25% increase in the carbon content of the world’s soils),32

which would be difficult to saturate this century. Estimates of geologic
storage capacity for liquid CO2 range upwards from B500 PgC to
B3000 PgC.87 However, if global geologic storage is at the low end of this
range and both CDR methods and conventional CCS on fossil fuel
combustion are competing for this capacity, it could be filled up within
this century. This would then limit BECCS and DAC fluxes ending in liquid
CO2 geological storage (see Figure 1). However, there is the alternative option
to marry BECCS or DAC with enhanced weathering (at high CO2 concen-
tration of flue gases) and thus switch the form of carbon storage to charge
neutral solution in seawater. In that case, the carbon storage capacity de-
pends on the total mineable reserves of alkaline minerals such as olivine,
limestone, and chalk, which are vast. The ocean is already the largest res-
ervoir of carbon in the surface Earth system at B38000 PgC and as long as
added DIC is balanced by added alkalinity, the ocean carbon store can
continue to grow.

The situation is more subtle when nutrient fertilising the ocean and in-
creasing the efficiency of the ‘‘biological carbon pump’’ – which transfers
carbon from the equilibrated surface ocean and atmosphere to the deep
ocean or the sediments as a mixture of particulate organic carbon, dissolved
organic carbon, and DIC – but essentially this can increase the ocean and
sediment carbon store by an amount that will be determined by the total

71The Global Potential for Carbon Dioxide Removal

23
/0

6/
20

14
 0

8:
03

:4
3.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

00
52

View Online

http://dx.doi.org/10.1039/9781782621225-00052


reservoirs of nutrient that can be added and the stoichiometry of the organic
material produced. For phosphorus, the total mineable reservoir of phos-
phate of 323–645�1012 mol P, if 70–80% ends up in the ocean, could se-
quester B600 PgC.

To summarise, overall CDR is unlikely to be limited by storage constraints
on the century timescale, but particular methods of CDR that end in geologic
storage of CO2 might be constrained.

Accepting these caveats, a summation of the estimated plant-based, algal-
based and alkalinity-based CDR contributions (see Table 4) produces some
indicative upper limit figures for the total physical flux potential for CDR.
The total ‘‘present’’ potential of B1.5–3 PgC yr�1 is based on known affor-
estation, known (mostly waste) flows of biomass and know ‘‘waste’’ flows of
phosphorus. Part of this present CDR flux potential is already being realised;
afforestation plus inadvertent phosphorus fertilisation of the ocean are
generating CDR of 0.55–0.76 PgC yr�1. The 2050 total CDR potential of B4–
9 PgC yr�1 is roughly three times the present potential. It includes (in the
upper limit) a contribution from enhanced weathering of roughly half its
ultimate potential. However, it does not include direct air capture, which is
treated as a potential additional flux in 2050 and in 2100. The 2100 total CDR
potential of B9–26 PgC yr�1 carries the largest uncertainties, but is again
roughly three times the 2050 potential.

6 Discussion

The literature review and ‘‘ball-park figure’’ estimates herein suggest there
is considerable physical potential for carbon dioxide removal at a global
scale. The already realised CDR flux (albeit somewhat inadvertent) of 0.55–
0.76 PgC yr�1 is offsetting at least half of land-use change CO2 emissions of
1.1 PgC yr�1. The current physical CDR potential of B1.5–3 PgC yr�1 is of a
comparable size to the natural land or ocean carbon sinks and thus if
realised could make a very valuable contribution to slowing the rate of rise of
atmospheric CO2.

The 2050 CDR potential of B4–9 PgC yr�1, if combined with substantive
efforts to mitigate CO2 emissions below present levels of B10 PgC yr�1,
could together stabilise atmospheric CO2 concentration. Although it is
tempting to argue that stabilisation would happen even sooner because of

Table 4 Total physical CDR flux potential (PgC yr�1) on different time
horizons.

‘Present’ 2050 2100

Plant-based CDR 0.75–1.5 2.3–5.75 5–20
Algal-based CDR 0.9–1.4 1.6–2.6 2.9–4.2
Alkalinity-based CDR 0 0.5–0.8 (+DAC?) 1–1.6 (+DAC)
Total CDR 1.65–2.9 4–9 (+DAC?) 9–26 (+DAC)
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the existence of natural CO2 sinks, in fact just as CO2 emission create these
natural sinks, CO2 removal will create a counterbalancing natural CO2

source. Hence one must consider the net flux of CO2 to or from the at-
mosphere, and when that net flux is zero, natural net CO2 exchange fluxes
will also tend towards zero.

By the end of the century, CDR potential of B9–26 PgC yr�1 (without
including direct air capture) could offer substantial leverage on atmospheric
CO2 concentration. However, despite the large physical potential of CDR, it
would not make economic sense to imagine that CDR could be ramped
up to counterbalance growing CO2 emissions, which following ‘‘business-
as-usual’’ type scenarios could reach B30 PgC yr�1 in 2100. Instead
economics would dictate that cheaper emissions reductions options would
be taken before deploying generally more expensive CDR.

Indeed the actual CDR flux that can be realised for any method is always
going to be less than the physical potential thanks to social, economic and
engineering constraints. Integrated assessment models provide a framework
for considering these constraints, especially cost. From the estimates herein,
those models seem broadly right to bank on considerable future CDR
potential. However, there are considerable uncertainties around the future
estimates of CDR potential.

Starting with land plant-based CDR, the largest CDR potential is in BECCS
pathways. However, land for woody biomass energy crops may simply not be
available before mid-century. At the same time some integrated assessment
models suggest that BECCS will only become affordable mid-century, pro-
ducing a fortuitous correspondence in time. However, nutrient and fresh-
water demands for global scale biomass energy cropping are large and might
end up being the true constraining factor.

Considering area, water and nutrient demands leads to the tentative
conclusion that macro-algae based BECCS could be a better long-term op-
tion than woody biomass energy crops, because achievable productivity is
higher, freshwater demands are eliminated, and nutrient demands may be
lower thanks to more efficient recycling systems. Macro-algal-based CDR
thus warrants further research.

Direct Air Capture (DAC) escapes from most resource constraints except
for the need for energy. Hence it has great physical potential but is estimated
to be very costly. This means it is not expected to be deployed at scale until
CCS is implemented on all concentrated point sources of CO2 and probably
not until BECCS of some form has been deployed at scale for decades.

All of the CDR technologies discussed (with the exception of afforestation
and inadvertent nutrient fertilisation) are to varying degrees unproven, es-
pecially in terms of the engineering and infrastructure required to scale
them up. Such scaling up, if feasible, is bound to produce a social reaction
that could readily prevent it happening. Thus a more comprehensive as-
sessment should include the full range of social, economic and engineering
constraints on different CDR options, alongside the scientific constraints
considered here.
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The Use of Artificial Trees

KLAUS S. LACKNER

ABSTRACT

Direct capture of carbon dioxide from ambient air with devices that
resemble trees could contribute to a net zero carbon economy and
even support a level of negative emissions sufficient to drive the con-
centration of carbon dioxide in the atmosphere in a matter of decades
back down to acceptable levels. Direct air capture adds a new capture
method to the carbon capture and storage technology suite. It can work
with all storage options and cancel out emissions from any source.
Point sources, in the main, would be better off capturing their own
emissions instead of releasing them to the atmosphere. Capture from
air would likely focus on emissions from the transportation sector.
Here, air capture can also support a closed carbon cycle that starts with
carbon dioxide from the air and non-fossil energy and produces liquid
fuels which, after use, return their carbon back to the atmosphere. Air
capture can retrieve carbon dioxide that has been released to the air in
the past, and thus reverse emissions and limit their damage to the
duration they were allowed to reside in the environment. The ability to
reverse emissions adds a new dimension to policy options.

1 Introduction

Without ready access to energy it would be impossible to provide seven
billion people with food, water and raw materials. Energy also supports
manufacturing, information processing and transportation. Even the
reduction of the environmental footprint of human activities requires
energy. Furthermore, the best hope for a sustainable future is to achieve,
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across the globe, the minimum level of prosperity at which population
growth slows and eventually stops. Just reaching this level would likely drive
energy consumption higher than it is today, but economic growth is unlikely
to stop once this minimal requirement has been met, and energy demand
can be expected to grow well beyond this minimum.

Unfortunately, current energy infrastructures pose one of the largest
obstacles to sustainable development. Most energy is derived from fossil
fuels by methods that ignore the environmental problems associated with
the carbon dioxide released during fuel combustion. As long as this effluent
is discharged into the atmosphere, the carbon dioxide concentration in the
air will continue to rise and the damage will persist for a thousand years.1

Somehow, the world will have to stabilize this concentration, possibly below
today’s level. To this end, it has been suggested that artificial trees could
help stabilize or even reduce the carbon dioxide concentration in the air.2–5

In this context, the term ‘‘artificial tree’’ does not refer to a winter holiday
decoration,w but to a machine that extracts carbon dioxide directly from
ambient air and delivers it in a more concentrated stream. Depending on the
application, this concentration could range from a few thousand parts per
million added to air, all the way to pure carbon dioxide at high pressure. The
analogy to a tree was motivated by the passive nature of a device with wind
flowing unimpeded over surfaces that, just like the leaves of a tree, absorb
carbon dioxide. The analogy breaks down at photosynthesis, because the
machine is supposed to produce more concentrated carbon dioxide, but not
to convert it to a more energetic compound. In short, the artificial tree is a
capture device that takes carbon dioxide from ambient air. The process is
sometimes referred to as direct air capture or DAC.

Air capture of carbon dioxide does not necessarily involve machinery or
collectors. Other methods for removing carbon dioxide from the air have been
proposed but differ from direct air capture that uses machinery. For example,
accelerating the growth of biomass on land or in the ocean would also remove
carbon dioxide from air,6–8 as would adding alkalinity to the ocean.9,10 In both
cases, the removal of carbon dioxide from the air can be a spontaneous
process that does not require direct air capture. Nevertheless, growing algae
with carbon dioxide obtained by direct air capture,11 or reacting alkalinity with
directly captured carbon dioxide have been considered.12

Why would artificial trees be useful and would they be economically vi-
able? These two questions cannot be separated. It is certainly possible to
collect carbon dioxide from air. It has been done in a number of different
circumstances ranging from air cleanup in submarines to the removal of
carbon dioxide from air that is to be cryogenically liquefied. Instead one has
to ask, whether the value of the application can support the cost of the
process. Unfortunately, the future cost of a process still under development
is typically unknown and will have to be discovered by trial and error.

wTo avoid this confusion I initially tried to use the term ‘‘synthetic tree,’’ but it does not seem to
resonate.
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Experience from other fields shows that there is no shortcut for learning.13

Initial costs are likely to be high, but costs are also likely to come down
over time. In many fields, costs dropped tenfold and even hundredfold over
the course of decades. Success may depend on the availability of small
market niches in which the perceived value is high and the technology can
be tried out.

I will begin by summarizing the challenges that air capture will have to
overcome and move on to sketch out a path to the solution with an un-
avoidable emphasis on our own approach. Then I will discuss the potential
uses of air capture and its implications for policy and technology
development.

2 Air Capture as an Engineering and Policy Challenge

Artificial trees and air capture seem to stir emotional responses from
advocates and detractors. The concept seems to hit a nerve, most likely
because it does not fit into ready-made categories. It challenges pre-
conceived notions of what can be done and, for some people, it even raises
the question what should be done. The availability of air capture technology
could change the debate on climate change and possibly allow the future use
of hydrocarbon fuels, which some would prefer to see outlawed. Objections
range from the perception of insurmountable technical difficulties, as for
example in the APS study,14 which seems to see little room for direct air
capture, to deep-rooted suspicions against any technology that aims to fix
problems with previously introduced technologies.

From a policy perspective, direct air capture, if it proves affordable, offers a
number of advantages. As pointed out by Sarewitz and Nelson,15 it is a
technology that addresses the problem directly. If excess carbon dioxide is
the problem, then air capture removes the problem. The result is easily
measurable and detectable, so there need be little debate about how much
carbon dioxide has actually been removed. While Sarewitz and Nelson
wondered why the technology has not been investigated much, they
assumed that given sufficient resources it could be developed. They
concluded that it has the right attributes for a successful technological fix,
but this, of course, depends on its technical viability, which has been
questioned by skeptics, most notably a study performed by the American
Physical Society.14

The technology skeptics should not be ignored: air capture poses severe
technical challenges. First, carbon dioxide in air is quite dilute. It has been
argued that the cost per unit of output of different separation technologies
varies broadly linearly with dilution. This is known as Sherwood’s rule.16

Applying this rule to cost extrapolations from known gas separation
processes that operate at much higher concentrations than the 400 ppm of
carbon dioxide in the air would lead one to believe that air capture
technology will always be too expensive.17 It is therefore important to find
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ways around Sherwood’s rule, which is a rule of thumb rather than a law of
physics.18 As discussed below, there are exceptions to Sherwood’s rule and
one can make the case that a well-designed air capture technology need not
abide by it.

A second problem, less often mentioned, but equally important, is the
competition of carbon dioxide and water in the separation process. Even
though the water content of the air varies with temperature and humidity, it
is usually much higher than the air’s carbon dioxide content. The concen-
tration of water vapor in the air on a hot day can exceed 30 000 ppm, but even
on a cold day it is easily 5000 ppm, which is still an order of magnitude larger
than the concentration of carbon dioxide. If water were captured at the same
cost as carbon dioxide, the process could easily ‘‘drown’’ in expensive water.
However, as shown below, there are technologies that avoid this problem.

Air capture as a tool to manage climate change would need to operate at a
formidable scale. To be an important player that has impact on climate
change, the technology would need to collect many gigatons of carbon di-
oxide per year. A figure of merit for carbon dioxide capture as capture of last
resort is 1 to 10 gigatons per year. At this rate, air capture would collect some
but not all the carbon dioxide currently emitted. By contrast, long
term reductions in atmospheric carbon dioxide should be measured in parts
per million per year and thus could require annual removals of 10 to
100 gigatons. The challenge is not only how to operate at such large scales,
but also how to bootstrap a new technology and infrastructure to such scales
in a reasonably short time.

3 An Example of an Air Capture Technology

These challenges are best discussed in the context of a specific implemen-
tation. Due to familiarity, I focus on the implementation we have
developed.19 This is not to say that ours is the only approach, see for example
Refs. 20–23, or that ultimately there may not be better solutions, but by
looking at the particulars of a specific implementation, one can show how
the obstacles I laid out above might be overcome.

Although our approach involves a sorbent cycle, it is not an extrapolation
of conventional gas separation technologies. It represents a new concept that
directly addresses the three issues of dilution, water interference, and
scaling. We have developed a passive, wind-driven design that minimizes the
cost of bringing the air in contact with a sorbent that is regenerated with
humidity. The process consumes rather than collects water. The contacting
process relies entirely on ambient energy resources and the energy obtained
from water evaporation is used to raise the carbon dioxide partial pressure
hundredfold.19 The overall design we have proposed can be mass
manufactured, which offers the opportunity for large cost reductions. In
looking at the aggregate scale of small mass-produced machinery, one can
point to many other technologies that operate at extremely large scales. For
example, the power capacity of the car engines produced in the United States
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in a single year is comparable to the entire standing electric power plant
capacity in the US.

In summary, we rely on three technological advances to assure the viability
and affordability of direct air capture: passive air contacting, moisture-
driven regeneration, and scale-up by mass production.

Passive Air Contacting: we minimize the cost of the sorbent-air contactor
through a passive design with very low pressure drops. A passive design gives
us the means of side-stepping Sherwood’s rule. The first step in any
separation involves handling the entire volume of the mixture. If this step
dominates overall costs, then Sherwood’s rule must apply. Conversely, it
appears that for most processes the cost of the initial step accounts for the
majority of the cost. Therefore Sherwood’s rule usually applies. For example,
the cost of extracting metals from ores is essentially accounted for by the
cost of mining, crushing and grinding the ore plus the cost for tailings
disposal.18 On the other hand, if the first step involving the entire volume
only contributes little to the overall cost, then there is no reason why the
remaining cost would scale linearly in the dilution. For example, in capturing
carbon dioxide from air, the size of the collector which brings the sorbent in
contact with the air scales linearly with the dilution and so will the amount
of energy that is spent on transporting the air volume through the device.
However, the sorbent mass is proportional to the amount of carbon dioxide
that is to be bound on the sorbent, and this mass bears no relation to
the original dilution and could be essentially constant with increasing
dilution. Costs will still rise, because the regeneration energy increases
logarithmically with dilution.24

There has been an analogous development in another technology,
the extraction of uranium from seawater, which has been studied for
decades.25,26 Seawater with 3 ppb of uranium is brought in contact with a
sorbent that selectively binds uranium. In early implementations the cost of
pumping water through sorbent filters resulted in unacceptable costs. In
recent designs, the sorbents have been reduced to strands of buoyant plastic
anchored to the ocean floor, in effect artificial kelp.27 The contacting process
is now entirely passive. The main cost is in harvesting and processing the
artificial kelp. As a result costs have been reduced three or four orders of
magnitude below those implied by Sherwood’s rule. The basic concept is the
same as for artificial trees; passive contacting eliminates nearly all those
costs that are linearly related to dilution.

Moisture Driven Regeneration: the competitive sorption of water vapor from
the air on the sorbent can be avoided by saturating the sorbent with water
prior to contacting air.

The sorbent we use is an anionic exchange resin that binds carbon dioxide
tightly when dry, and releases it again when moist.28,29 The equilibrium
partial pressure of carbon dioxide over resin with a given carbon dioxide
loading increases several hundredfold as the relative humidity moves from a
few percent to nearly 100 percent. Resin equilibrated in ambient air, can
release the carbon dioxide at a partial pressure of 5 to 10 kPa, simply by
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exposing the resin to 100 percent humidity or to liquid water. This moisture
swing provides an exceedingly efficient way of raising the CO2 partial
pressure hundredfold.z Up to this stage, very little energy has been
consumed directly. Wind and water evaporation drive the process, with
additional energy demand limited to mechanical motion of system
components. Producing a concentrated and pure stream of carbon dioxide
from the output of this first stage at one atmosphere or higher pressure
requires significant additional energy. After this initial step, the problem is
more akin to flue gas scrubbing than direct air capture. However, it is this
second stage of the process that dominates cost estimates and energy
demand.

Thus, in our approach the capture is staged, and the output of the first
stage is a stream with a low partial pressure of carbon dioxide that can take
on several forms:

(i) A stream of carbon dioxide with some water vapor and little other
admixtures at a total pressure between 5 and 10 kPa (raising the
temperature to about 45 1C increases pressure);

(ii) A stream of carbon dioxide enriched air (or nitrogen, or oxygen) at
ambient or sub-ambient pressure with a carbon dioxide partial
pressure around 5 kPa;y and

(iii) A clean bicarbonate solution produced by washing the loaded resin
in a clean carbonate solution (the solution must be substantially free
of other anions like sulfates or chlorides that otherwise it would
deactivate the sorbent).z

Moisture driven regeneration is energetically efficient, and in addition
offers a solution to water interference. The wet stage of the system is in the
regeneration not in the collection mode. As a result, the sorbent loses water
when exposed to air, and one is not in danger of collecting water at high cost.
Unlike other systems that also can keep the sorbent wet during regeneration,
for example by using steam for a thermal swing,30 the humidity swing
actually benefits energetically from drying in the air. As the resin dries, its
affinity to carbon dioxide increases rapidly. The binding of carbon dioxide is
made possible by the heat of evaporation of water.

While it has been argued by comparison with other technologies
that the energy demand of air capture is bound to be too high,17 I maintain

zThe pressure boost is less than the pressure amplification at constant loading, as there needs to
be room for the unloading of the resin. This loss can be reduced by counterstreaming sweep gas
over a series of partially unloaded sorbent filters.
yOther sweep gases are possible. However, the sorbent is exposed to open air. This raises con-
cerns over losses and air pollution from sweep gas escaping.
zIt is not necessary that the solution is produced from deionized water. In order to avoid ex-
changing carbonate and bicarbonate ions on the resin with impurity anions, the carbonate or
bicarbonate concentration in the washing solution has to be much larger than that of the
impurity ions. Freshwater sources are clean enough, but seawater is too rich in chloride to
mask it with additional carbonate.
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that these high energy demands do not follow from fundamental laws
of physics, but are based on Sherwood’s empirical rule. If the dominant
energy cost were in the first step, then energy demands would indeed
scale linearly in the dilution. Fortunately, unlike in metal extraction, there
is no need for crushing and grinding. By avoiding fans and blowers, air
capture arrives at an energy cost that is mainly in the regeneration of the
sorbent and only scales logarithmically with dilution. I and others have
shown that the total energy consumption for sorbent regeneration need
not be much larger than it is for flue gas scrubbing.24,14 Furthermore, we
take advantage of the evaporation of water in air, which proves to be a very
cheap way of applying energy, which conventionally is not counted in the
energy balance.8 The increase in partial pressure achieved in the humidity
swing amounts to about half of the energy required in the compression
process.

Mass Production Based Scaling: we observe that large cost reductions in
the commercial sector have been introduced wherever mass production
methods were successful.31 Mass production allows for an iterative process
of manufacturing which learns over time how to reduce costs. Our approach
to air capture aims to take advantage of the power of the learning curve,
which states that costs in mass manufacturing drop with cumulative output.
Every doubling in cumulative output reduces unit cost by 15 to 20 percent.
To take advantage of mass production, one must deploy many small units
that operate in parallel. Mass manufactured car engines represent a special
implementation of a small power plant that is about one hundred
times cheaper per kW of capacity than a large coal fired power plant.31

A natural scale for air capture is set by the size of a standard shipping
container. An air capture device that can fold up into a container can
easily be shipped to its point of use. This makes it easy to use factory
built devices while keeping the collection system at the point of carbon
dioxide consumption. If carbon dioxide demand shifts to a different
location, the collectors can easily follow. The container size, which in terms
of mass and complexity is comparable to that of a car or truck, lends itself
to mass production. The number of units required to provide the carbon
dioxide for a single storage site or for a refinery producing fuel would indeed
be very large.

How big a collector can be put into a standard shipping container will
depend on the state of the technology. However, the size of the collector
standing in the wind is largely determined by the concentration of carbon
dioxide in the air. A capture of 100 ppm from air and an air flow
speed through the device of 1 m s�1 would result in a collection of about
15 kg m�2 per day. Therefore it takes 65 m2 of wind-facing surface to collect
1000 kg day�1. Based on the current state of the technology, such a device

8Drying a towel on a clothesline in the wind consumes a large amount of heat of evaporation but
this energy is delivered for free by the air passing over it. The same happens to the sorbent
material that in drying slightly cools the air passing over it.
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could readily fit into a shipping container. At 30 cm depth for the filter
structure, which appears reasonable,32 the volume of the filters standing in
the wind would be about 25 m3, a typical container is 68 m3. We therefore
assume that a unit size would be on the order of one-ton-per-day, would fit
into a standard shipping container, and would have a complexity level
comparable to that of a car or a light truck. The only way to verify this
assumption is to actually demonstrate it by designing and constructing a
number of such devices.

With such basic units one can start the process of scaling by
deploying many units in parallel. Three thousand such one-ton-per day units
would collect a million tons of carbon dioxide per year, and could easily be
put onto a square kilometer of land. More units on the same area would
experience significant interference as downwind units would see less carbon
dioxide in the air.33,14 Collecting this much carbon dioxide, not necessarily
all in one place, could deliver one eighth of the merchant** carbon dioxide
produced in the United States. One hundred thousand units could roughly
satisfy the current need for carbon dioxide in enhanced oil recovery
operations.

10 million such units would collect 3.6 gigatons per year or about
12 percent of the current world emissions. Assuming a life time of 10 years,
the required manufacturing rate would be about one million units per year.
This is small compared to the current world capacity to build cars or light
trucks, which is about 85 million units per year.34

Lastly, matching the scale of world emissions would require another order
of magnitude in the number of units. At a production rate of 10 million units
per year or a standing fleet of 100 million units, direct air capture would
more than cancel out current carbon dioxide emissions. Even this scale is
dwarfed by current manufacturing capacities. Shanghai harbor ships
30 million containers per year, servicing a manufacturing capacity much
larger than necessary for air capture to become an important contributor to
carbon management.

Mass production is an extremely powerful way of reducing costs. The cost
of lighting dropped seven thousandfold during the 20th century.35 Mass
production not only reduces cost of individual units, but aggregate outputs
can also be very large. As mentioned above, the annual production of car
engines in the United States adds a power output capacity that exceeds the
entire power plant fleet. This not only illustrates the size of aggregate output,
but the mismatch in cost between car engines and power plants also shows
the difficulty in predicting cost and future designs of any infrastructure.
Appealing to the car engine analogy, one would have misjudged power plant
costs by two orders of magnitude.

**Industrial carbon dioxide typically shipped by refrigerated tanker truck and sold for a wide
range of applications from filling fire extinguishers to producing dry ice.

87The Use of Artificial Trees

23
/0

6/
20

14
 0

8:
03

:4
5.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

00
80

View Online

http://dx.doi.org/10.1039/9781782621225-00080


4 Cost Issues

There is no question that capture of carbon dioxide from air is possible. It is
being done. The question is not whether carbon dioxide capture can be
accomplished but whether it can be accomplished at a cost that makes it
useful for more than small, high-value applications. We argue that this
question can only be answered by developing the technology to the point
that it can be tested in the real world, and pushed to the point where
learning will begin to drive the costs down.

We have argued elsewhere that if the long-term cost of capture and dis-
posal of carbon dioxide would prove to be much larger than $100 per ton of
carbon dioxide, these technologies would have little practical interest in the
climate change debate.13 They would raise the effective cost of coal by about
$350 per ton, the cost of natural gas by $5 per gigajoule, and the cost of oil by
about $40 per barrel. If carbon regulations where to result in carbon dioxide
prices in excess of $100 ton�1, they would effectively destroy the competitive
position of fossil fuels relative to renewable and nuclear energy sources. As
the price of carbon increases, coal, gas and oil will be affected in this order.
Oil may be able to hold on longer, because much of the oil on the market is
lifted from the ground at much lower costs than it is sold, and thus the oil
price could absorb a significant ‘‘carbon surcharge.’’ Its unique role in the
transportation sector also makes substitution harder resulting in low
demand elasticity. As a consequence, oil may be an interesting target for
introducing carbon constraints. European gasoline prices have enough tax
built into them that the cost of carbon dioxide remediation would not look
all that daunting. $100 ton�1 of CO2 translates into about 25b liter�1 of
gasoline.

Immediate costs of air capture are likely to be high. We will argue below
that this starting price could be around $200 ton�1 of CO2. If indeed true,
this suggests the following questions: at $200 per ton can one find small
niche markets? Can air capture drop below $100 per ton and establish a
large foothold in the market? Can air capture ultimately be cost competitive
with other methods of reducing carbon dioxide accumulation in the air?
Companies who work on air capture technologies have all argued that they
can deliver carbon dioxide below this starting price, but until they have ac-
tually done so, this claim remains untested.

Direct air capture has the ability to start small in niche markets, because
unlike coal plant scrubbing it can start small. The daily demand for mer-
chant carbon dioxide in midsized towns is measured in tons. The per capita
consumption in the United States is about 25 kg per year. Prices can go as
high as $300 ton�1 in places far from sources, as for example in Phoenix,
Arizona, which receives carbon dioxide from Los Angeles. If air capture costs
are a few hundred dollars per ton, the demand would be very small and
limited to very pricey niche applications. Such applications include uses at
remote sites that require carbon dioxide that otherwise would have to be
shipped by truck. Delivering to such small markets would introduce
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learning, which would likely result in cost reductions. As the cost of carbon
dioxide generation drops, the potential market will grow and with it the
opportunity to learn more. At $100 per ton, the market is likely to be
measured in tens of millions of tons, as the world market for merchant
carbon dioxide is already on this scale and the typical price of industrial
carbon dioxide tends to be around this level in locations that have ready
access to carbon dioxide.

For carbon dioxide priced between $50 and $100 per ton, the market for
enhanced oil recovery, which is potentially very large, will start to provide a
strong driver for the introduction of such a new technology. This market
should not be viewed as a way of reducing carbon dioxide emissions, but as a
way of introducing a technology that has certain advantages over laying
pipelines. First and foremost, air capture offers flexibility. If units are small
and delivered by truck, then the number of units operating in a field can be
matched to fluctuating demand and units can move from one site to another
as demand patterns change over months or years. By choosing this tech-
nology over pipelines one does not lock in a steady supply for thirty years,
but rather acknowledges the uncertainties in a rapidly changing market. Air
captured carbon dioxide could sell at a risk premium making enhanced oil
recovery an interesting starting point for the technology.

The price of carbon dioxide reductions to avoid climate change has not
been discovered yet. The reason is simple; current schemes for carbon
dioxide pricing see no demand pressure and thus their cost vary widely. If
policies change and emphasis moves from environmental concerns to
economic competitiveness, the carbon price can drop precipitously as has
become very evident in the European Carbon Exchange. Nevertheless, as the
reality of climate change sets in, the price of carbon dioxide reductions will
continue to rise until a net zero carbon economy is achieved.

On the other hand, some countries, like Sweden, have implemented rather
stringent carbon controls and the carbon price manifested in a tax can be as
high as $200 per ton. This exceeds our long term upper limit and thus
should lead to a gradual phasing out of fossil carbon, which indeed is
compatible with a strong downward trend seen in Sweden.36

5 What Price can Air Capture Technology Deliver?

There have been a number of attempts to estimate the cost of air capture
technologies. Cost estimation of new technologies is nearly impossible. At
the very least, one has to consider carefully the assumptions that go into
such estimates and their inherent uncertainties. From a long-term policy
perspective it is not very interesting to know what a first-of-a-kind plant will
cost. This becomes even less important if the cost of a first prototype is
affordable, because individual prototype units are small. In a mass
production approach, overall cost of a project resulting in few prototype
units would likely be measured in millions rather than the billions that
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would be needed to demonstrate scaling up to a size that matches the output
of a power plant. While not very interesting from a policy perspective, the
initial cost of the technology is the only cost one might be able to estimate in
a reliable fashion.

Hindsight has shown many examples of relevant technologies dramatic-
ally dropping in price after they have been introduced.13 This occasionally
applies to large scale, environmental technologies like flue gas scrubbing for
sulfur compounds, which became much cheaper once it was mandated and
tied to sulfur emissions trading. However, often it applies to technologies
firmly rooted in mass manufacturing. Solar panels today are more than
100 times cheaper than they were in the 1960s. Televisions and cars have
added performance while staying roughly constant in cost.

Future cost of technologies is not predictable, since the advances required
to achieve cost reduction are not yet realized. Assuming that such advances
will always materialize would also be a bad assumption; there could be an
enormous selection bias in favor of technologies that are able to drive costs
down. Technologies that failed may have in part failed because developers
were unable to maintain the necessary rate of cost reductions. Forecasting
with uncertainties that span orders of magnitude is not very useful.

On the other hand, if the APS study which estimates the price of air
capture at $600 ton�1 for avoiding a ton of CO2, sits at the beginning of a
long learning curve,14 then a reduction to below $100 per ton does not look
very daunting compared to known cost reductions in other technologies.
This argument is further strengthened by the observation that the APS study
assumed that there is a large cost in blowing the air through packed bed
collectors, that the sorbent would transfer its carbon dioxide to calcium
carbonate which has to be calcined at temperatures above 700 1C, and that
the calcium carbonate enters this cycle wet and thus a large amount of
energy is used to simply to evaporate water. Removing these large cost items
that are not present in our current design should result in large savings. In
effect, compared to the process studied for the APS, which by design aimed
to use off-the-shelf technologies,37 our process has undergone a significant
amount of learning and it is not at all surprising that it seems to start from a
lower cost. In 2008 it has been suggested by the startup company, I
have been involved with, that a first of a kind cost could be on the order of
$250 ton�1 of CO2. This number, or today’s lower estimates, cannot be
validated except through a technology demonstration. However, in spite of
the fact that the process is far simpler than the APS process, it is still nearly
half of the capture cost given by the APS report.ww Learning will start from
here and past experience suggests that the ultimate lower bound on the cost
of such a process could be very much lower.

For purposes of this discussion, it might be useful to introduce the con-
cept of frictionless cost. The simple fact that costs can come down by orders

wwThe capture cost as opposed to the cost of avoided emission has been estimated at $550 ton�1

of CO2 by the APS.
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of magnitude over time makes it clear that the initial cost of new machinery
is not set by any physical limits but by the friction resulting from myriad
design compromises which choose known and validated approaches over
sometimes yet undiscovered approaches better suited to the new system.
This frictional cost is reduced over time as the system becomes more and
more streamlined and efficient. Sometimes it takes many decades before
the cost of operation approaches physical limits and thus the ultimate
frictionless cost. Frictionless cost accounts for energy demands that are
rooted in thermodynamics and thus cannot be avoided and it includes the
cost of minimum material inputs that are needed as raw materials for the
process or as structural materials to hold the machinery together. We have
argued in the past that this frictionless cost for air capture is below $30 per
ton of carbon dioxide.19 Whether this frictionless limit can be reached, or
how long it will take to reach it, remains to be seen. In the meantime, a cost
below $100 per ton would have a profound impact on the climate change
debate.

From a policy perspective the concept of a frictionless cost should be of
interest. If process costs trend in the long run toward their frictionless
limits, then it is useful to compare different processes from this perspective.
Such a comparison puts advanced and new processes on a similar footing as
it compares the endpoint of both developments. However, it does highlight a
large uncertainty in the cost estimate. The less developed a process is, the
larger this uncertainty becomes. Applying the concept of frictionless cost to
air capture, I argue that in the frictionless limit the cost of contacting the air
is small compared to the cost incurred in sorbent regeneration. This makes
it possible to focus on the latter. In comparison to flue gas scrubbing, one
can see from energy requirements that sorbent regeneration costs for flue
gas scrubbing and air capture are similar, but that air capture requires more
energy. This increased energy demand suggests costs 1.5 to 2 times higher,
depending on some of the underlying assumptions.24 Noting that costs for
flue gas scrubbing as low as $15 per ton have been estimated,38 it stands to
reason that similar costs in air capture could reach as low as $30 ton�1.zz

The discussions of frictionless costs should not hide the fact that the
immediate cost for the first practical device will be much higher. Once such
a system has been designed in detail, it is perfectly possible to estimate the
cost of this device or – even better – determine the actual costs that are paid
to build this device. While it is true that one might hope for hard to quantify
cost reductions that come with more experience in building such a device,
the initial investor or government support will have to bear the cost of this
first device. Here again, it helps to start with small modular units. By being
small and planning to stay small, scale-up costs can be avoided and learning
measured per unit of expenditure is going to be much faster than if one has
to move through a progression of ever larger units.

zz$15 ton�1 is the low end estimate in the report, suggesting that it itself may be an attempt to
get to the frictionless cost.
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6 The Usefulness of Air Capture Technology

This section aims to show that the intrinsic value of air capture technology is
such that the few tens of millions of dollars required to demonstrate this
technology in a modular system would be well spent.

6.1 Carbon Capture from Air and Storage

Air capture can help eliminate carbon dioxide emissions related to the
combustion of fossil fuels. In order to stabilize carbon dioxide concen-
trations in the atmosphere, essentially all the carbon dioxide that is pro-
duced from fossil fuels will have to be captured and stored. The focus of air
capture will likely be on mobile sources that do not lend themselves to point
source scrubbing. To the extent that air capture is used for cancelling out
current or past emissions, it needs to be paired with a carbon storage
technology. Storage technologies aim to keep the carbon dioxide that has
been captured by any method out of the atmosphere.

From this perspective, air capture becomes just another capture technol-
ogy deployed in carbon capture and storage. Air capture without a means of
safe and permanent carbon dioxide disposal would be useless in managing
carbon dioxide emissions related to fossil fuels. Air capture can assure that
in any given year the amount of carbon dioxide captured equals or exceeds
the amount emitted, which is necessary to stabilize or reduce the carbon
dioxide content of the atmosphere. In a carbon neutral world, air capture
may only capture a small fraction of the carbon that is stored, as point
source management will usually be more economical.

A lack of safe and permanent storage that also meets with public
acceptance could make it impossible to use fossil fuels in an environ-
mentally acceptable fashion even if air capture economics proves favorable.
Affordable air capture, while also relying on storage, could alleviate storage
resource limitations by opening access to remote sites, where concerns over
safety can be better managed than in urban areas where fossil fuels are used
and carbon dioxide is emitted. Remote locations with large storage potential
and readily available wind offer the possibility of collecting large amounts of
carbon dioxide without inconveniencing large number of people. An
example is a recent case study for the Kerguelen Islands,39 which are located
in the Southern Ocean, have an enormous wind potential and are at the
center of a large igneous province (LIP) whose basalts could bind vast
amounts of carbon dioxide. The wind energy available in a small section of
the main island would be sufficient to dispose of 75 million tons of carbon
dioxide per year.

The use of fossil fuels may eventually cease, but there may still be a
residual storage demand, because it may become necessary to reduce the
carbon dioxide concentration in the atmosphere below that of today. It is
probably a reasonable assumption that most of the CO2 that has left the
atmosphere to end up in the ocean or the biosphere, will be gradually
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released again if the atmospheric partial pressure returns to earlier levels.
One should therefore assume that it will take the capture of 15 gigatons of
CO2 to lower the partial pressure of CO2 in the air by 1 ppm, rather than the
7 Gt that are equivalent to 1 ppm in the air. At present the CO2 in the air rises
by 1 ppm for every 15 Gt CO2 emitted. While there is undoubtedly some
hysteresis in the response, it would be prudent to assume that over decades
the response is approximately symmetric. Thus, a rough estimate suggests
that reducing CO2 in the atmosphere by about 50 ppm, would require a
25 year effort collecting the equivalent of today’s annual emissions and
finding storage for about 750 Gt of CO2. If the world would have to reduce
the carbon dioxide level from 450 ppm back to 350 ppm, the size of this task
would be doubled.

Air capture can be integrated into carbon capture and storage, but it will
always represent the capture of last resort and the most expensive option
available. If capturing carbon dioxide at a particular source would cost more
than air capture, it would be advantageous to pay for the disposal of air
captured carbon dioxide at a remote site instead. Conversely, if capture at
the source is lower in cost, air capture is unlikely to be deployed. The
advantage of air capture is that it is not limited to a particular type of carbon
dioxide source and that the location of the source does not have any impact
on the cost of capture or storage. However, for many sources there will be
cheaper solutions and thus they are likely to deployed, even if capture from
air provides a credible alternative.

6.2 Fugitive Emissions

Even above the $100 ton�1 threshold, the ability to remove carbon dioxide
from the atmosphere can create a useful tool for eliminating fugitive
emissions. Not all carbon dioxide can be captured at a source, and some of
the carbon dioxide that is stored may escape by accident or through pre-
dictable leakage. Fugitive emissions can add up, and make it questionable
whether fossil carbon based point sources can be allowed to operate in the
future, because emissions reductions are simply not enough to approach a
net zero carbon economy. For example, coal plants may only capture 90%
of their emissions; they may increase consumption of coal by 25%, and
incur life cycle losses in mining, preparation and transport which are
typically on the order of 15% of the coal consumed.40 With these plausible
assumptions, the actual reduction in emissions compared to the baseline
of the old plant is only 73%. For an individual coal plant this is less of a
reduction than policy makers hope to achieve for the economy has a whole.
Capture from air can cancel out fugitive emissions, albeit at higher cost
than baseline scrubbing. Air capture can help point sources to approach
net zero or even net negative emissions, which otherwise would not be
practical.

Not only can air capture technology deal with predictable fugitive
emissions, it can also deal with accidental or unplanned emissions that
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could result in future liabilities. By setting a price for remediation, air
capture renders these losses insurable and it monetizes the risk of leakage.
Monetizing the risk creates economic incentives for better technology or
more careful planning.5

6.3 Risk Management to Oil Resource Holders

The owners of oil resources depend on the transportation sector as their
primary customer. If liquid, fossil fuels were made obsolete because of
climate change, the premium petroleum receives over coal would be
eliminated. Based on energy content, coal is about ten times cheaper than
oil. The higher price of oil can be maintained because it is easy to convert oil
into gasoline, diesel or jet fuel, while it is difficult to do the same with coal.
Owners of oil reserves face a unique business risk not shared by the coal and
gas industries and impossible to mitigate by point source capture.
Automobiles, ships and planes emit their combustion products to the air.
This can only be changed by abandoning fossil fuels. On-board capture is
not practical; the weight of the carbon dioxide would be too large.

Thus, the future of oil is directly intertwined with the availability of air
capture. Without affordable air capture, petroleum based fuels will have to
be phased out and known oil reserves in the ground would become stranded.
The demonstration of direct air capture at an affordable price would provide
a hedge against this risk. Affordable air capture would convert known oil
deposits that exceed the carbon dioxide limit of the atmosphere from low
value carbon, which at best could be burned in power plants with built-in
CCS, into valuable fuels for the transportation sector. The long term ability
to use oil would benefit oil field owners. More importantly, because the
carbon reservoir in the air is not owned by anyone, air capture could prevent
a potentially ruinous race to sell one’s oil ahead of competitors who would
otherwise use up the available CO2 quota.

6.4 Managing the Risks of Global Warming

If damages inflicted by climate change were to reach crisis proportions, then
cost concerns in removing carbon dioxide from the atmosphere are likely to
be pushed largely aside and technologies may be introduced in an
emergency that are much more expensive than what would be acceptable in
normal circumstances. Nevertheless, even in an emergency the cost cannot
exceed a few hundred dollars per ton, because the total cost of reduction
must ultimately be affordable to society. In such a crisis air capture will
compete with indirect methods of carbon dioxide removal like adding
alkalinity to the ocean, or ocean fertilization. Other technologies that can
stop warming directly, like solar radiation management would likely be
deployed as well. However, removing carbon dioxide from the air by any
means eliminates the root cause of climate change rather than simply

94 Klaus S. Lackner

23
/0

6/
20

14
 0

8:
03

:4
5.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

00
80

View Online

http://dx.doi.org/10.1039/9781782621225-00080


masking some of its symptoms. Direct air capture and biomass capture have
the advantage that they can deliver the carbon dioxide in concentrated form
and avoid polluting other large reservoirs with the carbon residue. Unlike
biomass production, air capture can conceivably reach the necessary scale
without putting huge demand on available land.

However, even in an emergency, reducing the carbon dioxide content of
the air is slow. At a minimum it would require decades. The more expensive
the process, the longer it will take to implement. Just like it was the integral
of past emissions that caused today’s problems, it will be the sum of years of
capture that will lead to significant reductions. It will take time to build a
large fleet of collectors, and they will have to run many years before carbon
dioxide can be reduced to a predetermined level at or below current levels.
Air capture, even though it opens the door to a return to earlier levels of
carbon dioxide in the atmosphere, is too slow and cumbersome to justify a
wait-and-see attitude on climate change.

6.5 Air Capture as a Tool for Geoengineering

Direct air capture is sometimes considered a geoengineering option to
maintain the temperature of the planet. It is possible that in the future air
capture will be used as a planetary temperature control strategy, but as long
as emissions exceed capture, air capture is not providing a thermostat on the
planet but only a means of cleaning up after the end of the conventional tail
pipe. Only when net emissions have been reduced to zero, can one begin to
introduce temperature control strategies. Simply removing old emissions
from the air still seems more clean-up than geoengineering of climate.
However, if the rate of carbon dioxide removal would be driven by observed
temperature changes, one would enter a realm of true geoengineering.41

Controlling the carbon dioxide concentration may provide a control of the
earth’s temperature, because greenhouse gases provide a long lever arm for
manipulating energy flows on the planet. The rerouting of solar energy fluxes
by carbon dioxide emissions dwarfs the energy added in the combustion
process by orders of magnitude. Small inputs create large outputs. Long
lever arms afford means of changing processes that otherwise would be out
of human reach. However, because one lacks an even longer lever arm, there
is little one could do if the climate responded in an unexpected manner.
Setting in motion a dynamics is sometimes far easier than returning the
system to its initial state.

6.6 Closing the Non-fossil Carbon Cycle

The atmospheric carbon budget can also be closed by recycling rather than
disposing of the carbon. The advantages of liquid transportation fuels can be
obtained by collecting carbon dioxide from the air, and converting carbon
dioxide and water with non-fossil energy into hydrocarbon fuels. The net
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carbon impact on the air would be zero. Direct air capture is an enabling
technology, because, unlike water, the carbon dioxide once emitted will stick
with the atmosphere until it is physically removed.

The first step in producing fuel from water and carbon dioxide is to
chemically reduce one or both. The removal of oxygen results in carbon
monoxide and/or hydrogen and it requires an energy input which exceeds
the energy content of the fuel that is eventually produced. One approach
for reducing water and carbon dioxide is electrolysis.42 High temperature
electrolysis cells can reduce a mixture of steam and carbon dioxide to carbon
monoxide and hydrogen.43,44 However, there are many different approaches
that have been proposed, involving different intermediate products and
different sources of energy ranging from high grade heat,45 to the direct
energy in sunlight.46

The gas mixture of hydrogen and carbon monoxide is known as synthesis
gas or ‘‘syngas’’. Syngas can be transformed to liquid fuels like gasoline,
diesel or jet fuel via Fischer-Tropsch reactions, or into other chemicals like
methanol, which are simpler and thus allow for the production of chemically
clean products. These chemical pathways are analogous to bio-fuel
production which uses green plants to extract carbon dioxide from the air,
and photosynthesis to make bio-fuels. However, artificial trees are better at
collecting CO2 from the air than plants, and photovoltaic panels are far more
efficient than leaves in harnessing the energy embodied in sunshine. Thus
the land requirement, which would be dominated by solar energy collection
would be an order of magnitude smaller than what is needed for bio-mass
growth.

At least from today’s perspective, this use of air capture is less sensitive to
the price of air capture than using it for carbon capture and storage, mainly
because the cost of electricity will overwhelm the cost of carbon dioxide
capture. Assuming a 50% efficiency in converting electricity to fuel, a liter of
gasoline would require 20 kWh of electricity and 2.5 kg of carbon dioxide. At
2b kWh�1 and $100 t�1 CO2, the cost contributions of the two resources to a
liter of gasoline would be 40b and 25b, respectively. Even at a low electricity
price and high price of air capture, the resource cost of electricity dominates
the cost of carbon dioxide.

Closing the carbon cycle with air capture offers alternative liquid fuels
independent of fossil carbon resources. Whether or not synthetic fuels can
be economic will largely depend on the relative cost of electricity and oil. If
air capture can be made to work at all, its cost will likely be small compared
to the cost of the electric power input. On the other hand, the introduction of
highly intermittent renewable energy would greatly benefit from a flexible
electricity consumer that can absorb electric power when it is generated in
excess. Crucial for such an infrastructure would be the development of
low-capital-cost electrolysis systems that can afford to stand idle a large
fraction of the time.

Air capture could play a major role in a world in which carbon capture and
storage is important and in which air capture would be the capture of last
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resort. But if storage capacity proves to be limited and may have to be
reserved for removing past carbon dioxide emission from the air, then the
future use of fossil fuels would be in doubt, and liquid fuels would have to be
abandoned or made with carbon dioxide that has been removed from the air.
This would open the door to air capture based fuels and bio-fuels. Bio-fuels,
ranging from corn-alcohol to advanced algae fuels, offer a means of realizing
the vision of a closed carbon cycle and for that reason they have proven to be
very popular, even if they still fall short on practicality. Air capture provides
an alternative option to achieve the same goal. In comparison with biomass
fuels, air capture technology would have a much smaller footprint in terms
of land use and environmental impact, but air capture based carbon cycling
would incur significant costs for the energy required to produce new fuel
from carbon dioxide and water.

7 Discussion and Conclusion

Air capture is a nascent technology with large promise. It has been shown
in laboratory and small prototype demonstrations that artificial trees are
better at capturing carbon dioxide than natural trees. Just as a tractor out-
performs a horse in pulling a plow, an artificial tree of a given size can ex-
ceed the capture rate of a natural tree by three orders of magnitude. It will
not be necessary to recreate an Amazon rainforest to have impact on the
anthropogenic carbon budget. Some thermal swing technologies and the
moisture swing technology we have pioneered are also very energy efficient.
Indeed, it would be possible, albeit not advisable, to provide the energy for
air capture devices from coal fired power plants that release their emissions
to the atmosphere. Roughly one third of the air capture device’s capacity
would then go toward re-capturing the carbon dioxide emitted in its
operation.19

A major obstacle to the development of air capture is the lack of a
compelling scenario for advancing the technology in the absence of
climate change regulations. Investment of a few tens of millions of dollars
would probably suffice to answer the questions the critics have raised
about the viability of the technology. Technology development and demon-
stration at a university or government laboratory could result in publicly
accessible and visible capture units that demonstrate the technology. This
would make it possible to assess air capture technology and shape policy
thinking.

On the other hand, air capture technology very likely will also need market
drivers. A well designed price for carbon could easily accommodate
air capture technology. If carbon reductions by carbon storage can be
monetized in some form, air capture technology can begin to compete in an
open market place. While a number of countries have carbon taxes that
would be sufficient to make air capture technology economically viable, to
the best of my knowledge it would require changes in these policies to allow
air capture to harness the financial benefit. There is no mechanism to
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monetize the carbon reduction achieved with air capture and have the
benefit flow back to the consumer who could pay for capturing emissions
rather than pay a higher fee that permits the emission. Because the direct air
capture concept is new, it is not yet integrated into current policy options.

In the meantime, air capture might be able to bootstrap itself in
commercial applications in which physical carbon dioxide is of practical use.
Since the introduction of air capture would have large policy implications, it
might be useful to subsidize such applications, like feeding carbon dioxide
to greenhouses, even though there is no immediate impact on carbon
reductions or climate change.

Once air capture units have been developed, one can consider their policy
implication more thoroughly. In order to get there, it will be necessary to
overcome concerns of people who see air capture as a threat to their
approaches to becoming carbon neutral. In some cases, air capture would
indeed be a competitor. In others it may even be synergetic. From a policy
perspective it is important to understand the various relationships and
manage an optimal path toward climate stabilization.

Air capture will likely prove to be a formidable competitor to the hydrogen
economy, because it would remove a major motivation for abandoning
carbon rich fuels in favor of hydrogen. The distribution and storage cost of
hydrogen far exceeds those of liquid fuels, making room for a substantial
price for air capture. If hydrogen is made cheaply from coal and gasoline
from petroleum, then both technologies share the need for carbon capture
and storage. Liquid fuels would have to pay a premium in air capture over
capture at the source, but would benefit from a much lower cost of the fuel
distribution system, which in the case of hydrogen would likely involve
pipelines. Pipeline costs are well understood, and even in a mature system
would add a significant cost.47 Thus, we predict that the frictionless costs of
these two options likely favor air capture technology.

Artificial trees are not competing with solar, wind or nuclear energy.
Indeed, they might prove extremely helpful to renewable energy systems in
that they can effectively mitigate the huge intermittency in power grids
dominated by renewable energy. In the case of nuclear energy the availability
of air capture could simplify the power plant design by allowing the plant to
operate at constant power at its optimal operating point and use excess
electricity in fuel production. In both cases, air capture with fuel synthesis
can become a flexible consumer of power which can help match supply to
demand. Air capture with fuel synthesis could even create an electricity
storage buffer in terms of the fuel produced. The roundtrip efficiency may be
low, but storing electricity in batteries becomes extremely expensive if
electricity is to be stored for weeks or even on a seasonal time scale. In effect
one trades efficiency for capital cost, which increases linearly in the cycle
time of the storage device.

Air capture is not a competitor for point source capture. The ‘‘frictionless
cost’’ of point source capture is always lower than that of air capture and
thus eventually point source capture should have a competitive edge. On the
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other hand, the existence of air capture could very well force power plant
owners to act. With the right policies in place, air capture could set a price of
carbon, and once this price becomes acceptable, owners of point sources
would face the alternative of paying the air capture price or developing their
own technology which once developed should be of lower cost. In the
absence of a competitor, it is much easier to hide behind the likely high cost
of an unproven and yet unknown technology. Air capture from this
perspective has the advantage that it is not limited to a particular type of
plant but can be applied to any potential point of emission. Indeed as has
been suggested by Tim Fox,48 the cost of air capture should set the price of
carbon, and as the technology improves all other approaches will have to
keep up with improvement that are likely to occur in air capture.

Air capture keeps the door open for liquid fuels in the transportation
sector. It is a direct competitor of the fully electric car with battery storage,
but air capture is not a competitor to the electric car per se; it may well be
synergistic with it. This is best seen by comparing the frictionless cost of the
all-electric car, which is charged from an outlet and carries its energy in
batteries, with that of a similar hybrid car that replaces most of the batteries
in the all-electric car with a small fuel cell for charging the remaining battery
and a small liquid-fuel tank for storing on-board energy. By reducing weight,
this would improve the performance and mileage of the car without losing
any of the advantages of the electric car. The hybrid car requires far less
battery and can have a far larger driving range than the all-electric car. The
hybrid also uses far less exotic resources and ultimately should be cheaper
and thus more likely competitive with an internal combustion engine than
the all-electric car.

The hydrocarbon fuels used in such vehicles need not be petroleum based.
They could be produced from other fossil fuels, or made synthetically from
non-fossil energy sources and air-captured carbon dioxide. Air capture in
this broad sense could include biomass based air capture combined with
bio-fuel production. However, it is worth pointing out that direct air capture
tends to be much more efficient than biomass based capture. A natural tree
collects a fraction of a percent of the carbon dioxide that an artificial tree of
similar frontal area would collect.

Whether fossil fuels can continue to be used may very well depend on the
perceived storage capacity for carbon dioxide. If this storage capacity seems
limited, then the little that is available may have to be reserved for several
hundred or even thousand gigatons of carbon dioxide that the world will
likely have to recover in order to restore the climate to a safe level. Even
without fossil carbon and associated carbon storage, air capture would be
necessary as long as carbonaceous fuels are used. The advantage of liquid
carbonaceous fuels for energy storage and energy transport is so large that it
is worth paying a significant premium for these fuels. This has already been
demonstrated in the market, as oil is ten times as expensive as coal, and it
likely would remain true in a world that has large amounts of very low cost,
but intermittent electricity resources in terms of wind or solar energy. Air
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captured fuels could provide the energy of the transportation sector and also
provide the energy source for a backup system that is needed when the sun is
not shining and the wind is not blowing.

There is generally a large concern that the availability of air capture creates
a moral hazard, because its ability to reverse emissions makes it easier to
postpone action. In my view this debate is over, now that the IPCC has noted
the need for negative emissions in various scenarios. The new IPCC report
states clearly, ‘‘A large fraction of climate change is largely irreversible on
human time scales, unless net anthropogenic carbon dioxide emissions were
strongly negative over a sustained period.’’49 All negative emissions
technologies would share this moral hazard and air capture is a central and
enabling technology for negative emissions. It will not act fast, but deployed
on the scale of current consumption it could produce a measurable
difference in a few decades. Negative emissions do not provide an excuse
for delay. Instead, delays already encountered make negative emission
technologies necessary.

The availability of reversing emissions can fundamentally change the
international negotiations on climate change. The major ingredient in a
tragedy of the commons is that cooperation of all is a necessity. For example,
nuclear proliferation threats cannot be eliminated unless all nations
cooperate. The climate change dilemma has been seen in the same light. As
long as emissions are considered irreversible, it is insufficient for a large
number of countries to agree that emissions should be reduced. Free-riders
will ruin the climate more slowly but just as completely. However, air capture
technology makes it possible to recapture emissions. Therefore, the emis-
sions of free-riders can be reversed at a cost that can be quantified. This
creates a quantifiable grievance and a potential demand for compensation
in trade negotiations that could be avoided at lower cost by the free-rider’s
cooperation. Air capture would give cooperating countries assurance that the
problem can be solved even in the presence of a few free-riders, who
ultimately could be confronted with a bill for cleaning up.

Air capture, if demonstrated to be viable and cost-effective, would not only
provide a tool for managing carbon, but its very presence and nearly
universal applicability would create an environment in which the intro-
duction of more focused and often more affordable carbon management
technologies could thrive.

Air capture will need to be considered as part of a larger system, where it is
integrated into a wider energy infrastructure. It has a role in removing excess
carbon from the environment, for which it needs to be paired with safe and
permanent disposal options. Air capture could also contribute to balancing
out day-to-day emissions of fossil carbon dioxide where it again needs to be
paired with a disposal option with an even larger storage capacity. Lastly air
capture can enable the continued use of liquid carbon based fuels for which
it needs to be paired with technologies to transfer non-fossil energy into
chemicals produced from carbon dioxide and water. One should not think of
air capture as a stand-alone technology but as part of a larger infrastructure
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system that still needs to be developed. Its presence will make for a richer set
of options and opportunities and a smoother path from today’s energy
systems to future systems, as the necessary additions can be isolated and
user interfaces to the energy infrastructure can be left largely intact.
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31. E. Dahlgren, C. Göçmen, K. S. Lackner and G. van Ryzin, Small modular
infrastructure, Eng. Economist, in press.

32. K. S. Lackner, S. Brennan, J. M. Matter, A.-H. Park, A. Wright and B. Van
Der Zwaan, The urgency of the development of CO2 capture from am-
bient air: supporting information, Proc. Natl. Acad. Sci. U. S. A., 2012,
109(33), 13156–13162.

33. K. S. Lackner, P. Grimes and H. J. Ziock, Carbon Dioxide Extraction from
Air?, Los Alamos National Laboratory, Los Alamos, NM, 1999.

34. International Organization of Motor Vehicle Manufacturers, oica.net.
(accessed 10 November 2013).

35. W. D. Nordhaus, Do real-output and real-wage measures capture reality?
The history of lighting suggests not, in The economics of new goods,
University of Chicago Press, 1996, 27–70.
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Cooling the Earth with Crops

TARAKA DAVIES-BARNARD

ABSTRACT

Food security and climate change are two of the biggest challenges
which face humanity in the 21st Century and agricultural land is the
physical interface for these interlinked issues. This chapter addresses
how cropland interacts with climate; the ways in which crops have
affected climate in the past; and how crops could help mitigate climate
change in the future. Of the ways that climate issues and crops are
related, one of the most relevant to the future is through geoengi-
neering. The concept of deliberately using crops to reduce the surface
air temperature is still in development, but has gathered considerable
interest in recent years. Models suggest that in North America and
Europe, a moderate increase in crop albedo could decrease summer-
time temperatures by up to 1 1C. Although this amounts to a small
change compared with many other geoengineering proposals, it could
be made with relatively little cost and would make a significant dif-
ference to crops which are particularly sensitive to high temperatures,
such as wheat. Along with other climate mitigation strategies, cooling
with crops could be one aspect of a deliberate policy to limit the
dangerous impacts of climate change.

1 Introduction

Agricultural land currently covers 37% of the world’s land surface,1 and most
projections indicate that there will be future increases.2 Since crops repre-
sent a significant proportion of this anthropogenically altered land cover,
they have substantial potential as a platform for land surface based climate
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solutions. Cropland has multiple ways in which it could be used to help
mitigate climate warming, including conventional mitigation (reducing
carbon emissions from the agricultural sector),3 as a source for carbon
capture and storage (CCS) geoengineering4 (for instance using bio-char)5

and as a way of managing surface net solar radiation (surface SRM geoen-
gineering)6 by altering the albedo of cropland. Any of these crop based ideas
could be considered as ‘cooling with crops’. However, the most commonly
discussed idea as a geoengineering method using crops is bio-geoengi-
neering, which proposes higher leaf albedo crops as a way of creating lo-
calized cooling.7

Bio-geoengineering leaf albedo increase would be a small part of much
larger anthropogenic changes to surface albedo, and other surface prop-
erties, which have occurred over more than 1000 years.8 Forest clearance for
agriculture and the subsequent intensification of agriculture mean that
crops have affected the regional and global climate substantially, via their
alteration of the land surface. Similarly, future changes to land use and their
consequent changes to land cover will have significant affects on the climate.
These changes affect climate inadvertently but may be equal or larger in
magnitude to the projections of deliberate interventions such as bio-
geoengineering.

In this chapter the mechanisms by which crops can cool the Earth are
reviewed, focusing on past and projected future changes to climate from
crops and then looking at how future cooling with crops could be achieved
and what the implications might be.

2 Mechanisms

The ways which surface properties affect climate can be categorised as
biogeophysical or biogeochemical. Biogeochemical properties of the land
surface are typified by changes to atmospheric composition from the
emissions of greenhouse gases (e.g. carbon dioxide, methane, nitrous oxide)
from the land surface. Biogeochemical land surface changes impact the
climate by changing the atmospheric greenhouse gas composition, which
affects the amount of outgoing longwave radiation, changing the energy
balance. The land surface is currently a net carbon sink, absorbing around
2.4 gigatonnes of carbon per year.9 Changes in land cover, especially de-
forestation, could alter the size of this sink. Similarly, warming could open
up carbon stores such as methane from thawing of permafrost.10 Russian
permafrost regions alone contain 50 gigatonnes of carbon and mid century
could account for a 0.012 1C global temperature rise. Changes in emissions
of aerosols can also be considered biogeochemical land surface changes.

The biogeophysical properties can be understood as the physical changes
to the land surface which affect the energy and momentum balance directly,
rather than through changes in the atmospheric composition. The net ra-
diative fluxes are made up of the net short wave and longwave radiation (see
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Figure 1). These net radiative fluxes are partitioned at the surface into: heat
flux into the soil; latent heat (as either evaporation or transpiration); or
sensible heat (heat exchange due to the effect of differing temperatures)
which may remain or be moved into other areas as convective heat (see
Figure 1.) The balance of which of these factors is most important to the
resultant temperature varies with latitude and season, as well as the indi-
vidual surface properties themselves.11

2.1 Biogeophysical Mechanisms

2.1.1 Albedo. Albedo is a measure of the ratio of radiation reflected from a
surface to the total amount of radiation incident upon it. The exact albedo is
dependent on the amount of incoming solar radiation, making it very
difficult to calculate. A range of other measurements and terms are used
to represent albedo. For most practical applications, albedo is calculated as
the bidirectional reflectance distribution function over a particular range of
wavelengths, as opposed to field albedo, which is the value for the entire
spectrum of the solar radiation.

Changes to surface albedo are some of the largest in the surface energy
budget. This is because albedo is the key parameter in the energy balance
which determines the net radiative flux. It also has a large range of values,
with land surface albedos varying significantly. For example, snow covered
surfaces have very high albedos of about 0.9 and reflect most of the in-
coming shortwave radiation, whereas water covered surfaces (such as inland

Figure 1 Representation of the biogeophysical parameters in the surface energy
balance which are affected by changes in land surface cover. The net
radiative fluxes (RN) are determined by the net short and longwave ra-
diation fluxes. The albedo affects the amount of incoming shortwave
solar radiation which is reflected back out of the atmosphere (1–A). The
surface emissivity is the amount of longwave radiation which is emitted
back from the surface (LW m). These two make up the direct removals
from the energy budget from the total incoming solar radiation. On the
right hand side of the equation, the surface roughness affects the energy
balance through the sensible heat flux (H), some energy goes into heating
the soil (QG) and the latent heat flux (L) is made up of evaporation
(E) from the canopy and soil, and transpiration (T) from plant
photosynthesis.
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lakes) scatter or absorb most of the radiation and so generally have low al-
bedos of less than 0.1. Vegetated surfaces have relatively low albedos, with
grasses around 0.19–0.27 and coniferous forest lower at 0.11–0.14.12 There-
fore an increase in the surface albedo via a change from trees to grasses gives
an albedo cooling effect. The size of the albedo feedback can be large, es-
pecially for changes between snow covered and non-snow covered surfaces.

2.1.2 Evapotranspiration. The amount of evapotranspiration from the
surface affects the latent heat flux (see Figure 1). Evapotranspiration is an
amalgamation of two water processes, which work at very different scales
temporally and have different sources.13 Transpiration is a delayed feed-
back of precipitation to the atmosphere, as the water must infiltrate into
the soil, be absorbed by the plant roots and transported up the plant to be
transpired. Evaporation from the vegetation canopy provides a much
quicker feedback because a large quantity of water can be caught in the
canopy and is readily available for evaporation. Soil moisture can also
evaporate quickly compared to transpiration, though because of infiltra-
tion and lower wind speeds at the surface, is closer in timescale to tran-
spiration. Since trees have more biomass to support than grasses or
crops and have deeper roots, theoretically they transpire more water. The
larger leaf area of trees can often hold more water in the canopy than
grasses. Therefore replacing trees with crops is usually associated with a
decrease in evapotranspiration, giving a warming effect because less
energy transfers to latent heat are made, and thus the energy goes into
sensible heat.

2.1.3 Emissivity. The emissivity of a surface determines how much long-
wave radiation it will emit (see Figure 1), from the shortwave radiation the
ground absorbs during the day. The importance of emissivity is most obvi-
ous at night when longwave radiation dominates the radiative budget. The
higher the emissivity of a surface, the more absorbed energy it emits. A
perfect black body (emissivity of one) emits energy at the theoretical rate
given by the Stefan–Boltzmann equation. The range of emissivity values is
small. For instance, desert soils have a relatively low emissivity, of approxi-
mately 0.9 whereas vegetated surfaces have higher emissivities of between
0.96–0.98.14 Emissivity of a vegetated surface is related to the vegetation
density and structure. The emissivity generally increases with leaf area
index, giving higher emissivity for trees, on average, than grasses or
crops.15 This implies a slight warming effect when crops replace trees. The
emissivity effect is relatively small and other atmospheric factors, such as
cloud cover, are often much more important for the total outgoing long-
wave radiation.

2.1.4 The Aerodynamic Roughness. The aerodynamic roughness length
describes the height at which the wind speed theoretically becomes zero.
For vegetation, it is essentially related to the canopy height, but is not
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simply the height of the vegetation.16 Typical values of roughness length
may be 0.0002 m for open water, 0.03 m for grass, 0.1–0.25 m for crops,
and 1.0 m for a forest. Lower values of roughness length allow increased
wind speed across a surface, affecting the turbulent flow in the boundary
layer atmosphere. This results in more convective heat transfer, and thus
a cooler surface temperature as the sensible heat or evaporative cooling is
enhanced.

3 Geographical Differences

Changes in land surface and vegetation can have spatially varying effects;
high and low latitudes have different responses. Both temperature and
precipitation can be strongly affected in different ways in different regions
from changes to land cover. Crucial to the geographical variation in changes
from land use is that whereas land carbon emissions from a particular lo-
cation are quickly well mixed into the global atmosphere, biogeophysical
effects are predominantly local. Therefore, even when the carbon emissions
in a region may give a larger global change in temperature, the regional
signal can still be dominated by albedo or other biogeophysical effects. The
differences in impact of biogeophysical land use change are here categorized
as low latitude (tropical) and high latitude (temperate and boreal), which
provide contrasting responses to biogeophysical forcing.

3.1 Tropics

In the low latitudes, changes in the land surface from trees to crops generally
give a warming signal.11 A key component in this is the effect of changes in
evapotranspiration. The water’s change of state requires energy, which then
reduces the amount of energy available for sensible heat at the surface.
Therefore climate models simulating deforestation in the tropics, particu-
larly in the Amazon, give significant warming in that region.17 Evapo-
transpiration is an especially strong feedback in the tropics and has far
reaching consequences for regional and global climate.18,17 The con-
sequence of loss of evapotranspirative cooling because of tropical deforest-
ation is consistently found to be larger than any potential gains from
increased albedo or reduced surface roughness.

Changes in tropical forest cover can have positive feedbacks at both the
regional and global scale. Deforestation could potentially tip the region into a
different bioclimatic regime. For instance, the increased water deficit created
by Amazon tropical forest deforestation, especially when combined with de-
forestation of Cerrado (tropical savanna), can create a positive feedback of
forest dieback.19 The deforestation changes the local climate, which may then
be combined with large scale changes which affect global climate change,
making the climate of the whole region drier and leading to further forest
dieback where forest remains. This in turn creates further changes to the
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regional climate, altering the whole bioclimatic regime in the region. This is
important because the changes in water and energy fluxes in the Amazon have
teleconnections worldwide which amplify the warming feedbacks.20 For in-
stance, changes in the deep tropical atmospheric convection in the Amazon
lead to changes in storm-tracks and a northward shift in the Ferrel cell (a large
scale atmospheric circulation feature) which causes warming in Europe.20

This makes local biogeophysical changes to tropical forests very important
not just for the regional climate and biosphere, but also for the world climate.

This evapotranspirative cooling acts both directly on the surface energy
balance as well as affecting cloud formation in the tropics and seasonal
convective rainfall in the mid latitudes.21 Trees in the tropics have a large
role in maintaining continental precipitation. For instance, in the Amazon,
up to 50% of precipitation is sustained by water recycling through vege-
tation.22 Water drawn from the soil water, sometimes as much as 8 meters
deep, is transpired by the vegetation and returns into the atmosphere.23

Therefore, forests, with high leaf area indexes, deeper rooting depths and
greater water requirements than grasses or crops have greater transpiration
and potential for water recycling. As well as transpiration, the larger canopy
water capacity of trees results in more water intercepted and evaporated
from the canopy. This can lead to increased cloud formation because of
increased levels of water vapour in the atmosphere, consequently leading to
increased rainfall. This process provides quick recycling of precipitation
back to the atmosphere, which helps maintain continental rainfall.13

These biogeophysical warming and precipitation effects are in addition to
the strong carbon feedbacks from deforestation in the tropics. It is estimated
that 55% of the worlds terrestrial carbon is stored in tropical forests and are
therefore an important store and sink of carbon.9 Deforestation and forest
fires can release this stored carbon,24 both of which are projected to increase
under future climate change.25,24 The combined biogeochemical and bio-
geophysical effects of tropical deforestation make crop growing in the
Amazon and other tropical forest areas a ‘no-win’ scenario.26

The strong impact of changes in evapotranspiration in the tropics, com-
bined with the potential for albedo increase to feedback into lower evapo-
transpiration because of reduced energy at the surface,27 mean that
increased crop albedo may not be a good policy for the tropics. Deforestation
for cropland would be particularly damaging. Conversely, policies which
avoided warming by preventing Amazon deforestation would be a deliberate
and significant contribution to cooling the planet.

3.2 Temperate and Boreal

At higher latitudes, deforestation tends to give a net cooling, because of the
strong impact of the albedo changes. For boreal forest especially, a change
between forest and grass or cropland has a cooling effect because of the
different ways that snow lies on trees and crops.28 Snow has a very high
albedo (around 0.9) and when it completely covers a surface (i.e. grass or
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bare soil as opposed to trees), it increases the albedo considerably. For
surfaces which are rougher, and therefore snow can fall through the canopy,
the albedo is increased only slightly. Therefore the ‘snow covered’ albedo of
trees as opposed to crops is very different.29 Extensive deforestation in-
creases summertime albedo by just 2% and wintertime in the presence of
snow by more than 10%.30 This means that the change between high lati-
tude albedo of trees and crops is larger than the physiological albedo dif-
ferences between the two plant types. The effect of this albedo change may
potentially be big enough to offset the reduced carbon sink from boreal
deforestation or the increased carbon sink from Boreal afforestation.28

Even where the albedo effect isn’t enhanced by the presence of snow, it is
still a crucial feedback in the mid to high latitudes. Whereas in the tropics
the evapotranspirative effect and carbon emissions from deforestation are
particularly strong, the lower temperatures in the mid and high latitudes
mean that the cooling effect of evapotranspiration less important. Since the
mid latitudes have a relatively strong response to albedo changes, this makes
increased crop albedo a viable proposition. Temperature changes from trees
to crops are likely to be larger for areas of substantial snow cover (i.e. in areas
further north). Regions regularly covered with snow may not be areas where
reduced temperatures would aid crop yields but might help create a critical
amount of cooling in major crop growing areas or even seasonal sea ice.

4 Historical Land Cover Change

Around 10 000 years ago the Neolithic revolution began the move from
predominantly forested land to the cropland we have today as shown in
Figure 5(a).1 The earliest estimates of anthropogenic climate changes from
crops are put forward by Ruddiman’s early anthropocene theory. Changes in
climate from around 7000 years ago may be attributed to methane, emitted
from growing rice, and carbon emissions from forest clearance.31 These
changes in both climate and in greenhouse gas emissions are extrapolated
from proxies, so there are considerable uncertainties associated with them.
Over the last 1000 years, the estimates are more reliable and an estimated
deforestation of 18 million km2 (about 12% of the land surface) has oc-
curred. Climate model simulations suggest that this has decreased the
global mean annual temperature by between �0.25 to �0.13 1C.32 This
cooling mainly originates from the last 200 years, when there was extensive
deforestation. Models show that the effect on temperature of this land use
change scales approximately linearly with removal of tree cover.33 However,
the mechanisms which give this result are from a range of conflicting cli-
mate signals of similar magnitude.

The historical change in land use over the last 150 years is estimated
to result in a radiative forcing from albedo change of �0.2 Watts m�2,
(�0.2 Watts m�2), whereas changes in carbon emissions from land use
change in the same period gave a radiative forcing of +0.55 Watts m�2
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(� 0.17 Watts m�2).34 Generally speaking, the historical change from trees to
crops has a cooling effect via the biogeophysical mechanisms and a warming
effect from the biogeochemical. This is because the majority of historical
deforestation has been in the northern hemisphere mid-latitudes and
therefore the cooling effect of the increased albedo when trees are converted
to grass or cropland, predominates. However, it is still unclear whether the
biogeophysical or biogeochemical effect dominates and determines the net
impact to the climate. Two studies using coupled climate models find a net
increase of around +0.15 1C from land use change over the last 150 years,35,36

but a study using lower resolution earth system models of intermediate
complexity found a small net decrease in temperature of �0.05 1C.37 The
estimations of biogeophysical cooling which give these results vary con-
siderably, ranging from just �0.03 1C,35 to �0.26 1C.37 Although the coupled
climate models agree closely on the net signal, the individual signals are
more uncertain. This suggests that the biogeophysical changes to land cover
can have a significant impact on climate but the size of that impact his-
torically, and whether it is partly or wholly mitigated by the carbon emis-
sions in the same period, is still debatable.

As well as the spatial differences in the impacts of land use change, there
are also temporal differences, which make extrapolating the longer term
trend more challenging. The latter part of the 20th Century saw a slight re-
versal of the cooling trend from biogeophysical land use change because of
mid latitude afforestation.32 The afforestation gave the opposite effect to
deforestation, with a cooling signal from the biogeochemical reduction of
carbon emissions and a warming from decreased albedo from trees rather
than grasses. This period also saw an acceleration of tropical land use
changes with large amounts of deforestation and substantial carbon emis-
sions. Although the pace of Amazon deforestation slowed for five years in the
2000s,38 deforestation rates are again rising and remain a serious issue.39,40

The Amazon deforestation alone has given a detectable warming signal.41

More recent land cover change does not necessarily follow the same pattern
as previous historical changes, but can be easier to attribute due to satellite
and other global data sources.

Some part of the uncertainty about the effect of past land use change is
from differences in estimates of the land cover itself, both past and present.
Different sources of data can result in a considerable range of possible land
cover changes since 1765.42 Even recent past (2001–2005) crop and pasture
land cover estimates can differ by over 100% regionally and these differences
can result in up to 0.21 1C differences in the mean annual global temperature
and as much as 51 C locally.42,43 This means that the estimates of land use
change driven temperature change are uncertain. There are many idealized
simulations of natural vegetation which can be used to estimate anthropogenic
impact, but this approach comes with its own assumptions and uncertainties.

Future changes to the land surface, whether deliberate or as a side effect of
other changes, must be seen in the context of these past changes. Although
there is uncertainty about the exact scale of the biogeophysical changes from
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land use change in the past, the range of estimates suggests that this has
been an important factor in determining present climate, especially re-
gionally in the mid latitudes. Since most historical land use changes oc-
curred in Europe and North America, they gave a stronger albedo feedback
relative to an equivalent low latitude change but have less carbon changes
associated. Future deforestation is likely to be more in tropical areas, which
has very different regional and global impacts. This gives new challenges,
but can still be usefully informed by historical analysis which gives insight
into the spatial, temporal and data uncertainties.

5 Future Land Cover Change

Future land use change is likely to be determined by factors which influ-
enced the temporal and spatial patterning of historical land cover change,
as well as new factors relating to climate change and climate change miti-
gation. Agricultural productivity, population growth and trade will continue
to be important. New factors such as carbon emissions targets through land
carbon valuation, biofuels and carbon sequestration will also likely affect
the land cover. All of the factors affecting land use change are essential to
economic projections and thus future land use change scenarios are often
associated with economic projections. In turn, these projections are asso-
ciated not just with future land use change scenarios but are used to create
climate change scenarios. The two sets of scenarios used by the IPCC
(Intergovernmental Panel on Climate Change) in the IPCC 4th and 5th As-
sessment Reports give a range of possible land use futures which show some
of the issues surrounding changes to the land surface and their affect on
climate.

The scenarios presented in the Special Report on Emissions Scenarios (SRES)
are story-line projections which envisage worlds with different futures,44

which were used for the third Climate Model Intercomparison Project
(CMIP) and the 4th IPCC Assessment Report.34 These projections are based
on146different scenarios of technological and social changes, rather than
achieving a particular climate outcome. The land cover changes in these
scenarios significantly alter the regional climate.45 The high carbon dioxide
A2 scenario has substantial agricultural expansion which cools the mean
global climate by two degrees but gives a net warming in the Amazon, as
suggested by other studies referred to in section 3.1. In contrast, land
abandonment in the B1 low carbon dioxide scenario gives a 1 1C warming
from the land use change.45

The Representative Concentration Pathways (RCPs) used for CMIP5 and
the IPCC 5th Assessment Report also have vastly different land surface chan-
ges.46 The RCPs use integrated assessment models to model the socio-
economic paths which achieve certain climate outcomes. Unlike the
scenario driven SRES storylines, the RCPs have explicit inclusion of climate
mitigation policies where they are required to achieve the particular climate
forcing aim. There are four RCP scenarios: RCP2.6, RCP4.5, RCP6.0 and
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RCP8.5.47 The numbers refer to the radiative forcing in Watts m�2 at the end
of the century. The RCPs projections vary from small decreases in cropland
to substantial increases.48 Statistically significant differences in the climate
with and without the assumed land use changes in RCP2.6 and RCP8.5 exist
at a regional, though not the global, scale. Results from earth system models
differ, but the net regional mean annual effect of land use change is as much
as�0.2 1C in RCP8.5 from 2070–2100.49 However, the change in land cover is
not consistent with the change in total radiative forcing. The highest and
lowest levels of radiative forcing (RCP2.6 and RCP8.5) are associated with
high levels of deforestation in order to grow crops. By comparison, RCP4.5
and RCP6.0 both have much lower levels of deforestation and even some
afforestation. This non-linearity is caused by three key aspects of the as-
sumptions in the scenarios created by the integrated assessment models:
yield increases; biofuel use; and land carbon valuation and population.

The integrated assessment models assume year on year increases in crop
yield (also known as agricultural productivity growth). Most of the scenarios
take their yield increases from the Food and Agricultural Organization of the
United Nations estimates until 2035, which projects around a quarter of a
percent increase globally in crop yield per year.48,50 However, estimates of
future yields under climate change are highly uncertain, with little clarity on
even whether they are likely to be negative or positive.51 The level of crop
yield determines to a great extent how much cropland is needed. With
populations peaking at between 9–12 billion in the RCPs,52–54 without sub-
stantial increases in agricultural productivity, considerably more cropland is
needed to meet demand. Conversely, lower population projections with
higher crop yield increases require less land to be converted to cropland. The
biogeophysical aspect of different levels of yield increases can make a sig-
nificant impact on climate. For instance, the RCP4.5 scenario with no yield
increases gives a mean annual climate �0.37 1C cooler than no land use
change in North America. In a no mitigation strategy scenario, similar to
RCP8.5, the mean annual cooling is up to �1.62 1C regionally.55 The changes
in land carbon emissions cancel out these effects globally, but residual re-
gional effects would be likely to remain. Due to the regional differences in
land use change, the effect of low yield increases or yield decreases will
depend on where the cropland expansion takes place.

Biofuel use also results in increased competition for land and therefore
pressure to deforest, as it increases the total amount of cropland needed.
Biofuel use varies in the RCPs, but is an important element of the miti-
gation.54 There are some synergies between carbon emissions targets and
the biogeophysical impacts of land use change because of the avoided fossil
fuel emissions and increased albedo in the mid latitudes. However, at low
latitudes the carbon savings from biofuels may be less than the impact of the
deforestation, giving a net warming.56 Further, there are differences in the
way that biofuels are specified in the models (as trees or grass crops). In
RCP8.5, biofuels are categorized as wood, whereas the other three scenarios
categorize them as crops.48 These categorizations will be important for the
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biogeophysical effects of land use change and therefore are terms that need
to be clarified.

As well as being affected by demand for cropland itself, cropland extent is
also affected by demand for competing land covers, notably forest. RCP4.5
includes the carbon emissions from the land in the total accountable carbon
emissions, making afforestation a feasible mitigation strategy. This creates a
counter-incentive to cropland increases required by population increases.
Though the amount of afforestation in this universal carbon tax scenario is
modest, the avoided deforestation is large when compared to a fossil fuel
only carbon tax.53,57 By comparison, the other RCPs do not account for the
carbon emitted from land cover changes, and therefore are liable to over-
estimate the carbon benefits of deforestation for growing biofuels, but
probably underestimate the other impacts. Therefore the scenarios with
afforestation probably underestimate the total radiative forcing and scen-
arios with deforestation probably overestimate the total radiative forcing.

The RCP and SRES scenarios demonstrate how different cropland policies
and changes can affect climate. They represent an unclear future for the land
surface’s effect on climate, with multiple effects which are subject to many
influences. The deliberate action of choosing a pathway that offered bio-
geophysical cooling from deforestation for crops could be considered
geoengineering and certainly, the effect could be bigger regionally than that
of deliberately increasing crop albedo or other crop based geoengineering
technology.

6 Increased Crop Albedo

The concept of bio-geoengineering is to produce a cooling effect from in-
creased albedo in crops, without other changes which would accompany
land cover changes. It is this, along with the deliberateness of the action,
which distinguishes it from other, inadvertent, land cover changes. However,
since the change is not between primary plant functional types, the
achievable albedo change is likely to be smaller for increased crop albedo
than land cover change.

6.1 Albedo Values of Crops

Values of albedo of viable crops are likely to be limited by the natural vari-
ability of albedo within a particular crop. Crops have an albedo of around 0.2,
similar to grasses. However, records of individual variety leaf and plant al-
bedos are limited, with much of the research having been done many years
ago and subject to considerable environmental variability. Therefore more
research is needed to establish the range of full spectrum albedos of different
crops. It has been suggested from measurements given in the literature that
an overall albedo increase in crops of 0.02–0.08 is achievable for crops. The
higher end of albedos could prove challenging, but a 0.04 increase is likely to
be feasible from conventional breeding using the natural variation in leaf
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albedo, without the need for genetic modification.7,6,58 There are bigger dif-
ferences between different types of crops (e.g. between wheat and corn) than
within crop types. However, if intra crop substitutions were possible (i.e. a
lower albedo wheat variety substituted by high albedo wheat) this could in-
crease crop albedo without disrupting food production systems.

6.2 Determinants of Albedo

The overall albedo of a vegetated surface is determined by several aspects. At
the leaf level, the albedo is determined by the amounts of reflectance,
transmission and absorption at the leaf surface, at different wavelengths (see
Figure 2). Reflectance is the fraction of incident radiation reflected by a sur-
face. Transmittance is the fraction of incident light at a specified wavelength
that passes through a sample. Because of differences in cell structure affecting
light propagation the transmittance is highly variable.59 Both are expressed as
the amount of light as a fraction of the light striking the object.60

The albedo of a leaf is affected by not only its colour, caused by chlorophyll
levels, but also the leaf wax composition and thickness, trichomes (leaf
hairs), the leaf thickness and leaf variegation. Reflective sprays could also be
used to increase the albedo at the leaf level.58 However, at canopy level, leaf
albedo is combined with other effects from the canopy morphology; leaf area
index; leaf angle distribution; the canopy coverage; the background surface
albedo; and the sun zenith angle (see Figure 3).

6.3 Leaf Level Albedo

In general, the spectral characteristics of vegetation are well known due to the
use of remote sensing and they have a very high reflection in the near in-
frared which makes them easily recognisable, see Figure 4(a). Within the leaf,

Absorption

Reflectance

Transmittance

Incoming light

Figure 2 Representation of the potential routes of incoming shortwave radiation at
a leaf surface. The light is either reflected away, absorbed by the leaf, or
transmitted through the leaf.
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there is low reflectance in the visible blue and red because of high absorption
in the photosynthetically active region between 400 and 700 nm.61 The visible
part of the spectrum is also the portion of the incoming solar spectrum with
the highest irradiance.62 A peak in reflectance in the green part of the
spectrum gives vegetation its visible colour, see Figure 4(a).

At the leaf level, research has mainly been concentrated on strong
identifiable relationships between reflectance at specific wavelengths and
plant stress. This allows the use of remote sensing and spectrometers to see
areas of sub-optimal crops, and correct issues before they affect yield.63 The
effects of crop health on reflectance are particularly pertinent for bio-
geoengineering because a spectral conflict between optimizing yield and
optimizing reflectance would be counter-productive.

Although at specific wavelengths there are positive relationships between
plant stress and high reflectance, this is not the case across the whole solar
spectrum. Nitrogen deficiency increases reflectance at the leaf level because
of the negative relationship between low chlorophyll content and reflectance
at narrow spectral bands,63 (at 550 and 700 nm).64 This relationship is
weaker in annual plants, where the leaf structure creates a higher surface
reflectance and quickly reaches saturation.64,65 However, looking across a
wider spectrum (from 400 to 750 nm, inclusive) and at larger total chlorophyll

(a) (b)

(c) (d)

(e) (f)

Figure 3 Representation of some the factors influencing crop albedo: (a) leaf area
index; (b) leaf angle distribution; (c) background reflectance; (d) solar
zenith angle; (e) leaf reflectance; and (f) canopy morphology.
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contents, there is a strong statistically significant positive relationship be-
tween chlorophyll content and reflection.66 Since high chlorophyll levels are a
direct determinant of potential primary production, increased chlorophyll
content to increase albedo could potentially increase yields.

However, the visible part of the spectrum isn’t the only factor in deter-
mining albedo. The near infrared makes up around 50% of the energy in the
solar spectrum at sea level as shown in Figure 4(b), making this a very im-
portant range.67 For instance, red ceramics have a higher albedo than light
grey stainless steel, despite being a darker visible colour, because they reflect
more strongly in the near infrared.67 Generally speaking, plant dehydration
increases reflectivity at the leaf level in the near infrared.68–70 At the canopy
albedo level this effect is less important due to weaker spectral irradiance in
the near infrared.61,71 Since water absorbs strongly in the near infrared and
transmits in the visible, any reduction in water increases the potential for
reflection at most wavelengths. This makes the near infrared a useful part of
the spectrum for diagnosing plant water content and health but as an albedo
increase mechanism, reduced water is likely to have undesirable side effects.

6.4 Canopy Level Albedo

At the canopy level, the leaf level albedo is only a small part of the net re-
sultant albedo. Other factors’ influence (see Figure 3) becomes dominant. A
key factor in this is how much of the background is covered by the plant. The
background soil albedo is especially important when the canopy coverage is
low (e.g. when the leaf area index is low). Soil albedo is mainly determined by
the soil type, water content and soil surface roughness. The largest com-
ponent of this is the soil colour, which varies with the type of soil, as well as

500 1000 1500 2000 2500

0
20

60
10

0

Wavelength (nm)

Le
af

 re
fle

ct
an

ce
 (%

)
S

ol
ar

 e
ne

rg
y 

(W
 m

2 )

500 1000 1500 2000 2500

0.
0

0.
4

0.
8

1.
2

Wavelength (nm)

Visible Near Infrared

Visible Near Infrared

(a)

(b)

Figure 4 (a) Typical leaf reflectance values (in percent) for wavelengths of
400–2600 nm. (b) Sea level solar spectrum values for wavelengths of
400–2600 nm at sea level, in Watts m�2.
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the soil moisture. Dry soil has an albedo up to 0.16 higher than wet soil.72

This is especially important for crops, as many fields are left uncovered and
fallow over winter and ground coverage can be lower than natural land cover
because of weed suppression.

The amount of plant coverage of the background soil is mainly deter-
mined by the leaf area index, though the net effect on the albedo is not
direct. If the background albedo is high, then an increase in leaf area index
may reduce the overall albedo. Conversely though, if the background albedo
is low, an increase in leaf area index may increase the overall albedo. The leaf
area index is dependent on the plant growth stage, but also on the health of
the plant. For instance, across the whole canopy in the visible to near in-
frared, an increase in nitrogen fertilisation (in winter wheat) has the net
effect of increasing reflectance at all stages of growth due to increased leaf
area index.65,73 It has even been shown that increased albedo from increased
leaf area index and health is currently a small scale summertime impact in
areas of North America.74 Therefore the overall leaf area index and plant
health is a significant factor in the overall plant albedo, but is highly
dependent on the background albedo.

Similarly, the plant morphology, or architecture, can also affect the al-
bedo, partly through altering the amount of background soil visible. The
plant morphology usually refers to the angle and placement of leaves and
can vary considerably.75 Different distributions of leaves and leaf angles lead
to different reflectance at the canopy level. Leaf angle distribution (LAD) is a
common measure of the orientation of the leaves, which strongly affects the
canopy reflectance. The leaf angle distribution is measured from the zenith
and thus a high mean leaf angle distribution indicates that the leaves are
mainly upright. Different leaf angle distribution values affect what is the
most important factor for the total reflectance. An erectophile canopy
(mainly vertical leaves) is considerably affected by the background reflect-
ance. For a planophile canopy (mainly horizontal leaves) the background
reflectance exerts a much smaller influence and the leaf properties affect the
reflectance more.76 Depending on the background reflectance, canopy re-
flectance can increase with leaf angle distribution at the red and near in-
frared parts of the spectrum, i.e. more erectophile canopies may have higher
canopy reflectance.77

Like leaf area index, the leaf angle distribution varies with plant health,
development stage and variety. An associated affect of increased nitrogen is a
more planophile appearance of the canopy.78–80 As well as being affected by
nitrogen levels, the leaf angle distribution varies naturally between var-
ieties79,80 and along with the leaf area index is the dominant control on
canopy reflectance.81 Leaf angle distribution values are also seasonally
varying. Young plants tend to have more erectophile canopies and varieties
tend to be more homogenous in their leaf angle distributions. Differences in
both leaf angle distribution and in reflectance appear as the plants develop,
resulting in statistically significant differences.77,76 Therefore differences in
reflectance from plant architecture are reliant on not just the variety, but
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also the growth stage and other factors influencing reflectance. Canopy
architecture can also affect the plant health and potentially the crop yield,
as planophile leaf angle distributions are also associated with drought
resistance.82

The albedo is also affected by the angle of the light which falls on the
canopy surface. The angle between the horizon and the sun is known as the
sun zenith angle. The sun zenith angle changes both diurnally and sea-
sonally, as well as with latitude. It strongly affects the surface albedo because
of the changes in scattering angle at the surface from vertical components,
especially those with low transmission, such as soil.83 As the solar zenith
angle increases, so does the albedo.84–86 However, the solar zenith angle
effect on albedo is not uniform; cloud cover significantly reduces the effect
and am and pm responses differ.86 Although the solar zenith angle is not a
factor which can be deliberately changed to affect crop albedo, it is still an
important aspect which needs to be acknowledged. Overall, the key com-
ponents which can be deliberately manipulated are the background soil and
various aspects of the plant health, which can help increase the canopy level
albedo, and may even have synergies with maximising yields.

7 Simulations with Climate Models

7.1 Crops in Climate Models

Key questions for the bio-geoengineering concept are how big the cooling
effect and what other climatic consequences there might be. These are ad-
dressed using climate models. Climate models at their core simulate fun-
damental physical laws (motion, conservation of mass, etc.) across the Earth
in a three dimensional grid. Early climate models had a simple represen-
tation of the land surface, which used averaged approximations or para-
meterisations which affect the surface energy balance (shown in Figure 1)
such as uniform soil water holding capacity, albedo and roughness length.87

Later models update the land surface more dynamically (for instance by
calculating the restraints on transpiration) and separate out different sec-
tions of the land surface (for instance by differentiating between soil and
vegetation at the surface, as well as different plant functional types). The
newest climate models include new land surface relevant sections such as
interactive carbon cycles, dynamic representations of vegetation distri-
bution, higher resolutions and agricultural models. These parts of the model
are usually separate to the core physics of the climate model and the model
can be run in many different combinations.

Whereas older models either didn’t represent different vegetation types or
averaged values across a grid box overall, many current models represent
vegetation through a tile system. Values for each plant functional type (such
as broadleaf or needleleaf trees) are calculated separately and the overall grid
box value is calculated according to the proportion of a grid square which is
covered by that plant functional type. This has the advantage of providing
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much better diagnostics about how changes in species composition are af-
fecting the climate. Different plant functional types vary considerably in
many parameters, including their temperature ranges, leaf area index ranges
and critical humidity deficit. However, by necessity these are wide ranges
and many models have only around four to sixteen plant functional types. As
a consequence, some land surface models do not explicitly represent agri-
cultural lands or crops. Most crops are physiologically closest to grasses and
thus cropland is frequently represented as grass in models without crops
specified as a plant functional type.

Thus far, two climate models have been used to perform simulations of
increased crop albedo: the Hadley Centre model and the Community Cli-
mate System Model. Simulations of an increase in crop albedo of 0.02, 0.04
and 0.08 have been performed with the UK Hadley Centre model, HadCM3,
combined with the land surface scheme MOSES2.16,7,58 and MOSES1.0.88

MOSES has only five plant functional types and therefore crops are not ex-
plicitly represented. These increased crop albedo simulations use a mask to
exclude competition over cropland areas as shown in Figure 5(b). The mask
does not allow trees or shrubs to grow in cropland areas, therefore cropland is
represented as grass and if the climate is not suitable for the growth of
grasses, then the surface is bare soil. The crop albedo was increased by in-
creasing the maximum albedo attainable (calculated with leaf area index) for
all the ‘crops’ within the masked areas.58 These simulations were run at a
range of different carbon dioxide levels, including 280, 350, 560, 700, and
1400 ppm with other initial conditions held at present day levels.88,58

Simulations of crop albedo increases of 0.05, 0.10 and 0.15 have also been
run with the Community Climate System Model, CCM3.0, using the Com-
munity Land Model (CLM3.0).89 CLM has a more detailed representation of
plant functional types and has a separate class for crops, so a crop mask is
not needed.90 These simulations were run at 370 ppm carbon dioxide.89

(a) (b)

Figure 5 (a) Summertime (June/July/August) statistically significant mean tem-
perature decreases from a 0.04 increase in crop albedo. The simulations
shown here have been run to equilibrium at 700 ppm CO2 using HadCM3.
Results were tested using a Wilcoxon rank sum test, at 99%. (b) Present day
cropland extent, as used for the crop albedo increase in the model.
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7.2 Climate Impacts

All the models simulations run so far show that a 0.04 increase in albedo
over current cropland areas gives a mean summertime (June, July, August)
cooling of around �1 1C, see Figure 5(a). A 0.02 and 0.08 increase in albedo
gives a proportional cooling (�0.5 1C and 2 1C, respectively) equating to
around 0.25 1C summertime cooling for each 0.01 crop albedo increase. The
cooling is concentrated in the temperate regions of albedo increase, with
western Europe and North America most affected. The cooling is greatest in
the northern hemisphere summertime because of the plants’ higher sum-
mertime leaf area index which gives greater ground coverage, reducing the
influence of the bare soil albedo. In northern hemisphere wintertime the
tropical and Asian surface air temperature is strongly affected by the increases
in carbon dioxide and thus changes related to the monsoon circulation, which
counteract the cooling effect of the increased albedo.58 Globally, the annual
mean cooling is much smaller than the regional seasonal effect: only around
�0.11 1C,7,88,58,6,89 for an increase of 0.04 crop albedo.

Regional patterns of precipitation changes are difficult to predict with
climate models, with considerable variability between models,34 and thus
the model results for bio-geoengineering need to be considered with some
caution. Precipitation shows a pattern of increase over Europe, with soil
moisture showing up a more consistent pattern. The changes in evapo-
transpiration give increases in precipitation and also soil moisture over
Europe. These changes to temperature and precipitation appear to be ro-
bust, as they appear in both HadCM3 and CCSM. Some displaced low lati-
tudes effects give decreased soil moisture in the sub tropics and Australia,
which may be causes by changes in cloud formation and precipitation.89 The
results from these models is in contrast to simulations using the climate
model NCAR CAM3.1 in which large scale increases in albedo over all land
surfaces results in decreased rainfall.14 How these precipitation changes are
affected by the extent and location of increased albedo rather than which
model is used is an important issue which has not yet been determined.

In addition to the uncertainties associated with climate model simu-
lations, all of these results are averaged over long periods (30 or 50 years)
for climates which are in equilibrium. This enables accurate analysis of
the causal links in the simulations, but doesn’t reflect the reality of con-
ditions under which bio-geoengineering might be implemented. As bio-
geoengineering is a relatively subtle effect it may be difficult to identify at a
sub-decadal scale due to high inter-annual variability.

8 Yields

If bio-geoengineering could improve the likelihood of higher crop yields in
future, this would be an important outcome. Food security in the form of
food production is an essential issue for the 21st Century. Reservations about
the potential of crops to provide climate solutions have been voiced on the
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basis of concerns about reduced yield on the basis that reduced light would
reduce photosynthesis.91 Though this seems intuitively correct, since there
is a significant positive correlation of chlorophyll content with increased
reflectance, increased reflectance could be beneficial to plant growth. There
may also be further advantages in higher albedo crops from the physio-
logical traits used to introduce higher albedo. Trichomes (hairs) and glau-
cous wax (leaf wax) are both associated with higher yielding varieties in some
cases.92,93

Further, the cooler summertime climate produced by bio-geoengineering
could be advantageous to crop yields and may overcome any negative direct
effect, especially in current crop growing regions of Europe and North
America, which may become too warm for important crops currently grown.
For instance wheat, whose yield is significantly affected by high tempera-
tures and which requires a vernalisation period of cold temperatures in
winter (cooling of the seed during germination in order to accelerate
flowering when it is planted), is commonly grown in Europe and could be
negatively affected by increased temperatures.

There are also potential feedbacks between crop yields, total cropland
cover and bio-geoengineering (see Figure 6). The efficacy of bio-geoengi-
neering would be dependent on the extent of crop cover. With more crop-
land, the cooling effect would be larger. However, if yields were to increase
due to bio-geoengineering, fewer crops would be needed for the same
demand, potentially implying less bio-geoengineering would be required.

-

Figure 6 Flow chart of potential interactions between crop yield and biogeoengi-
neering. The cycle begins with climate change and potentially could
continue around unless other mitigation solutions could begin to replace
biogeoengineering when it began to reduce in efficacy.
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This could result in a negative feedback loop. The most feasible way out of
this feedback loop would be through other climate change mitigation so-
lutions (see Figure 6). This emphasizes that increased crop albedo is in-
herently a geoengineering solution which must be used in conjunction with
conventional mitigation.

9 Other Crop Cooling Potential

Crops not only have potential for bio-geoengineering but also as a carbon
capture and storage geoengineering method and a more conventional car-
bon reduction and mitigation technique. Many of these methods could be
synergistic with increased crop albedo and together achieve significant
cooling.

9.1 Soil Carbon Sequestration

Soil carbon currently makes up around 80% of the terrestrial carbon store.94

However, soil degradation through land use change can release 25–30% of
this soil carbon into the atmosphere.95 If soil carbon sequestration in de-
graded cropland could be increased, enhancing the removal of carbon di-
oxide from the atmosphere, it could additionally take up 0.4–1.2 gigatonnes
of carbon each year,96 although this is regionally variable.97 This is equiva-
lent to up to 15% of fossil fuel emissions and could be a substantial con-
tribution to reducing carbon emissions.96 Enhancing carbon removal into
soil carbon stores could also have some synergies with increasing crop yield,
because of the increased soil organic carbon which is a store of nutrients.
Agricultural management policies which deliberately increase soil carbon
sequestration could be considered a type of carbon capture and storage
geoengineering.

9.2 Biofuels

Most crops are utilized for direct or indirect food purposes, but crops can
also be used for textiles, fuel and other uses. Crops which are processed into
fuel, especially fuel for vehicles, are known as biofuel crops. Being a re-
newable source of energy, biofuels have been considered an important way
of reducing fossil fuel use and are included explicitly in the RCP scenarios.
By replacing fossil-fuels, biofuels avoid the emissions which would be
emitted and provide a sustainable power source. However, biofuels have
gathered criticism for driving up food prices and causing indirect land use
change.98–101 Moreover, care must be taken to consider the whole pro-
duction process since increased use of fertilizers (which currently require
considerable carbon emissions in their production as well as emitting the
greenhouse gas nitrous oxide) on biofuels could negate the positive carbon
impact.102
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10 Priorities for Future Work

There are currently important gaps in our knowledge about how bio-
geoengineering could work. Questions remain in the plant physiological,
climatic and practical implementation areas.

One of the most important feasibility issues is what range of higher albedo
crops could be bred. Finding out what the existing variability within crops is
and seeing if it is sufficient to increase crop albedo using conventional
breeding methods is a crucial part of this. If there is not a large, controllable
natural variability which could be selectively bred for, would genetic modi-
fication be a viable and acceptable way to create high albedo crops? How-
ever, if the physiological traits which provide the greatest increase in albedo
could be identified and conventionally bred for, then no genetic engineering
would be necessary. Further, there may be win-wins between increased al-
bedo, plant health and increased drought resistance or other desirable traits,
which would be worth exploring.

From a climatic perspective, it is important that simulations of increased
crop albedo are run with more climate models, as two models are unlikely to
capture the whole of the potential consequences. Multiple models could also
be used to understand how varying levels of implementation (across spatial
and temporal scales) would affect the mean climate and the climate vari-
ability. Using transient simulations which include bio-geoengineering could
aid seeing how bio-geoengineering could work in synergy with other miti-
gation policies. The extent to which seasonal variability is affected by crop-
ping cycles would also need to be addressed, as the climate models used so
far have no parameterization of this, which may affect the wintertime cli-
mate, when few crops are being grown. Similarly, the question of what could
be the impact on yield from the changes in climate and from the physio-
logical changes to crop varieties is a complicated issue which must be ad-
dressed before bio-geoengineering can be considered to be feasible. The
answers to these questions are not necessarily straightforward and in some
cases there are no strong precedents on how to do this research.

11 Conclusions

Cooling with crops could provide local help towards managing and miti-
gating against the most harmful aspects of climate change, but is a regional
help, rather than a global solution. Future climate and agriculture are in-
extricably linked; yields determine how much land will need to be converted
to cropland, whilst the climate change which is partially determined by the
land surface effects will affect crop yields.

Food security is one of the most crucial challenges for the 21st Century and
making crops part of the solution can be perceived as a risk. However, the
opinion that some things are ‘too important’ to make concessions to climate
change is based on a false assessment of risk and the interconnectedness of
these systems. Excluding crops and other important factors as potential
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options for reducing the impact of climate change will leave the necessity of
a single, large solution. If that one solution fails, then there is the potential
for a larger problem. The least risk strategy is actually to draw together many
small changes to help combat climate change, spreading the risk. Similarly,
criticisms of bio-geoengineering on the basis that it doesn’t contribute
enough cooling miss the essential point: as a multifaceted problem, climate
change needs a multifaceted solution. Doing nothing about climate change
is likely to result in substantial and damaging changes to the earth’s climate;
cooling with crops could be one of many building blocks which creates a
whole solution.
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Engineering Ideas for Brighter Clouds

STEPHEN H. SALTER,* THOMAS STEVENSON AND ANDREAS TSIAMIS

ABSTRACT

It may be possible to reduce global warming by increasing the reflect-
ivity of marine stratocumulus clouds thereby reducing the amount of
solar energy that is absorbed. Quite a small change to the reflectivity
could stop further temperature rise or even produce a reversion
towards pre-industrial values. This paper gives a brief account of the
physics behind the Twomey effect and its application for marine cloud
brightening by the release of sub-micron drops of sea water into the
marine boundary layer using a fleet of mobile spray vessels. We argue
that the mobility of spray vessels and the short life of spray are ad-
vantageous by allowing rapid tactical control in response to local
conditions. We identify the main engineering problem as spray pro-
duction, which in turn requires ultra-filtration of plankton-rich sea-
water. The proposed engineering solutions involving Rayleigh nozzles
etched in silicon and piezo-electric excitation are illustrated with
drawings. The results of a COMSOL Multiphysics simulation of drop
generation are given, with nozzle diameter, drive pressure, excitation
frequency and power requirement as functions of drop diameter. The
predicted power requirement is higher than initially hoped for and this
has led to a modified vessel design with active hydrofoils giving much
lower drag than displacement hulls and turbines. The active control of
hydrofoil pitch angle can be used for power generation, roll stabilizing
and may also reduce hull loading similarly to the suspension systems
of road vehicles. The need to identify unwanted side effects of marine
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cloud brightening has led to a method for using climate models to give
an everywhere-to-everywhere transfer function of the effects of spray in
each region on weather records at all observing stations. The technique
uses individual coded modulation of the concentration of cloud-con-
densation nuclei separately in each of many spray regions and is based
on methods used for small-signal detection in electronic systems. The
first use in a climate model shows very accurate measurement of
changes to a temperature record and that that marine cloud bright-
ening can affect precipitation in both directions. Replication with other
climate models will be necessary. The paper ends with tentative esti-
mates for the cost of mass production spray vessels based on actual
quotations for parts of the spray generation hardware and on the cost
of Flower-class corvettes used by the Royal Navy in World War II which
were built in similar numbers.

1 Introduction

Any reader of this paper will already know about increases in atmospheric
CO2, Arctic ice loss, methane release, carbon embedded in imports and the
progress to date of our world leaders in finding solutions to these problems.
This paper describes some of the engineering ideas needed to implement a
proposal by John Latham to increase the reflectivity of marine stratocumulus
clouds by an amount necessary to offset the thermal effects of increased
greenhouse gases.1

2 A Reminder of the Physics

The power density of the solar input at the top of the atmosphere, not quite
constant, is about 1360 W m�2. At mid-latitudes the input over 24 hours is
about 340 W m�2. Changes since preindustrial times have retained about
1.6 W m�2 more than before. If CO2 concentrations are to double, the extra
power density is expected to be about 3.7 W m�2, which is less than 1.1% of
the input. Quite a small change to the reflectivity of the earth or its clouds
could stop further temperature rises or even produce a reversion to pre-
industrial values.

The most commonly mentioned method to increase the reflectivity of the
earth is the injection of aerosol particles such as SO2 into the stratosphere as
discussed by Robock in Chapter 7. In this chapter we discuss the engineering
design for a proposal for the use of sub-micron drops of filtered sea water.
Drops released from near the surface would be spread by turbulence through
the marine boundary layer. We can make an engineering estimate of tur-
bulence by taking about 15 minutes of video of marine cloud formations and
speeding it up with a viewer which allows continuous scrolling back and
forth through the sequence.2
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The speeding up lets us see that clouds behave like floppy rollers with
diameters reaching from sea level to cloud top of which only the top part of
the roller becomes visible as increasing height produces cooling to the point
of condensation. We can see that 1801 of roller rotation takes about 10 min
indicating velocities up and down of the order of 1 m s�1. Nature does not
like uneven concentrations and uses turbulence to spread nuclei fairly evenly
through the boundary layer.

After release near sea level the drops will evaporate to leave crystals of dry
salt. The ratio of drop diameter from 3.5% salinity sea water to a dry salt
sphere is 3.92. The ratio to the side of a dry salt cube is 4.86. Dry salt has a
high reflectivity and some solar energy will be reflected back to space. This
initial gain in reflection from the dry crystals is called the ‘direct Twomey
effect’. However, there is also a second mechanism known as the ‘indirect
Twomey effect’ which occurs if the salt crystal reaches the cloud.3 Even if the
relative humidity in air is above 100% a drop cannot form without a nucleus
to start its growth. In air over typical land there are 1000 to 5000 nuclei cm�3

and so drops form very close to the spout of a boiling kettle. In the clean air
of the mid ocean, however, there may be only 10 to 100 nuclei cm�3 and so
the water that cannot be in vapour form has to be in relatively large drops,
with diameters of the order of 25 mm.4

Hydrophilic materials like sea salt of the right size are excellent cloud
condensation nuclei. If an extra nucleus approaches a 25 mm drop, water can
evaporate from the larger nucleus and condense on the smaller to produce
the same liquid volume in two drops each 19.84 mm in diameter. The ratio of
projected areas rises by 26%. In some conditions, particles in ship exhaust
gases can increase the reflectivity of marine stratocumulus clouds enough to
be detected by eye, around 20%. Twomey used cloud reflectivity observations
from satellites and nuclei concentration from aircraft to investigate the ef-
fect. Schwarz and Slingo derived an analytical equation for reflectivity
change based on cloud depth, liquid water content and the initial concen-
tration of cloud condensation nuclei.5 For thin clouds and common ranges
of other parameters, the change in reflectivity is 0.075 of the natural log of
the fractional change in the concentration of condensation nuclei. If N1 is
the initial drop concentration and N2 the drop concentration after spray the
change in cloud reflectivity is

DR ¼ 0:075 ln
N2
N1

� �

This means that a doubling of the number of nuclei will increase cloud re-
flectivity by 0.058 from a typical value of 0.5. Latham showed that the vol-
umes of water which would have to be sprayed to reverse the thermal effects
of anthropogenic damage since pre-industrial times were surprisingly small,
of the order of 10 m3 s�1 for 0.8 mm drops.1

The calculation depends on assumptions on nucleus life and initial nuclei
concentration. The life of the nuclei is shortened by rain and drizzle. Smith
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Park and Conserdine give a graph as a function of drop size suggesting a
typical half-life of 60 h for our size.6 The assumed initial nuclei concen-
trations are the ones suggested by Bennartz for clean mid ocean air.7 The
short life means that the spraying process must be continuous but offers the
option of rapid, tactical control which can be varied to suit satellite obser-
vations of raised sea surface temperatures, the phase of monsoons and the
state of the El Niño oscillation. Control engineers will appreciate the low
phase lag. A short life also allows us to avoid getting any aerosol over the
Arctic in winter where it would act as a blanket to reflect back long wave
radiation going out to space as studied by Kristjanssen.8

Cloud reflectivity and the resulting energy changes can also be predicted
by global climate models. However, the best modellers are quick to point out
that agreement between different climate models is not good. Some of the
differences can be explained by the differences in assumed values of drop
life, initial nuclei concentration and the spread of spray diameters which not
always specified by modellers. The changes in cloud reflectivity needed to
reverse global warming are well below what can be detected by eye. However,
it may be possible to superimpose large numbers of satellite images to en-
hance the contrast between a single spray wake and the surrounding clouds
so as to measure effects in a wide range of climate conditions and geo-
graphical regions.

3 The Main Engineering Problems

We need an energy-efficient mechanism to produce a mono-disperse, sub-
micron spray despite the plankton, oil and silt found in sea water. We need
mobile platforms which can generate energy, be moved round the world to
suit tactical spray plans and have acceptable, if not total chance, of surviving
extreme conditions. We need fairly long and well-matched service intervals,
at least as long as the intervals for antifouling treatment of ship hulls. We
should avoid the need for any appreciable volume of consumable materials
which cannot be made at sea. However, we could make at least chlorine,
hydrochloric and nitric acid, ammonia, sodium hydroxide, sodium carbon-
ate, ozone and hydrogen peroxide.

3.1 Spray Generation

The most challenging problem in the entire project is the production of
spray. After consideration of spinning disks, electrostatic bagatelle, the high
velocity collision of opposed jets saturated with high pressure air and Taylor
cones produced by high voltage fields, we settled on the well-known tech-
nique studied by Rayleigh of pumping water through small nozzles but with
high-frequency ultrasonic excitation. Neukermans describes work on the
expansion of supercritical salt water through much larger nozzles.9

The nearest present technology for the spray generation is inkjet printing.
Several eminent pioneers in the ink jet industry were consulted. Their
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opinions were unanimous and emphatic that the nozzle clogging problem
was totally insoluble. It is therefore useful to identify differences between the
two requirements. The drop diameter of the very best graphic arts ink jet
printers of 2013 is 15 mm and the suggested diameter for this project is
0.8 mm, so the ratio of drop masses is 6600.

However, while a single blocked inkjet nozzle will spoil the look of text, a
billion blocked nozzles will reduce the output of a spray vessel by only 2%.
Despite having sticky pigments, an inkjet nozzle must operate first time after
months on the shelf and weeks of inaction but the ink on the paper must be
dry enough to be handled in few seconds. Spray nozzles work with no solid
content, and can have an elaborate start-up and shut-down procedure. They
can be back-flushed with fresh water every few minutes and dried with ultra
clean air. Inkjet parts must sell for a few pounds, weigh a few tens of grams
and manage with no filtration after leaving the factory. The filters for a spray
vessel can weigh more than a tonne, operate continuously and form an es-
sential and critical part of a d2 million vessel.

The COMSOL simulation shows that mono-disperse drops of the right size
can be produced. Drop regularity is aided by a small amount of ultrasonic
excitation. For 800 nm drops we need a 370 nm nozzle, a pressure of 80 bar
and an excitation frequency of 27 MHz as shown in Figure 1.

The predictions for the pressure needed to make drops are in reasonable
agreement with an equation given by van Hoeve et al., who write that the
lowest critical velocity can be expressed in terms of a Weber number.10 The
Weber number is the ratio of kinetic to surface energy of drops in a jet. If r is
fluid density, d is jet diameter, U is jet velocity and g is the surface tension
the Weber number is

We ¼ rdU2

g

Figure 1 A COMSOL Multiphysics simulation showing that a small amount of
pressure modulation at the frequency predicted by Rayleigh will enhance
drop breakup and narrow the spread of drop diameters.
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This must be 48 for good drop breakup. We can replace the square of
velocity with 2 times pressure over liquid density, giving an absolute min-
imum pressure of 4 times surface tension over nozzle diameter and then add
more pressure for the pressure drop in the approach to the nozzle. COMSOL
predicts that, with a small pressure pulsation at the best frequency, drops
show some ellipsoidal wobbles and then settle to a spherical shape. The
COMSOL Multiphysics software has been used to show in Figure 2 how the
choice of drop diameter affects the values for pressure, nozzle size and ex-
citation frequency.

The popular choice of piezo materials for high power and high frequency
is PZT4. Piezo electric materials have a very high dielectric constant and so
an element with a fundamental resonance at 27 MHz would have a very large
capacitance needing enormous currents. We can reduce the problem by
using thicker ceramics and driving them at a high harmonic, we hope the
tenth, of the fundamental. At these frequencies the magnetic fields around a
conductor force the current away from the centre and all the low frequency
rules for resistance are wrong. We mount two nozzle wafers back-to-back as
close as possible, as shown in Figure 3, and send current back and forth
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Figure 2 COMSOL results for ‘nice’ drop breakup showing the values for nozzle
diameter, pressure and excitation frequency which are suitable for a
range of drop diameters. The power is based on the pumping to produce
1017 drops s�1 per ship, not including the drive for piezo-electrics. It is
the drop number of the best size that drives the Twomey effect, not spray
volume. This leads to the flatness of the power vs. diameter curve.
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Figure 3 A cross-section through a pair of spray modules placed close back-to-back
and separated by a toroidal air-cored transformer. Charge to provide the
pressure pulsation flows back and forth between the two modules
through the transformer’s 45 secondary windings, with losses made up by
the primary winding. The modules can be sealed by hatches to allow
desalinated water to be pumped backwards through the wafers which are
clamped between a pair of stainless steel grids. The PZT4 piezo-electric
elements are exactly what would be used at frequencies of about 45 kHz
in ultrasonic cleaning baths and will assist back-flushing of any clogged
nozzles resulting from imperfect primary filtration.
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from one to the other, through 45 bundles of Litz wire each of which forms
two turns of secondary winding of an air-cored toroidal transformer. The
primary of the transformer has two layers of 90 turns. With a turns ratio of 90
and with 45 secondary windings in parallel, the current cycling back and
forth between the PZT ceramics is over 4500 times greater than the current
in the primary winding.

4 The Wafer

Microfabrication technology allows enormous numbers of very small fea-
tures to be produced by successive stages of deposition of a wide range of
materials, application of photo resists and etching. The only limitation is
that everything must exist in a world of only 2 dimensions. The favourite
base material is silicon crystal. This is extremely strong but also extremely
notch sensitive. Careless handling of what seems a robust component but
which has an undetectable scratch can leave the user holding a large number
of exactly rectangular and extremely sharp razor blades which cost d1000.
Notch sensitivity is not a feature of silicon nitride which can be deposited on
both sides of a silicon wafer. The deposition temperature is quite high and
the contraction on cooling puts the silicon into a most desirable
compression.

The main requirement is to produce an array of billions of holes that are
as near as possible identical in both outlet diameter and cross section, where
the outlet diameter is likely to be in the order of hundreds of nm. Achieving
these small dimensions repeatedly and uniformly across 200 mm diameter
silicon wafers poses a major challenge to both the photolithography and
etching processes.

The viscous pressure drop through a nozzle depends on the inverse fourth
power of the passage diameter. An interesting feature of the cubic lattice of a
silicon crystal it that it can be etched to form a pyramid shape with a half
angle of 35.261. This means that we can have a low viscous pressure drop
most of the way to a small exit orifice as shown in Figure 4.

The use of silicon on insulator material (SOI) reduces the variability of the
process and simplifies the fabrication sequence. SOI wafers consist of a three
layer sandwich: the top ‘device layer’ of single crystal silicon is relatively thin;
then there is a buried layer of silicon dioxide; then the bulk silicon or ‘handle’
wafer. The small diameter nozzles will be created in the thin device layer
using an etch process that terminates at the buried oxide layer. Similarly, the
other side of the wafer (the ‘handle’ side) will be etched to create larger
diameter holes with the etch process terminating at the oxide layer. Finally,
the oxide layer will be removed by etching from the handle side, thus leaving
an array of spray nozzles that are open all the way through the sandwich.

The detailed process sequence to achieve these features will require op-
timisation but, in outline, it will be as follows.

The SOI wafer will first be thermally oxidised and then a layer of silicon
nitride will be deposited on both sides using a low pressure chemical vapour
deposition system (LPCVD) at about 850 1C. The resultant nitride film will be
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in tension, thus improving the mechanical strength of the wafer, and silicon
nitride is a very good masking material for the etch processes which will be
used.

The outer nitride–oxide film on the device side will be patterned using
photolithography and etched to create windows of the appropriate dimen-
sion. Then, a wet etch process using TMAH or KOH giving an etch rate that is
sensitive to the crystal orientation will form pits in the thin silicon device
layer with sidewalls at 54.741 to the surface. The etching will stop when the
oxide layer is reached.

Variations of etch rate across the 200 mm diameter wafer have to be taken
into account as these can result it variations in nozzle diameter. It is pro-
posed to form the cylindrical part of the nozzles in a relatively thick layer of
silicon nitride using reactive ion etching (RIE) and then form the tapered
section in the silicon of the thin device layer using wet etch. The use of a thin
device layer combined with an etching where the sidewall angles are defined
by the crystal planes helps to reduce variability. An indicative arrangement is

Figure 4 The proposed dimensions of nozzles in nm. A large number of 430 nm
nozzles with tapered entries meeting in a 50 mm hole through the 750 mm
dimension of each 200 mm wafer. The ‘tide marks’ in the thick silicon
show successive layers of etching of the Bosch process.
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shown in Figure 4 with some tentative dimensions – these are likely to
change as a result of process optimisation.

Again, on the handle side of the wafer, the outer nitride–oxide film will be
patterned to form windows of the appropriate size, around 50 mm. The handle
wafer will be around 730 mm thick so a deep silicon reactive ion etch (DRIE)
based on the Bosch process will be used to form holes with almost vertical
sidewalls, all the way through the wafer, stopping at the oxide layer. These
deep silicon etch processes typically use SF6 as the source of etchant (F) and
C4F8 as the source of passivation (polymer) material to protect the sidewalls.

After inspection to confirm that all the silicon has been etched from both
the small nozzles and the larger holes, the oxide layer will be removed by
reactive ion etching from the handle side.

The attenuation of ultrasound at tens of MHz is very high. The ideal so-
lution would be to include the piezo-electric excitation in the body of the
wafer or its support grid. At present this looks very difficult but micro-
fabrication engineers have a long track record of achieving the apparently
impossible in a few Moore’s law cycles.

5 Filtration

If spray generation was the most challenging part of the project, the second is
filtration to the level needed to prevent nozzle clogging. Before the use of the
Salk vaccine, polio caused many deaths and many more cases of permanent
paralysis. Ultra-filtration technology was developed to remove the 29 nm
diameter polio virus from drinking water. This technology is now used in very
large quantities for pre-filtration of sea water going to reverse osmosis mem-
branes.11 Filters clean up feed water taken from quite near the coast which will
be a more severe requirement than with our mid-ocean water. The suppliers of
Seaguard X-flow filters, the Dutch company Pentair, will guarantee operation
for 5 years and expect most to last for 10. The present installed capacity is
6 000 000 m3 day�1 and plant with a capacity of a further 3 000 000 m3 day�1 is
under construction. These volumes are considerably larger than inkjet printer
consumption. While filter engineers are confident about filtration to the level
required they may have been doubtful about the feasibility of inkjet printing!

The plan is to run a set of eight filters in parallel with some of the water
from seven filters going to back flush number eight and to change the back
flushed one every few minutes. The block diagram of the system the filtration
system is shown in Figure 5.

Each filter module needs two valves working in sea water and the output
from each bank of filters must be sent either to a spray head or to the other
filters. Valves must control the flow of salt water and, after the filtration
stage, must not produce any wear debris which could easily be produced by
the sliding motion of a spool valve. The proposal is to use blister valves.
These are the watery equivalent of the field effect transistor. Large numbers
can be formed by a single sheet of rubber clamped between two plates of ABS
plastic. Figure 6 shows a section of a blister valve.
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Figure 5 Plankton are removed by banks of 8 filters (3 shown) with sequential back
flushing.
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Figure 6 A sectional view through a blister valve. Oil pressure on one side of an elastomeric membrane can block a grid of passages on
the other side with the minimum creation of wear debris. The similarity to a field effect transistor is not accidental. Two valves
for each of eight filter modules plus two more for back-flush connections between filter sets can be formed by a single rubber
sheet. It was frustrating to learn that the idea and even the name ‘blister’ had been anticipated by Perkin Elmer in 1996.
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Flow into the valve comes through a large number of small holes in the
upper block, through a smooth-edged cavity and out through a second set of
small holes. If hydraulic oil at a pressure slightly greater than the pressure in
the salt water is pumped into the space below the cavity, the rubber will rise
to the ceiling of the cavity and stop the flow. The oil flow for each blister valve
will be controlled by an electromagnetically operated poppet valve.

In order to perfect the operation of the Pentair Seaguard filters, however,
we have to expect more contamination from the pipe work connecting the
filters to the spray heads. We have to transfer the cleanliness standards of a
micro-fabrication clean room to a ship yard. It is a sobering thought that a
spherical blob of tar in cigarette smoke is perfectly sized to clog a spray
nozzle. Furthermore we must not allow salt water to dry out or fresh water to
freeze in the nozzles. It will therefore be necessary to back flush the silicon
wafers, with fresh water followed by super-filtered dry air.

The wafer back-flushing needs the provision of a hatch to close the exit of
the wafer housing. The hatch will be closed, the salt feed cut off and fresh
water pumped backwards through the wafer nozzles. We can now use the
high frequency ultrasonic system at much lower frequencies as an ultrasonic
cleaner which it so closely resembles. Figure 7 shows a plan view of the spray
head.

Most of the dirt in hydraulic systems is built in from the start. The first
step in the clean-up will be to make all fittings leak proof and pump the
system to a high pressure, 50 to 100 bar, with super filtered air. This will be
released abruptly through a large steel ball retained in a cone by a magnet
flux. The sudden release of pressure will cause sonic pressure pulses along
the pipes to remove debris. The process will continue until the air coming
out is deemed sufficiently clean.

The system will be resealed and pulled down to a hard vacuum. Then a
heater will be turned on in a basket of a material known as Parylene. This
converts it into a vapour which instantly spreads to the entire inner surface
area of the system. Gas molecules get everywhere and condense to form a
uniform layer over the remaining dirt on pipe walls.

6 Vessel Design

The places where marine cloud brightening will be most effective are in
clean air far from land, but these locations vary with the seasons and so
hardware should be mobile. Supplying conventional fuel, food, water and
medical attention to mid oceans is expensive. This suggests that spray
should be produced by unmanned, wind-driven vessels perpetually cruising
the oceans and dragging some form of generating plant through the water to
provide energy for the spray equipment. Initial ideas for engineering hard-
ware are given in a paper by Salter et al.12 Instead of textile sails the driving
force would come from Flettner rotors. These are vertical spinning cylinders
which can produce much higher force per unit area than sails.13 The speed
of rotation acts in a way similar to the angle of incidence of an aerofoil but is

143Engineering Ideas for Brighter Clouds

23
/0

6/
20

14
 0

8:
03

:5
3.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

01
31

View Online

http://dx.doi.org/10.1039/9781782621225-00131


much easier to control by computer. The high agility of Flettner rotors
relative to textile sails is a particular attraction. Rotor-driven vessels can stop,
go directly astern and rotate 1801 in either direction about their own centre
or any other point.

Spray will be blown up through the rotor by an air flow of 9 m s�1, just less
than the Weber coalescence velocity and will emerge at a height of 25 m.14

It will be entrained with surrounding air and the mixture will rise to a height
of about 5 rotor diameters above the rotor top. The relative humidity very

Figure 7 The spray head seen from above, showing open and shut wafer hatches.
Shutting the hatch allows the wafer nozzles to be back flushed with de-
salinated water and dried with ultra-filtered air. Putting wafers back-to-
back shortens the distance over which the large charge which actuates
the piezo-electric elements has to travel. The exit passages are horizontal
so that any water can be cleared by pitch and roll motions. A fan below
the spray head will move a vertical air stream at 9 m s�1 towards the
reader.
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close to the water surface will be nearly 100%. This falls to typically 60% at a
few metres and then rises slowly to 100% at the cloud base. The very large
surface area of the spray means that evaporation of the spray plume up to
100% relative humidity will be fast, leaving large numbers of liquid drops.
The upward velocity will fall rapidly above 35 m. For drop sizes of 800 nm, we
have to increase the Stokes prediction for the still air falling velocity from
19.8 to 23.8 mm s�1.15 However, this is very small compared with the turbu-
lent velocities in the marine boundary layer which is an appreciable fraction
of the local wind speed but with a vertical component clipped at the surface.

Latent heat for the first stage of evaporation will come from the sur-
rounding air of the expanding plume. We can use psychrometric charts (a
graphic representation of the physical and thermodynamic properties of air-
water mixtures) to get the temperature drop. For an input humidity of 60%
and a dry bulb temperature of 15 1C, the temperature drop in the wake will
be about 3 K. The resulting density increase will mean that the cooled plume
will fall rapidly and spread out over the sea surface taking heat from the
water below for any further evaporation. The air above the plume will cool at
night but the water below will stay at almost the same temperature causing
most of the subsequent rise.

The tops of the original Flettner rotors were fitted with a flat disk to reduce
air flow from the high to the low pressure side of the rotor. Alexander Thom
argued that the addition of extra disks would increase the lift coefficients
and reduce drag coefficients.16 This was supported in practical tests by
Norwood.17 More recent computational work by Craft et al. has shown that
the lift coefficients of 10 and above predicted by Mittal and Kumar at low
Reynolds numbers,18 also applied to ones at 106.19 They also found that drag
coefficients fell with increasing spin ratios down even as far as the negative
ones suggested by Mittal and Kumar at low Reynolds numbers. They found
that the increased lift coefficients at high spin ratios due to extra fences were
not as high as Thom had hoped and that fences needed higher drive torque.
However, most importantly, they found that drive torque coefficients of
0.0025 were encouragingly lower than those predicted by Glauert.20 Un-
fortunately the drive torque coefficients of the 10 500 tonne Enercon Flettner
ship have not been published.

Mittal and Kumar showed that there were critical rotation speeds which
produced large oscillatory forces from vortex shedding. At a spin ratio of 4.5,
with a predicted a lift coefficient oscillating between 21 and 23, the in-
stantaneous drag coefficient ranged from +0.7 down to �1.5. Forces were
stable between spin ratios between 2 and 4.3 and again above 4.8. However,
these oscillations were not reported for either of the Flettner ships and were
not observed in the trials of Cloudier, a 37-foot sea runner converted to rotor
propulsion by Marples for a television production company. It may be be-
cause the computer modellers use the numerical equivalent of rigid
mountings for their rotors. A partly flexible rotor on a more flexible mast on a
ship which is free to roll to make waves will provide damping tending at-
tenuate any oscillatory forces.
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The first rotors used by Flettner for his 1926 Atlantic crossing were made
of steel but, even so, weighed only one quarter of the rigging they replaced.
With modern composites they can be made even lighter than a conventional
mast because a thin-walled tube has such a high structural efficiency. Indeed
the wall thickness needed to resist the rotor bending stress in a Category
4 hurricane is so low (0.7 mm) that the failure mode would be buckling. The
rotors will therefore have a double skin separated with corrugations. With
foam filling they can provide buoyancy to prevent total capsize. The struc-
tural design is driven not by stress but by the need to keep deflections within
the angular range allowed by a pair of SKF spherical thrust bearings. The
high lift coefficients mean that a given thrust can be achieved with a lower
centre of pressure so that heeling moments on the hull and bending stress at
the mast foot are reduced. Indeed when the wind is from the quarter a rotor
vessel heels into it.

We require the spray generation system to be above the spherical bearings
which support the weight of the rotor and transmit its wind loads. This
means, however, that salt water, fresh water, dry air, electrical power for
piezo-excitation, high pressure oil for hatch operation, medium pressure
oil for blister valve operation and oil return line have to pass through the
150 mm bores of a pair of SKF 29330 bearings. The SKF data shows that we
could lift the entire vessel out of the water and spin it on one bearing.21

7 Justification of the Trimaran Configuration

Let us recall the evolution of ship forms. The original mono-hull form re-
mains the favourite for heavy cargoes and large numbers of passengers.
Internal spaces are large and have convenient shapes. Most of the hull
surfaces are easily formed from single curvature plate. Roll may be high but
recovery from roll is usually certain. The wave-making resistance rises very
sharply at speeds approaching a value (in m s�1) of 1.34 times the square
root of the water line length (in m) and many mono-hulls never exceed this.
There is therefore a strong incentive to build long vessels.

The wave-making resistance of a catamaran is lower than that of a mono-
hull and shows smaller humps in the wave-making drag curve, especially if
the demi-hulls are staggered so that the waves of one hull interfere with
those of the other. Surface shapes are more complicated. Internal space is
less convenient. Roll is less than that of a mono-hull but, if capsize does
occur, recovery can be problematic. Capsize stern over bow, known as
‘pitchpoling’, can sometimes occur when vessels are driven too hard. Waves
give catamarans more uncomfortable, or perhaps a more exciting, ride with
appeal being a factor depending on the age and courage of the skippers.

Trimaran enthusiasts honour the Polynesian inventors by retaining their
words. The central ‘vaka’ (the main hull) is joined by one or more ‘akas’ (the
supports) to two ‘amas’ (the outriggers). The trimaran configuration is now
the preferred configuration for very high performance vessels needing both
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speed and survival in rough, round-the-world conditions. The vaka can have
adequate internal space for spray equipment. Roll resistance and problems
of recovery from capsize are similar to those of the catamaran but comfort in
oblique seas is better. The correct staggering of the amas can produce a very
high degree of wave cancellation for particular chosen speeds but for can-
cellation at the very highest speed, the amas have to be placed so far forward,
or so far aft of the vaka, that structural integrity is questionable.

Trimarans (and also other vessels) can be capsized by very steep waves
which can occur by rare phase combinations of the components of the wave
spectrum, from refraction over shallow water such as the Labadie bank be-
tween the Scillies and Fastnet or when waves meet an opposing current such
as the Aghulas off the east coast of South Africa. The probability of a capsize
can be reduced by careful course planning and spray vessels are more likely
to operate in the summer hemisphere. The use of unmanned vessels
changes the safety argument. If the propulsion force for a vessel is a strong
driver of its cost, we should calculate how the extra cost multiplier of
monohull drag compares with the fraction of trimarans which might be lost
in extreme conditions.

The design of a trimaran geoengineering spray vessel has been inspired by
record breaking yachts such as Banque Populaire V and Hydroptere.22

However, it differs by the need for a heavier payload due to spray generating
plant and the need to generate quite large amounts of power – perhaps
300 kW – for spray production. Banque Populaire displaces 23 tonnes and
Hydroptere only 7.5 tonnes with only 0.9 m2 of living space per crew mem-
ber. A spray vessel will have the same 40 m waterline length as Banque
Populaire V but, with the additional spray equipment, may displace as much
as 90 tonnes. It would of course be quite improper for decisions about vessel
design to be influenced in the slightest way by the prospect of making a
contribution to record-breaking yacht design.

The 2008 spray vessel design had two ducted turbines, very much larger
than any propeller for that size of vessel. The ducts round the turbine rotors
would reduce tip vortex losses and could provide the function of a keel to
resist beam forces. Generation could be done with rotating permanent
magnets in a rim generator with flux cutting speed limited by cavitation.
Alternatively, a more conventional generator could be driven at higher
speeds through epicyclic gearing. The blade pitch and chord taper are
chosen to give an equal pressure drop along the span.

One unfortunate feature of these arrangements is that cavitation problems
are unevenly shared, being much worse at the blade tips. Another issue
could be the possible requirement for higher speed during the non-spray
mode, to move fleets of spray vessels for tactical spraying at sites in the
opposite hemisphere. It also turns out that, even with good hull designs,
the force needed to drive the hull is much larger than the force needed for the
turbine. Operating a turbine over a wide range of speeds seems to require
variable-pitch blades without much room for the pitch change mechanism.
These thoughts have led to a new proposal for four, separately flapping akas
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hinged at the junction of the hull with high pressure oil hydraulics to control
the amas for roll stabilisation. The concept draws heavily on ideas for vehicle
suspension, first used by Citroën in 1952 and later adopted by several other
motor manufacturers,23 and combines them with the hydrofoils of Hydroptere.

In calm or very low wind speeds the vessel would be supported by the
buoyancy of the vaka and amas. However, hanging down below each ama
will be a submerged hydrofoil with variable pitch as shown in Figures 8
and 9. When the wind increases enough for the forward speed to reach a
critical value for take-off, probably 4 m s�1, the pitch of the hydrofoils would

Figure 8 A front view of the trimaran spray vessel with hydrofoils below four amas.
The mean load on each foil will be one quarter of the vessel weight.
However, alternating variations of the hydrofoil pitch angle can be used
to control roll, pitch, heel and trim and will generate large amounts of
power on board the vaka to generate spray and spin the rotors. The di-
hedral angle of the hydrofoils means that at high speed the wetted area
can be very low but the transfer from ama buoyancy to foil lift can happen
at low velocities. Most of the energy taken from the wind will go into
spray production rather than overcoming vessel drag. Movement of the
amas by swell in windless conditions can provide energy for communi-
cations and controls. Hydrofoils can also be used for propulsion.
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Figure 9 A plan view of the spray vessel. The four amas have been split into two
sections so that hydrofoils can be mounted at their Airy points (the points
used for precision measurement that support a bar horizontally to ensure
minimal bending). This reduces foil stress by a factor of 5 relative to
support at two ends and by a factor of 20 relative to a cantilever support.
The flat outer faces of the amas will give a low wave-making drag. The
gradual expansion of the inner section will act like the exit passage of a
Venturi (a short piece of narrow tube between wider sections for meas-
uring flow rate or exerting suction).
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be increased so that each could support a quarter of the vessel weight. With
fast control of the hydrofoil pitch angle we have the ability to control roll,
pitch and heave motions. The foils are supported by a pair of vertical struts
with a separation chosen to equalise the hogging (curving upwards) and
sagging (curving downwards) stresses analogous to Airy points. Buckling of
the struts will be critical and so we will use carbon fibre. Many hydrofoil craft
use quite large dihedral angles. At higher speeds the vessel rises in the water
thereby reducing the wetted area of the foils and there is an automatic
control of roll and pitch. The transition to foil-born mode can take place at
low speeds. However, large dihedral angles make the problem of pitch
variation more difficult because the pitching moment on the foil will vary
with depth of immersion. If we have confidence in the control loop for foil
pitch it would be possible to have fully immersed foils with no dihedral
angle. This would remove some of the anxiety about droplet erosion from
spray at the surface but would lead to an increase in wetted area which, at
the moment, seems more important.

Rigidly connected amas and hydrofoils will suffer severe wave loading at
high speed in rough seas. Accelerations for a given bump amplitude rise
with the square of encounter velocity, and this sets an upper limit to oper-
ating speed. Allowing controlled movement of the amas is like fitting in-
dependent suspension and shock absorbers to an unsprung cart, and can
push the operating envelope to higher speeds and rougher seas. Further-
more, the damping of a shock absorber can be replaced by a mechanism
which can generate energy.

Suppose that instead of equal sharing of the vessel weight between four
hydrofoils we momentarily increase the pitch angle of the fore port foil by
one third and decrease it for the fore starboard. This would produce a roll
torque on the fore section which can be exactly balanced by a reduction in
foil pitch on the port aft and an increase at the starboard aft.

When the akas approach the end of the allowable travel we reverse all four
pitch angles. This would induce large alternating torsional stresses in the
mid-section of the vessel but would not affect pitch or roll. The resulting
movements of the two upward moving foils with the large forces would do
work on hydraulic rams. The movement of the akas would resemble that of
some water walking insects and might appear to be an ungainly waddle but
the vaka will advance smoothly and steadily. Four akas moving through 1 m
against a third of the weight force of 90 tonnes will produce 41 MJ per
stroke. While conventional turbines are designed to maximise energy pro-
duction per unit of swept area with less consideration of the thrust, the
opposite is the case for this application. We can afford to sweep a large area
but want to minimise drag.

Foil angle adjustment is done by tilting the foil support struts about an
axis through the ama with a pair of hydraulic rams either side of the ama
above water level. The SKF company offer spherical plain bearings with
amazingly low friction coefficients of 0.025. However, the entire weight of the
vessels plus a factor for power generation must be taken by just eight
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bearings. Their life prediction equations indicate 4 years of operation. The
angular motions are only a few degrees and so are uncomfortably small for
rolling bearings. The proposal is to buy SKF parts and use spark erosion to
cut the pockets for hydrostatic bearing pads fed by oil pressure from the
power take off rams. The small angular deflections mean that we can seal
everything with corrugated rubber gaiters and recycle the oil flowing out of
the bearings. The obvious new design problems are extra moving parts, the
conversion of irregular reciprocating forces to electricity or steady pressure
oil flows, stress reversal leading to fatigue, multiplication of the weight force
of the vessel by the leverage ratio, passing these forces through bearings,
cavitation and the need for rapid pitch control.

If these problems can be solved there may be a number of advantages:

� Transient loads from wave impact can be reduced.
� Roll, heave and pitch motions on the vaka can be controlled.
� Heel and trim can be controlled to suit wind direction.
� Most of the power generation mechanisms can be placed inboard above

the surface.
� Flotsam can be avoided.
� Amas can be lifted out of the water for inspection and maintenance.
� Cavitation pressures can be made the same along the span of the

hydrofoils.
� The sweep velocity can be set according to power requirements and

vessel speed.
� Driving the amas as wave makers can produce a side thrust.
� Driving the hydrofoils with the right foil pitch variation can produce

propulsion.
� The pressure in hydraulic rams can be used to feed oil to hydrostatic

bearings.
� It may be possible for ama movements and air bags to aid recovery from

capsize.
� Moderate amounts of power, enough to preserve communications and

essential control functions, can be generated from wave motion with no
local wind.

Several of these requirements can be made easier by the use of newly
developed digital hydraulics technology which originated in the needs of
wave energy.

8 Digital Hydraulics

Work on power conversion for wave energy has showed that conventional
hydraulic machines did not have suitable power ratings, flexibility of control
and part-load efficiency for the demanding requirements of waves, especially
the wide range of amplitudes. Conventional fast machines use an axial
configuration for the chambers about the rotating shaft and the variation of
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the angle of a swash plate or axis of a cylinder bank to change the volumes of
oil delivered per rotation. This can take seconds on a large machine so the
bandwidth and loop gain of feedback loops are low. There is one inlet and
one outlet port for each shaft and so it is difficult to control oil flows to and
from different sources and sinks. Quite large surface areas have to move at
high speed very close to one another so that there is an awkward com-
promise between shear and leakage losses. Pressure and the resulting
leakage are present all the time even if no work is being done. The fine
moving clearances must not be affected by the large forces.

The new fast digital hydraulic machines use a radial configuration so that
one crank shaft can drive or be driven by pistons in many banks.24,25 The
geometrical changes of swash plate angle are replaced with decisions about
the state of two electromagnetically controlled poppet valves at each cham-
ber, one going to an oil tank at a low boost pressure and one going to a high
pressure gallery. Poppet valves have a higher dirt tolerance than the sliding
surfaces at a conventional port face. With clean oil they have virtually zero
leakage. Unlike port faces and spool valves they can continue to function
despite seat wear.

The shaft will usually run at a steady speed, often 1500 or 1800 rpm.
Decisions about the valve state are taken by a micro-computer at times close
to top or bottom dead centre for that chamber. This allows each chamber to
idle, to pump or to motor for the next half rotation of the shaft but never
requires a valve coil to oppose the force of high pressure oil. With six
chambers in four banks there will be 24 decisions made for each shaft ro-
tation so response can begin in 2 ms and get to its full magnitude in half a
rotation i.e. 20 ms. Variable-rate pumping is achieved by the decision whe-
ther or not to hold open a low pressure valve at bottom dead centre. If the
valve is held open, oil will flow back to the tank. No work will be done. The
energy in flow losses will be about 1/500 of the work that would have been
done if the valve had been allowed to close and oil delivered through the
high pressure valve. If motoring action is required the high pressure valve
will be held open at top dead centre so that oil can flow in to the chamber
and do work on the crank. Just before the shaft reaches bottom dead centre,
however, the high pressure valve is closed and the very last part of the
stroke is done with energy stored in the finite bulk modulus of oil and
elasticity of the mechanical parts. The timing is chosen so that chamber
pressure is the same as the low pressure tank at bottom dead centre so that
the low pressure valve can open to allow the oil to exit. The high pressure
valve will now be very firmly closed against its seating by the high pressure.
The piston will rise, delivering oil to the tank, but just before it reaches top
dead centre the low pressure valve will close and oil in the chamber will be
compressed up to the high pressure needed to open the high pressure
valve, so that the cycle can begin again. Valve operation always takes place
when there is a low pressure difference across a valve and so the machines
are quiet, making less noise than the induction machine which drives
them.
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Nearly all the forces inside a digital hydraulic machine are due to an oil
pressure. This means that the pressure can be fed to the far side and a part
under load to form a hydrostatic bearing with either very low or zero contact
force. If, a rather big if, oil can be kept clean, then the life of hydrostatic
bearings can be made indefinitely long.

A further application of digital hydraulics in a spray vessel is the gener-
ation of the pressure for required for spraying. We first thought that the
pressure needed would be suitable for down hole pumps such as the
Grundfos SP series. These combine a long stack of hydrokinetic impellers
with a three-phase ac motor in a package which will fit in a drilled well-shaft.
Stainless versions can operate in salt water. Efficiencies of 80% at the lower
pressures are possible but these efficiencies are reduced at the higher values
of pressure which have been shown to be necessary by the COMSOL Multi-
physics analysis, which showed that 80 bar would be needed for mono-
disperse spray at 800 nm.

Digital hydraulics favours high pressures but low flow rates. While there
has been a steady increase in pressures used for hydraulic machines, there is
a present upper limit of 400 bar set by the availability of commercial seals
and fittings. However, it is possible to design pressure exchangers in which a
cylinder is fitted with two linked pistons of differing diameter. These will
enable the step down from 350 bar to the 80 bar suitable for nozzles, with a
corresponding increase in flow volume. The 80 bar oil must be separated
from water. The rubber separating membranes used for gas accumulators
are notoriously unreliable, perhaps because there is no accurate control or
limitation of strain. It may be possible to achieve a satisfactory fatigue life
with the design shown in cross-section in Figure 10.

Figure 10 A sectional view of the oil to water pressure exchanger. The design is
based on Cadwell’s work on the fatigue life of rubber.25 Reversal is bad.
The strain in the rubber tube is only 10%.
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The fatigue life of the design depends on the rubber fatigue life meas-
urements made by Cadwell in 1940.26 During an elaborate series of tests he
showed that it was the reversal of strain which shortens life. If the strain goes
from 100 to 125% of the unstressed dimensions his specimens were lasting
nearly 109 cycles, while going from zero strain to 25% would give a life of
only 107 cycles.

The body of the pressure exchanger is an open-ended tube with end caps
retained by three stainless steel rods. Around the rods is wrapped an open
length of rubber tubing. The rods are pushed apart by a series of increasingly
larger trefoil-shaped section so that they can be forced into holes in the end
caps. A final parallel set of expanders can be left in place to reduce bending
stresses in the rods. Each end of the volume is closed by a fairing resembling
the trousers of a fat, three-legged person. With the proportions drawn, the
strain variation in the rubber is only 3%, a tenth of the strain which would
fail at 109 cycles.

Salt water goes into the centre of the rod group through a silicon nitride
non-return valve and is pumped out through another non-return valve at the
other end. Oil can be put in and taken out through ports at the centre.

Figure 11 shows the block diagram of power generation for the moving
akas and the pumping system from oil to water.

9 The Mathematics

So far, people modelling geoengineering have applied fixed concentrations
of aerosol to selected parts of the atmosphere regardless of its state or the
season of the year. For the very long lifetime of stratospheric sulfur this is a
reasonable simplification. However, for tropospheric sea salt this would be
similar to buying a car with all the movements ever needed for its steering
wheel stored in a read-only memory. It would be odd if the phase of the El
Niño oscillation or the timing of a monsoon had no effect.

One of the earliest predictions of the effects of marine cloud brightening
was by Jones et al.27 They tested the effects of continuous spray at three small
areas, one off California, one off Peru and one off Namibia. The area totalled
3.3% of the oceans but produced a cooling of nearly 1 W m�2, about two
thirds of the anthropogenic thermal change since pre-industrial times. Their
results predicted that spray would increase precipitation by useful amounts
in several dry regions of the world but would reduce it by 0.8 to 1 mm day�1

in the Amazon. This is small compared with present precipitation values of
6.5 mm a day and was not shown in modelling by Rasch over a wider area.28

However, interference with precipitation anywhere must be a cause for
anxiety.

The main effect of spray is to reduce sea surface temperatures by amounts
which are small compared with the change from cloud to clear sky, and even
smaller compared with day to night. Lower sea surface temperatures mean
less evaporation but also higher temperature gradients to produce higher
wind speeds and faster water transport in monsoon winds. Rain needs large
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Figure 11 Multi-bank digital hydraulics are used for power generation from the
moving akas and the pressure conversion from oil to water.

155Engineering Ideas for Brighter Clouds

23
/0

6/
20

14
 0

8:
03

:5
3.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

01
31

View Online

http://dx.doi.org/10.1039/9781782621225-00131


drops and so reducing the drop size in clouds will reduce the probability of
rain but this effect will be stronger over the sea than the land and so there
will be more rainfall further inland. There are at least six other conflicting
climate mechanisms involved. Bala and Caldeira showed that widespread
marine cloud brightening led to a small increase in river run-off over the
Indian sub-continent.29

We may be able to employ a technique from electronic signal processing to
use climate models to produce an everywhere-to-everywhere seasonal
transfer function of all the side effects of cloud brightening. The first ex-
periment on the idea started with a real day-by-day temperature record over
20 years. The annual variation and a smaller component with a six month
period were subtracted by eyeball adjustment of amplitude and phase, which
was found to be quicker than an approach based on Fourier transforms. The
mean value was then subtracted to give a convincing spread of observations
similar to a Gaussian distribution. This was then perturbed by additions and
subtractions of temperatures of �0.2 K to 1.2 K in steps of 0.2 K together
with a further four ‘changes’ of zero amplitude. The choice of a random
change was made every 21 days. This was done with nine separate in-
dependently random sequences. The resulting perturbed temperature sig-
nals, which looked very like normal records, were passed to an independent
analysis programme which had information only about each of the se-
quences on which to base a detection of each of the amplitudes. The scatter
of the correlation results, mean errors and the standard deviation of the
scatter are shown in Figure 12.

The next experiment of the technique was with a real climate model, the
HadGAM2, carried by Parkes.30 He divided the world’s oceans into 89 re-
gions of similar area, and multiplied or divided the initial settings for the
concentration of cloud condensation nuclei in each region according to
separate independently random sequences. Figure 13 shows the scatter of
his predictions for changes in precipitation made by each of the different
spray sources around the world at a middle-eastern observation station in
the Middle East. Clearly precipitation can be varied both up and down and
the scatter is acceptably small.

The results show a drying of the Amazon due to spray off Namibia, in line
with those predicted by the Hadley Centre work,27 but also showed the op-
posite effect from many other regions with a strong effect from the Aleutian
islands in the opposite hemisphere.

The full set of the Parkes results is available online.30 Confirmation of the
data with other climate models would be highly desirable but have not yet
been published.

10 Costs

Politicians and investors want firm cost estimates at an early stage of the
project, even though their opinions about the cost of NOT preventing
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climate change are uncertain. The site at gives a useful list of official esti-
mates.31 Even when a product is being made and sold, its true cost is likely to
be a commercial secret. However, it may be possible to use parametric
costing using rules based on the nearest similar products made in similar
quantities and adjusted by weight, power rating and inflation.

Most ships are made in quite small numbers. Large private yachts are
usually status symbols of wealth. One possible ‘nearest similar product’ is
the Flower class corvette built hurriedly for the Royal Navy in World War II.
It was based on the design of a whale catcher by Smiths Dock. In 1940 the
cost was d60 000, very little of which went for the comfort of the ship’s
company.32

Corrections for the changed value of money are available from several
websites.33 The mean of four estimates for a corvette built today with UK
inflation is d2 613 151 with the highest being d2 844 356.

Figure 12 A very expensive thermometer would be needed to detect the difference
between the original perturbation and the detected result.
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The costs of displacement and power will have scaling rules which are a
little less than linear. The cost of spray-related components is expected to be
about d150 000 per vessel. Even though spray equipment will be novel,
writing off the development costs over three spray systems per vessel will
give a helpful reduction. Since inventors should never be trusted to publish
the costs of their own inventions, readers are invited to pick their own
scaling rules, interest rates, write-off fraction and the annual cost of own-
ership of vessels. Most ships last for about 25 years: the cost estimate of
d200 million per year for a cooling of 1 W m�2 for marine cloud brightening
made by Shepherd et al. appears to have written off entire spray vessel fleets
rather more frequently.34 See Table 1 for a comparison of the features of
corvettes and spray vessels.

Figure 13 The results from a PhD Thesis by Ben Parkes showing the scatter of
precipitation results from eight runs with different coded sequences of
the variation of the concentration of condensation nuclei at 89 ocean
regions. Precipitation can be changed in both directions.

Table 1 A comparison of corvettes and spray vessels.

Flower Corvette Spray vessel Ratio

Displacement 925 to 1015 tonnes 90 tonnes 10.2
Water line 62.5 m 40 m 1.56
Power 2050 kW 300 kW 6.8
Crew 85 0
Number built 225 B300 for 1 W m�2 0.75
Speed 16 knots¼ 8.23 m s�1 23 knots¼ 12 m s�1 1.45
Range 3500 miles unlimited
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11 Conclusions

Although the engineering problems of marine cloud brightening are for-
midable there are a number of feasible engineering solutions that have been
explored:

� Microfabrication technology can produce billions of orifices per wafer in
silicon wafers clad with silicon nitride.

� Piezo excitation of a Rayleigh jet can give a very narrow spread of sub-
micron drop sizes but the capacitance of the piezo-electric elements is
large.

� Back-flushing ultrafiltration membranes, used originally to remove
30 nm polio viruses from drinking water and now for pre-filtration in
reverse osmosis, can prevent nozzle clogging but nozzles can also be
back-flushed.

� The improvement in lift and drag of Flettner rotors hoped for by the
addition of Thom fences is not supported by computer modelling.

� It may be possible to use hydrofoil technology with controlled pitch
variation of four foils to produce very large reductions in hull drag and
several hundred kilowatts of on-board power generation.

� The complexity of parallelogram linkages for moving amas is offset by
reductions in stresses in the akas and vaka due to shock loading as in
vehicle suspensions.

� Comparisons with inflation corrected cost of WWII corvettes suggest
that spray vessels built in similar quantities might cost about d2 million
each.

� If the Schwarz and Slingo interpretation of Twomey’s work is correct,
then a few hundred vessels will be able to correct the thermal effects
from pre-industrial times at an annual cost below that of world climate
conferences.

� The short lifetime of condensation nuclei allows the use of tactical
marine cloud brightening, with times and places for spraying chosen
with regard to the phase of monsoons, observations of sea surface
temperatures, Arctic ice and jet stream positions. Intelligent control will
be much better than steady spray.

� It may be possible to borrow a technique used in signal processing with
random sequence variation of the concentration of condensation nuclei,
followed by the correlation of each sequence with model results, to get
an everywhere-to-everywhere transfer function of spray. This could let us
make wet places drier and dry places wetter.
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Stratospheric Aerosol Geoengineering

ALAN ROBOCK

ABSTRACT

In response to global warming, one suggested geoengineering response
involves creating a cloud of particles in the stratosphere to reflect some
sunlight and cool Earth. While volcanic eruptions show that strato-
spheric aerosols cool the planet, the volcano analog also warns against
geoengineering because of responses such as ozone depletion, regional
hydrologic responses, whitening of the skies, reduction of solar power,
and impacts of diffuse radiation. No technology to conduct geoengi-
neering now exists, but using airplanes or tethered balloons to put
sulfur gases into the stratosphere may be feasible. Nevertheless, it may
be very difficult to create stratospheric sulfate particles with a desirable
size distribution.

The Geoengineering Model Intercomparison Project, conducting
climate model experiments with standard stratospheric aerosol in-
jection scenarios, has found that insolation reduction could keep the
global average temperature constant, but global average precipitation
would reduce, particularly in summer monsoon regions around the
world. Temperature changes would also not be uniform; the tropics
would cool, but high latitudes would warm, with continuing, but re-
duced sea ice and ice sheet melting. Temperature extremes would still
increase, but not as much as without geoengineering. If geoengineering
were halted all at once, there would be rapid temperature and precipi-
tation increases at 5–10 times the rates from gradual global warming.
The prospect of geoengineering working may reduce the current drive
toward reducing greenhouse gas emissions, and there are concerns
about commercial or military control. Because geoengineering cannot
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safely address climate change, global efforts to reduce greenhouse gas
emissions and to adapt are crucial to address anthropogenic global
warming.

1 Introduction

On September 27, 2013, the Intergovernmental Panel on Climate Change
(IPCC) Working Group I released the Summary for Policymakers of the Fifth
Assessment Report, which stated that ‘‘It is extremely likely that human in-
fluence has been the dominant cause of the observed warming since the
mid-20th century.’’ ‘‘Extremely likely’’ is defined as with a greater than 95%
probability of occurrence, using the expert judgment of the IPCC scientists.
Furthermore, they outlined the projected global warming, sea level rise,
changes in precipitation patterns, increase in tropical storms, and other
responses to future anthropogenic pollution with a greater degree of cer-
tainty than before.

The United Nations Framework Convention on Climate Change (UNFCCC)
was established in 1992. Signed by 194 countries and ratified by 189, in-
cluding the United States, it came into force in 1994. It says in part, ‘‘The
ultimate objective of this Convention . . . is to achieve . . . stabilization of
greenhouse gas concentrations in the atmosphere at a level that would
prevent dangerous anthropogenic interference with the climate system.’’
‘‘Dangerous anthropogenic interference’’ was not defined when the
UNFCCC was signed, but following the Conference of the Parties in
Copenhagen in 2009, the countries of the world agreed that global warming
of 2 K above pre-industrial levels should be considered dangerous.

In light of the failure of society to take any concerted actions to deal with
global warming in spite of the UNFCCC agreement, two prominent atmos-
pheric scientists published papers in 2006 suggesting that society consider
geoengineering solutions to global warming.1,2 Although this was not a new
idea,3,4 this suggestion generated much interest in the press and in the
scientific community, and there has been an increasing amount of work on
the topic since then.

The term ‘‘geoengineering’’ has come to refer to both carbon dioxide re-
moval and solar radiation management (SRM),5,6 and these two different
approaches to climate control have very different scientific, ethical and
governance issues. This chapter will only deal with solar radiation man-
agement, and will focus on the suggestion of producing stratospheric clouds
to reflect sunlight in the same way large volcanic eruptions do. Stratospheric
aerosols, sunshades in space (see Chapter 8), and marine cloud brightening
(see Chapter 6) are the only schemes that seem to have the potential to
produce effective and inexpensive large cooling of the planet,6 but each of
them has serious issues, and no such technology currently exists for any of
these proposed schemes. Unless otherwise noted, this chapter will use the
term ‘‘geoengineering’’ to refer to SRM with stratospheric aerosols.
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Clearly, the solution to the global warming problem is mitigation (re-
duction of emissions of gases and particles that cause global warming,
primarily CO2). Society will also need to adapt to impacts that are already
occurring. Whether geoengineering should ever be used will require an
analysis of its benefits and risks, as compared to the risks of not imple-
menting it. While research so far has pointed out both benefits and risks
from geoengineering, and that it is not a solution to the global warming
problem, at some time in the future, despite mitigation and adaptation
measures, society may be tempted to try to control the climate to avoid
dangerous impacts. Much more research on geoengineering is needed so
that society will be able to make informed decisions about the fate of Earth,
the only planet in the universe known to sustain life.

This chapter will first discuss how it might be possible to create a per-
manent cloud in the stratosphere. Next it will survey climate model simu-
lations that inform us of some of the benefits and risks of stratospheric
geoengineering. Since full implementation of geoengineering to test these
theoretical calculations might be dangerous, lessons from volcanic erup-
tions, the closest natural analog to stratospheric geoengineering, are used to
inform the model results. The next section discusses the ethical and gov-
ernance aspects of both geoengineering research and potential geoengi-
neering implementation. Finally, the potential benefits and risks of
stratospheric geoengineering are summarized.

2 How to Create a Stratospheric Cloud

2.1 Why the Stratosphere?

Every so often, large volcanic eruptions inject massive amounts of sulfur
dioxide (SO2) gas into the stratosphere, the layer of the atmosphere from
about 12 km up to 50 km, which resides above the troposphere where we
live. The SO2 is oxidized in the atmosphere to sulfuric acid which has a low
enough vapor pressure to form a cloud of droplets. Only volcanic eruptions
that are strong enough to get sulfur into the stratosphere have an important
impact on climate. They do this by scattering some of the incoming sunlight
back to space, thus cooling the surface.7

A stratospheric volcanic cloud lasts for a couple years if the eruption is in
the Tropics, but for several months if the eruption is at high latitudes. The
stratosphere has little vertical motion and no precipitation, so the main
removal mechanism is gravitational settling until the particles fall into the
troposphere. Initial growth of the particles by coagulation depends on their
concentration, and the larger particles fall faster and are removed more
rapidly. At the same time, stratospheric circulation moves the particles
poleward. The main location for the removal of sulfate from the stratosphere
to the troposphere is in the jetstream region in the middle latitudes.8 The
troposphere has vertical motion, mixing, and rain, which can wash particles
out of the atmosphere in about a week. The removal of particles from the
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stratosphere typically is an exponential process. The e-folding time is about
one year, which means that a year after the formation of volcanic sulfate
particles from tropical injection, the concentration is about 1/3 of the ori-
ginal amount, and after another year, the concentration is about 1/3 of that.
For geoengineering, injection would have to be repeated frequently to
maintain a stratospheric cloud.

The main suggestion of how to create a stratospheric cloud to reflect
sunlight has been to emulate volcanic eruptions.1–6 Materials other than
sulfur have been suggested, for example soot, but soot would be terribly
damaging to stratospheric ozone because it would absorb sunlight, heating
the stratosphere, and enhancing ozone destruction reactions.9 This would
produce large enhancements of dangerous ultraviolet (UV) flux to the sur-
face. Other substances may be developed in the future, such as minerals or
engineered particles,10 but current work has focused on sulfuric acid.

While sulfuric acid in high concentrations can be dangerous, and acid
rain in the troposphere is mainly sulfuric and nitric acid, the amount of
annual sulfur emissions to the stratosphere that have been proposed, 5–10
Tg (Tg¼ 1012 g), is much less than the annual volcanic SO2 emissions into
the troposphere,11 about 13 Tg, plus the annual human emission of SO2 as a
byproduct of burning fossil fuels, about 100 Tg. Nevertheless, sulfur emis-
sions at the level proposed for stratospheric geoengineering would still
produce additional impacts on human health and ecosystems.

Since the sulfuric acid clouds created in the stratosphere immediately
start to fall out, geoengineering would require continuous replenishment of
the sulfur. We know from observations and climate model simulations of
volcanic eruptions like the Mt. Pinatubo eruption in the Philippines in 1991,
the largest of the 20th Century, that sulfuric acid clouds gradually move from
the Tropics poleward covering the entire globe. Therefore, to achieve the
longest lifetime for an artificial geoengineering cloud, it would be optimal to
start it out in the Tropics. The boundary between the troposphere and the
stratosphere, called the tropopause, however, has a maximum altitude in the
Tropics, about 18 km. So to conduct stratospheric geoengineering, the task
would be to inject sulfur about 20 km into the atmosphere every year in the
Tropics. The amount would depend on the size of the effect desired (where
to set the planetary thermostat), an unresolved issue.

2.2 Means of Stratospheric Injection

How would it be possible to get several Tg of S into the tropical stratosphere
every year? If it were lofted as H2S gas, with a molecular weight of 34 g per
mole S, it would take a little more than half the mass of lofting the S as SO2

gas, with a molecular weight of 64 g per mole S. The H2S would probably
quickly oxidize to SO2 and then convert to H2SO4. One issue is that H2S is
rather nasty stuff, and even SO2 can be dangerous, but assuming that in-
dustrial procedures could be created to get either gas into a delivery system,
what would be the cheapest one?
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The first quantitative estimates of the cost for stratospheric geoengi-
neering considered naval guns, hydrogen and hot air balloons, and airplanes
for delivering aluminum oxide particles, reflective stratospheric balloons, or
soot to the stratosphere,12 but all options considered were quite expensive.
More recent analyses showed that either existing military airplanes or spe-
cially designed ones, perhaps pilotless, could deliver 1 Tg S to the tropical
lower stratosphere for a few billion US dollars per year.13,14 While some with
experience in scientific aviation question these estimates, it seems that cost
would not be a limiting factor if the world was determined to do geoengi-
neering. Towers or tethered balloons have also been suggested,15 and teth-
ered balloons would be cheaper than airplanes. Figure 1 illustrates some of
the suggested options.

Figure 1 Proposed methods of stratospheric aerosol injection, including: air-
planes, artillery, balloons and a tower. A mountain top location would
require less energy for lofting to stratosphere.
(Drawing by Brian West, Figure 1 from ref. 13).
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2.3 Creating an Effective Sulfuric Acid Cloud

An ideal particle would be effective at scattering sunlight, would not affect
stratospheric chemistry, and would be safe when it fell out of the strato-
sphere.10 As volcanic eruptions provide us with natural examples, sulfate
particles are the most studied candidates. A one-time stratospheric injection
of SO2 from a volcanic eruption results in sulfate aerosols with an effective
radius of about 0.5 mm, which would be very effective at back-scattering a
portion of the incoming sunlight, cooling the surface. Climate model
simulations of the impacts of geoengineering (see section 3) assume that the
aerosol cloud that would be produced would have properties similar to these
volcanic clouds, such as observed after the 1991 Pinatubo eruption. How-
ever, if SO2 were continuously injected into the lower stratosphere, theory
says that rather than producing more small particles, much of the SO2 would
be incorporated into existing particles, making them larger.16 The result is
that, per unit mass, the S would be much less effective at scattering sunlight
and cooling the surface, and to achieve the same optical depth or reduction
in incoming sunlight, as much as 10 times or more mass of S would be
needed, if it were possible at all.

This self-limiting feature of stratospheric sulfate aerosols has prompted
suggestions of injecting sulfuric acid directly rather than SO2 to prevent
the particle growth,17,18 but only by widely spreading out the injection of
either SO2 or sulfuric acid would this growth be limited.19 A system to
inject S throughout broad latitude bands has not been developed, and it is
not clear that even this would work once there was an existing sulfate
cloud, so there is doubt about claims that this would be cheap and easy,
since the technology to do stratospheric geoengineering does not currently
exist.

The size of aerosol particles not only affects their lifetimes and effective-
ness at reflecting sunlight, but it also affects their chemical interactions that
destroy ozone. Ozone in the stratosphere absorbs UV radiation from the Sun,
protecting life at the surface. Anthropogenic chlorine in the stratosphere, a
result of chlorofluorocarbon use in the troposphere (which is now severely
limited by the Montreal Protocol and subsequent treaties), is typically found
as chlorine nitrate and hydrochloric acid. However, when polar stratospheric
clouds form every spring over Antarctica, heterogeneous reactions on the
surface of cloud droplets liberate chlorine gas from the reaction between
chlorine nitrate and hydrochloric acid, and it catalytically destroys ozone,
producing the annual Ozone Hole. Ozone depletion by the same mechanism
occurs at the North Pole, but because stratospheric winds are more variable,
the vortex does not get as cold, and ozone depletion is more episodic and not
as large. As the chlorine concentration in the stratosphere gradually de-
clines, the Ozone Hole is expected to stop forming in 2050 or 2060. The
presence of an anthropogenic aerosol cloud as the result of geoengineering,
however, would allow ozone depletion to go on even without polar strato-
spheric clouds. Calculations show that the Ozone Hole would persist for two
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or three decades more in the presence of geoengineering, and would even
start forming in the Northern Hemisphere in cold winters.20 This effect has
been observed after large volcanic eruptions.21

3 Climate Impacts of Stratospheric Geoengineering

Although we can learn much from observations of the climatic response to
large volcanic eruptions, they are rare and an imperfect analog: volcanic
eruptions inject a large amount of SO2 once; ash is sometimes associated
with the sulfate; volcanic eruptions are rare and we have imperfect obser-
vations of past ones; and the injection is into a pristine stratosphere and not
one with an existing cloud. Therefore some of the processes associated with
the continuous creation of a sulfate cloud cannot be studied by observations
of volcanic eruptions. The preferred tool for investigating the effects of
geoengineering on climate is the climate model. If a climate model has been
evaluated by simulations of past volcanic eruptions for which we do have
observations and simulations of other causes of climate change, we gain
confidence in its ability to simulate similar situations.

3.1 Climate Models

General circulation models (GCMs) of the atmosphere and ocean are the
workhorse of the climate community for studying how the climate responds
to a large number of natural and anthropogenic forcings (factors that change
the amount of energy being received by the climate system). A typical GCM
divides the atmosphere and ocean each up into a number of grid boxes and
layers, with a typical horizontal spacing of 100 km in the atmosphere and
50 km in the ocean, with 25–90 layers in the atmosphere and 30–40 layers in
the ocean. A GCM is started with a particular state of the atmosphere and
ocean, and then moves forward in time calculating all the variables of the
climate, including wind, ocean current, temperature, clouds, precipitation,
sea ice, and amount of sunlight. Modern GCMs also include models of
vegetation and the carbon cycle, with interactions on Earth’s surface with
soil moisture and plants.

GCMs are the same as computer models that are used every day to forecast
the weather. However, because they are run for long periods of time, they
also explicitly calculate changes in slow-varying components of the climate
system, such as ocean currents and heat content, soil moisture, and sea ice,
which are typically kept fixed for weather forecasts. Since the atmosphere is a
chaotic system, preventing skillful weather forecasts beyond about two
weeks, GCMs simulate possible weather states, but not the evolution of
weather that did happen in the past or will happen in the future. For that
reason, it is typical to use ensembles of GCM simulations, each started with
a different arbitrary state of the weather, and to then calculate statistics of
the ensemble to study how the climate will change. However, because the
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real world only evolves along one particular path, climate models are not
expected to simulate the exact future state of the climate, only probability
distributions and envelopes of climate states that the real world will be ex-
pected to inhabit.

3.2 Scenarios of Geoengineering

As with studies of global warming, specific scenarios of geoengineering
implementation are needed to conduct studies of the climate impacts.
Stratospheric geoengineering has been implemented in GCM studies mainly
in two different ways. One is to simply reduce insolation (the solar radiation
that reaches the Earth’s surface), which is easily implemented in a climate
model by reducing the solar constant, or reducing insolation in certain re-
gions. Another scenario is to more realistically simulate the emission of SO2

gas in the lower stratosphere, and allow models that include these processes
to convert the SO2 to sulfate aerosols, transport the aerosols through the
climate system, interacting with sunlight and heat radiation from the Earth
along the way, and then remove the aerosols from the system. When aerosols
interact with radiation, they alter atmospheric circulation, which then can
affect the lifetime and deposition fate of the sulfur.

The specific global warming scenario that stratospheric geoengineering is
attempting to address will have a big impact on the resulting climate re-
sponse. The specific goal of geoengineering will also affect the response.
This touches on the larger scale question of, ‘‘Whose hand will be on the
planetary thermostat?’’ That is, what is the goal of geoengineering? Is it to
keep the global average temperature constant at the value at the time of
geoengineering implementation? Is it to only allow warming up to the pre-
determined level of dangerous anthropogenic interference, say 2 K above
pre-industrial temperatures? Is it to just slow global warming and com-
pensate for only part of future warming? Or is it to cool the planet back to a
level colder than current conditions, since the planet is already too warm,
and sea ice melting, sea level rise, and the potential for Arctic methane re-
leases are already dangerous at the current climate?

The impacts of geoengineering also depend on how GCM results are
evaluated. Once the goal of geoengineering is decided, how are the resulting
climate changes to be judged? As compared to the climate at the time of
implementation? As compared to the climate that would have resulted at
some time in the future if no geoengineering had been used? As compared to
pre-industrial climate?

Early geoengineering GCM experiments each made different choices for
each of these factors, and therefore it was not possible to compare the results
to see if they were robust with respect to each other, as each was doing
different experiments. For example, some tried to just cool the Arctic, and
some the entire planet. Some tried to balance a doubling of CO2 and others
compensate for gradually increasing greenhouse gases. To address this
issue, the Geoengineering Model Intercomparison Project (GeoMIP) was
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implemented.22 GeoMIP developed four scenarios of stratospheric geoen-
gineering, and asked all the GCM modeling groups in the world to conduct
the same experiments and share their results so that others could analyze
them and compare the effectiveness and risks of geoengineering with re-
spect to a number of different metrics.

The GeoMIP scenarios are shown in Table 1 and Figure 2. These built
on experiments already conducted by modeling groups to examine the
climate system response to increases of CO2.23 G1 and G2 were the easiest
to implement, involving adjusting the amount of incoming sunlight to
balance the heating caused by an instantaneous quadrupling of CO2 or a
gradual increase of CO2 of 1% year�1. Twelve modeling groups from
around the world participated in the first round of experiments. G3 and
G4 were more ‘‘realistic,’’ involving a ‘‘business-as-usual’’ scenario of in-
creasing greenhouse gases by modeling the injection of SO2 into the
tropical lower stratosphere to create a global sulfate cloud to either bal-
ance the anthropogenic heating or to immediately overwhelm that heating
(say in the event of a planetary emergency) and injecting 5 Tg of SO2 per
year. G1 and G2 start from an artificial equilibrium climate, while G3 and
G4 start from a more realistic warming climate. This means that for G3
and G4, preventing further radiative forcing would not be enough to stop
the planet from warming, since there would be a built-in energy im-
balance at the start.

Table 1 A summary of the four GeoMIP experiments. The different ex-
perimental designs are shown in Figure 2. RCP4.5 (representative
concentration pathway resulting in 4.5 W m�2 radiative forcing) is
a ‘‘business-as-usual’’ scenario used to force climate models in
recent standardized experiments.23 (Table 1 from ref. 22).

G1 Instantaneously quadruple the CO2 concentration (as measured from
pre-industrial levels) while simultaneously reducing the solar constant
to counteract this forcing.

G2 In combination with a 1% increase in CO2 concentration per year,
gradually reduce the solar constant to balance the changing radiative
forcing.

G3 In combination with RCP4.5 forcing, starting in 2020, gradual ramp-up
the amount of SO2 or sulfate aerosol injected, with the purpose of
keeping global average temperature nearly constant. Injection will be
done at one point on the Equator or uniformly globally. The actual
amount of injection per year will need to be fine tuned to each
model.

G4 In combination with RCP4.5 forcing, starting in 2020, daily injections
of a constant amount of SO2 at a rate of 5 Tg SO2 year�1 at one point
on the Equator through the lower stratosphere (approximately 16–25
km in altitude) or the particular model’s equivalent. These injections
would continue at the same rate through the lifetime of the
simulation.
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3.3 Global and Regional Temperature Impacts

While a wide range of potential geoengineering implementations might be
considered, the GeoMIP experiments allow the best opportunity to system-
atically study the climate system response. Since in general the climate
system responds linearly to changes in the amount of energy being added or
taken away, other scenarios of geoengineering can be scaled by the GeoMIP
results for a first order understanding of the climate system response.

Figure 3 shows the global response in 11 different climate models for the
G2 experiment.24 A 1% year�1 CO2 increase (approximately what we have
observed in the past several decades) would produce a global warming of
about 1 K in 50 years. With varying levels of success, climate models are able
to completely stop this warming by reducing sunlight. However, when
geoengineering is halted at year 50, the result is rapid global warming, at a
rate as much as 10 times the rate we will experience with no geoengineering.
It is often the rate of change of climate that is more disruptive than the

Figure 2 The four GeoMIP experiments, described in Table 1. G1: The experiment
is started from a control run. The instantaneous quadrupling of CO2
concentration from pre-industrial levels is balanced by a reduction in the
solar constant until year 50. G2: The experiment is started from a control
run. The positive radiative forcing of an increase in CO2 concentration of
1% year�1 is balanced by a decrease in the solar constant until year 50.
G3: The experiment approximately balances the positive radiative forcing
from the RCP4.5 scenario by an injection of SO2 or sulfate aerosols into the
tropical lower stratosphere. G4: This experiment is based on the RCP4.5
scenario, where immediate negative radiative forcing is produced by an
injection of SO2 into the tropical lower stratosphere at a rate of 5 Tg year�1.
(Figures 1–4 from ref. 22).
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actual climate, as it is difficult in some cases to quickly adapt, say for in-
frastructure built under the assumption of no, or gradual, change. And if
geoengineering were ever actually implemented, there would be no way to
predict when society might lose the will or means to continue the geoengi-
neering, producing this termination effect. While it would be logical to slowly
ramp down geoengineering if there were a reason to stop it, it is easy to im-
agine a devastating drought or flood somewhere in the world that is blamed
on geoengineers, with a demand that geoengineering be halted at once.

Even if it were possible to control the global temperature with a global
reduction of sunlight, say from tropical sulfur injections, the G1 experiment
teaches us that the temperature changes would not be uniform.25 Figure 4
shows that if the warming from CO2 were balanced by insolation reduction,
keeping the global average temperature from changing, temperatures would
fall in the Tropics and continue to go up in the Arctic. The regional details
are not well known, however, as indicated by the stippling in the figure. The
simple explanation for the variation with latitude is that while the warming
from CO2 is a little bit larger in the Tropics than the poles (because the
downward heat radiation from the excess CO2 is a function of temperature
and it is warmer in the Tropics), the warming is still fairly well distributed
around the world. However, there is much more sunlight to reflect in the
Tropics than at the poles, and the change in energy by blocking sunlight is

Figure 3 Evolution of annual mean anomaly of global mean near-surface air
temperature (K) in the G2 simulations (black lines) with respect to the
long-term mean from each model’s control simulation. Time series from
corresponding 1% CO2 year�1 increase simulations are also shown (gray
lines). The termination of geoengineering in the G2 simulations is indi-
cated by the dashed vertical line.
(Figure 1 from ref. 24; see this reference for climate model abbreviations
and details).
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much more asymmetric. This means that if global geoengineering were to be
used to try to stop sea level rise, there would have to be global cooling to not
only keep the ice sheets at the poles (Greenland and Antarctica) from melting,
but also to reverse the built-in sea level rise already happening from energy in
the oceans from the warming that has already taken place in the recent past.26

3.4 Global and Regional Precipitation and Monsoon Impacts

Temperature is important, as warming directly affects sea level through
melting land-based glaciers and ice sheets and expanding the ocean water;
reduced seasonal snowpack threatens water supplies; and crops are sensitive
to temperature changes. Precipitation changes from global warming are a
more direct threat, however, to agriculture and water supplies. One of the
aims of geoengineering might be to reverse changes in precipitation patterns
being caused by global warming, particularly the expansion of areas of
drought. However, volcanic eruptions are known to increase drought in
certain monsoon regions.27 In addition, global warming is producing more
precipitation extremes, with the strongest thunderstorms and hurricanes
getting stronger, producing more flooding. It turns out that temperature and
precipitation changes cannot be controlled independently.

Figure 5 shows global average precipitation changes from the G2 experi-
ment. At the same time that global average temperature is being kept

Figure 4 All-model ensemble annual average surface air temperature differences
(K) for G1 minus the control run, averaged over years 11–50 of the
simulation. Stippling indicates where fewer than 75% of the models
(9 out of 12) agree on the sign of the difference.
(Figure 2 from ref. 25).
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constant by balancing increased CO2 by insolation reduction (see Figure 3),
global average precipitation would decrease. This result reproduces previous
results and is well-understood.28 Increases of greenhouse gases, particularly
CO2, absorb longwave heat radiation throughout the troposphere, de-
creasing the lapse rate of temperature and making the atmosphere more
stable, reducing precipitation. At the same time they warm the surface,
producing more evapotranspiration and making the hydrological cycle
stronger, increasing precipitation. The evapotranspiration effect wins out
over time, but there is a delay in the increase in precipitation in response to
increases in CO2, and this can be seen by comparing the gray lines in Figures
3 and 5. While the temperature effect is seen immediately, it takes 10–20
years for the precipitation increases to emerge from the initial values. In-
solation reduction only affects the evaporation rate changes from CO2, but
does not affect the lapse rate part, so it only partially compensates for pre-
cipitation changes in a combined high CO2, low sunlight environment, and
global precipitation therefore goes down.

As impacts are felt locally, the spatial pattern of precipitation changes is
important. The monsoon regions of the world (see Figure 6) are regions
where the difference between summer average and winter average precipi-
tation exceeds 180 mm and the local summer monsoon precipitation pro-
duces at least 35% of the total annual rainfall.29 They are important for
agriculture, particularly in Asia and Africa. In the G1 experiment,30 summer
land precipitation went up in six of the seven monsoon regions because of
CO2 increases in the base case, but in six of the seven regions, G1 caused a
reduction of summer land precipitation. (see Figure 7).

Figure 5 As in Figure 3 but for the anomaly in global mean precipitation rate (mm
day�1).
(Figure 2 from ref. 24; see this reference for climate model abbreviations
and details).
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Figure 6 Monsoonal regions (shaded) over land (more dense shading) and ocean
(less dense shading), derived from the Global Precipitation Climatology
Project (GPCP) dataset,58 covering the years 1979 to 2010, and using cri-
teria described in ref. 29. The North and South American monsoon are
defined here as the American monsoon north and south of the equator,
respectively.
(Figure 6 from ref. 30).

Figure 7 Summer monsoon change of precipitation for 4�CO2 and G1 with regard
to 1850 (control) conditions. Results are for land (grey – 1st and 3rd col-
umn for each region) and ocean (white – 2nd and 4th column for each
region) and for different regions (see Figure 6). The multi-model range is
illustrated by a vertical line, the 25th and 75th percentile of multi-model
results are given as a box, and the 5th and 95th percentile are horizontal
bars. In addition, the multi-model median is shown as solid symbols and
the inter-annual variability of each experiment, represented by the me-
dian standard deviation of seasonal averages for each model, is show as
error bars pointing off the median of the multi-model results. The two left
whisker plots for each region are the 4�CO2 statistics, and the two
rightmost whiskers plots are for G1.
(Figure 14 from ref. 30).
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Whether this reduction of summer monsoons would have a large impact
on agriculture would depend on how evapotranspiration changed, how
much CO2 fertilization (increased photosynthesis and plant growth as CO2

concentration rises) would compensate for the negative impacts of geoen-
gineering,31,32 and how humans would adapt to the changing climate. In G1,
evapotranspiration reductions partially compensated for precipitation re-
ductions over most of the land areas.25,30 Net primary productivity (a measure
of natural and managed biological productivity) changes from geoengineer-
ing are not well known, as there is a large variation in model responses de-
pending on how the models considered the effects of CO2 fertilization.24,25

Much more work is needed on the biological response to stratospheric
geoengineering, including modeling the effects on specific species from the
range of changes that would result, before we can have a definitive answer.

3.5 Impacts of Enhanced Diffuse Radiation

Among the many potential risks associated with stratospheric geoengineer-
ing,33 is the impact of more diffuse and less direct radiation on the surface of
Earth. Much of the light impinging on a stratospheric aerosol cloud would
be forward scattered, producing enhanced diffuse radiation, which means
that the sky will appear whiter due to the perpetual thin cloud there.34 In
addition to no more blue skies, with its as yet unquantified psychological
impact on everyone on Earth, this redistribution of direct radiation to diffuse
would have impacts on solar generation of electricity and on the biosphere.

While photovoltaic solar panels are currently the most ubiquitous way that
electricity is generated with sunlight, those that focus the direct solar beam
with mirrors and boil water or other fluids to drive turbines are more effi-
cient at using solar power. After large volcanic eruptions, observations at
Mauna Loa, Hawaii, have shown a large decrease in this direct radiation, for
example by 34% after the 1982 El Chichón eruption, which put about 7 Tg of
SO2 into the stratosphere.7 After the 1991 Mt. Pinatubo eruption, during the
summer of 1992 in California when the effects of the eruption were the
strongest, solar generators using direct solar radiation produced 34% less
electricity than during the period with a clean stratosphere.35 While the cor-
respondence of these numbers is fortuitous, they point out that one un-
intended consequence of geoengineering would be a reduction of electricity
generation from one of the key sources needed to mitigate the emission of CO2.

In general, plants grow more when subject to more diffuse light.13 Stomata
on leaves can stay open longer when the leaves are not as hot, as this reduces
the loss of water when they are open to obtain CO2 for photosynthesis. In
addition, diffuse light can penetrate the canopy, also increasing photo-
synthesis. The result is that the CO2 sink at the surface would increase with
geoengineering. In fact, a reduction of the rate of CO2 increase has been
observed in the Mauna Loa CO2 record for about a year after each of the large
volcanic eruptions since the record was started: Agung in 1963, El Chichón
in 1982, and Pinatubo in 1991. A calculation of net primary productivity after
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the Pinatubo eruption, accounting for the effects of changes of temperature
and precipitation and isolating the diffuse radiation effect, found a 1 Pg C
increase in the CO2 sink in 1992 (ref. 36), more than 10% of the current
annual anthropogenic carbon input to the atmosphere. While an increased
carbon sink would be a benefit of stratospheric geoengineering, the effect
would be felt differentially between different plant species, and whether it
would help or hurt the natural ecosystem, or whether it would preferentially
favor weeds rather than agricultural crops, has not been studied in detail yet.

4 Ethics and Governance of Stratospheric Geoengineering

The audacious idea of actually controlling Earth’s climate brings up a
number of ethical and governance issues. The fundamental question is that
of where to set the planet’s thermostat. Who would decide how to carry out
geoengineering? What values would be used to decide? For whose benefit
would this decision be made? For those controlling the geoengineering? For
the entire planet, however defined? For the benefit of those most at risk? For
only humans, or taking into account the rest of the natural biosphere? These
decisions are in the realms of politics and power, and are different from
testable scientific hypotheses, but scientific evaluations of the benefits,
risks, and uncertainties of various proposals should, in an ideal world, in-
form decisions about implementation of geoengineering. The discussion in
this section separates the issues of research and deployment, and speculates
about international governance.

4.1 Ethics and Governance of Research

There have been many recent recommendations that geoengineering re-
search be enhanced, including from the UK Royal Society,5 the American
Meteorological Society,37 the American Geophysical Union,38 the U. S. Gov-
ernment Accountability Office,39 and prominent scientists.40,41 But is such
research ethical?42 Does it lead to a slippery slope toward geoengineering
deployment? Does it take resources away from other more useful pursuits? Is
it yet another way for developed countries to continue to dominate the world
to benefit themselves? Does the knowledge that this research is ongoing
present a ‘‘moral hazard,’’43 and reduce whatever political drive there is
toward mitigation, since it will be seen as an easier solution to global
warming? Does indoor geoengineering research (in a laboratory or a com-
puter, with no emissions to the environment) have different ethical issues
from outdoor research (in which sulfur is emitted into the stratosphere to
test potential technology and its impacts)? Are weapons being developed in
the guise of understanding the science of geoengineering, which was a
strong motivation for past research on weather and climate modification?44

Or would it be unethical not to investigate a technology that may prevent
widespread dangerous impacts on climate associated with global warming?
Would it be unethical not to be able to provide policymakers in the near
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future with detailed information about the benefits and risks of various
geoengineering proposals so that they can make informed decisions about
implementation? Would it be unethical not to develop the technology to carry
out geoengineering, both so that the costs and efficacy can be determined
(maybe it will prove impossible or much too expensive or dangerous), and to
have the designs available so that it could be rapidly implemented if needed?

Answers to these questions are summarized here, based on a longer art-
icle.42 Additional concerns about geoengineering research include the fact
that the existence of the technology might enable hasty, politically-driven
decisions to be deployed. And as a recent report says,45 ‘‘SRM research could
constitute a cheap fix to a problem created by developed countries, while
further transferring environmental risk to the poorest countries and the
most vulnerable people.’’ The same report also discusses hubris, ‘‘Artificial
interference in the climate system may be seen as hubristic: ‘playing God’ or
‘messing with nature,’ which is considered to be ethically and morally un-
acceptable. While some argue that human beings have been interfering with
the global climate on a large scale for centuries, SRM involves deliberate
interference with natural systems on a planetary scale, rather than an in-
advertent side effect. This could be an important ethical distinction.’’45

If the research itself were dangerous, directly harming the environment,
this would bring up ethical concerns. Is it ethical to create additional pol-
lution just for the purpose of scientific experiments? There have been no
such outdoor experiments in the stratosphere. To test whether there were a
climate response or whether existing sulfuric acid cloud droplets would grow
in response to additional emissions would require very large emissions,
essentially implementation of geoengineering,46 and would therefore be
unethical. But what about flights to spray a little SO2 or other S species and
then observe how particles grow or the response of ozone? Although no such
governance now exists, any such outdoor experiments need to be evaluated
by an organization, like a United Nations commission, independent from
the researchers, that evaluates an environmental impact statement from the
researchers and determines that the environmental impact would be neg-
ligible, as is done now for emissions from the surface. There would also need
to be enforcement of the limits of the original experiment, so that it would
not be possible to emit a little more, or over a larger area or for a longer time
than in the initial plans, should the experimenters be tempted to expand the
experiment in light of inconclusive results.

To make decisions about ethics requires a declaration of values, unlike in
the physical sciences, where nature follows well-accepted laws, such as
conservation of energy. The above conclusions are based on the following
principles: (1) curiosity-driven indoor research cannot and should not be
regulated, if it is not dangerous; (2) emissions to the atmosphere, even for
scientific purposes, should be prohibited if they are dangerous; and (3) the
idea of geoengineering is not a secret, and whatever results from it will need
to be governed the same way as all other dangerous human inventions, such
as ozone depleting substances and nuclear weapons.

178 Alan Robock

23
/0

6/
20

14
 0

8:
03

:4
8.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

01
62

View Online

http://dx.doi.org/10.1039/9781782621225-00162


The conclusions are therefore, ‘‘in light of continuing global warming and
dangerous impacts on humanity, indoor geoengineering research is ethical
and is needed to provide information to policymakers and society so that we
can make informed decisions in the future to deal with climate change. This
research needs to be not just on the technical aspects, such as climate
change and impacts on agriculture and water resources, but also on his-
torical precedents, governance, and equity issues. Outdoor geoengineering
research, however, is not ethical unless subject to governance that protects
society from potential environmental dangers. . .Perhaps, in the future the
benefits of geoengineering will outweigh the risks, considering the risks of
doing nothing. Only with geoengineering research will we be able to make
those judgments.’’42

4.2 Ethics and Governance of Deployment

Suppose that technology is developed to produce an effective stratospheric
aerosol cloud using sulfur or more exotic materials, and that estimated
annual direct costs are in the order of US $10 000 000 000. Considering that
this is less than 1

4 of the annual profits of one of the leading purveyors of
products that emit greenhouse gases, ExxonMobil, it would be very
tempting to implement – global warming problem solved! But what about
the risks? Would the prevention of more severe weather, crop losses, and sea
level rise be worth the negative impacts geoengineering would have in some
regions? Would it be OK to allow continued ocean acidification, and its
impact on ocean life? Could we be sure that there would be no sudden ter-
mination of geoengineering, with its associated rapid climate change?

How would the world make this decision?47 How would it be possible to
determine that we have reached a point where there is a planetary emer-
gency? By what criteria, and an emergency for whom? Even if we could have
an accurate idea of the losers of such a decision, how well would society
compensate them for the disruption to their livelihoods and communities?
The past record of such relief is not good – just think of what happens when
‘‘development’’ destroys old neighborhoods or people are moved when a
dam is built. And given the natural variability of weather and climate, how
would it even be possible to attribute negative events to the geoengineering?
What if a country or region had either severe flooding or severe drought for a
couple years in a row during the summer monsoon? Although it would not
be possible to definitively point the finger at geoengineering, certainly such
claims would be made, and there would be demands not only for compen-
sation, but also for a halt to geoengineering.

In medical procedures, the principle of ‘‘informed consent’’ applies. How
could society get informed consent from the entire planet? Would all gov-
ernments of the world have to agree? What if they agree to control the cli-
mate, but some want the temperature to be a certain value and others a
different one? Would this result in international conflict? Or what if a big
multinational geoengineering corporation is running things? They would
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have an interest in continuing the work no matter what, and would argue
that we cannot stop because it will kill jobs. The over-built militaries of the
world, particularly in the United States, are a lesson in how dangerous
technologies perpetuate themselves. Weapons continue to be built because
of lobbying by special interests. Nuclear weapons are the most dangerous
example.48,49

There have been a number of papers addressing the ethical and govern-
ance issues associated with geoengineering,50–53 and they discuss the above
issues and others. One such attempt to do this is the Oxford Principles.54

They are ‘‘geoengineering to be regulated as a public good,’’ ‘‘public par-
ticipation in geoengineering decision-making,’’ ‘‘disclosure of geoengi-
neering research and open publication of results,’’ ‘‘independent
assessment of impacts,’’ and ‘‘governance before deployment.’’ While these
are only a proposal with no enforcement, there is no evidence that legitimate
geoengineering researchers are not attempting to follow them. One of the
more interesting papers imagines various scenarios of future developments
that result in different decisions about deployment, with different con-
sequences.55 Given the uncertainty that will remain even after more research
is completed, the dangers of human mistakes either in the construction or
operation of the technology, and the possibilities of surprises, will society
stake the fate of our planet on geoengineering technology?

5 Benefits and Risks of Stratospheric Geoengineering

Stratospheric geoengineering has the potential to reduce some or all of the
warming produced by anthropogenic greenhouse gas emissions, which
would then lessen or eliminate the dangerous impacts of global warming,
including floods, droughts, stronger rainfall events, stronger hurricanes, sea
ice melting, land-based ice sheet melting, and sea level rise. But would these
benefits reduce more risk from global warming than would be created by the
implementation of geoengineering? That is, would implementation of
geoengineering lower overall risk to Earth or add to the level of risk? And will
research ever be able to answer this question definitively enough for rational
policy decisions? Or will some of the less quantifiable risks, such as the
threat of conflict due to disagreement on how to control the planet or un-
known unknowns, prevent any agreement on governance?47

In addition to the risks and benefits discussed above, other risks
and benefits have been suggested but have not been quantified.33,56

These include: the conflict of geoengineering with the United Nations Con-
vention on the Prohibition of Military or any Other Hostile Use of Environmental
Modification Techniques; the potential of the sulfuric acid to damage air-
planes flying in the stratosphere; an increase in sunburn, as people would be
less likely to protect themselves from diffuse radiation; the effect of chan-
ging UV on tropospheric chemistry; and unexpected benefits that would
accompany unexpected consequences. Table 2 summarizes the risks and
benefits from stratospheric geoengineering.
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In the real world, decisions are made without full knowledge, and some-
times under pressure from extraordinary events. In my opinion, much more
research in stratospheric geoengineering, transparently and published
openly, is needed so that the potential benefits and risks that can be
quantified will be known to aid in future policy decisions.

Even at this late date, a global push to rapid decarbonization, by imposing
a carbon tax, will stimulate renewable energy, and allow solar, wind, and
newly developed energy sources to allow civilization to prosper without using

Table 2 Benefits and risks of stratospheric geoengineering. The effects
that are observed after volcanic eruptions are indicated by an
asterisk (*).56 (Updated from ref. 57).

Benefits Risks

1. Reduce surface air
temperatures*, which
could reduce or
reverse negative impacts of
global warming, including
floods, droughts, stronger
storms, sea ice melting*,
land-based ice sheet melt-
ing, and sea level rise*

2. Increase plant
productivity*

3. Increase terrestrial
CO2 sink*

4. Beautiful red and
yellow sunsets*

5. Unexpected benefits

1. Drought in Africa and Asia*
2. Perturb ecology with more diffuse

radiation*
3. Ozone depletion, with more UV at

surface*
4. Whiter skies*
5. Less solar energy generation*
6. Degrade passive solar heating
7. Environmental impact of

implementation
8. Rapid warming if stopped*
9. Cannot stop effects quickly

10. Human error
11. Unexpected consequences
12. Commercial control
13. Military use of technology
14. Conflicts with current treaties
15. Whose hand on the thermostat?
16. Degrade terrestrial optical

astronomy*
17. Affect stargazing*
18. Affect satellite remote sensing*
19. Societal disruption, conflict between

countries
20. Effects on airplanes flying in

stratosphere*
21. Effects on electrical properties of

atmosphere
22. More sunburn (from diffuse

radiation)
23. Continued ocean acidification
24. Impacts on tropospheric chemistry
25. Moral hazard – the prospect of it

working would reduce drive for
mitigation

26. Moral authority – do we have the
right to do this?
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the atmosphere as a sewer for CO2. Adaptation will reduce some of the
negative impacts of global warming. Geoengineering does not now appear to
be a panacea, and research in geoengineering should be in addition to
strong efforts toward mitigation, and not a substitute. In fact, geoengi-
neering may soon prove to be so unattractive that research results will
strengthen the push toward mitigation.
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Space-Based Geoengineering Solutions

COLIN R. MCINNES,* RUSSELL BEWICK AND JOAN PAU SANCHEZ

ABSTRACT

This chapter provides an overview of space-based geoengineering as a
tool to modulate solar insolation and offset the impacts of human-
driven climate change. A range of schemes are considered including
static and orbiting occulting disks and artificial dust clouds at the in-
terior Sun–Earth Lagrange point, the gravitational balance point be-
tween the Sun and Earth. It is demonstrated that, in principle, a dust
cloud can be gravitationally anchored at the interior Lagrange point to
reduce solar insolation and that orbiting disks can provide a uniform
reduction of solar insolation with latitude, potentially offsetting the re-
gional impacts of a static disk. While clearly speculative, the investi-
gation of space-based geoengineering schemes provides insights into
the long-term prospects for large-scale, active control of solar insolation.

1 Introduction

Industrial civilisation has flourished during a time when the climate has
been in a relatively benign and temperate state. This favourable setting has
allowed rapid population growth through intensive agriculture, along with
prosperity in the West through a mix of fossil fuel energy consumption and
innovation-driven economic growth. However, recent concern associated
with human-driven climate change has brought into sharp focus that the
climate is not static. It is clear that over millennial time-scales the Earth is a
dynamic system and the popular view of the climate as being perpetually in
equilibrium is only due to the narrow slice of human history through which
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we view the past. Addressing both human-driven, and indeed long-term
natural climate change, will be an essential requirement for the sustain-
ability of industrial civilisation and its future prosperity. Human-driven
climate change brings these issues to a head.

Geoengineering has risen in prominence as it becomes clear that a re-
duction in global carbon emissions is highly unlikely in the near-term. This
is not unexpected given that GDP per capita in many developing nations is
growing sharply, largely driven by fossil fuel energy consumption. While the
long-term historical growth of global energy consumption is of the order
2–3% per annum, the historical decarbonisation rate (carbon intensity of
primary energy) is of the order 0.2–0.3%.1 This long-term decarbonisation
path has thus far followed a series of energy transitions to fuels of greater
energy density and so lower carbon intensity – from wood to coal, then oil,
methane and nuclear. However, given the timescale for such energy transi-
tions, a pragmatic view is that absolute global carbon emissions will con-
tinue to grow in the decades ahead, even if relative decarbonisation
continues through energy innovation. Geoengineering is therefore a timely
development which can potentially bridge the gap between future growth in
fossil fuel energy consumption and long-term decarbonisation measures.

In this chapter, space-based geoengineering will be considered as a means
of reducing solar insolation to counteract the increased radiative forcing
from carbon dioxide emissions. In section 2 a review of space-based
geoengineering is provided, followed by a detailed analysis of several
schemes. Section 3 considers the use of solid occulting disks in equilibrium
sunward of the classical L1 equilibrium point between the Sun and Earth,
section 4 considers an L1 dust cloud, while section 5 considers the use of an
orbiting disk in the vicinity of L1 whose phasing is selected to provide a
uniform reduction in insolation with latitude on average. While clearly
speculative, the investigation of space-based geoengineering schemes puts
bounds on the design space of the geoengineering problem and provides an
insight into the long-term prospects for active control of solar insolation.

2 Space-based Geoengineering

Geoengineering is the process of measured, active intervention to regulate
the climate in a controlled manner with presumed beneficial effect. While
geoengineering has a long history in various guises, as reviewed by Keith,2 it
is only recently that geoengineering has been seriously considered for de-
ployment. As global carbon emissions continue to grow, it is generally
agreed that it is now prudent to pursue an active programme of geoengi-
neering research, including associated technical and regulatory oversight.

In order to mitigate climate change impacts, a range of geoengineering
measures have been proposed. These measures attempt to offset enhanced
radiative forcing due to increased carbon dioxide loading in the atmosphere
and so regulate the global mean surface temperature. Proposed measures
include solar radiation management (SRM) through the deposition of sulfur
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aerosols in the stratosphere3,4 and cloud whitening,5,6 along with ocean
fertilisation7 and biochar8 to accelerate carbon dioxide removal (CDR) pro-
cesses. Ambitious space-based methods to directly scatter solar radiation
have also been proposed,9,10 as will be discussed in this chapter. The ef-
fectiveness of these geoengineering measures has been considered and
initial trade-offs performed.11 Studies indicate that some near-term
schemes, such as sulfur aerosol deposition, are likely to be effective and
incur relatively modest costs, in comparison to rapid decarbonisation. Al-
though critics of geoengineering have argued that coarse modification of
solar insolation will lead to a range of uncertain and undesirable con-
sequences, it has been shown that impacts are potentially modest compared
to the direct effects of increased radiative forcing.12

Aside from aerosol deposition and carbon sequestration, large-scale
geoengineering using orbiting reflectors has long been considered by vari-
ous authors to manipulate solar insolation.9,13–18 These concepts centre on
fabricating and deploying a large occulting disk (or many smaller disks) to
reduce the total solar insolation in order to mitigate increased radiative
forcing by carbon dioxide, shown schematically in Figure 1. For example, the

Figure 1 Assembly of a large occulting disk from a swarm of discrete elements as a
possible route to space-based Geoengineering (adapted from Dario Izzo,
European Space Agency/Advanced Concepts Team).
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use of vast numbers (B5�104) of 100 km2, actively controlled occulting disks
in Earth orbit has been considered, but would likely lead to an apparent
flickering of the Sun (B2% amplitude) and would create a significant orbital
debris hazard.3 In addition, various proposals for an artificial ring of passive
scattering particles in Earth orbit have been documented with a mass of
order 2�109 tonnes.19,20 A recent addition to this class of concepts is the use
of clouds of dust grains located at the stable Earth–Moon triangular
Lagrange points L4 and L5.21 In this scheme, in the order of 2�1011 tonnes of
lunar or cometary dust is deposited in the Earth–Moon system forming
clouds at L4 and L5. As with other occulting schemes, the dust would lead to
a reduction in solar insolation to offset radiative forcing by carbon dioxide.
However, since each cloud only reduces solar insolation for a relatively short
period each month, when the cloud is between the Earth and the Sun, sig-
nificant mass is required to ensure a large optical depth and so useful
cooling on average.

A perhaps more effective, although still clearly ambitious scheme, is
to deploy a large occulting disk (or disks), typically with a total mass of
order 107–108 tonnes, close to the L1 Lagrange equilibrium point on the
Sun-Earth line, some 1.5�106 km sunward of the Earth. At this point
the gravitational force of the Sun is balanced by the gravitational force of the
Earth and the centripetal force due to orbital motion about the Sun. The
equilibrium location at the L1 point is unstable, necessitating the use of
active control. Indeed, the use of a large number of smaller occulting
disks would mitigate the potentially catastrophic effect of the loss a single
large disk.18

The use of L1 for geoengineering has been revisited by Angel who proposes
swarms of engineered thin film refractive (rather than reflective) disks with a
total mass of order 2�107 tonnes.9 Rather than directly reflecting solar ra-
diation, the refracting disks scatter sunlight, but are highly engineered thin
film devices which require terrestrial fabrication and launch at extremely
high cost. However, it is possible that much simpler partly reflecting disks
could be fabricated in situ from near Earth asteroid resources.18 More recent
concepts for space-based geoengineering will be considered later in this
chapter.

As has been noted elsewhere,19 a key advantage of using large solar re-
flectors for geoengineering is the vast energy leverage obtained in a relatively
short duration. The total accumulated solar energy intercepted by the re-
flector quickly grows beyond the energy required for its fabrication, leading
to a highly efficient tool for climate engineering. While solar reflectors offer
many advantages, there are clearly significant challenges associated with the
fabrication and active control of such large, gossamer structures. Again, it is
almost certain that such structures would be fabricated in-orbit, either using
lunar material or material processed from a suitable near Earth asteroid.
Therefore, a prerequisite for space-based geoengineering is the long-term
capability to effectively and economically exploit the resources of the moon
or asteroids.
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3 Lagrange Point Occulting Disks

3.1 Occulting Solar Disks

The concept of using a large occulting disk (or disks) near the Sun-Earth L1

equilibrium point to reduce solar insolation has been discussed by various
authors, as noted in section 2. In this section it will be shown that there is
in fact a minimum system mass which can be obtained if the disk is
positioned at an optimum location along the Sun–Earth line, sunward of
the classical L1 point. This optimum location is found from an analysis of
the three-body dynamics of the problem, with the addition of solar radi-
ation pressure on the disk.22 Solar radiation pressure is due to transfer of
momentum transported by solar photons reflecting off the disk. The lo-
cation of the disk can be optimised since the solar radiation pressure
exerted on the disk will generate a new equilibrium position, sunward of
the classical L1 point. If the disk mass is reduced, the solar radiation
pressure induced acceleration will increase and so the equilibrium point
will be displaced further sunward of the classical L1 point.17 However, as
the disk is displaced sunward, the required disk area to maintain the
necessary reduction in solar insolation at the Earth will grow, leading to an
increase in disk mass. These two competing processes must then be
balanced in order to minimise the total disk mass through an optimum
choice of disk location.

3.2 Occulter Orbit

For a disk of radius RS at some distance rS from the Earth, the disk will
subtend a solid angle OS of pR2

S

�
r2

S , as shown in Figure 2. Similarly the Sun,
of radius RO at distance rO from the Earth, will subtend a solid angle OO of
pR2

O

�
r2

O, so that the disk will partially occult the Sun and reduce the solar
insolation at the Earth by a factor OS/OO. By partly occulting the solar disk,
the solar flux F is reduced such that dQ¼ dF/4, however the relative change
in insolation dQ/Q is identical to the relative change in flux dF/F. Therefore,
the reduction in insolation produced by the occulting disk is defined as
follows:

dQ
Q
¼ RS

RO

� �2 rO

rS

� �2

(1)

Using eqn (1), the required disk radius may now be obtained as a function of
its distance from the Earth rS to provide the required change in solar inso-
lation of dQ/Q as follows:

RS¼RO
rS

rO

� �
dQ
Q

� �1=2

(2)
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However, before the occulting disk is sized, the optimum distance of the
disk from the Earth can be determined to minimise the total disk mass. As
discussed in section 3.1, the disk will be located near the Sun–Earth L1

equilibrium point. However, due to the solar radiation pressure acting on
the disk, the equilibrium point will be displaced sunward of the classical L1

point. A trade-off therefore exists between lowering the disk mass and dis-
placing the equilibrium point sunward, and ultimately increasing the disk
mass due to the increased disk area required to provide partial occultation of
the Sun. This trade-off leads to an optimum disk location which will
minimise the total mass of the system.

The condition for equilibrium of the occulting disk in the Sun–Earth
three-body problem can be determined from a simple force balance. The
eccentricity of the Earth’s orbit is neglected as is the lunar gravitational
perturbation. Although the general solution for artificial equilibria for a
reflector is known,22 only a simple 1-dimensional problem need be con-
sidered here to locate the displaced equilibrium point. Similarly, it will be
assumed that the disk station-keeps close to the Sun–Earth line to provide
direct shading. Since the mass of the Earth ME is essentially negligible
relative to the solar mass MO, the centre-of-mass of the Sun–Earth system
will be taken as being located at the centre-of-mass of the Sun, as shown in
Figure 2. This approximation has a negligible effect on the subsequent an-
alysis. The condition for equilibrium may now be obtained by balancing the
gravitational force from the Sun and the Earth, the centripetal force and the

Sun

Earth

L1

L2

Artificial equilibrium point

rO

rS

Ecliptic plane

Y

Z

X

Figure 2 Occulting solar disk stationed along the Sun–Earth line at an artificial
equilibrium point. L1 and L2 are classical 3-body equilibrium points.

191Space-Based Geoengineering Solutions

23
/0

6/
20

14
 0

8:
03

:4
8.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

01
86

View Online

http://dx.doi.org/10.1039/9781782621225-00186


solar radiation pressure induced acceleration experienced by the occulting
disk aS such that:

GME

r 2
S
� GMO

rO� rSð Þ2
þo2 rO� rSð Þþ aS¼ 0; o¼

ffiffiffiffiffiffiffiffiffiffi
GMO

r 3
O

s

(3)

where o is the orbital angular velocity of the Earth relative to the Sun and G
is the gravitational constant. The inverse square solar radiation pressure
induced acceleration experienced by the occulting disk of mass MS and area
AS may be written as:

aS¼
2kPEAS

MS

rO

rO� rS

� �2

(4)

where PE (4.56�10�6 Nm�2) is the solar radiation pressure experienced by an
absorbing surface at 1 astronomical unit (rO) and k is a function of the op-
tical properties of the disk. It can be shown that for a specular reflector with
Lambertian thermal re-emission the function k is given by:23

k¼ 1
2

1þ Zð Þþ 2
3

1� Zð Þ eF � eB

eF þ eB

� �
(5)

where Z is the specular reflectivity of the disk, eF is the emissivity of the front
(Sun facing) side of the disk and eB is the emissivity of the rear (Earth facing)
side of the occulting disk, while the disk has an area AS of pRs

2. Using eqn (4)
and (5), the disk mass MS may now be written as:

MS rSð Þ¼ 2pkPER2
O

dQ
Q

� �
rS

rO� rS

� �2 1
aS rSð Þ

(6)

where aS is determined from eqn (3). Since eqn (6) is now a function of rS

only, the variation of the mass of the occulting disk with location along the
Sun–Earth line can be investigated to attempt to minimise the disk mass.

3.3 Occulter Sizing

The mass of the occulting disk may now be determined for a required re-
duction in solar insolation. For a fixed disk area, changing the disk mass will
alter the solar radiation pressure acceleration experienced by the disk and so
will influence the location of the equilibrium point. Assuming an insolation
reduction dQ/Q of 1.7%,10 the variation of the disk mass with equilibrium
point location is shown in Figure 3, where it can be seen that there are two
limiting conditions. First, as the disk is located closer to the classical L1

equilibrium point, 1.5�106 km sunward of the Earth, the disk mass grows and
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is unbound as the classical Lagrange point is approached. This growth in
mass is required to reduce the solar radiation pressure induced acceleration
experienced by the disk, which would otherwise displace the equilibrium
point sunwards. Similarly, as the location of the disk is displaced sunwards,
the required mass of the disk will fall due to the increased solar radiation
pressure induced acceleration required for equilibrium. However, as the disk
is displaced sunwards significantly from the classical L1 point, its mass will
start to grow as the disk area increases to maintain the required solid angle
subtended at the Earth to reduce the total solar insolation. These two com-
peting processes lead to a minimum disk mass, as can be seen in Figure 3.

The minimum disk mass can now be determined by finding the turning
point of eqn (6). It can be seen that there is a single location which will
minimise the disk mass, independent of the required reduction in solar
insolation or the disk optical properties. This location can be found by
minimising the function:

f rSð Þ¼
rS

rS� rO

� �2 1
aS rSð Þ

(7)

Figure 3 Optimum occulting disk location (k ¼ 0.17). The classical L1 point is at a
distance of 1.5�106 km from the Earth.
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where it is found that f 0(rs)¼ 0 when the disk location rS is 2.36�106 km
sunwards of the Earth. This optimum location is sunward of the classical L1

point at 1.50�106 km and again is independent of the disk properties,
representing the true optimum location for an occulting disk (or disks).
Assuming that the disk must provide a reduction in solar insolation dQ/Q of
1.7%, a disk with an effective radius of 1450 km (or an equivalent area from a
large number of smaller disks) and a total mass of 2.6�108 tonne is required
if kB0.91, representative of a reflecting metallic occulting disk.

However, if ZB0 and eFB0 then kB0.17, representative of a non-reflecting
black occulting disk, substantial mass savings occur, although the optimum
location of the disk remains unchanged. In this case a total mass of 5.2�107

tonne is required, again with an effective radius of 1450 km, as detailed in
Tables 1 and 2. A non-reflecting disk could in principle be fabricated using a
thin layer of carbon, vacuum deposited on a metal film. For in situ manu-
facturing using a small near Earth asteroid a carbon resource is readily
available. While the mass and scale of the disk is clearly vast, for comparison
the masses of a range of terrestrial engineering ventures are listed in Table 3.
It can be seen that the Chinese Three Gorges Dam requires approximately

Table 1 Occulting disk optical properties.

Disk type Z eF eB k

A (reflecting) 0.82 0.06 0.06 0.91
B (non-reflecting) 0.00 0.01 0.50 0.17

Table 2 System level trade-off.

Geoengineering concept
Mass
(tonne)

Area
(km2)

Areal density
(gm�2)

Struck (Lunar L4/5 dust cloud, ref. 21) 2.1�1011 – –
Pearson (Earth orbit dust ring, ref. 20) 2.3�109 1.1�108 –
McInnes A (Solar L1 reflecting disks, ref. 17,18) 2.6�108 6.57�106 40.2
McInnes B (Solar L1 absorbing disks, ref. 17,18) 5.2�107 6.57�106 7.9
Angel (Solar L1 refracting disks, ref. 9) 2.0�107 4.70�106 4.2

Table 3 Mass comparison with terrestrial engineering ventures.

Mass scale Mass (tonne) Engineering venture

105 6.5�105 ‘Knock Nevis’ oil tanker (fully laden)
106 6�106 Great pyramid of Giza
107 6�107 Concrete used for Three Gorges dam
108 2�108 Water stored in London’s reservoirs
109 7�109 World annual CO2 emissions
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6�107 tonne of concrete, and so forms a structure with a comparable mass
to the occulting disk (or disks). While the challenges posed by space-based
geoengineering are clearly significant, it interesting to note that measured in
terms of mass, such large-scale geoengineering represents a venture of
comparable scale to current large-scale terrestrial engineering ventures.

4 Lagrange Point Dust Cloud

While space-based geoengineering is in principle an effective method of solar
insolation reduction, it is clearly prohibitively expensive using current tech-
nologies.24 This is primarily due to the need to manufacture, launch and
operate such large structures in space. For example, the refracting disk
scheme proposed by Angel requires the launch of 2�107 tonnes of material
from Earth.9 Whilst the in situ manufacture of material can reduce the
engineering challenge, and associated costs, it would clearly be extremely
difficult to implement.

A new method to attempt to reduce the engineering complexity of
space-based geoengineering is to remove the need to manufacture and
launch significant quantities of material from Earth. This can in principle
be achieved by the utilisation of the population of small near-Earth
asteroids (NEAs). This section will describe several methods through
which in situ asteroid material can be captured and subsequently used to
form large clouds of dust to reduce solar insolation. The use of un-
processed dust is in contrast to the use of highly engineered reflecting or
refracting disks.

As discussed in section 2, several previous studies have proposed
the use of large clouds of dust as a means of space-based geoengineering,
with clouds located at the L4 and L5 points of the Earth–Moon system21

and also as a diffuse Earth ring.20 These methods have the disadvantage
of creating highly variable insolation reduction over the surface of the
Earth, and for the Earth–Moon Lagrange point case insolation reduction
which is strongly modulated by the motion of the Moon. In contrast,
a dust cloud deployed at the L1 equilibrium point on the Sun–Earth line
will largely eliminate this problem by creating a constant insolation
reduction with a relatively modest variability over the Earth’s surface.
However, since a cloud located at the Sun–Earth L1 point will be unstable
the dust cloud will therefore dissipate over time and will require re-
plenishment. Two different dust cloud methods will now be discussed; a
dissipating cloud released in the vicinity of the L1 point and a cloud
gravitationally anchored by a captured near Earth asteroid, as shown
schematically in Figure 4.

4.1 Dissipating Dust Cloud

The dissipating cloud will be modelled by the circular restricted three-body
problem, where only the Sun and Earth influence the dynamics of the dust
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particles. The dimensionless equations of motion of a dust particle in a
frame of reference rotating with the Earth are given by:25

ẍ� 2ẏ¼ @U
@x

ÿþ 2ẋ¼ @U
@y

z̈¼ @U
@z

(8)

where the non-dimensional 3-body potential function U is given by:

Uðx; y; zÞ¼ 1
2

x2þ y2
� �

þ 1� m
r1ðx; y; zÞ

þ m
r2ðx; y; zÞ

(9)

and the coordinates of the dust particle are defined in the Cartesian frame
shown in Figure 2. Here the mass ratio of the Earth to the total system mass
is m¼ME/(MS+ME), while r1,2 are the distances of the dust particle from the
Sun and Earth respectively, normalised to 1 astronomical unit (AU), the
distance between the Sun and the Earth. In dimensionless co-ordinates
the Sun of mass MS and Earth of mass ME are positioned at (�m,0,0) and
(1�m,0,0), respectively.

Using these equations of motion, the dynamics of a dust particle can be
described by propagating its initial position using a state transition matrix. The

Figure 4 Sun–Earth L1 Lagrange point dust cloud generated in situ from near Earth
asteroid material.
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state transition matrix propagates a set of initial conditions forwards in
time and is generated by integrating the linearised dynamics of the circular
restricted three-body problem in the vicinity of the L1 point, as detailed in
ref. 25.

4.1.1 Solar Radiation Pressure. The effect of solar radiation pressure has
been described earlier in section 3.2 and can be quantified using the
‘lightness’ parameter, b, which is defined as the ratio of the force due to
solar radiation pressure and solar gravity as follows:

b¼ Frad

Fg

����

����E 570
Q

rRgr
(10)

where r (kg m�3) is the grain density and Rgr (mm) is the radius of the
dust grain, and Q characterises momentum transfer from solar photons to
the dust grain.25 Since both solar radiation pressure and solar gravity have
an inverse square variation with distance from the Sun, this is a dimen-
sionless parameter.

For relatively large particles, Rgr 41 mm, Q varies little but as the grain size
decreases the interaction between the solar photons and the dust grains
becomes more complex. The expected value of b for a range of particle radii
can be determined using Mie scattering theory for different composition
models.26 The results for a typical asteroid dust grain can be seen in
Figure 4. This shows that b peaks with a value of approximately 0.9 at a
radius of 0.2 mm before decreasing to 0.1 for a radius of 0.01 mm. Also shown
in Figure 5 are vertical lines defining the grain sizes that will be modelled
later, related to their corresponding values of b, as listed in Table 4.

Figure 5 Variation in the lightness parameter, b, (ratio of the force due to solar
radiation pressure and solar gravity) with particle radius for an asteroid
dust grain model as described in ref. 26. Vertical lines correspond to the
mass requirement results shown in Figure 6.
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Due to the inverse square scaling of solar radiation pressure with distance
from the Sun, its effect is to reduce the effective gravitational potential of the
Sun. Hence, the mass parameter m for the three-body problem must now
defined as:

m¼ ME

1� bð ÞMSþME
(11)

Due to the increase in the value of m with increased b, the L1 equilibrium
point is found to be displaced towards the Sun. For example, a dust grain
with b¼ 0.772 will experience a sunward shift of 950 000 km in order to
remain in equilibrium.

4.1.2 Dust Cloud Attenuation. The attenuation of the Lagrange point
dust cloud can be determined using the Beer–Lambert law defined as:

I¼ I0e� sgr

R
rnðlÞdl (12)

where I and I0 are the intensity of the attenuated and incident light on the
dust cloud, l is the path length through the cloud, sgr is the physical cross-
section of a single dust grain and rn is the number density of dust particles
at a given point along the path. In this analysis several simplifying as-
sumptions are made. First, the dust cloud is assumed to be spherical and is
comprised of a single dust grain size with a homogeneous number density.
Then, the dust cloud is assumed to be initially static before being propa-
gated. Therefore, the attenuation of the solar flux at a given point is
dependent upon a single variable, the number density of particles.

As noted earlier, the state transition matrix f can be used to propagate the
dynamics of an ensemble of dust particles. The number density r of particles
at a given point with respect to their initial number density can then be
found using:

rðx ; tÞ¼ @vðtÞ
@vð0Þ

				

				Hðrcloud � jj f� tðx; v � Þr jjÞ (13)

where the first term determines the relative density of particles at
position some x and velocity v, whilst the second term is the Heaviside

Table 4 Grain radii simulated and the corresponding values
of b and displacement of the equilibrium position
with respect to the classical L1 point.

Grain Radius [mm] b Displacement [km]

32 0.005 2500
10 0.018 9000
3.2 0.061 32 000
0.32 0.772 950 000
0.1 0.751 875 000
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function to determine whether the initial position was within the initial
cloud radius, rcloud. Equation (13) can therefore be used to propagate the
dynamics of the dust cloud, which can then be used in the Beer–Lambert
integration along paths between multiple points on the surfaces of the Sun
and Earth to determine the average insolation reduction generated by the
dust cloud.

4.1.3 Insolation Reduction. The key design parameter for the dust cloud
methods of space-based geoengineering is the mass of material required
per year to achieve the 1.7% solar insolation reduction discussed in section
3.3. First, a spherical dust cloud will be considered, released from either
the displaced L1 equilibrium position (due to solar radiation pressure) or
the classical L1 point for a range of dust grain sizes and initial cloud radii.
The Beer–Lambert law can then be used to calculate the reduction in solar
insolation experienced for a given initial number density of particles. From
this the mass of material required to generate the necessary insolation re-
duction can be calculated. The results for a range of grain sizes for clouds
ejected at the L1 point can be seen in Figure 6.

In general it would be expected that the larger particles, which have smaller
values of b, would require less mass since they have a greater average lifetime
due to the lower effect of solar radiation pressure. However, this is not the case
as the decrease in grain size provides a greater mass saving than the longer
lifetime of the larger particles, with the optimum solution occurring for the
smallest grain radius of 0.1 mm. For an optimum cloud radius of 4000 km the
mass requirement is 7.6�1010 kg yr�1. In comparison to a dust cloud at

Figure 6 Mass requirement of dust for a steady state solution of clouds ejected at
the L1 point for varying initial cloud radii for the five grain b-values
considered.
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the Earth–Moon L4/L5 points, this represents a mass saving of several orders
of magnitude.21

A map showing the insolation change over the Earth’s surface for a cloud
of radius 4000 km and grain size 0.1 mm released at the L1 point can be seen
in Figure 7, where the tilt of the Earth’s axis is not taken into account. It can
be seen that the insolation change is greatest towards one side of the Earth
due to the drift of the cloud away from the initial release position being
biased in one direction due to the three-body orbital dynamics. This will lead
to greater shading in the ‘morning’ region of the Earth.

4.2 Anchored Dust Cloud

The dust cloud method described in section 4.1 requires the constant re-
plenishment of significant amounts of material. To reduce this replenish-
ment requirement the possibility of gravitationally anchoring the dust cloud
using a captured near-Earth asteroid can be considered. This anchoring
scheme will be achieved by placing a captured body at the Sun–Earth L1

point, therefore creating an artificial four-body problem. The size of cloud
that can be anchored at the L1 point will then be estimated and the potential
for insolation reduction determined by the use of a solar radiation model as
described in other work by the authors.25 Clearly this is a highly speculative
scheme, but again places bounds of the deign space of the problem.

4.2.1 Four-body Problem. The dimensionless equations of motion of a
dust grain in the circular restricted Sun–Earth three-body problem have

Figure 7 Insolation change over the surface of the Earth for the steady state so-
lution with an initial cloud of radius 4000 km and grain size of 0.1 mm
released at the classical L1 point.
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been discussed previously in section 4.1. These equations can be modified
to define a circular restricted four-body problem which includes a small
asteroid captured at L1, so that the new effective potential is defined by;

Uðx; y; zÞ¼ 1
2

x2þ y2� �
þ 1� m

r1ðx; y; zÞ
þ m

r2ðx; y; zÞ
þ g

r3ðx; y; zÞ
(14)

The parameter g is the mass fraction of the asteroid MA in relation to the
mass of the three-body system, g¼MA/(MS+ME), with the additional scalar
distance r3 being the separation between the asteroid and dust particle re-
spectively, as shown in Figure 8.

Due to the small dust grain sizes, the effect of solar radiation pressure is
again included, having the effect of reducing the effective solar gravitational
potential by a factor (1�b). As before this has the effect shifting the L1

equilibrium position sunwards along the Sun–Earth line. When the gravi-
tational potential of a body placed at the classical L1 point is considered, two
new equilibrium positions appear which are located on the Sun–Earth line,
either side of the classical L1 position, as shown in Figure 9 and Figure 10.
These new equilibria, like the conventional L1 position, are unstable, but are
bound to the asteroid, thus approximating the size of the gravitationally
anchored dust cloud.

4.2.2 Zero Velocity Curve. The speed V of a particle in the circular re-
stricted four-body problem can be described using the Jacobi integral as;

V 2¼ 2Uðx; y; zÞ�C (15)

Figure 8 Four-body problem with Sun (MS), Earth (ME), asteroid (MA) and dust
particle (m).
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where C is the Jacobi constant. The Jacobi integral is a conserved quantity
and defines the volume of space within which dust grains can move. Since
kinetic energy can only be strictly positive, it follows from eqn (15) that the
particle can only move within a region delimited by a zero velocity curve (i.e.,
when the right hand side of eqn (15) vanishes). This constraint can be used
to investigate the size of the region around the asteroid at L1 where a particle
can become trapped if the energy, or Jacobi constant, of the particle is not
large enough for escape. It is assumed that within this region particle dust
motion is collisionless. Clearly, the maximum enclosed volume will be found
for a zero velocity surface with a Jacobi constant equal to that of one of the
new equilibrium points in the circular restricted four-body problem. The
corresponding Jacobi constant can then be found by combining eqn (14) and
eqn (15) and noting that the equilibrium points lie along the Sun–Earth line.
The surfaces that are defined by this analysis can then be found and the
shape and volume fully enclosed by the surfaces determined. Examples of
these surfaces can be seen in Figure 9 and Figure 10 for an asteroid with a
mass of 1�1015 kg placed at the classical L1 position for b¼ 0 and b¼ 0.001,
respectively. It can be seen that for even small values of b the shape of the
zero-velocity curve becomes distorted and shrinks in size. However, if an
asteroid is placed at the new equilibrium position, found when the effect of
solar radiation pressure is included, the increase in b does not significantly

Figure 9 Effective potential of the four-body problem for a body of mass 1�1015 kg
captured at the classical L1 point for b¼ 0, with the bold line showing the
contour with a Jacobi constant of the equilibrium point that encloses the
asteroid.
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affect the size of the bound region. It can therefore be concluded that an
asteroid should be positioned at the displaced equilibria to deliver the
maximum reduction in solar insolation.

4.2.3 Effect on Solar Insolation. The effect that the dust cloud, confined
by the zero velocity surface, has on solar insolation has been determined
for a set of real asteroids. The set was chosen by calculating the approxi-
mate change in speed, or Dv, required to capture the known near-Earth as-
teroids with a mass larger than 1�1013 kg (up to a mass of 1.3�1017 kg for
the largest known near Earth asteroid Ganymed 1036). Then a Pareto front
can be generated showing impulse (I¼MA Dv) against asteroid mass to se-
lect the most efficient asteroids to capture. The masses of these asteroids
can then be used during the calculation of solar insolation reduction, for
both the classical and displaced equilibrium positions for a dust grain
size of 32 mm, representative of real material.

The insolation reduction can be computed using a numerical solar radi-
ation model developed by the authors.25 Since the maximum achievable
insolation reduction is clearly required, the model initially assumes that all
light passing through the zero velocity curve is blocked. These results, shown
in Figure 11, demonstrate a linear trend on a log–log plot of insolation
reduction and captured asteroid mass, with the maximum insolation

Figure 10 Effective potential of the four-body problem for a body of mass
1�1015 kg captured at the classical L1 point for b¼ 0.001, with the bold
line showing the contour with a Jacobi constant of the equilibrium point
that encloses the asteroid.

203Space-Based Geoengineering Solutions

23
/0

6/
20

14
 0

8:
03

:4
8.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

01
86

View Online

http://dx.doi.org/10.1039/9781782621225-00186


reduction of 6.58% being achieved for the asteroid Ganymed at the displaced
equilibrium position, and with a maximum insolation reduction of 3.3% for
the classical L1 position. The maximum change in solar insolation reduces
significantly for the next largest asteroid, to 1.42% and 0.42% for the dis-
placed equilibrium and classical L1 positions respectively. These values do
not meet the required 1.7% insolation requirement for geoengineering,
however, insolation reduction achieved by utilising the next few asteroids
could still provide a significant reduction in solar insolation.

To achieve an insolation change of 1.7%, a homogeneous number density
of dust particles of 120 m�3 is required within the zero velocity curve at the
L1 position, giving a mean free path of approximately 10 000 km. The initial
velocity from the surface of a body such as Ganymed, assuming a radius of
32 km, can then be calculated using eqn (13) to be 23 m s�1. This results in a
collision timescale of 5.3 days, confirming that the motion of the dust par-
ticles can be assumed to be largely collisionless.

5 Optimal Configuration for Lagrange Point Occulting Disks

5.1 GREB Climate Models

A common procedure when attempting to size space-based geoengineering
schemes is to size the reflector (as in section 3), or the quantity of dust (as in
section 4) needed to reduce solar insolation by some required amount.
As discussed in section 2, a suitable reduction in the solar insolation has

Figure 11 Maximum insolation change available for asteroids on the Pareto front
situated at the displaced equilibrium position and the classical L1 point
with labels for the three largest bodies.
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been shown to yield a decrease of the global mean surface temperature
sufficient to compensate for the expected human-driven increase in global
mean temperature.27 However, it has been demonstrated that in such a
geoengineered world there would still be significant changes to regional
climates, such as warming at high latitudes and cooling below the pre-
industrial climate at the tropics.12

In order to finesse space-based geoengineering concepts, this section
makes use of a Globally Resolved Energy Balance Model (GREB) to provide
insights into the coupling between an occulting disk and the Earth’s climate.
GREB represents a mid-point between oversimplified zero and one-
dimensional energy balance models and the complexity of Coupled General
Circulation Models (CGCM), while it has been shown to capture the main
characteristics of human-driven climate change.28 GREB therefore provides
a simple conceptual model that is on a comparable horizontal grid reso-
lution to CGCM simulations, but provides an efficient tool to simulate ap-
proximate climate responses to changes in solar insolation.

Figure 12 represents the climate response after 50 years to a doubling of
CO2 concentration as computed by GREB, assuming a step change in CO2

concentration from 340 ppm (level similar to that of 1980s) to a concen-
tration of 680 ppm. The GREB response to this scenario matches reasonably
well the climate predictions from much more complex models,28 taking into
account that a more realistic scenario should consider a continuous rather
than step increase in CO2 concentration, as defined by possible scenarios
issued by the Intergovernmental Panel on Climate Change (IPCC). Never-
theless this case provides a useful baseline scenario to measure the impact
of human-driven climate change. This section will now attempt to offset the
impact of the step change in CO2 concentration by the optimal placement of
an occulting disk near the Sun–Earth L1 equilibrium point. In contrast to

A B

Figure 12 2�CO2 world scenario as computed by the GREB model. Initial CO2
concentration set to 340 ppm, thus the doubled concentration is
680 ppm. A) Average change of annual mean surface temperature,
computed by comparing the annual mean surface temperature of the
2�CO2 case with the results of 1�CO2. B) Annual mean latitudinal
increase of temperature. The averaging of the mean latitudinal tem-
perature is performed over all grid points at same latitude and time
steps belonging to the last year of the simulation.
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section 3, the disk will orbit and hence will provide time-varying insolation
change across a range of latitudes, which will lead to a more uniform re-
duction in mean temperature, and in principle reduced regional impacts of
geoengineering.

5.2 Out-of-plane Occulter

The previous first-order prediction of the impact of an occulting disk sized to
offset 1.7% of solar insolation, as discussed in section 3.3, can now be more
accurately determined by means of iterating using the secant method of
numerical analysis on the GREB climate response to different disk sizes. The
result of this process yields a 1509 km radius disk (or equivalent multiple
disks) required in order to obtain a mean global surface temperature of
287.2 K, largely removing the effect of CO2 emissions. The climate response
to such a 1509 km radius disk on a double CO2 world is shown in Figure 13.
It is clear from the mean latitudinal increase of temperature in Figure 13(b),
that despite the fact that the occulting disk cancels almost perfectly the
global effect of climate change, strong regional effects are still clear. In fact,
the mean change of temperature at any point over the Earth’s surface, as
opposed to the mean temperature, it is still of order 0.3 K.

It is understood that by placing the occulting disk on the Sun–Earth line, a
shadow is cast on the Earth. However, by displacing the occulting disk from
the Sun–Earth line different shading patterns can be used to reduce the im-
pact of regional effects of climate change, as estimate by GREB. Most im-
portantly, there exists a continuum of equilibrium solutions displaced from
the classical L1 equilibrium point that can be reached with specific com-
binations of occulting disk orientation and disk areal density.22 For example,
by allowing a tilt of the occulting disk of only 0.251, and given the areal density
of the minimum mass point at 2.36�106 km from the Earth (discussed in

A B

Figure 13 2�CO2 Geoengineered world scenario as computed by the GREB model
in a 50 year simulation. Scenario assumes a circular disk of 1,509 km
radius placed on the Sun-Earth line at a distance of 2.36�106 km from
the Earth. A) Average change of annual mean surface temperature.
B) Change of annual mean latitudinal temperature.
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section 3.3), out of plane displacements of more than 10 000 km can be
achieved. Note that this tilt is so small that the disk cross-sectional area, as
seen from the Earth, varies only by a factor of 10�5 which can be considered,
for the accuracy intended in this chapter, a negligible change.

Figure 14 then shows a representation of the impact of the shadow cast by
a 1509 km radius disk. The shadow is represented here as the daily-averaged
decrease in solar insolation as a function of latitude and fraction of year,
where a fraction of 0 represents the 1st January. In particular, Figure 14(a)
illustrates the impact of the shadow cast by a disk located at an equilibrium
position on the Sun–Earth line and at a distance of 2.36�106 km from the
Earth. For comparison, Figure 14(b) shows the impact of the shadow cast by
the same disk, but located at an alternative position displaced by 15 000 km
in the out-of-plane direction. It is clear from Figure 14 that the fraction of
solar radiation intercepted by the displaced occulting disk is much smaller.
Indeed, while in case A the occulting disk is intercepting approximately 1.9%
of the solar insolation arriving at the Earth, in case B this falls to 0.2% due to
the out-of-plane displacement. Nevertheless, one may envisage that by
wasting a fraction of the total insolation reduction it is perhaps possible to
find disk configurations that reduce the global mean change of temperature
more uniformly across the Earth than that achieved for a disk located on the
Sun–Earth line. However, it is clear that these alternative configurations with
a displaced disk will require larger areas than a disk located on the Sun–
Earth line.

Taking advantage of the relative linearity of the climate response to dif-
ferent radiative forcing patterns,29 an optimal placement of two separate
occulting disks can be sought. In particular, the objective is to find the out-
of-plane displacement and size of the two occulting disks that, if stationary
at out-of-plane equilibrium positions, can minimise the global mean change
of temperature across the Earth, again minimising regional impacts.

(a) (b)

Figure 14 Impact of daily-averaged shadow over a complete year. (a) Impact of
shadow cast by a 1509 km radius occulting disk on the Sun-Earth line at
2.36�106 km from the Earth. (b) Impact of shadow cast by a 1509 km
radius occulting disk located at the same distance from Earth, but
displaced by 15 000 km in the out-of-plane direction.
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A space-based geoengineering scenario with two displaced occulting disks
located at a distance of 2.36�106 km from the Earth, but with 12 000 km
symmetric out-of-plane displacements is described in Figure 15. This shows
an important reduction of the global mean change of temperature, as can be
seen in Figure 15(b). For a single disk located on the Sun–Earth line (see
Figure 13), the mean change of temperature across the Earth was of order
0.27 K, while the scenario described in Figure 15 demonstrates a much
more uniform regional impact of the shading of the disks. However, this
scenario requires two disks of 1765 km radius, both located at a distance of
2.36�106 km from the Earth, with one displaced 12 000 km in the positive
out-of-plane direction and the other located symmetrically in the negative
out-of-plane direction. Hence, this scenario requires close to a 3-fold in-
crease in shading area in order to achieve the uniform regional impact of the
disk shading. This increase in the shading area is expected however, since
the displaced positions are much less efficient at intercepting solar radiation
than locations on the Sun–Earth line.

5.3 Optimal Orbiting Disk

The problem of inefficient use of the occulting disk area can be partially
alleviated by considering, instead of stationary displaced positions, artificial
motion that allows the occulting disk to move, enabling seasonal variation of
insolation change across Earth’s surface. As can be seen in Figure 15(a), the
impact of the shading of the displaced disks has a minimum impact during
the (northern hemisphere) winter months. Therefore, if the displaced disk
was to orbit, it may be possible to achieve a uniform reduction in tem-
perature as described in Figure 15 with only one disk.

A periodic out-of-plane displacement is now sought such that the mean
change of temperature over the Earth’s surface is minimised. This goal is
met with an artificial orbit such as the one shown in Figure 16, where the

A B

Figure 15 Geoengineering scenario with two displaced occulting disks located at
2.36�106 km from the Earth, but with 12,000 km symmetric out-of-
plane displacements. A) Daily-averaged latitudinal shade over a com-
plete year. B) Climate response to a 50 year simulation with a step
change from 340 ppm to 680 ppm CO2 concentration given the inso-
lation change represented in A).
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Cartesian coordinates have origin at the classical L1 Lagrange point with the
x-axis along the Sun–Earth line, z normal to the Sun–Earth line and y com-
pleting the triad. Figure 16(a) represents a disk orbit with a sinusoidal
motion of amplitude 14 595 km. Initial conditions and control laws can then
be found that allow the required orbit to be followed by small changes in the
orientation of the occulting disk. The control laws are shown in Figure 16(b)
defined by the cone angle a and clock angle d as a function of time.23 The
cone angle a defines the angle between the Sun-line and the normal to
the surface of the occulting disk, while the clock angle d is defined here as
the angle between the y-axis and the projection of the normal to the surface
of the occulting disk on the y–z plane.

An occulting disk of 1970 km radius, following the orbit described in
Figure 16, now delivers the climate response described in Figure 17, with a

(a) (b)

Figure 16 Artificial Geoengineering orbit of amplitude 14 595 km. (a) 1 year period
motion in the Earth rotating reference frame, centred on the classical L1
point. (b) Cone and clock angle (a,d) control law required to generate the
required orbit.

A B

Figure 17 Climate response to artificial Geoengineering orbit with a disk of
1,970 km radius. A) Daily-averaged latitudinal shade over a complete
year. B) Climate response to a 50 year simulation with a step change
from 340 ppm to 680 ppm of CO2 concentration given the insolation
change generated by the disk motion and represented in A).
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mean change of temperature across the Earth of order 0.06 K. The advantage
of this scenario over the two symmetric disk case is clear: in this case only a
70% increase in shading area is necessary to provide a uniform insolation
reduction with minim regional impacts. The motion of the disk itself should
not represent a more significant engineering endeavour than that required
to place and station-keeping a disk on the Sun–Earth line. Any of these
options will require periodic station-keeping manoeuvres to keep the disk in
place and with the correct attitude due to the instability of the classical L1

equilibrium point.

6 Conclusions

This chapter has offered insights into the possibilities offered by space-
based geoengineering using both orbiting solar reflectors and artificial dust
clouds. While such space-based geoengineering schemes clearly require a
leap of the imagination over current large-scale terrestrial or space engin-
eering endeavours, the natural and human-driven variability of the Earth’s
climate will necessitate some form of manipulation of solar insolation in the
very long-term. Again, while the scale of engineering discussed in this
chapter is clearly daunting, the continuous availability of vast quantities of
solar energy in space, and the active control of such energy using orbiting
thin film solar reflectors may allow the possibility of large scale manipula-
tion of the climate. Whether such possibilities are exploited in the future,
both to mitigate natural and anthropogenic climate change on Earth and to
unlock the resources of space, remains to be seen.
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Solar Radiation Management and the
Governance of Hubris

RICHARD OWEN

ABSTRACT

Proposals for the intentional engineering of the Earth’s climate
through techniques of solar radiation management (SRM) have been
accompanied by profound questions of governance. As the purpose,
goals and motivations of SRM are considerations of paramount im-
portance, governance must not only encompass risks and unintended
consequences, but also intent. In this chapter, I pose two questions as
these relate to SRM and governance. Firstly, should we be entertaining
the thought of research or deployment of SRM and its governance, i.e.
is SRM a legitimate object of governance, and if so under what con-
ditions? And, linked to this, secondly, is SRM governable, particularly
within democratic political systems? Arguing that SRM is a political
artefact I will describe some potential problems it may present for
democratic governance. I will go on to sketch a brief history of gov-
ernance discussions and initiatives concerning SRM. In doing so I will
observe that the boundary work of learned societies, some academics
and others has attempted to legitimise SRM research as an object of
governance, defining governance contours and thresholds, under-
pinned by normative principles. I will review some recent personal
experiences of the first attempt to move from words to actions, in terms
of governing a SRM research project within a framework for respon-
sible innovation. I will finally review the results of emerging public and
stakeholder dialogue exercises which reveal that while attitudes
towards SRM research are nuanced and ambivalent, publics and many
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stakeholders have great antipathy, even hostility, towards SRM de-
ployment. As research is projected through to deployment both be-
come simultaneously framed and the legitimacy of SRM research
questioned. Conditions for acceptable deployment that include the
need for international agreement and governance may be perceived as
being highly implausible, with concerns that SRM may prove in-
compatible with governance based on democratic principles, and may
generate unprecedented forms of geopolitical conflict. Given these
considerations I will conclude that the question of whether SRM, and
its research, is a legitimate object of governance remains to be demo-
cratically decided, if indeed it ever can be.

Let us go then, you and I,
When the evening is spread out against the sky
Like a patient etherised upon a table;

T.S. Eliot

1 Introduction: Hubris, Piety and the Limits of Human
Governance

In the Historia Anglorum (or the History of the English People) the medieval
chronicler Henry of Huntington recounts the legend of how Cnut, the 11th

Century King of Norway, Denmark and England, had his chair carried to the
English sea shore, where he commanded the tide to halt. As the tide continued
to rise ‘without respect to his royal person’ he leapt from the chair declaring

‘Let all the world know that the power of kings is empty and worthless and
there is no King worthy of the name save Him by whose will heaven and
earth and sea obey eternal laws’.

Cnut’s actions, often misrepresented as hubris, were in fact a demon-
stration of piety. In his world the eternal laws of nature were beyond the will
of Kings and mortal men: they were only governable by God. The medieval,
deontological society of Cnut has all but disappeared, although many still
believe in this divine corporation view and the limits of human governance,
royal or otherwise. Others of an atheist or agnostic persuasion may also
recognise such limits, instead taking the position that there are some things
that are not governable at all: by humans, Kings or God. They may acknow-
ledge that there are some things (e.g. laws of chemistry, physics and such
like) that we may be able to understand and use to our advantage (and which
we have indeed used to change our environment, sometimes on a spec-
tacular scale). There are other things we may be able to predict such as
volcanic eruptions, but over which we have no control. And there are still
other things, such as earthquakes, that we can neither predict nor control.
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Those who have ever been at sea in even the most modest of storms, or in the
path of a tornado, hurricane, or tsunami, will need no reminder of the power
of nature, the fragile relationship we have with it, our own vulnerability,
finitude and the limits of human control. In the face of those things that are
ungovernable by man, if one is not inclined to be pious then there is at least
a place for humility.

There is however another constituency of thought emerging, one that has
arguably evolved from our history: this, at least in the West, first asserted that
it is God’s will that man exploit nature for his proper ends and subsequently,
through the Enlightenment,1 Ascent of Science (and its fusion with tech-
nology) and the Industrial Revolution, grew to conceive nature as a set of laws
and processes that can be observed, learned, harnessed and controlled.2 In
the spirit of a modern day Prometheus, this world view perceives the limits of
human ambition and its governance as being set only by ourselves. It per-
ceives science and innovation as an endless frontier where nothing, in-
cluding nature, is beyond human understanding, use and control, if only we
put our minds to it; a Baconian relationship with nature defined in terms of
mastery and even domination.1,3 It is this hubris, and aspirations to govern
it, that this chapter is concerned with. I will be discussing the governance of
research and (possible) deployment of techniques known collectively as solar
radiation management (hereafter which I will refer to as SRM). Robock (see
Chapter 7) provides a detailed technical description of such techniques and
associated potential effects, which I will not repeat here. The proposition is
itself rather simple (and perhaps it might be argued rather elegant) and the
technologies involved might even be described as being rather mundane,
albeit deployed at a grand scale4: by increasing albedo, or the Earths ability to
reflect back a small proportion of incoming solar radiation (or insolation), we
might be able to induce a cooling effect, reducing global warming, by up to
several degrees and in a relatively short timescale, perhaps a matter of years
or even months. Proposals to modify the weather are hardly new, dating back
at least to the 1830s when American meteorologist James Pollard Espy pro-
posed controlled forest burning as a means to stimulate rain.5,6 The context
in which discussions concerning the research and possible use of SRM
techniques are currently occurring is rather different. This is one of runaway
rises in atmospheric CO2 (arguably at least to some degree of our own
making), the threats of this in terms of greenhouse gas-induced climate
change and the potential to exceed so called climate ‘tipping points’.7 This is
compounded by our inability, or unwillingness, to curb global CO2 emis-
sions, and the sad realisation that even if we did, the latency of atmospheric
carbon means CO2 levels will inevitably continue to rise.7

At its core is the idea that the relationship between our species and our
planet is reaching, or has reached, crisis point, where SRM may present the
only option left,2 or the lesser of evils (see Scott, 2012 and references within
for a broader discussion of this point in the more general context of en-
vironmental ethics).8,9 This thinking argues that we should consider, and
even have a moral duty to fund and undertake, research aimed at exploring
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the feasibility of engineering our global climate, perhaps at a planetary scale.
Of the potential SRM techniques available two have been identified as par-
ticularly promising, on grounds of potential effectiveness, technical feasi-
bility and cost7,10: cloud whitening (e.g. by increasing the number of cloud
condensation nuclei in marine stratus clouds which form over substantial
portions of the oceans e.g. using fine sea salt particles; and stratospheric
particle injection (see Salter, Chapter 6),11 whereby sub micron particles (e.g.
sulfate aerosols) might be deliberately injected into the stratosphere (e.g. at
approximately 20 km altitude and at a rate of several Tg S per year, (see
Robock, Chapter 7) via a number of potential delivery mechanisms. The
latter could, it is argued, allow us to mimic the atmospheric temperature
reducing effects witnessed during large scale volcanic eruptions such as
Mount Pinatubu in 1991 in which a transient global temperature drop of
0.5 1C was observed over several months. Cost, it would appear, is unlikely to
be a limiting factor (see Robock, Chapter 7). It is, could, as some have stated,
be cheap, fast and imperfect.12

It is these two forms of SRM that I will focus on. There is a great deal of
uncertainty and ignorance regarding the technical feasibility, impacts and
risks of such techniques. However what is clear is that such forms of SRM
are aimed at alleviating the symptoms of lifestyle-associated disease in Homo
anthropocenus, rather than providing a cure. Rather than addressing our
obsession with growth and consumption and its associated high carbon
lifestyle (in particular in the developed world and compounded by ex-
ponential population growth, especially in the developing world) – i.e. rather
than addressing the causes of the problem, which are both moral and pol-
itical in nature – SRM would serve only to treat some of its symptoms, while
offering the potential to introduce uncertain and unevenly distributed side
effects. These might include regional impacts, for example on precipitation,
hydrological cycles (including possibly significant effects on tropical mon-
soons), polar ozone, and feedback effects which could counteract or re-
inforce those associated with climate change itself and which would be
differentially distributed. Such symptomatic treatment would not constitute
a one-off course: it would require periodic, or even continuous and possibly
intergenerational administration.7 It would require a delicate balance to be
struck between reduced insolation and continuing greenhouse warming,
perhaps for centuries. Sudden cessation of SRM could result in rapid tem-
perature and precipitation rises at 5 to 10 times the rates of gradual warming
(see Chapter 7),12 and the effects associated with proposed cessation would
then have to be balanced against those of continued use.

Critically, it seems clear that deployment would not ameliorate some ef-
fects of greenhouse gas accumulation (e.g. ocean acidification) nor return us
automatically to some previous, desirable or steady climatic state. It would
create a new climate, one which might benefit some, might not benefit
others, may harm others still and may also harm many if we chose, or had to
stop it. It could pose serious moral issues of restitution and intergenera-
tional justice, i.e. as a new climate it might deny future people choices and

215Solar Radiation Management and the Governance of Hubris

23
/0

6/
20

14
 0

8:
03

:4
9.

 
Pu

bl
is

he
d 

on
 0

8 
M

ay
 2

01
4 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
12

25
-0

02
12

View Online

http://dx.doi.org/10.1039/9781782621225-00212


opportunities they might otherwise have had, with little opportunity to opt
out or go back.3 Deployment would constitute an endless experiment with
nature, and the societies that inhabit it.4 Arguably we have been un-
intentionally changing our climate for some time, at least since the indus-
trial revolution, but this would be different: it would be intended,10 an
important moral distinction.3 And while all forms of life modify their con-
texts to some degree,1 SRM would, properly, constitute an end of nature
where global systems would be essentially linked to human choices,2 man-
aged and controlled by us at an unprecedented scale, the ultimate em-
bodiment of Han Jonas’ diagnosis of the altered nature of human action,
mediated by technology.13

What counts as SRM research may not be readily apparent. Some
SRM research might for example look rather similar to other climate related
research, and vice versa: the difference may only be the intentions of
the researcher(s) (see Heyward,14 and Boucher et al.,15 for further discussion
on this point).10 We must therefore talk primarily about the governance
of intent,16 rather than the post hoc governance of unintended consequences
as these relate to our environment, of which we have some experience to draw
on (e.g. chlorofluorocarbons (CFCs) and their impact on the polar ozone
layer,17 and the intercontinental transport and impacts of persistent organic
pollutants such as organohalogens: there is plenty written on these subjects).
These issues of motive, purpose and intent are critically important and can
become matters of great concern among the public,18 particularly in con-
tentious areas of new technology such as genetic modification.

I would like to suggest there are two key questions relevant to governance
as this relates to the research and use of SRM to engineer the climate. The
first question is primarily an ethical one, a question of should. Is the in-
tention to make a new climate using SRM the right thing to do, and is it
something we should even be thinking about researching and attempting to
govern? In other words, should SRM be, on normative and ethical grounds,
an object of governance, and if so under what conditions?3 There are at least
two answers to this question: we should not entertain the thought of SRM
research or application and the development of processes to govern this,
i.e. SRM and its research are not a legitimate object of governance. We might
collectively decide on a moratorium, or even a ban – which somewhat
ironically might necessitate governance itself, albeit narrowly framed as
ensuring, preventing or deterring SRM activity (e.g. research, field trials,
deployment), if this were indeed possible. Or we might answer yes, SRM
deployment and/or research constitute a legitimate object of governance,
outright or with certain conditions – which begs the question what con-
ditions would be applied,3,4,19 and how could we ensure these are demo-
cratically arrived at.8,18,20

There are no specific regulations relating to SRM.7 There are more general
conventions relating to transboundary harm caused by e.g. atmospheric
pollutants which could potentially encompass SRM, although enforceability
would be an outstanding question. An agreement to prohibit large scale
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geoengineering under the UN Convention on Biodiversity was for example
reached in 2010, but this is not legally binding, with few compliance
structures and limited remit (see Olson, 2011, p. 38).21

I am going to argue that even so, what might be described as forms of de
facto governance, and in particular the boundary work of experts (e.g. through
their visions and judgements) and learned societies (e.g. through their re-
ports), has attempted to legitimise SRM research as an object of governance,
specifying certain normative principles and thresholds.w This boundary work
has begun to identify the contours of, and conditions for, such governance,
which I will describe. In doing so it has drawn a distinction between research
(and within this certain thresholds of research) and use, a moral division of
labour between science and application, which may have important con-
sequences (such as the technological lock described in ref. 22). The question
of whether this attempted legitimation is democratic remains, I suggest,
open: it is as I will go on to describe, certainly contested. Despite this, SRM
research (of many different kinds it must be stressed, including to some
small degree social and political) is underway, with normative principles
being declared under which it should be conducted and practical attempts at
governance being experimented with, including attempts of my own with
others, that I will later describe.

The second question is linked to the first, and is a ‘can’ question. It
asks whether SRM can be (practically, feasibly) governable and if so, how. SRM
could certainly pose significant challenges for governance (see Box 1).

Clearly if one feels SRM is not practically governable, particularly using the
institutions present in and between countries based on principles of dem-
ocracy, then it is hard to argue for SRM as a legitimate object of governance.
In fact both questions are profoundly Cnutian in nature, in that they chal-
lenge us to ask whether SRM is, and should be, beyond the governance of man.
We all, collectively, find ourselves seated at the edge of the shore in this
regard. They are not simple questions, and embed a raft of issues, from
considerations of risk and uncertainty, to the status of knowledge, to issues
of equity, power, intergenerational justice, values and, not least, our rela-
tionship with and place in the natural world. Those of a pious nature, those
who feel SRM lies beyond the limits of human governance, may be inclined
to jump up from the chair and be done with it. Those of a more hubristic
disposition may be inclined to remain seated and try to find a way to
metaphorically govern the waves, or rather skies, exploring what governance
of SRM research, and even application, might look like: I will certainly at-
tempt to provide some insights into the former that are emerging from
the literature. For those of you who remain unsure, I will leave you to
ponder your own position for now, and in fairness there is some detail that
should be described and which may inform your position (not that this is
my goal).

wThe fact that this chapter, and others in this book, may also contribute to such boundary work
is not lost on me.
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The remainder of the chapter is laid out as follows. I will first review in a
rather general, and it has to be said sometimes speculative way, some fea-
tures of SRM (as we know it) and how these may relate to governance. SRM
has a vocabulary that includes ignorance, uncertainty, ambiguity and con-
tingency. I hope then that these features will be treated as issues for con-
sideration, rather than immutable facts. There is a small but growing
literature in terms of SRM and its governance and no end of speculation to
draw on. There is also a rich corpus of knowledge in terms of the social and
political constitution, and governance, of technologies which serve as im-
portant heuristics, foundations and signposts for this, one of its most hu-
bristic examples. I will then describe how SRM has been subject to various
forms of de facto governance which have collectively attempted to legitimise
its research as an object of governance, a process which has and continues to
be highly contested.4,23 In doing so I will also attempt to address the second
question, i.e. is SRM and its research governable and if so how, including
some of my own experiences. I will finally consider some illuminating, and
rather ominous, recent work which has considered broader views (e.g. of
publics) and their thoughts on SRM and its governance, which are highly
germane to both questions.

Box 1 A few governance challenges for SRM.
(Adapted from Ref. 10, 4 and Robock, Chapter 7).

� How can international agreement over the ‘ideal’ global climate be
reached?

� Who should decide, and on the basis of what criteria, where and
when SRM field experiments and deployment should occur? Is it
possible to come to such a decision democratically?

� Can legitimate, collective and democratic control over SRM de-
ployment that some might seek to do unilaterally be established?

� Will SRM catalyse or require autocratic forms of governance?
� Can governance processes be developed, evolved and accom-

modated within existing democratic governance structures, in-
cluding legal constructs, on a national and international scale?

� Could SRM lead to transferring risk to the poorest countries and
the most vulnerable people?

� How would liability and compensation for adverse impacts, in-
cluding on a trans-national and intergenerational scale, be han-
dled? How would contested views concerning complex attribution
of weather events to natural variation or SRM be handled and
resolved?

� Can, and should, intent and motivation for SRM, which will always
be plural, ever be governed, and if so how and by whom, at to what
ends?
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2 SRM as Political Artefact

Governance of SRM can be defined in a number of ways. The Solar Radiation
Management Governance Initiative (SRMGI) report that I will go on to de-
scribe refers to it as ‘resources, information, expertise, and methods needed
for the control of an activity, in order to advance the potential societal benefits
provided by SRM, while managing associated risks’.10 I find this to be a
somewhat narrow and possibly instrumentalised framing in that the ad-
vancement of SRM and its benefits may appear implicit if we can manage
risks, but it conveys the notion of a network of actors who exert influence over
the direction, trajectory and conduct of SRM research and make decisions
concerning its deployment. Governance can have different functions and
operate at a number of different levels from regulation of many different
types,24–26 through voluntary codes of conduct (e.g. the European Commis-
sion Code of Conduct for Responsible Nanotechnologies Research,)27 to
governance by market choice. It can be prefixed by a number of words – in-
novation, political, democratic – all of which are relevant to SRM, and indeed
many other emerging technologies. The word ‘democratic’ is an important
adjective. Democracy in this regard can be considered as a ‘heterogeneous set
of subnational, national and supra-national practices, principles and insti-
tutions that serve to constitute citizens as part of a collectivity, able to act
freely and equally, either directly or through elected representatives, in the
practice of political self-determination’.28 Such practices, principles and in-
stitutions include: political pluralism; free and fair elections; equality before
the law; protection of civil liberties; freedom of speech; sovereignty of national
governments; ability to get redress for harm through legal systems; a minimal
level of human rights; and a functioning of civil society.

It may at first appear simpler to identify technological solutions (a ‘tech-
nofix’) than it is to resolve moral and political problems,9 until one realises
that technological solutions themselves can be morally and politically con-
stituted, and morally and politically entangled. It is well known that gov-
ernance, power and technologies are interlinked, that technologies are
socially constructed and that they embed political dimensions.29 I am not
going to review the social constructivist literature concerning technologies
here, but suffice to say that it shows that technological things are social and
political, as well as technical in nature.18,30 This social and political aspect
of their being can be emergent, often in an unpredictable way, in which
unintended impacts of some type must be expected to occur. Technologies
can also be selected, socially constructed and purposed/re-purposed with
the intention of producing particular economic, social and political con-
sequences, of which dual use of technologies (e.g. for military and terrorist
purposes) is just one obvious example. Technologies can also be
made political by design: the incorporation and embedding of certain values
(social and political) into design is well known.31,32 In other words, as
Langdon Winner famously stated, ‘artefacts can have politics.’29 The ob-
jective of SRM to increase planetary albedo is as much a political project as it
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is a technical one. But this is not a stable political artefact: it is and will be
associated with instability, dynamism and plurality in terms of its framing
and goals (see Robock, Chapter 7). These goals might include: addressing
threats to food or water supply; environmental objectives (e.g. to protect
vulnerable polar regions and stem the loss of Arctic sea ice, to stop sea level
rise); or goals (possibly simultaneous) that are humanitarian, commercial or
military (see SRMGI, Box 2.1,10 and Bipartisan Policy Center Task Force on
Climate Remediation Research).33 They may belie a range of motivations
which are unlikely to exclude those of a political and commercial nature.10

The goals of, and motivations for SRM are far from clear, or agreed (see
Robock, Chapter 7). There is considerable opportunity for SRM to become
conditioned, and even stabilised by powerful economic and political inter-
ests, and not just those in opposition to carbon mitigation measures, in
particular if there are considerable commercial or political gains to be made.
Intent will be interpretively flexible (this is not uncommon for new technol-
ogies) and challenging to govern. The governance of purpose and motiv-
ations via Hayekian principles of revealed consent through market choice
may neither be possible, nor desirable.26

Technologies can not only catalyse or be selected to advance or hinder
particular forms of politics, but, as Winner29 went on to describe, they may
be (in)compatible with, or require particular forms of political governance.
They can be ‘unavoidably linked to particular institutionalised patterns of
power and authority’ (see also Joerges for further discussion).34 It is pres-
cient to ask what forms of political governance could SRM be (in)compatible
with, or even require? The inability to reach global agreement on climate
change mitigation, and in particular carbon emissions reductions, has put
democratic processes under significant strain, and some might argue has
constituted a failure of democratic governance.8,28 At the very least it sug-
gests that political institutions quite possibly lack the capacity to govern the
development and deployment of SRM10 SRM could in fact pose serious
challenges for the processes and institutions of liberal democracy. The
production of novel climate configurations might for example raise complex
issues of justice and compensation. The natural and anthropogenic (SRM)
origins for observed impacts on, for example, weather systems, wind speeds
and ocean currents might easily become conflated, with cause and effect
hard to attribute. Rayner et al. (2013) provide a hypothetic example whereby
any unusual weather event (for example, something similar to the Pakistan
floods of 2011) that occurred during the execution of a large scale field test
might be blamed on such a test.35 This would place strain on legal constructs
of accountability, liability and compensation. It would inevitably lead to
contestation, and may also cause conflict at national, regional or global
scales, for example if SRM were pursued unilaterally by countries or wealthy
institutions/individuals.12 The potential for this, combined with the in-
stability and plurality of framings and motives, may necessitate closed forms
of decision making and forms of centralised, autocratic governance in-
compatible with the principles of democracy, in which a democratised world
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might ironically and tragically survive its own implications only through the
dismantling of democracy itself: what Szerszynski et al. describe as a ‘cen-
tralised, autocratic, command-and-control world-governing structure’.28

They question the very notion that SRM is a legitimate candidate for
democratic governance. The counter argument to this (and one that has
been levelled at Winner’s theories) is one based on contingency and the
dangers of speculative ethics e.g. given the unpredictability of technologies,
how can we be sure this autocratic constitution will be needed or indeed
emerge, and surely if this is an undesirable outcome then, to echo David
Collingridge’s aspiration for corrigibility, can we not steward SRM towards
democratic governance? Perhaps: I believe this at least to be a fair counter
argument. And there are others (e.g. Kruger)36 who contend that universal
democracy is not a prerequisite for SRM but that engagement with repre-
sentatives of countries which may be affected by it should be ’sincere,
thorough and transparent’; he does not stipulate that those representatives
should be democratically elected.

There are three summary points that emerge from the above discussion:
firstly that SRM is likely to be a technology (or technologies) that are in-
herently political in the sense of being favourable to certain patterns of social
relations and unfavourable to others; secondly that as a result there is ‘an
urgent need to make explicit the particular way in which SRM is being con-
stituted as a technology, to interrogate the embedded assumptions and socio-
political implications of this constitution, to question whether it might
encourage forms of politics that may be incompatible with democratic gov-
ernance, and to explore the specific challenges that SRM might pose to
democracy itself’28; and finally, that the possibility that SRM has the potential
to generate geo-political conflict and require (even instigate) autocratic forms
of governance is a possibility not to be ignored. These are central consider-
ations for the governance of SRM in democratic societies.

3 SRM Research and Attempts to Legitimate it as an Object
of Governance

3.1 The Royal Society 2009 Report

I have so far presented SRM as an emerging technology defined by pur-
pose(s) which may be co-opted for different goals and with different
underlying motives (including political ones), and be (in)compatible with, or
even require certain forms of political governance. It is a political artefact. I
have described some emergent views as to why SRM may prove problematic
in the context of democratic governance. I have characterised SRM as being
interpretively flexible and unstable in terms of its framing and motives (see
Selin, and references within for further, more general reading in this area).37

In reality, these aspects of SRM and its governance have been only little
explored to date.
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It is naive to equate governance solely with regulation or legally binding
conventions, of which I have already stated there are none specific for SRM.
Governance can take many forms,25,26 some of which may be as important as
regulation, particularly in the context of new technologies. Of these, various
forms of de facto governance,38 sometimes overt, sometimes tacit, some-
times covert, are important in terms of framing technologies, and influ-
encing their directions, trajectories and pace. In the case of SRM, the
visioning and boundary work performed by key ‘enactors’ (who may repre-
sent a spectrum from strong advocacy to vehement detraction) – scientists,
social scientists, funders, learned societies, journalists, activists for
example – has been critical in terms of framing SRM and has included
attempts to legitimise SRM research as an object of governance.

Of these, arguably one of the more significant pieces of boundary
work was the report Geoengineering the Climate, Science, Governance and
Uncertainty by the UK Royal Society in 2009.7 It is evident from the title
of this report that governance was a key consideration. The Foreword
to reports such as these can be as important as their content. In the report
Lord Rees, then President of the Royal Society, framed geoengineering as
follows:

‘nothing should divert us from the main priority of reducing global
greenhouse gas emissions. But if such reductions achieve too little, too late,
there will surely be pressure to consider a ‘plan B’ – to seek ways to
counteract the climatic effects of greenhouse gas emissions by ‘geoengi-
neering’. . . the Royal Society aims to provide an authoritative and balanced
assessment of the main geoengineering options. Far more detailed study
would be needed before any method could even be seriously considered for
deployment on the requisite international scale.’7

The report aimed to clarify scientific and technical aspects of geoengi-
neering, and contribute to debates on climate policy. It attempted to be
inclusive in its evidence gathering, including some consultation and dia-
logue with the public. It is important to note that it considered geoengi-
neering in its broadest sense, i.e. both carbon capture and SRM approaches,
clearly distinguishing between the two. The Foreword was also clear about
framing – as an option of last resort that should not serve to distract us from
the priority of emissions reductions, but an option that should be properly
researched. Since SRM might be the only option for limiting or reducing
global temperatures rapidly it should, the report argued, be the subject of
further scientific investigation in the event that such interventions become
urgent and necessary.7 This would serve to ‘arm the future’ with knowledge
and additional options for managing the climate whilst continuing with
mitigation efforts.8 The report would be a balanced, authoritative assess-
ment by experts which attempted to legitimise, and even authorise, SRM
research and its governance, beginning to define research thresholds
e.g. between laboratory and small field trials on one hand and large scale
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(e.g. transboundary) field trials and use on the other, which would sub-
sequently become an important narrative. It catalysed the funding of re-
search in the area of SRM in the UK, as I will later describe.

In a similar vein, in 2011 the US Bipartisan Policy Center’s report on cli-
mate remediation recommended that the US Federal Government should
embark upon a focussed and systematic research programme, arguing that if
the climate system were to reach a climate tipping point and swift remedial
action were needed then the US government would need to be in a position
to judge whether geoengineering techniques could offer a meaningful re-
sponse.33 This research should develop capabilities and assess effectiveness
and risks, to include field research as well as modelling and laboratory
studies, accompanied by ‘competent, prudent and legitimate governance’,33

see also U. S. Government Accountability Office.39

This sort of boundary work is not uncommon for emerging areas of
techno-science. Technology assessment of nanotechnology in 2004 by the
Office of Technology Assessment at the German Bundestag for example
performed a kind of boundary work on nanofuturism. In the UK, in the same
year, the Royal Society and Royal Academy of Engineering’s report on
nanosciences and nanotechnologies performed a similar function,40 exor-
cising visions of ‘nanobots’ and ‘grey goo’ which were considered to be a
‘distraction’ from the real issues, focusing attention through expert analysis,
and a measure of public and stakeholder deliberation, on the far less exotic,
and arguably less contentious, engineered nanoparticles and thereby fram-
ing and legitimising a research agenda that largely stands to this day.

There is a rational, well established logic behind this: decisions based
evidentially on knowledge (broadly constituted) and good science are the
best ones. Policy should be evidence-based. But in doing so the report
introduced a moral division of labour between research and application of
SRM, distinguishing between the governance of small scale research and
the governance of large field trials and deployment, arguing the need for
the former while thinking about, or even preparing the ground for the
latter. The caveat here is that research does not necessarily mean ‘use’
(see Morrow et al.),41 for a discussion of analogies of geoengineering with
medical research in terms of ethical principles and precedents in fields
such as medicine where there is an ethical distinction between medical
research and medical practice). This is a distinction which, as I will
describe later, is not necessarily one that is generally held for SRM.

Rees’ successor at the Royal Society continued this narrative, arguing that,
faced with an impending grand malum, there is almost a moral obligation to
research such techniques, in terms of feasibility, efficacy, safety and effects,
even if the decision to use such techniques is the privilege of others and one,
we may hope, that never has to be taken.

‘‘One would not take a medicine that had not been rigorously tested to
make sure that it worked and was safe. But, if there was a risk of disease,
one would research possible treatments and, once the effects were
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established, one would take the medicine if needed and appropriate.
Similarly we need controlled testing of any technologies that might be used
in the future’’ (Nurse, 2011, cited in Owen, 2011).19

If a decision has to be taken in the future concerning whether SRM pre-
sents the lesser of two evils (i.e. as opposed to the impacts of climate change)
the argument is that such a decision should have a firm basis in good sci-
ence undertake beforehand (see Gardiner8 for further discussion on this
argument).

This is echoed by those academics who posit the need to develop capability
to do SRM in a manner that complements emission cuts, while managing
the associated environmental and political risks.12 They argue that it would
be reckless to conduct the first large scale SRM tests in an emergency and
that there is an immediate need for a carefully designed, incremental,
transparent and international programme of SRM research, including small
scale field trials (arguing it is impossible to identify and develop techniques
without field testing), linked to activities that create norms and under-
standing for international governance of SRM.12 Some ask whether it is in-
deed unethical not to investigate a technology that might prevent widespread
dangerous impacts associated with global warming, and not provide policy
makers in the near future with detailed information about the benefits and
risks of various geoengineering proposals so they can inform decisions
about implementation: ‘only with geoengineering research will we be able to
make those judgements’ (see Robock, Chapter 7). If such research were
blocked, only ‘unrefined, untested and excessively risky’ approaches would
be available, constituting a ‘policy train wreck’.42

The Royal Society recognised that the ‘acceptability of geoengineering will
be determined as much (if not more) by social, legal and political issues as by
scientific and technical factors’ and that ‘there are serious and complex gov-
ernance issues which need to be resolved if geoengineering is ever to become
an acceptable method for moderating climate change’.7 It saw the solution to
this lying in research, development, demonstration and robust governance.

Despite advocating that geoengineering proposals should be primarily
evaluated on the basis of four criteria – effectiveness, timeliness, safety and
cost – it also recognised the importance of public attitudes, social accept-
ability and political and legal feasibility. It advocated the exploration of
geoengineering governance challenges as a priority and that appropriate
governance mechanisms would be needed before deployment of any
geoengineering technology with trans-boundary implications, other than
those aimed at greenhouse gas removal. It recommended research and de-
velopment to investigate whether low risk methods could be made available
‘if it becomes necessary to reduce the rate of warming this century’. This
should include appropriate observations, the development and use of
climate models, and carefully planned and executed experiments.7 This re-
search should be conducted in an open, transparent and internationally co-
ordinated manner. It recommended the development and implementation
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of governance frameworks to guide both research and development in the short
term, and possible deployment in the longer term, including the initiation of
stakeholder engagement and a public dialogue process.7 Any trans-boundary
experiments should be subject to some form of international governance,
preferably based on existing international structures.

The framing of ‘properly governed research now with no presumption of
use, and no deployment without international governance’ has been echoed
elsewhere. The American Meteorological Society (AMS) for example adopted
a policy statement calling for research in July 2009, which was endorsed by
the American Geophysical Union and readopted by the AMS in 2013.43 This
recommends enhanced research on the scientific and technological poten-
tial for geoengineering the climate system, including research on intended
and unintended environmental responses; co-ordinated study of historical,
ethical, legal, and social dimensions of geoengineering that integrates
international, interdisciplinary, and intergenerational issues and per-
spectives and includes lessons from past efforts to modify weather and cli-
mate; and the development and analysis of policy options to promote
transparency and international cooperation in exploring geoengineering
options along with restrictions on reckless efforts to manipulate the climate
system (see Rayner et al.35 and Robock, Chapter 7, for other examples of calls
for research in this vein).

3.2 Development of Normative Principles for Governing SRM
Research

In the absence of regulation and other codifications of social norms, the
drawing up of voluntary codes of conduct/practice for research in areas of
emerging technologies and techno-science is one favoured option (see
European Union, Code of Conduct for Responsible Nanotechnologies Research,
2008).27 As I have described, one of the key recommendations in the Royal
Society report was the development of a research governance framework, to
include codes of practice for the scientific community. Rayner et al.,35 and
Kruger36 describe how, shortly after publication of the report, in November
2009, two of its authors (Steve Rayner and Tim Kruger at Oxford University)
initiated the development of a set of normative principles for governing
geoengineering research which would subsequently become known as the
‘Oxford Principles’ (see Box 2).35,36 This, Kruger describes, was initiated in
response to the UK House of Commons Science and Technology Committee
call for evidence into the regulation of geoengineering.

These academics and three others with expertise in social science, risk,
international law and ethics prepared Draft Principles for the Conduct of
Geoengineering Research which were submitted to the Science and Techno-
logy Committee.44 The Members of Parliament, according to Kruger, used
the Oxford Principles as a framework for questioning those who gave oral
evidence to their enquiry, and stated in their report that ‘while some aspects
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of the suggested five key principles need further development, they provide a
sound foundation for developing future regulation. We endorse the five key
principles to guide geoengineering research’.45 Responding to the report, the
UK Government welcomed the outline set of principles.46 Kruger goes on to
describe how the principles were then presented at the US Asilomar Con-
ference on Climate Intervention Technologies in March 2010 organised by
the Climate Institute (which consciously drew on the famous 1975 Asilomar
Conference on Recombinant DNA Technologies) where they subsequently
formed the basis of the Asilomar Principles for Responsible Conduct of
Climate Engineering Research (see Box 2),47 see also Olson.21

Box 2 Normative Principles for Governing Geoengineering Research.

Oxford Principles for Governing Geoengineering Research.35,44

1. Geoengineering to be regulated as a public good
2. Public participation in geoengineering decision-making
3. Disclosure of geoengineering research and open publication of results
4. Independent assessment of impacts
5. Governance before deployment

Asilomar Principles for Responsible Conduct of Climate Engineering
Research.47

The Asilomar Principles propose the need for international governance
and suggest several elements important to governance:

1. Collective benefit
2. Establishing responsibility and liability
3. Open and co-operative research
4. Iterative evaluation and assessment
5. Public involvement and consent

Bipartisan Policy Centre Principles for Climate Remediation Research.33

1. Purpose should be to protect the public and environment from
potential impacts of climate change and climate remediation
technologies

2. Field deployment inappropriate at this time
3. Basis and direction of research based on independent advice from

experts and government officials, informed by a robust process of
public engagement

4. Transparency
5. International co-ordination
6. Ongoing assessment and adaptive management
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The Oxford Principles, in the words of its authors, ‘signal core societal
values that must be respected if geoengineering research, and any possible
deployment, is to be legitimate’. Intended to guide the collaborative devel-
opment of geoengineering governance, from the earliest stages of research,
to any eventual deployment they contain the principle of ‘‘governance before
deployment’’ i.e. one that does not advocate eventual deployment, but in-
dicates that any decision to deploy or not must be made in the context of a
strong governance structure. Rayner et al.35 frame it as a process to stimulate
an open debate about what values should underpin a geogengineering
governance regime, and what this could look like i.e. what operational fea-
tures of a governance regime are desirable. With both normative and process
dimensions, they are analogous to high level legal principles, not intended
to direct action and being similar to the codes of conduct used by medical
professions and beyond. In a similar vein, the US Bipartisan Policy Center’s
task force on climate remediation also developed a set of six principles for
guiding research (see Box 2).

These sets of principles have some distinct commonalities. They advocate
firstly that geoengineering (including SRM) should be of collective benefit,
regulated as a public good and for the protection of the public and the environment.
Explaining the principle of regulation as a public good in more detail, Rayner
et al.35 go on to state that since all humanity has a common interest a stable
climate and the means by which this is achieved, the global climate must be
managed jointly, for the benefit of all and with appropriate consideration for
future generations, i.e. invoking the concept of (intergenerational) justice. This
utilitarian view does not preclude private sector involvement in technique de-
velopment or commercialisation, but they argue that SRM should be under-
taken in the public interest by ‘appropriate bodies at a state and/or
international level’ (see also Parson and Keith),42 such that activities are not
dominated by a small group (e.g. subset of governments or business interests):
activities should be governed in a way that benefits everyone and that does not
privilege certain interests (e.g. through the patent system) in an equitable and
democratic manner. There should therefore be a presumption against exclusive
control of geoengineering technologies by private individuals or corporations,
with fair access to the benefits of geoengineering research. I will return to this
issue presently as it proved important for governance in practice (see section 4).

Aligned to this, all three sets of principles advocate public participation in
geoengineering decision making, and extend this to introduce the principle
of informed consent of ‘those affected by research activities’, which in the
case of SRM would require global agreement (see also Morrow et al.)41 In-
clusive deliberation is an important feature of the governance framework I
and other colleagues developed for the SPICE SRM project that I will describe
below. Kruger36 draws on Stirling20 – who in turn draws on Fiorino48 – in
terms of the rationale for this as being normative, i.e. it is the right thing to do,
legitimising decision making and substantive, i.e. that it makes for better
decision making through an inclusive approach (see Sykes and Macnaghten
for an extended discussion).49 The informed consent principle is drawn from
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(bio)medical ethics (Morrow et al.,)41 and introduces an important nuance to
the framing presented by Nurse in his quote above. Rayner et al.35 make a
salient point that the mode and extent of participation will depend on global
differences in political and legal cultures, where there will be different ideas
about democracy and different understandings of consent.

All three sets of principles also advocate disclosure, transparency and
open publication of research results (e.g. through production of an open
research register) and international co-ordination and co-operation. Trans-
parency is a value that repeatedly emerges as a necessary component of any
geoengineering governance framework.50 Without transparency, Rayner
et al. argue, an agent is effectively ‘‘kept in the dark’’, with the danger of
exploitation on the one hand, or benign but disrespectful paternalism on the
other. Disclosure and open publication support informed consent (see
Dilling and Hauser for further discussion)50 and promote integrity of the
research process, trust and the preventing of a backlash against
geoengineering researchers and their research (see Kruger).36 Linked to
principles of openness, transparency and participation, all three sets of
principles also advocate, in the spirit of technology assessment, iterative and
independent assessment of impacts (environmental, socio-economic) of re-
search, including the mitigation of risks of lock in (see section 3.4).

There is some distinction between the three sets of principles: the Bi-
partisan Policy Center’s principles advocate no deployment at this time; in
contrast the Oxford Principles advocate governance before deployment;
meanwhile The Asilomar principles seem to skirt this issue, although in the
preamble they do assert the need for international governance. The Asilomar
principles instead advocate the principle of establishing responsibility and
liability. This latter principle, as I and others have discussed above and ex-
tensively elsewhere, is a particularly challenging goal.51,52

There are some obvious ambiguities and tensions inherent within the
principles (for example what constitutes ‘benefit to all’ and what constitutes
‘independence’ of assessment) that the authors recognise. The principles
also combine elements of the emerging field of responsible innovation
(see section 4) which broadly has both normative aspects and process
dimensions under conditions of uncertainty and contingency, and which
itself builds on concepts of anticipatory governance,24,53 technology as-
sessment,54–56 and so called ‘upstream engagement’ (Sykes and Mac-
naghten, and references within).49 As such SRM and geoengineering is
emerging as an important location for exploring in a more general way the
governance of emerging technologies.

3.3 The Solar Radiation Management Governance Initiative
(SRMGI)

Following publication of its report, in March 2010 the Royal Society entered
into a partnership with the Environmental Defense Fund (EDF) and TWAS,
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the UNESCO academy of sciences for the developing world, to investigate
governance issues raised by research into SRM. The partnership initially in-
tended to produce some specific governance recommendations for SRM re-
search, but then changed emphasis, instead aiming to provide a forum to
open up and document governance discussions that drew in different per-
spectives, rather than producing prescriptive recommendations. It therefore
intentionally did not act as a normative guide or code for governance of SRM
research but represented a set of perspectives on governance (from no spe-
cial governance to complete prohibition) as a platform for further discussion
and debate. Its working groups focussed on the mechanics of SRM gov-
ernance, international dimensions, thresholds and categories of research
and goals and concerns. It did not attempt to distinguish what types of
research would require what forms of governance. It instead focussed on the
functions of SRM governance, what existing international treaties and in-
stitutions might be of relevance, ways of co-ordinating and delivering SRM
governance, and how a phased adaptive approach to SRM research govern-
ance might proceed.

A key question for the SRMGI was whether research explicitly focussing on
SRM has any characteristics that warrant particular (and possibly novel)
forms of oversight i.e. in addition to the norms and rules of funding, re-
search and publication of results (including policies of open access) and
ethical review procedures at research institutions . As ‘strategic research’ the
report argued that wider publics have legitimate interest in what kinds of
research are being undertaken on their behalf and whether that exploration
poses a risk to them, warranting public oversight and being open to global
scrutiny (this is one of the normative principles described in the
Oxford Principles). Since this is a novel proposition to research technologies
that, if deployed, would intentionally change the living conditions of many
people across many borders, SRM research, the report concluded, may
warrant global (and possibly different) forms of governance: in this regard
SRM research was considered a candidate for special consideration.

3.4 Thresholds and ‘Differentiated Governance’

In general, international laws and conventions provide a largely permissive
framework for geoengineering research activities.7 A cautious approach
which permits carefully controlled scientific research in the field of ocean
fertilisation had already been adopted under the London Convention and
London Protocol, see Box 4.3, Royal Society.7 The SRMGI report concluded,
however, that there are few international governance mechanisms available
to ensure that SRM research would be transparent, safe and internationally
acceptable. It also argued that a moratorium on research would be difficult,
if not impossible, to enforce.10

Drawing a distinction between different types of SRM research, from
computer modelling to global testing, the SRMGI report argued that effective
governance should be based on differentiated governance arrangements for
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different kinds of SRM activity.10 This was an approach that the report noted
had been adopted through the 2010 decision by the UN Convention on Bio-
logical Diversity, signed by 193 countries, which states that ‘no climate-
related geoengineering activities that may affect biodiversity take place. . .
with the exception of small scale scientific research studies that would be
conducted in a controlled setting’.57 What was small and large scale was not
defined, but the principle of thresholds and differentiated governance was
set. The SRMGI report went further, defining more precise categories of
research for differentiated governance:

1. ‘Indoors and passive observations’: non hazardous studies with no po-
tential environmental impacts such as modelling studies, passive ob-
servations of nature and laboratory studies (not involving hazardous
materials, or involving hazardous material but appropriately contained
and with no deliberate, intentional release into the environment): these
were considered to be activities with negligible direct risks.

2. ‘Outdoors activities’:
(a) small field trials (including release into the environment) of a

magnitude, spatial scale and temporal duration that may lead to
locally measureable environmental effects considered to be in-
significant at larger scales – these were considered to be activities
with negligible direct risks;

(b) medium and large scale field trials (including release into the
environment) leading to measureable and significant environ-
mental effects, categorising medium field trials as having effects at
local or regional levels, but not beyond national borders and cat-
egorising large field trials as those having global or large scale
effects across borders: these were considered to be activities with
potentially direct risks; and

(c) deployment, leading to environmental effects of a sufficient mag-
nitude and spatial scale to affect global and regional climate sig-
nificantly and lasting for more than one year: these were activities
with potentially direct risks.

What is immediately apparent from this is the reliance on risk as a dif-
ferentiator. The report itself recognised that physical risk is not the only
consideration, with ‘public perception’ being an important dimension, itself
influenced by factors such as who is undertaking the research and for what
purpose, reversibility and liability arrangements. The report did not attempt
to go to the next step of identifying what governance arrangements should
be assigned to each of the categories above, although the categorisation
above rather implicitly draws a line between on one hand indoor activities
and small scale field trials involving release into the environment with only
local environmental effects, and on the other medium and large field trials/
deployment, in terms of the potential for direct risks (see also Boucher
et al.,15 who suggest that localised climate modification should be classified
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as an adaptation measure as long as there is no measurable remote en-
vironmental effects). The report was careful in its use of language:

‘‘It seems clear that large-scale SRM interventions would pose potential risks and
provoke contending views that would require effective governance, whether these
interventions are undertaken as operational deployments or as large-scale re-
search. It is less clear, and less widely agreed, that smaller-scale SRM research
activities pose similar challenges that would require new governance mech-
anisms’’ (SRMGI, p. 29).10

The strategy of differentiated governance based on thresholds has also been
recommended by a number of academics in the field (e.g. Cicerone58 and
Robock, Chapter 7). Robock distinguishes between research and deployment
in terms of environmental impact, asserting that indoor research has different
ethical issues to that conducted outside. In his view, curiosity-driven indoor
research cannot and should not be regulated if it is not dangerous, but any
emissions to the atmosphere should be prohibited if they are dangerous. Here
indoor research is framed as ethical and necessary to provide information to
policy makers in order to make informed decisions in the future, and outdoor
research is unethical unless subject to governance that protects society from
potential environmental damage. Parson and Keith42 have also recommended
a strategy based on ‘defining thresholds, accepting oversight’. Asserting that
low-risk, scientifically valuable research should be allowed to proceed and that
large regulatory burdens could create incentives to mislabel the research’s
purpose, they identify three next steps to ‘break the deadlock on governance of
geoengineering research’: (a) that government authority should be accepted –
asserting that an approach of Polanyi-esque self regulation is unacceptable,59

they advocate informal co-ordination by research funders and regulatory
agencies, but with no new laws; (b) that a moratorium should be declared on
large scale geoengineering with a possible ‘large scale threshold’ such that
there is no detectable climate signal; and (c) that a ‘small scale threshold’ be
defined below which research may proceed, based on existing regulations,
possibly with modest new requirements and transparency.42 Parson and Keith
suggest thresholds based on a product of the area, duration and size of ra-
diative forcing perturbation.

4 From Saying to Doing: Governing SRM Research within a
Framework for Responsible Innovation

In response to one of the Royal Society’s key recommendations (for gov-
ernment and research councils to fund a ten year programme of research), in
October 2009 the UK research councils convened a workshop to scope a
programme of geoengineering research aimed at allowing the UK to make an
informed and intelligent assessment about the development of climate
geoengineering technologies. Following this, in mid March 2010 several of
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the UK Research Councils, under the leadership of the Engineering and
Physical Sciences Research Council (EPSRC), convened a funding ‘sandpit’
on the topic of geoengineering. Sandpits are an innovative funding approach
in which participants (e.g. scientists) are encouraged to work across insti-
tutions and disciplines to develop novel project ideas over an intensive
couple of days with help from mentors, and using an iterative process of real
time peer review, with the intention of funding one or more projects by the
end of the process. The geoengineering sandpit resulted in two projects
being funded. One was a desk-based project aimed at developing an inte-
grated assessment framework and tools for assessing geoengineering pro-
posals, the other was a project called SPICE: Stratospheric Particle Injection
for Climate Engineering. The aims of SPICE were, broadly, to investigate:
(a) what types of particles could be injected into the stratosphere for the
purposes of SRM and in what quantity; (b) how these particles could be
deployed stratospherically; and (c) what impacts might be associated with
deployment. The second objective included a proposed field trial in which a
hose would be tethered to a balloon at 1 km altitude, through which small
quantities of water would be pumped; the aim was to understand the dy-
namics and behaviour of the tethered balloon configuration in order to in-
form the design of a 20 km high deployment system (see Figure 1).

It was an engineering ‘testbed’ with no likely direct impacts and which
easily fell under ‘a small scale threshold below which research may proceed,
based on existing regulations, possibly with modest new requirements and
transparency’.42 The testbed passed through the ethical approval processes
at the universities concerned with little or no comment.

Given the known wider dimensions (and sensitivities) of SRM outlined in
the Royal Society report and elsewhere it was proposed during the sandpit
that the funds for the proposed field trial be made available subject to an
independent ‘stage gate’ review. Stage gating is an established mechanism
used in innovation management (particularly in new product development)
in which investments in the innovation process are phased (or staged), with
decision ‘gates’ where decisions are made to progress, stop, refine, redefine
etc., usually on the basis of technical feasibility, market potential and risk.60

Having decided that this governance approach would be used, it then be-
came necessary to define firstly what criteria would be used at the decision
gate to support a decision to allow the field trial to go ahead (or not) and
secondly who would make the decision. A meeting was convened in the late
Autumn of 2010 to consider this. Representatives of the research councils,
SPICE team (scientists and engineers) and social scientists (including at least
one of the authors of the Royal Society report and Oxford Principles) strug-
gled to develop a consensus on this, indeed I recall a lively discussion. At the
end of the meeting I spoke with the EPSRC representatives about drawing
together some criteria based on the discussions and further insights from
the concept of responsible innovation I and others had been thinking about,
notably as this applies to the activities of research funders.61 Box 3 sum-
marises these criteria, with more details provided by Stilgoe et al., (2013).62
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They involved consideration of direct risks, safety and regulatory com-
pliance (e.g. for flying tethered balloons) associated with the testbed itself
(criteria 1 and 2), for which the SPICE team were asked to submit a risk
register and statement of regulatory compliance. The third criterion required
the SPICE team to reflect on the project’s framing and communication,
asking them to develop a communication plan to allow dissemination about
the nature and purpose of the testbed (this also refers to the normative
principle of transparency in Box 2). This plan was to be informed by dialogue
with stakeholders. Criterion 4 asked the SPICE team to anticipate, reflect on
and describe the envisaged applications of their research and the impacts
(intended or otherwise) these applications may have, and embed mech-
anisms to review these as more information became available in the future
(given the inevitable uncertainty associated with the research). It asked them
to broaden their visions of application and impact, to think through other
pathways to other impacts, to contextualise their work within a review of the

Figure 1 SPICE Testbed.
(From Macnaghten and Owen, 2011).65
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known or potential risks and uncertainties of SRM and the questions (social,
political, ethical) that might arise as the testbed is projected through to
deployment. This again refers to the principles of iterative evaluation and
assessment described in Box 2. The final criterion asked the SPICE team to
identify mechanisms to understand public and stakeholder views around
the project and its envisaged applications and potential impacts, and the
understandings, assumptions, uncertainties, framings and commitments
associated with these. This builds on the principles of public participation
and engagement in Box 2. This was in part informed by a series of micro-
deliberative public forums,63 which I will describe in more detail in the next
section. These criteria were aligned to a framework for responsible innov-
ation I had been developing with others and which is in turn based on the
need for research and innovation to be anticipatory, reflexive, inclusively de-
liberative and (ultimately) responsive (to such anticipation, reflexivity and
deliberation) in terms of its direction and trajectory, in such a way that in-
novation and its underlying purposes, motivations and impacts are opened
up,51,62,64 empowering a measure of social agency in technological choice.20

These dimensions are mapped on to the criteria in Box 3.
Having defined the criteria around a framework for responsible innov-

ation and agreed how the SPICE team, working with others, might respond,
it was then necessary to define how these responses would be evaluated and
by whom. The stage gate panel that was convened to undertake this task did
so in June 2011 and comprised two social scientists, an atmospheric scien-
tist, an engineer with expertise in high altitude balloons, and an advisor to
an environmental NGO,’ observed by members of the research councils and

Box 3 SPICE SRM project stage gate criteria and responsible innovation
framework dimensions.
(Reproduced with kind permission of Elsevier).62

Criteria R I Dimensions

1. The testbed deployment is safe, the principal risks
have been identified and managed, and are
deemed acceptable

Reflexivity

2. The testbed deployment is compliant with relevant
regulations

Reflexivity

3. The framing of the project (nature, purpose)
for external communication is clear and advice
regarding this has been obtained

Reflexivity, Inclusive
deliberation

4. Future potential application(s) and associated im-
pact(s) have been described and mechanisms put
in place to review these as significant information
emerges

Anticipation,
Reflexivity

5. Mechanisms have been identified to understand
wider public and stakeholder views regarding
these envisaged applications and impacts

Inclusive deliber-
ation, Reflexivity
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myself. observed by members of the research councils and myself. The panel
was charged with providing a recommendation for each of the five criteria
(pass, pass pending further information, fail) to the research councils who
would make the final decision concerning the future of the testbed.65

The panel decided, after considerable discussion, rebuttal and debate,
that the first two criteria, concerning safety, risks and regulatory
compliance associated with the testbed itself, were convincingly passed: there
appeared to be little concern about the direct risks, environmental or
otherwise, of releasing a bath tub full of water over an airfield in an un-
populated location. This, as I will very shortly describe, was not to be the
issue with SPICE.

The other three criteria would only be passed pending further work and
provision of further information. There were particular concerns regarding the
need for a communications strategy informed by stakeholder engagement and
underpinned by substantive public dialogue, more anticipation and reflection
concerning the testbed and projection through to deployment (in terms of
different, plausible pathways through to application and the impacts and
implications the tested and envisaged applications may have – social, ethical,
environmental, intended and unintended), and, finally, substantive engage-
ment with stakeholders concerning the project and its intended application(s).
The governance process asked the SPICE scientists and research funders to
consider the wider (e.g. social) dimensions of a technoscience ‘in the making’,
one in which established role responsibilities (of both scientists and funders)
were challenged and broadened,66,67 and one in which the very premise of the
independent republic of science and its role responsibilities were ques-
tioned.59 This was a draining but important experience for many concerned. It
was also clear that it would require resourcing and support, (for example the
commissioning of the public engagement work described by Pidgeon et al.).
Ultimately it raised questions about the way the project had been set up largely
as one investigating technical feasibility and environmental impacts, but not
the social, ethical and political dimensions I have described in previous sec-
tions of this chapter. Amongst these was the question of whether the project
should have been funded at all. It is very important to note in this regard that
it was made clear by the research councils at the beginning of the stage gate
meeting that the ethical question of whether the SPICE project should have
been funded was not for discussion: whether SPICE should have been made
an object of governance (using the framework we had devised or otherwise)
was not for debate. This, many (including myself) feel was a distinct limitation
and I remain of the firm belief that the process would have been a far better,
and more legitimate one, had the dimensions of responsible innovation been
in place for use by the research councils at the original 2009 workshop and
2010 sandpit in which decisions to fund geoengineering research, and if so of
what type and in what way, were made.

On September 26th 2011, following a meeting with myself, the Stage Gate
Panel Chair (Phil Macnaghten) and members of the SPICE team, the re-
search councils decided to postpone the testbed until the pending actions had
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been addressed, with the intention of convening the stage gate panel again to
review this later that year (see Appendix 1). On that very same day the research
councils received a letter, copied to the then UK Secretary of State for Energy
and Climate Change and signed by more than 50 NGOs, demanding that the
project be cancelled. The NGOs saw the testbed as symbolic, sending the
wrong signal to the international community, deflecting political and scien-
tific attention from the need to curb greenhouse gas emissions.68 There was
grave concern that its ‘sole purpose is to engineer the hardware that would
later allow chemicals to be injected into the stratosphere to reflect sunlight’ as
‘a dangerous distraction from the real need: immediate and deep emissions
cuts’. This would ‘condemn future generations to continue a high-risk,
planetary-scale technological intervention that is also likely to increase the
risk of climate-related international conflict’.

With mounting interest in the media and beyond, the SPICE team began
to address the outstanding stage gate criteria. It was as part of the sub-
sequent discussions that the projects principal investigator became aware of
the existence of a patent application for the balloon-tethered hose delivery
system,69 submitted by one of the sandpit mentors just prior to the sandpit
itself and including two of the SPICE project scientists as named inventors.
Although an internal review conducted later by EPSRC found no evidence
that research council policies on vested/conflict of interest had been broken,
it was clear that the patent posed a significant issue for the project in terms
of the nature of at least some of the participants motivations, as well dem-
onstrating a lack of disclosure, which was hardly in the spirit of the Oxford
Principles. In May 2012, after discussions between the research councils, the
SPICE team and myself, the principal investigator of the SPICE team decided
to cancel the testbed (see Appendix 1), instigating a more formal process of
stakeholder engagement (see section 5) which at the time of writing is
ongoing.

5 A Social Licence to Operate?

‘‘Any response to a global problem might be rejected as illegitimate and
unacceptable if the majority of the world’s population played little role in
. . . approving the response’’ (SRMGI, p. 25).10

There has been only limited stakeholder and public engagement concerning
SRM. It should be noted that both the Royal Society and SRMGI reports both
included consultation with stakeholders and the public. Since then there
have been a few academic studies which provide some interesting insights
concerning perceptions and framings of SRM and its governance. Stilgoe
et al. describe some preliminary results of stakeholder engagement around
the SPICE project,23 which highlights the fact that questions of purpose and
motivation were of paramount importance. Aligned to this, governance
thresholds for research and deployment proposed by the SRMGI10 and
Parsons and Keith42 were deeply contested. A primary reason for this is what
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the authors describe as ‘the imaginary made real’. While stakeholders rec-
ognised that the SPICE testbed would not itself pose any direct risks it was
perceived as a symbolic act, a potential signifier of intent. There were con-
cerns that research may generate its own momentum and create a con-
stituency in favour of deployment and/or that the UK might be preparing to
proceed down a different strategy to carbon mitigation and adaptation using
a very high risk technological approach, representing a slippery slope.3,8

This was not about risks but about purpose and motivation: the patenting
issue that surfaced as part of questioning following the stage gate process
brought these concerns into sharp relief. It called into question the legitimacy
of a differentiated governance strategy based on thresholds as described in
section 3. Fundamentally, SRM technology was perceived as being inherently
entangled with politics (see section 2), irrespective of the type of research done.
SRM was perceived not just as a technology, but as a political artefact.

Familiarity with SRM amongst the public is as yet low,2 with seemingly little
increase in awareness over the last five years. Pidgeon et al.63 describe the
results of a series of focus groups undertaken in response to recom-
mendations from the SPICE stage gate panel that used an invited micro-
deliberation methodology to understand framings of SRM and the SPICE
project. This revealed that almost all participants were willing in principle to
allow the testbed to proceed, but that very few were comfortable with the idea
of deployment. Questions that arose included those of testbed safety and
direct risks, as well as more general questions that demonstrated projection by
participants of the research through development to deployment, with ques-
tions concerning the knowledge that the testbed might provide and its utility.

The participants felt that SRM could only provide a stop gap response to
climate change, i.e. ‘buying time’, with concerns about the perceived nat-
uralness of SRM interventions i.e. that SRM was perceived as interfering with
natural processes (this was investigated in more detail by Corner et al., 2013
who found that ‘messing with nature’ was a dominant narrative common to
the public engagement exercises they undertook, but that this constituted a
subtle set of discourses).2 Pidgeon et al. report that SRM was also perceived
as contributing to a ‘disassociation of human kind with the physical
world’,63 where SRM may be thought of as being a product of a misguided
world view.9 There were also questions about governance and specifically
how SRM would be regulated and communicated. An international system
aimed at enabling a global debate concerning SRM was seen as important.
I will return to this point in the final section of this chapter.

Overall, the perceptions, associations, and interpretations of SRM de-
ployment were negative. However, this did not automatically inhibit support
for the testbed when this was framed as a strictly limited research activity.
Participants were reluctant to rule out the SPICE field trial on condition this
would be undertaken as a limited science and engineering test, but at the
same time they exhibited discomfort concerning what might happen if the
trial went ahead. Ambivalence towards the testbed simultaneously translated
into concerns and opposition about deployment.
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5.1 Conditionality and Implausibility

Conditionality was a key observation made by Macnaghten and Szersynski
who also used a deliberative focus group methodology to engage publics with
SRM.4 These authors focused explicitly on the lived future and perceptions
publics had concerning the kind of world that SRM could possibly bring into
being. Thematic analysis of the engagements highlighted that SRM might be
publically acceptable only under very specific and highly contingent con-
ditions (see Box 4), conditions that by and large were seen as highly im-
plausible in terms of their potential to be met (see also Jamieson),3 and with
perceptions that SRM was an unnatural intervention (see Corner et al., on this

Box 4 Perceived conditions and plausibilities for SRM.
(Adapted from Ref. 4)

1. Scientific robustness. There is confidence in the science of climate
change as a reliable basis for policy. Only if people believe in the
ability and authority of climate science to predict with confidence
can policies aimed at climate remediation gain traction. Low
plausibility: this confidence was rarely held by participants.

2. Accurate research foreseeability. Confidence in the ability of research
to anticipate reliably the side effects of SRM in advance of deploy-
ment. Low plausibility: there was little belief in the capacity of sci-
ence to identify side effects reliably in advance. Perceptions of
messing with nature were seen as inevitably leading to nasty sur-
prises. We would be ‘living the global experiment’ which will be-
come part of the human condition.

3. Condition of the ability of research to demonstrate efficacy. Partici-
pants registered considerable doubt about technical feasibility of
SRM. Only on deployment could efficacy really be ascertained.

4. Condition of good intent and effective governance. Confidence of the
motivation of SRM as being complementary to adaptation and
mitigation; confidence that SRM will be used exclusively by gov-
ernments with the motivation to counteract anthropogenic climate
change. Low plausibility: good intentions could never be guaran-
teed, being potentially open to ‘dual use’, used to further national,
regional or commercial interests at odds with the purpose of
counteracting climate change.

5. Condition of democracy. Confidence in the capacity of existing pol-
itical systems to accommodate SRM. Low plausibility: global gov-
ernance intensely difficult to achieve within democratic political
arrangements, with current omens (e.g. lack of consensus on miti-
gating climate change) being poor and with SRM only being gov-
ernable under autocratic governance arrangements.
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point),2 one that would constitute a short term fix that increases the likelihood
of geopolitical conflict and presents major threats to democratic governance.

The discussions were nuanced and not polarised, but even those partici-
pants who started from a position of conditional acceptance grew to perceive
the conditions for successful and acceptable deployment as being unfeasible
and implausible, i.e. the more people learned about SRM technology the
more sceptical they became. Since effects were perceived by some to be
knowable only on deployment there was scepticism of even limited research
into SRM. The authors questioned whether principles of regulation of
geoengineering as a public good and public participation outlined in the
Oxford Principles were attainable, arguing that upon deployment SRM could
only be controlled centrally and on a planetary scale, with little opportunity
for opt out.

6 Conclusions: Governing a New End of History?

In this chapter I have described some emerging proposals to engineer the
Earth’s climate through solar radiation management, and discussed aspects
of governance as this relates to both research and deployment. It is clear
from this discussion that SRM presents significant governance issues. SRM
is a political artefact, a type of post-normal technoscience,70 which makes it
is a far from straightforward object of governance.4 It is also apparent that
there is distinct political unease with the notion of deployment. Where the
views of publics and stakeholders have been sought, these have also high-
lighted great concern with, and often opposition to, the possible deployment
of SRM. Many scientists frame their research as objectively informing a de-
cision that they hope will never have to be taken. Almost everyone seems to
agree that if this unpalatable decision has to be made, then there must first be
international agreement and robust mechanisms of international governance
in place. It is also clear that the tiered governance strategy suggested by
learned societies, some governments and some academics, which dis-
tinguishes between desk-based and laboratory research, and small scale field
trials on one hand, and large scale field trials and deployment on the other, is
a contested one. In this regard, differentiated governance that is based mostly
on the potential for direct risks is wholly insufficient: while risk and un-
certainty are undoubtedly important to many, issues of purpose, motivation
and intent of research, development and use are key. Historically, technolo-
gical governance has struggled with intent. Creating governance thresholds
for research and deployment has neglected a fundamental issue: that research
and projection through to application operate as simultaneous and (socially,
politically, ethically) entangled frames. Here research, even of any kind, may
be symbolic, a signifier of intent, the beginning of a slippery road, with
concerns of moral hazard and lock-in. For some stakeholders this imaginary
made real generates concerns and even hostility towards SRM research. The
little public engagement that has been undertaken suggests a lack of aware-
ness of SRM, and ambivalence towards SRM research, which leads to
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significant concerns when people understand more about the proposed
technology and project through from the research to application. The pro-
jection, entanglement and simultaneous framing is crucial to how we think
about SRM and its governance: questions about the research cannot be dis-
aggregated from questions about what the research could lead to and why the
research is being undertaken, precisely because, unlike other techno-scien-
tific umbrella terms such as ‘synthetic biology’ or ‘nanotechnology’ where
purpose and application may not be immediately clear, SRM is defined by its
purpose, and the plurality of goals, motivations and framings that lie be-
neath. Research, development and application become deeply entangled and
cannot be arbitrarily or artificially separated. By doing so a strategy of dif-
ferentiated governance is in danger of ignoring the core, ethical questions so
central to SRM.

Conditionality (e.g. upon there being robust mechanisms of research
governance, upon there being international agreement and governance be-
fore deployment) is a key feature of governance discourses relating to SRM
and its research. Rather ominously, early findings seem to indicate that
there is a sense of deep implausibility that such conditions could ever
be met, particularly on an international scale. Concerns about the develop-
ment and use of SRM in the absence of such conditions being met are
profound, and include the potential for geopolitical conflict, challenges for
democracy and democratic governance, and the potential to generate auto-
cratic forms of governance. There is a common sense that we will be living a
global, social and political experiment that will redefine our relationship
with nature, uncertainty and the human condition: an experiment that many
have concerns will be either workable, or desirable.

And so I return finally to the questions I posed at the beginning of this
chapter. Firstly is SRM a legitimate object of governance? I believe that
despite the boundary work I have described which has attempted to legit-
imise SRM research this is a question that remains outstanding. The success
of a technological fix will depend on how it is framed,18 and who defines the
criteria for success:9 these criteria, or conditions, must be democratically
and equitably defined.3,19 It might be argued that the boundary work
undertaken to date could risk creating ‘high entry barriers against legitimate
positions that cannot express themselves in terms of the dominant dis-
course’ where ‘normative assumptions have not been subjected to general
debate’.18 Since SRM is primarily a political artefact where, as I have sug-
gested, research and deployment may be perceived in simultaneous frames,
as awareness becomes greater I suggest this issue of legitimacy will become
increasingly contested: in fact the history of emerging technologies seems to
predict this, and few have been on this hubristic scale. Addressing this
question in a democratic, inclusive and substantive way is, I believe, an
imperative. Morrow et al.,41 drawing on principles in medical research eth-
ics, describe this in terms of a principle of respect. Here norms for con-
ducting SRM research are located in a prior discussion about whether
research should be conducted at all, and if so under what conditions. It
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involves the securing of the global public’s consent, which Morrow et al.
assert should be voiced through government representatives before empir-
ical research begins.41 But assuring such ‘consent by proxy’ begs their key
question to be answered: what representative bodies if any have authority,
and legitimacy, to consent to SRM research on behalf of global publics?3

Secondly, and linked to the first question, is SRM practically, feasibly
governable? It seems to me that we can develop open and transparent forms
of SRM research governance that ensure such research is anticipatory and
reflexive to its possible impacts, goals, motivations, commitments and that it
is inclusively deliberative, inviting perspectives, seeking questions and en-
suring that SRM research and innovation are responsive in turn. We can
strive to prevent path dependency and lock in.22 We can strive to procure
‘socially robust knowledge’,71 to ensure research does not lead unreflexively
to development.3 We might even underpin these with normative principles
and codes of practice. We should certainly seek to open up SRM research
and ensure there is social agency in the choices and directions it takes,20 to
make it more publically accountable.18 However, it is clear that this will
require international agreement, strong institutions, and (fundamentally) a
distinct culture change when this comes to science, innovation and its
governance more generally: this cannot be guaranteed.

It is also clear that many find anything other than extremely limited,
contained types of research deeply concerning, that even research of this
limited kind is also problematic for some (possibly more than some) and
that the idea of deployment is unacceptable to most without conditions that
may well be implausible, and even impossible to meet. Of these conditions
many remain deeply sceptical that SRM deployment can be internationally
agreed upon or internationally governed, and that deployment, and indeed
even research, could pose significant issues for democracy and generate
conflict. It is hard to conclude anything other than the fact that SRM may
well be ungovernable without very significant changes to how we govern
society itself. Such grand political and social experiments have been at-
tempted before in our history, with mixed results. In this regard proposals to
research and deploy SRM are, in effect, proposals for a new end of history:
one that few want and one many are sceptical can be governed. I am inclined
to think that this is a social and political experiment that we should embark
upon not with hubris, but with a profound sense of humility.

Postscript

As I finished writing this chapter the International Panel on Climate Change
published its 5th Assessment Report.72 Within this the IPCC makes explicit
reference to the potential for SRM geoengineering, if realisable, to sub-
stantially offset a global temperature rise, but notes that limited evidence
precludes a comprehensive assessment of SRM and its impact on the climate
system. It goes on to state that SRM methods will carry side effects and long-
term consequences on a global scale.
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Appendix 1 Transcripts of Engineering and Physical Sciences Research
Council (EPSRC) Announcements regarding postponement
and cancellation of the SPICE testbed.

Update on the SPICE Project (September 29th 2011) http://
www.epsrc.ac.uk/newsevents/news/2011/Pages/spiceupdate.aspx (last
accessed 7/2/14)

Stratospheric Particle Injection for Climate Engineering (SPICE) is an
EPSRC, NERC and STFC-funded project that includes a work package on
assessing the feasibility of injecting particles into the stratosphere from a
tethered balloon for the purposes of solar radiation management.

EPSRC has taken the decision to delay the experiment planned in
October, to allow time for more engagement with stakeholders. We have
adopted a responsible innovation approach with this project – as part of
our commitment to responsible development – and our decision to pause
the testbed experiment reflects the advice that we have received from our
advisory panel following a stage gate.

The technology test would have involved pumping water to a height of
1 km through a suspended hose, held aloft by a helium-filled balloon.
This would allow the engineers to study how the hose and balloon behave
over time in a variety of weather conditions.

SPICE Project Update (May 22nd 2012) http://www.epsrc.ac.uk/news
events/news/2012/Pages/spiceprojectupdate.aspx (last accessed 7/2/14)

Stratospheric Particle Injection for Climate Engineering (SPICE) is an
EPSRC, NERC and STFC-funded project that is investigating the feasibility
of injecting particles into the stratosphere for the purposes of solar ra-
diation management, i.e. reflecting a small percentage of the sun’s light
and, or heat back into space.

This involves considering different types and quantities of particles and
where they could, hypothetically, be injected into the atmosphere to ef-
fectively and safely manage the climate system. It is also looking into how
particles might be delivered and the likely impacts on the climate and
environment.

The SPICE project includes a work package to examine the viability of
using a tethered balloon and hose mechanism as a delivery method to
inject particles. The work package that contains this testbed element
accounts for approximately d500 000 of a d1.6 million project grant.

The SPICE project team and the research councils have chosen to follow a
responsible innovation approach to the project. Responsible innovation
encourages approaches that can be used early on in the innovation process
to promote the responsible emergence of novel technologies in society and
the identification of their wider impacts and associated risks.

The responsible innovation approach for this project included a stage
gate. This is where a panel of external experts considered the progress of
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