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Preface to the Second Edition

What Is New in the Second Edition?

Students and instructors will notice significant changes in the second edition.

1.

2.

The chapters on probability have been removed. Abbreviated versions of these
chapters appear as Appendices A, B, C, and D.

A new chapter (Chapter 3) on Poisson processes has been added. This is in re-
sponse to the feedback that the first edition did not give this important class of
stochastic processes the attention it deserves.

. A new chapter (Chapter 7) on Brownian motion has been added. This is to enable

instructors who would like the option of covering this important topic. The treat-
ment of this topic is kept at a sufficiently elementary level so that the students do
not need background in analysis or measure theory to understand the material.

. The chapters on design and control of stochastic systems in the first edition have

been deleted. Instead, I have added case studies in Chapters 2, 4, 5, and 6. The
instructor can use these to talk about the design aspect of stochastic modeling.
The control aspect is entirely deleted. This has necessitated a change of title for
the new edition.

. Several typos from the first edition have been corrected. If there are new typos

in the second edition, it is entirely my fault. I would appreciate it if the readers
would kindly inform me about them. A current list of corrections is available on
the Web at www.unc.edu/~vkulkarn/ugcorrections2.pdf.

Who Is This Book For?

This book is meant to be used as a textbook in a junior-or senior-level undergraduate
course on stochastic models. The students are expected to be undergraduate students
in engineering, operations research, computer science, mathematics, statistics, busi-
ness administration, public policy, or any other discipline with a mathematical core.

Students are expected to be familiar with elementary matrix operations (addi-

tion, multiplication, and solving systems of linear equations, but not eigenvalues or
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eigenvectors), first-year calculus (derivatives and integrals of simple functions, but
not differential equations), and probability. The necessary material on probability is
summarized in the appendices as a ready reference.

What Is the Philosophy of This Book?

As the title suggests, this book addresses three aspects of using stochastic method-
ology to study real systems.

1. Modeling. The first step is to understand how a real system operates and the
purpose of studying it. This enables us to make assumptions to create a model
that is simple yet sufficiently true to the real system that the answers provided
by the model will have some credibility. In this book, this step is emphasized
repeatedly by using a large number of real-life modeling examples.

2. Analysis. The second step is to do a careful analysis of the model and com-
pute the answers. To facilitate this step, the book develops special classes of
stochastic processes in Chapters 2, 3, 4, 5, and 7: discrete-time Markov chains,
Poisson processes, continuous-time Markov chains, renewal processes, cumula-
tive processes, semi-Markov processes, Brownian motion, etc. For each of these
classes, we develop tools to compute the transient distributions, limiting distri-
butions, cost evaluations, first-passage times, etc. These tools generally involve
matrix computations and can be done easily in any matrix-oriented language
(e.g., MATLAB). Chapter 6 applies these tools to queueing systems.

3. Design. In practice, a system is described by a small number of parameters, and
we are interested in setting the values of these parameters so as to optimize the
performance of the system. This is called “designing” a system. The performance
of the system can be computed as a function of the system parameters using
the tools developed here. Then the appropriate parameter values can be deter-
mined to minimize or maximize this function. This is illustrated by case studies
in Chapters 2, 4, 5, and 6.

How Is This Book Intended to Be Used?

Typically, the book will be used in a one-semester course on stochastic models. The
students taking this course will be expected to have a background in probability.
Hence, Appendices A through D should be used to review the material. Chapters 2,
3,4, 5, and 6 should be covered completely. Chapter 7 should be covered as time
permits.

There are many running examples in this book. Hence the instructor should try
to use them in that spirit. Similarly, there are many running problems in the problem
section. The instructor may wish to use a running series of problems for homework.
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What Is So Different about This Book?

This book requires a new mind-set: a numerical answer to a problem is as valid as an
algebraic answer to a problem! Since computational power is now conveniently and
cheaply available, the emphasis in this book is on using the computer to obtain nu-
merical answers rather than restricting ourselves to analytically tractable examples.

There are several consequences of this new mind-set: the discussion of the tran-
sient analysis of stochastic processes is no longer minimized. Indeed, transient
analysis is just as easy as the limiting analysis when done on a computer. Secondly,
the problems at the end of each chapter are designed to be fairly easy, but may
require use of computers to do numerical experimentation.

Software to Accompany the Book

A software package called MAXIM is available for use with this textbook. It is a
collection of over 80 programs written in MATLAB. These programs can be used
directly as function files from MATLAB. The user’s manual describing these pro-
grams is in a file called readme. These programs can be accessed via a graphical user
interface (GUI). The GUI is designed to run on PCs with Windows software. Since
the software is an evolving organism, I have decided not to include any information
about it in the book for fear that it will become outdated very soon. The software and
any relevant information can be downloaded from www.unc.edu/~vkulkarn/Maxim/
maximgui.zip. The user will need to have MATLAB installed on his or her machine
in order to use the software.

Vidyadhar G. Kulkarni

University of North Carolina

Department of Statistics and Operations Research
Chapel Hill, NC 27599-3260

USA

email: vkulkarn @email.unc.edu
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Chapter 1
Introduction

1.1 What Is a Stochastic Process?

A stochastic process is a probability model that describes the evolution of a system
evolving randomly in time. If we observe the system at a set of discrete times, say
at the end of every day or every hour, we get a discrete-time stochastic process.
On the other hand, if we observe the system continuously at all times, we get a
continuous-time stochastic process. We begin with examples of the discrete- and
continuous-time stochastic processes.

1.2 Discrete-Time Stochastic Processes

Consider a system that evolves randomly in time. Suppose this system is observed at
timesn = 0,1,2,3,.... Let X, be the (random) state of the system at time n. The
sequence of random variables { X, X1, X2, ...} is called a (discrete-time) stochastic
process and is written as {X,,n > 0}. Let S be the set of values that X,, can take
for any n. Then S is called the state space of the stochastic process {X,,n > 0}.
We illustrate this with several examples below.

Example 1.1. (Examples of Discrete-Time Stochastic Processes).

(a) Let X, be the temperature (in degrees Fahrenheit) recorded at Raleigh-Durham
Airport at 12:00 noon on the nth day. The state space of the stochastic pro-
cess {X,,n > 0} can be taken to be S = (=50, 150). Note that this implies
that the temperature never goes below —50° or over 150°F. In theory, the tem-
perature could go all the way down to absolute zero and all the way up to
infinity!

(b) Let X, be the outcome of the nth toss of a six-sided die. The state space of
{Xn,n >0}is {1,2,3,4,5,6}.

(c) Let X, be the inflation rate in the United States at the end of the nth week.
Theoretically, the inflation rate can take any real value, positive or negative.
Hence the state space of {X,,,n > 0} can be taken to be (—o0, 00).

V.G. Kulkarni, Introduction to Modeling and Analysis of Stochastic Systems, 1
Springer Texts in Statistics, DOI 10.1007/978-1-4419-1772-0_1,
(© Springer Science+Business Media, LLC 2011



2 1 Introduction

(d) Let X, be the Dow Jones index at the end of the nth trading day. The state space
of the stochastic process {X,,n > 0} can be taken to be [0, c0).

(e) Let X, be the number of claims submitted to an insurance company during the
nth week. The state space of {X,,n > 0}is {0,1,2,3,...}.

(f) Let X, be the inventory of cars at a dealership at the end of the nth working
day. The state space of the stochastic process {X,,n > 0}is {0,1,2,3,...}.

(g) Let X, be the number of PCs sold at an outlet store during the nth week. The
state space of the stochastic process {X,,n > 0} is the same as that in (f).

(h) Let X, be the number of reported accidents in Chapel Hill during the nth
day. The state space of the stochastic process {X,,n > 0} is the same as that
in (f). B

1.3 Continuous-Time Stochastic Processes

Now consider a randomly evolving system that is observed continuously at all
times ¢ > 0, with X(¢) being the state of the system at time . The set of
states that the system can be in at any given time is called the state space
of the system and is denoted by S. The process {X(¢),t > 0} is called a
continuous-time stochastic process with state space S. We illustrate this with a few
examples.

Example 1.2. (Examples of Continuous-Time Stochastic Processes).

(a) Suppose a machine can be in two states, up or down. Let X (#) be the state of the
machine at time 7. Then {X(¢),# > 0} is a continuous-time stochastic process
with state space {up, down}.

(b) A personal computer (PC) can execute many processes (computer programs)
simultaneously. You can see them by invoking the task manager on your
PC. Let X(¢) be the number of processes running on such a PC at time ¢.
Then {X(z),t > 0} is a continuous-time stochastic process with state space
{0,1,2,..., K}, where K is the maximum number of jobs that can be handled
by the PC at one time.

(c) Let X(¢) be the number of customers that enter a bookstore during time [0, ¢].
Then {X(z),t > 0} is a continuous-time stochastic process with state space
{0,1,2,...}.

(d) Let X(¢#) be the number of emails that are in your inbox at time ¢. Then
{X(¢),t = 0} is a continuous-time stochastic process with state space
{0,1,2,...}.

(e) Let X(¢) be the temperature at a given location at time ¢. Then { X (¢),¢ > O} isa
continuous-time stochastic process with state space (—150, 130). Note that this
implies that the temperature never goes below —150° or above 130° Fahrenheit.

(f) Let X(¢) be the value of a stock at time ¢. Then {X(¢),¢ > 0} is a continuous-
time stochastic process with state space [0, co). In practice, the stock values are
discrete, being integer multiples of .01. l
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1.4 What Do We Do with a Stochastic Process?

In this book, we shall develop tools to study systems evolving randomly in time and
described by a stochastic process {X,,n > 0} or {X(¢),¢t > 0}. What do we mean
by “study” a system? The answer to this question depends on the system that we are
interested in. Hence we illustrate the idea with two examples.

Example 1.3. (Studying Stochastic Processes).

(a)

(b)

(©)

Consider the stochastic process in Example 1.1(a). The “study” of this sys-
tem may involve predicting the temperature on day 10; that is, predicting
X10. However, predicting X ¢ is itself ambiguous: it may mean predicting the
expected value or the cdf of X;o. Another “study” may involve predicting how
long the temperature will remain above 90° Fahrenheit assuming the current
temperature is above 90°. This involves computing the mean or distribution of
the random time 7" when the temperature first dips below 90°.

Consider the system described by the stochastic process of Example 1.1(e). The
study of this system may involve computing the mean of the total number of
claims submitted to the company during the first 10 weeks; i.e., E(X; + X5 +
.-+ + Xj0). We may be interested in knowing if there is a long-term average
weekly rate of claim submissions. This involves checking if E(X},)/n goes to
any limit as n becomes large.

Consider the system described by the stochastic process of Example 1.1(f).
Suppose it costs $20 per day to keep a car on the lot. The study of the sys-
tem may involve computing the total expected cost over the first 3 days; i.e.,
E(20X; + 20X, + 20X3). We may also be interested in long-run average daily
inventory cost, quantified by the limit of E(20(X; + X2 + -+ X,)/n) asn
becomes large.

Example 1.4. (Studying Stochastic Processes).

(a)

Consider the two-state model of a machine as described in Example 1.2(a). The
typical quantities of interest are:

1. The probability that the machine is up at time #, which can be mathematically
expressed as P(X(¢) = up).

2. Let W(t) be the total amount of time the machine is up during the interval
[0,¢]. We are interested in the expected duration of the time the machine is
up, up to time ¢, namely E(W(t)).

3. The long-run fraction of the time the machine is up, defined as

i E @)
im ————.

t—00 t

4. Suppose it costs $¢ per unit time to repair the machine. What is the expected
total repair cost up to time #? What is the long-run repair cost per unit time?
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(b) Consider the computer system of Example 1.2(b). The typical quantities of
interest are

1. the probability that the computer system is idle at time ¢;
2. the expected number of jobs in the system at time ¢, viz. E(X(¢)); and
3. the expected time it takes to go from idle to full. W

The examples above show a variety of questions that can arise in the study of a
system being modeled by a stochastic process {X,,n > 0} or {X(¢),t > 0}. We
urge the reader to think up plausible questions that may arise in studying the other
systems mentioned in Examples 1.1 and 1.2.

In order to answer the kinds of questions mentioned above, it is clear that we
must be able to compute the joint distribution of (X1, X, ..., X;) for any 7 in the
discrete-time case or (X(#1), X(t2), -, X(ty)) forany 0 < t1 <1, < ... < 1
in the continuous-time case. Then we can use the standard probability theory (see
Appendix) to answer these questions. How do we compute this joint distribution?
We need more information about the stochastic process before it can be done. If the
stochastic process has a simple (yet rich enough to capture the reality) structure, then
the computation is easy. Over the years, researchers have developed special classes
of stochastic processes that can be used to describe a wide variety of useful systems
and for which it is easy to do probabilistic computations. The two important classes
are discrete-time Markov chains and continuous-time Markov chains. We begin with
discrete-time Markov chains in the next chapter.



Chapter 2
Discrete-Time Markov Models

2.1 Discrete-Time Markov Chains

Consider a system that is observed at times 0, 1,2,.... Let X,, be the state of the
system at time n forn = 0,1,2,.... Suppose we are currently at time n = 10.
That is, we have observed Xo, X1,..., X19. The question is: can we predict, in a
probabilistic way, the state of the system at time 11? In general, X;; depends (in
a possibly random fashion) on Xy, Xi,..., Xj9. Considerable simplification oc-
curs if, given the complete history Xo, X1, ..., X10, the next state X;; depends
only upon Xjo. That is, as far as predicting X;; is concerned, the knowledge of
Xo, X1, ..., X9 is redundant if X;¢ is known. If the system has this property at all
times n (and not just at n = 10), it is said to have a Markov property. (This is in
honor of Andrey Markov, who, in the 1900s, first studied the stochastic processes
with this property.) We start with a formal definition below.

Definition 2.1. (Markov Chain). A stochastic process { X, n > 0} on state space S
is said to be a discrete-time Markov chain (DTMC) if, for all i and j in S,

PXny1 =JlXn =1, Xn-1,....Xo) = P(Xuy1 = jlXn =1). (2.1)
A DTMC {X,,n > 0} is said to be time homogeneous if, foralln =0, 1, ...,
P(Xn41 = jIXn =1i) = P(X1 = j[Xo =1i). (2.2)

Note that (2.1) implies that the conditional probability on the left-hand side is the
same no matter what values Xy, X1, ..., X,—; take. Sometimes this property is de-
scribed in words as follows: given the present state of the system (namely X;),
the future state of the DTMC (namely X, ) is independent of its past (namely
Xo, X1,..., Xn—1). The quantity P(X,+1=j|X, =) is called a one-step tran-
sition probability of the DTMC at time n. Equation (2.2) implies that, for time-
homogeneous DTMCs, the one-step transition probability depends on i and j but is
the same at all times 7; hence the terminology time homogeneous.

In this chapter we shall consider only time-homogeneous DTMCs with finite
state space S = {1,2,..., N}. We shall always mean time-homogeneous DTMC

V.G. Kulkarni, Introduction to Modeling and Analysis of Stochastic Systems, 5
Springer Texts in Statistics, DOI 10.1007/978-1-4419-1772-0_2,
(© Springer Science+Business Media, LLC 2011



6 2 Discrete-Time Markov Models

when we say DTMC. For such DTMCs, we introduce a shorthand notation for the
one-step transition probability:

pi,j =PXny1=JjlXn=1), i.j=12,....N. (2.3)

Note the absence of n in the notation. This is because the right-hand side is indepen-
dent of n for time-homogeneous DTMCs. Note that there are N2 one-step transition
probabilities p;, ;. It is convenient to arrange them in an N X N matrix form as shown
below:

P11 P12 P13 - PLN
P21 P22 P23 -t P2,N

P=|P31 P32 P33 °° P3N |. (2.4)
PN1 PN2 PN3 *°* PNN

The matrix P in the equation above is called the one-step transition probability
matrix, or transition matrix for short, of the DTMC. Note that the rows correspond
to the starting state and the columns correspond to the ending state of a transition.
Thus the probability of going from state 2 to state 3 in one step is stored in row
number 2 and column number 3.

The information about the transition probabilities can also be represented in a
graphical fashion by constructing a transition diagram of the DTMC. A transition
diagram is a directed graph with N nodes, one node for each state of the DTMC.
There is a directed arc going from node i to node j in the graph if p; ; is positive;
in this case, the value of p; ; is written next to the arc for easy reference. We can use
the transition diagram as a tool to visualize the dynamics of the DTMC as follows.
Imagine a particle on a given node, say i, at time n. At time n + 1, the particle
moves to node 2 with probability p;», node 3 with probability p; 3, etc. X, can
then be thought of as the position (node index) of the particle at time 7.

Example 2.1. (Transition Matrix and Transition Diagram). Suppose {X,,,n > 0} is
a DTMC with state space {1, 2, 3} and transition matrix

.20 .30 .50
P =1.10 .00 .90 |. (2.5)
.55 .00 .45

If the DTMC is in state 3 at time 17, what is the probability that it will be in state 1
at time 18? The required probability is p3,; and is given by the element in the third
row and the first column of the matrix P. Hence the answer is .55.

If the DTMC is in state 2 at time 9, what is the probability that it will be in state
3 at time 10?7 The required probability can be read from the element in the second
row and third column of P. Itis ps 3 = .90.

The transition diagram for this DTMC is shown in Figure 2.1. Note that it has no
arc from node 3 to node 2, representing the fact that p3 , = 0. |
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.20

Fig. 2.1 Transition diagram of the DTMC in Example 2.1.

Next we present two main characteristics of a transition probability matrix in the
following theorem.

Theorem 2.1. (Properties of a Transition Probability Matrix). Let P = [p; ;] be
an N x N transition probability matrix of a DTMC {X,,n > 0} with state space
S={1,2,...,N}. Then

1. pi,j =0, 1<i,j<N;

2.y pij=11<i<N.

Proof. The nonnegativity of p; ; follows since it is a (conditional) probability. To
prove the second assertion, we have

N N
S b= P(Xnp1=jlXn=1i)
j=1 j=1

Since X, must take some value in the state space S, regardless of the value of X,
it follows that the last quantity is 1. Hence the theorem follows. | |

Any square matrix possessing the two properties of the theorem above is called

a stochastic matrix and can be thought of as a transition probability matrix of a
DTMC.

2.2 Examples of Markov Models

Discrete-time Markov chains appear as appropriate models in many fields: biologi-
cal systems, inventory systems, queueing systems, computer systems, telecommuni-
cation systems, manufacturing systems, manpower systems, economic systems, and
so on. The following examples will give some evidence of this diversity. In each

of these examples, we derive the transition probability matrix for the appropriate
DTMC.
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Example 2.2. (Machine Reliability). The Depend-On-Us company manufactures a
machine that is either up or down. If it is up at the beginning of a day, then it is
up at the beginning of the next day with probability .98 (regardless of the history
of the machine), or it fails with probability .02. Once the machine goes down, the
company sends a repair person to repair it. If the machine is down at the beginning
of a day, it is down at the beginning of the next day with probability .03 (regardless
of the history of the machine), or the repair is completed and the machine is up with
probability .97. A repaired machine is as good as new. Model the evolution of the
machine as a DTMC.

Let X, be the state of the machine at the beginning of day »n, defined as follows:

X — 0 if the machine is down at the beginning of day 7,
" 7 | 1 if the machine is up at the beginning of day .

The description of the system shows that {X,,n > 0} is a DTMC with state space

{0, 1} and the transition probability matrix

.03 .97
F= [.02 .98] @7

Now suppose the company maintains two such machines that are identical and
behave independently of each other, and each has its own repair person. Let Y, be
the number of machines in the “up” state at the beginning of day n. Is {¥;,,n > 0} a
DTMC?

First we identify the state space of {Y,,n > 0} to be {0, 1,2}. Next we see if
the Markov property holds; that is, we check if P(Y,,+1 = j|Yn =i, Yn—-1,...,Y0)
depends only on i and j fori, j = 0, 1,2. For example, consider the case ¥, =
i =1and Y,4+; = j = 0. Thus, one machine is up (and one down) at time n. Since
both machines are identical, it does not matter which is up and which is down. In
order to move to state 0 at time n + 1, the down machine must stay down and the
up machine must go down at the beginning of the next day. Since the machines are
independent, the probability of this happening is .03%.02, independent of the history
of the two machines. Hence we get

PYn+1 =0|Y, =1,Y,—1,...,Yy) = .03 % .02 = .0006 = p; .
Proceeding in this fashion, we construct the following transition probability matrix:

.0009 .0582 .9409
P =|.0006 .0488 .9506 |. N (2.8)
0004 .0392 .9604

Example 2.3. (Weather Model). The weather in the city of Heavenly is classified as
sunny, cloudy, or rainy. Suppose that tomorrow’s weather depends only on today’s
weather as follows: if it is sunny today, it is cloudy tomorrow with probability .3 and
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rainy with probability .2; if it is cloudy today, it is sunny tomorrow with probability
.5 and rainy with probability .3; and finally, if it is rainy today, it is sunny tomorrow
with probability .4 and cloudy with probability .5. Model the weather process as a
DTMC.

Let X, be the weather conditions in Heavenly on day n, defined as follows:

1 if it is sunny on day #,
X, = {2 if itis cloudy on day n,
3 if it is rainy on day n.

Then we are told that {X,,n > 0} is a DTMC with state space {1, 2, 3}. We next
compute its transition matrix. We are given that p; > = .3 and p; 3 = .2. We are
not explicitly given p;,1. We use

pii+pia+prz=1

to obtain p;,; = .5. Similarly, we can obtain p; » and p3, 3. This yields the transition
probability matrix

.50 .30 .20
P=|50.20.30]|. 01 (2.9)
40 .50 .10

Example 2.4. (Inventory System). Computers-R-Us stocks a wide variety of PCs
for retail sale. It is open for business Monday through Friday 8:00 a.m. to 5:00
p-m. It uses the following operating policy to control the inventory of PCs. At 5:00
p-m. Friday, the store clerk checks to see how many PCs are still in stock. If the
number is less than two, then he orders enough PCs to bring the total in stock up
to five at the beginning of the business day Monday. If the number in stock is two
or more, no action is taken. The demand for the PCs during the week is a Poisson
random variable with mean 3. Any demand that cannot be immediately satisfied is
lost. Develop a stochastic model of the inventory of the PCs at Computers-R-Us.

Let X, be the number of PCs in stock at Computers-R-Us at 8:00 a.m. Monday
of the nth week. Let D,, be the number of PCs demanded during the nth week. Then
the number of PCs left in the store at the end of the week is max(X, — D,,0). If
X, — D, > 2, then there are two or more PCs left in the store at 5:00 p.m. Friday of
the nth week. Hence no more PCs will be ordered that weekend, and we will have
Xn+1 = Xn — Dy. On the other hand, if X,, — D, < 1, there are 1 or 0 PCs left in
the store at the end of the week. Hence enough will be ordered over the weekend so
that X,,+1 = 5. Putting these observations together, we get

Xn—D, if X, — D, > 2,

X =
SR B if X, — Dy < 1.
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Table 2.1 Demand
distribution for Example 2.4.

k — 0 1 2 3 4

P(D, =k) .0498 .1494 2240 .2240 .1680
P(D, > k) 1.000 .9502 .8008 .5768 .3528

It then follows that the state space of {X,,n > 0} is {2, 3,4, 5}. Now assume that
the demands from week to week are independent of each other and the inventory in
the store. Then we can show that {X,,n > 0} is a DTMC. We have, for j = 2,3,4
andi =j,j +1,...,5,

P(Xn+1 = j|Xn =1, Xn-1,..., Xo)
=P(X,— D, =j|Xn=1i,Xy-1,...,X0)
=P@i—-D, =j|Xn=1,Xn-1,...,X0)
=P(D, =i—]).

Similarly,
PXn+1 =51 Xn=i)=PXy— D, <1|X, =i)=P(D, >i—1)

fori = 2,3, 4. Using the fact that D, is a P(3) random variable, we get Table 2.1.

Using the data in this table, we can compute the transition probability matrix of the
DTMC {X,,,n > 0} as follows:

0498 0 0 .9502
1494 0498 0  .8008
P=1 2240 1494 0498 5768 | (2.10)

2240 .2240 .1494 .4026

Note the entry for pss. The inventory can move from 5 to 5 if the demand is
either O or at least 4. Hence we have

pss =P(D, =0)+P(D, >4). I

Example 2.5. (Manufacturing). The Gadgets-R-Us company has a manufacturing
setup consisting of two distinct machines, each producing one component per hour.
Each component can be tested instantly to be identified as defective or nondefective.
Let a; be the probability that a component produced by machine i is nondefective,
i = 1,2. (Obviously 1—a; is the probability that a component produced by machine
i is defective.) The defective components are discarded and the nondefective compo-
nents produced by each machine are stored in two separate bins. When a component
is present in each bin, the two are instantly assembled together and shipped out.
Each bin can hold at most two components. When a bin is full, the corresponding
machine is turned off. It is turned on again when the bin has space for at least one
component. Model this system by a DTMC.



2.2 Examples of Markov Models 11

Let A, be the number of components in the bin of machine 1 and let B, be the
number of components in the bin of machine 2 at the end of hour n, after accounting
for the production and assembly during the hour. The bin-size restrictions imply that
0 < A,, B, < 2. Note that both bins cannot be nonempty simultaneously since
assembly is instantaneous. Thus, 4, > 0 implies that B, = 0, and B, > 0 implies
that A, = 0.Let X, = A, — B,,. Then X}, can take valuesin S = {—2,—1,0, 1, 2}.
Note that we can recover A,, and B, from X, as follows:

Xn <0=A4,=0;B, =—X,,
Xn>0=>A4,=X,;B, =0.

If the successive components are independent of each other, then {X,,n > 0} is a
DTMC. For example, suppose the history {Xo, ..., X,—1} is known and X, = —1.
That is, the bin for machine 1 is empty, while the bin for machine 2 has one com-
ponent in it. During the next hour, each machine will produce one new component.
If both of these components are nondefective, then they will be assembled instan-
taneously. If both are defective, they will be discarded. In either case, X, will
remain —1. If the newly produced component 1 is nondefective and the newly pro-
duced component 2 is defective, then the new component 2 will be discarded and the
old component from bin 2 will be assembled with the newly produced nondefective
component 1 and shipped out. Hence X, 4; will become 0. If the new component 1
is defective while new component 2 is nondefective, X, +; will become —2. Bin 2
will now be full, and machine 2 will be turned off. In the next hour, only machine 1
will produce an item. From this analysis, we get

al(l_aZ) lf] :Os
. ajaz + (1 —a1)(1 —az) if j = —1,
P(X =jlX,=-1,Xy-1,...,Xp) = .
( n+1 ]l n sy An—1, 0) (1 _al)az lf] 3
0 otherwise.

Proceeding in this fashion, we can show that {X,,n > 0} is a DTMC
on {—2,—1,0,1,2} with the following transition probability matrix (we use
a = (1—aj)ar,b =aja+(1—a;)(1—az), and ¢ = a;(1—ay) for compactness):

1—611 aq 0 0 0
a b ¢ 0 0
P=| 0 ab ¢ o |.N 2.11)
0 0 a b c
0 0 0 ajn 1—612

Example 2.6. (Manpower Planning). Paper Pushers, Inc., is an insurance company
that employs 100 workers organized into four grades, labeled 1, 2, 3, and 4. For
the sake of simplicity, we shall assume that workers may get promoted from one
grade to another, or leave the company, only at the beginning of a week. A worker
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in grade 1 at the beginning of a week gets promoted to grade 2 with probability
.03, leaves the company with probability .02, or continues in the same grade at the
beginning of the next week. A worker in grade 2 at the beginning of a week gets
promoted to grade 3 with probability .01, leaves the company with probability .008,
or continues in the same grade at the beginning of the next week. A worker in grade
3 at the beginning of a week gets promoted to grade 4 with probability .005, leaves
the company with probability .02, or continues in the same grade at the beginning
of the next week. A worker in grade 4 at the beginning of a week either leaves the
company with probability .01 or continues in the same grade at the beginning of the
next week. If a worker leaves the company, he is instantly replaced by a new one in
grade 1. Model the worker movement in this company using a DTMC.

We shall assume that all worker promotions are decided in an independent
manner. This simplifies our model considerably. Instead of keeping track of all
100 workers, we keep track of a single worker, say worker number k, where
k = 1,2,...,100. We think of k as a worker ID, and if and when this worker
leaves the company, it gets assigned to the new replacement. Let X ,’f be the grade
that the kth worker is in at the beginning of the nth week. Now, if we assume that
the worker promotions are determined independently of the history of the worker
so far (meaning the time spent in a given grade does not affect one’s chances of
promotion), we see that, fork = 1,2,..., 100, {X,’f, n > 0} is a DTMC with state
space {1, 2,3, 4}. We illustrate the computation of the transition probabilities with
an example. Suppose X ,’f = 3; i.e., employee number k is in grade 3 at the begin-
ning of week n. If he gets promoted (which happens with probability .005), we see
that X;]f+1 = 4. Hence P(X,’f+1 = 4|X* = 3) = .005. If he leaves the company
(which happens with probability .02), he is replaced by a new employee in grade 1
carrying the ID k, making XX, = 1. Hence P(X%, | = 1|X¥ = 3) = .02. With
the remaining probability, .975, the employee continues in the same grade in the
next week, making X,]l‘_H = 3. Hence F’(X,]l‘_H = 3|X,’lc = 3) = .975. Proceeding
in a similar way, we obtain the following transition probability matrix:

9700 .0300 O 0
.0080 .9820 .0100 O
P= 0200 0  .9750 .0050 |° @12)

.0100 0 0  .9900

Note that the 100 DTMCs {X},n > 0} through {X %0, n > 0} are independent of
each other and have the same transition probability matrix.

Example 2.7. (Stock Market). The common stock of the Gadgets-R-Us company is
traded in the stock market. The chief financial officer of Gadgets-R-Us buys and
sells the stock in his own company so that the price never drops below $2 and never
goes above $10. For simplicity, we assume that X}, the stock price at the end of day
n, takes only integer values; i.e., the state space of {X,,n > 0}is {2,3,...,9,10}.
Let 1,41 be the potential movement in the stock price on day n + 1 in the absence
of any intervention from the chief financial officer. Thus, we have
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2 if Xn + In+1 = 2,
Xn+1=9Xn + Int1if2 < X + 41 < 10,

Statistical analysis of past data suggests that the potential movements {/,,n > 1}
form an iid sequence of random variables with common pmf given by

P(ln =k)=2,k=-2,-1,0,1,2.

This implies that {X,,n > 0} is a DTMC on {2,3,...,9,10}. We illustrate the
computation of the transition probabilities with three cases:

P(Xnt+1 =2[Xn =3) = P(Xyp + In+1 < 2|Xn =3)
=P(ns1 =-1)
= 4,

P(Xn+1 = 6|Xn = 5) = P(Xn + 1n+l = 6|Xn = 5)
= P(In+1 = 1)
= .2,

=P(l+120)
= .6.

Proceeding in this fashion, we get the following transition probability matrix for the
DTMC {X,,n > 0}:

(2.13)

~

Il
OO OO0 O N
S OO OO NN
S OO S II
SO Oo bbb
SO i OOo
SIS oo
[SIN I SR I Sl = e i e R )
VMibhbhiuvwo oo oo
ARrPlLUOO OO OCO

|

Example 2.8. (Telecommunications). The Tel-All Switch Corporation manufac-
tures switching equipment for communication networks. Communication networks
move data from switch to switch at lightning-fast speed in the form of packets; i.e.,
strings of zeros and ones (called bits). The Tel-All switches handle data packets of
constant length; i.e., the same number of bits in each packet. At a conceptual level,
we can think of the switch as a storage device where packets arrive from network
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users according to a random process. They are stored in a buffer with the capacity
to store K packets and are removed from the buffer one-by-one according to a pre-
specified protocol. Under one such protocol, time is slotted into intervals of fixed
length, say a microsecond. If there is a packet in the buffer at the beginning of a
slot, it is removed instantaneously. If there is no packet at the beginning of a slot,
no packet is removed during the slot even if more packets arrive during the slot. If a
packet arrives during a slot and there is no space for it, it is discarded. Model this as
a DTMC.

Let A, be the number of packets that arrive at the switch during the nth slot.
(Some of these may be discarded.) Let X, be the number of packets in the buffer
at the end of the nth slot. Now, if X,, = 0, then there are no packets available
for transmission at the beginning of the (n + 1)st slot. Hence all the packets that
arrive during that slot, namely A, 1, are in the buffer at the end of that slot unless
An+1 > K, in which case the buffer is full at the end of the (n 4 1)st slot. Hence
Xn+1 = min{A,4+1, K}. If X, > 0, one packet is removed at the beginning of
the (n + 1)st slot and A,+1 packets are added during that slot, subject to capacity
limitations. Combining these cases, we get

min{ A1, K} if X, = 0,

X =
T  min{X, + Apgpr — LK} if0 < X, < K.

Assume that {A,,n > 1} is a sequence of iid random variables with common pmf
P(A4, = k) = ay, k = 0.

Under this assumption, {X,,n>0} is a DTMC on state space {0, 1,2, ..., K}. The
transition probabilities can be computed as follows. For0 < j < K,

P(Xn+1 = j1Xn =0) = P(min{4,+1, K} = j|Xn = 0)
=P(An+1 =)
=4aj,

P(Xn4+1 = K|Xn = 0) = P(min{4,+1, K} = K[X, = 0)
= P(4n+1 = K)

o0
=Y a
k=K
Similarly,for 1 <i < Kandi —1=<j < K,

P(Xnt1 = j|Xn = i) = P(min{X, + Ap+1 — 1, K} = j|Xp = i)
= P(An+1 =j—i +1)

=aj—it1.
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Finally, for 1 <i < K,

P(Xn+1 = K|X, = i) = Pmin{X,, + Ap+1 — 1. K} = K|X, = i)
=PApt1 2 K—-i+1)

o

- Y a

k=K—i+1

Combining all these cases and using the notation

00
bj = Zak,
k=j

we get the transition probability matrix

ap ap -+ ag-1 bk
ap ap -+ ag-1 bk

P=1|0 a - ak—2 brk-1|. N (2.14)
0 0 aop bl

Armed with the collection of examples above, we set out to “analyze” them in the
next section.

2.3 Transient Distributions

Let {X,,n > 0} be a time-homogeneous DTMC on state space S = {1,2,...,N}
with transition probability matrix P and initial distributiona = [ay,...,ay], where

ai=P(X0=i),1§i§N.

In this section, we concentrate on the transient distribution; i.e., the distribution of
X,, for a fixed n > 0. In other words, we are interested in P(X,, = j) forall j € S
and n > 0. We have

N
P(X, =j) =Y P(X, = j|Xo =i)P(Xo =)
i=1

N
= ZaiP(X,, = j|Xo = i). (2.15)

i=1
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Thus it suffices to study the conditional probability P(X, = j|Xo = i). This
quantity is called the n-step transition probability of the DTMC. We use the notation

@ﬂzpuﬁ:j% (2.16)

Analogous to the one-step transition probability matrix P = [p; ;], we build an
n-step transition probability matrix as follows:

n n n n
Pry P22 Pas T P
n n n n
P™ = | p3i P3> Piz t Pan |- (2.18)
m m o m
| PNy PN2 PnN3 " PN

We discuss two cases, P©@ and P, below. We have

1if i = j,

Py =PXo=jlXo=i)=}0 %

This implies that
PO =1,

an N x N identity matrix. From (2.17) and (2.3), we see that
P =P(X1 = j|Xo =)= pi;. (2.19)
Hence, from (2.19), (2.4), and (2.18), we get
P =p
Now, construct the transient pmf vector
a™ = [ai"),agn), .. ,a%)] , (2.20)
so that (2.15) can be written in matrix form as
a®™ =g xp®, (2.21)

Note that

d® =ax PO =gx] =aq,

the initial distribution of the DTMC.
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In this section, we develop methods of computing the n-step transition probabil-
ity matrix P ). The main result is given in the following theorem.

Theorem 2.2. (n-Step Transition Probability Matrix).
p® = pn, (2.22)

where P" is the nth power of the matrix P.

Proof Since P® = I and P! = P, the theorem is true for n = 0, 1. Hence, let
n > 2. We have

P = P(Xy = j|Xo = i)
N
D PXy = j|Xno1 = k. Xo = )P(Xy—y = k| Xo = 1)

x~
I
-

(n 1)P(Xn J1Xn—1 =k, Xo = 1) (from (2.17))

I
Mz

x>~
I
-

(" 1)P(X = j|Xu—1 = k) (due to the Markov property)

I
Mz

x~
I
-

(n I)P(Xl = j|Xo = k) (due to time homogeneity)

I
Mz

x>~
I
-

I
M=

P iy (2.23)

x~
I
-

The last sum can be recognized as a matrix multiplication operation, and the equa-
tion above, which is valid for all 1 < i, j < N, can be written in a more succinct
fashion in matrix terminology as
P = p=yp (2.24)
Using the equation above for n = 2, we get
P@=pWyp=pxP
Similarly, for n = 3, we get

PO =p@yp=pPxPxP.

In general, using P" as the nth power of the matrix P, we get (2.22). [ |

From the theorem above, we get the following two corollaries.
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Corollary 2.1.
a®™ =ax P".

Proof. This is left to the reader as Conceptual Problem 2.5. | |
Corollary 2.2.

P(Xn+m = j1Xn =1, Xn-1,..., Xo0)

= PXntm = j|1Xu =) = p".

Proof. Use induction on m. [ |

A more general version of (2.23) is given in the following theorem.

Theorem 2.3. (Chapman—Kolmogorov Equation). The n-step transition probabili-
ties satisfy the following equation, called the Chapman—Kolmogorov equation:

N
(n+m) __ (n) (m)
P = p e (2.25)
k=1

Proof.

N
P(Xnim = jlXo =i) =Y PXntm = j|Xn =k Xo =i)P(X, =k|Xo =)

x~
I
-

P(Xn+m = J|Xn = k)P(Xn = k|X0 = i)

I
M=

1
ue to Corollary 2.2)

~
o

I
M=

P(Xm = j|Xo = k)P(X,, = k|Xo =1)

—~
=
-

ue to time homogeneity)

P(Xy = k|Xo = )P(Xm = j|Xo = k)

Il
M=

x~
I
-

(n) (m)
Pij P, n

I
M=

x~
I
-

In matrix form, (2.25) can be expressed as
potm — p@ . pm), (2.26)

Interchanging the roles of n and m, we get

patm) — pm) . p)
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The equations above imply that the matrices P and P commute for all
n and m. This is an unusual property for matrices. Theorem 2.2 makes it especially
easy to compute the transient distributions in DTMCs since it reduces the com-
putations to matrix powers and multiplication. Several matrix-oriented computer
packages are available that make these computations easy to perform.

Example 2.9. Consider the three-state DTMC with the transition matrix as given in
Example 2.1 and the initial distribution a = [.1 .4 .5]. Compute the pmf of X3.
Using Corollary 2.1, we see that the pmf of X3 can be computed as

a® =axp3
20 30 .507°

=[1.4.5]%.10.00 .90
.55.00 .45

= [0.3580 0.1258 0.5162]. B

Example 2.10. (Weather Model). Mr. and Mrs. Happy have planned to cele-
brate their 25th wedding anniversary in Honeymooners’ Paradise, a popular resort
in the city of Heavenly. Counting today as the first day, they are supposed to be there
on the seventh and eighth days. They are thinking about buying vacation insurance
that promises to reimburse them for the entire vacation package cost of $2500 if it
rains on both days, and nothing is reimbursed otherwise. The insurance costs $200.
Suppose the weather in the city of Heavenly changes according to the model in
Example 2.3. Assuming that it is sunny today in the city of Heavenly, should Mr.
and Mrs. Happy buy the insurance?

Let R be the reimbursement the couple gets from the insurance company. Letting
X, be the weather on the nth day, we see that X; = 1 and

 (2500if X7 = X = 3,
1o otherwise.

R

Hence

E(R) = 2500P(X7 = X5 = 3|X; = 1)
= 2500P(Xs = 3| X7 =3, X; = DP(X7 = 3|X; = 1)
= 2500P(X; = 3|Xo = 3)P(X6 = 3|Xo = 1)

50 .30 207°

= (2500)(.10) | | .50 .20 .30
.40 .50 .10

= 52.52.

Since this is less than $200, the insurance is not worth it. [ |
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Example 2.11. (Manufacturing). Consider the manufacturing operation described
in Example 2.5. Suppose that both bins are empty at time O at the beginning of an
8-hour shift. What is the probability that both bins are empty at the end of the 8-hour
shift? (Assume a; = .99 and ap = .995.)

Let {X,,n > 0} be the DTMC described in Example 2.5. We see that we are
interested in p((f()). Using the data given above, we see that the transition probability
matrix is given by

.0100  .9900 0 0 0
.00995 .9851 .00495 O 0
P = 0 .00995 .9851 .00495 O . (2.27)
0 0 .00995 .9851 .00495
0 0 0 9950  .0050

Computing P¥, we get
Py = -88938.

What is the probability that machine 2 is shut down at the end of the shift? It is
given by

P, = .0006533. I

Example 2.12. (Telecommunications). Consider the model of the Tel-All data
switch as described in Example 2.8. Let Y, be the number of packets lost dur-
ing the nth time slot. Show how to compute E(Y},) assuming that the buffer is
initially empty. Tabulate E(Y},) as a function of n if the buffer size is seven pack-
ets and the number of packets that arrive at the switch during one time slot is
a Poisson random variable with mean 1, packet arrivals in successive time slots
being iid.

Let X, be the number of packets in the buffer at the end of the nth time slot.
Then {X,,n > 0} is a DTMC as described in Example 2.8. Let A, be the number
of packet arrivals during the nth slot. Then

max{0, A,+1 — K} if X, =0,

Y =
il {max{O,Xn—1+An+1—K} if X, > 0.

Hence

E(Ya11) = E(max{0, 4,41 — K})p)

K
+ > E(max{0.k — 1+ A1 — K} pllh.
k=1



2.3 Transient Distributions 21

Using a, = P(4, = r), we get

E(ns1) = pifo > (r = K)a,
r=K

K 00
Pk ), r—K-l+ba. Q29
k=1 r=K+1-k

We are given that A, is P(1). The pmf and complementary cdf of A,, are as given in
Table 2.2.

Using the data given there, and using the analysis of Example 2.8, we see that
{Xn,n > 0} is a DTMC with state space {0, 1,...,7} and transition probability
matrix

[.3679 .3679 .1839 .0613 .0153 .0031 .0005 .0001 ]
3679 3679 .1839 .0613 .0153 .0031 .0005 .0001

0 3679 .3679 .1839 .0613 .0153 .0031 .0006
0 .3679 .3679 .1839 .0613 .0153 .0037
0 0 3679 .3679 .1839 .0613 .0190
0 0 0 .3679 .3679 .1839 .0803
0 0 0 0 3679 .3679 .2642
0 0 0 0 0 .3679 .6321 |

(2.29)

oS O O o O

The matrix P” is computed numerically from P, and the n-step transition probabil-
ities p(()"’k are obtained from it by using Theorem 2.2. These are then used in (2.28)
to compute the expected number of packets lost in each slot. The final answer is
given in Table 2.3.

Note that even if the switch removes one packet per time slot and one packet
arrives at the switch on average per time slot, the losses are not zero. This is due to
the randomness in the arrival process. Another interesting feature to note is that, as
n becomes large, E(Y},) seems to tend to a limiting value. We present more on this

in Section 2.5. W

Table 2.2 Data for Example 2.12.
r— 0 1 2 3 4 5 6 7

P4, =r) 3679 3679  .1839  .0613 .0153 .0031 .0005 .0001
P4, >r) 1.000  .6321 2642 .0803 .0190  .0037  .0006  .0001

Table 2.3 Expected packet loss in Example 2.12.
n— 1 2 5 10 20 30 40 80
E(Y,) .0000 .0003 .0063 .0249 .0505 .0612 .0654 .0681
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2.4 Occupancy Times

Let {X,,n > 0} be a time-homogeneous DTMC on state space S = {1,2,...,N}
with transition probability matrix P and initial distribution ¢ = [a;,...,ay]. In
this section, we study occupancy times; i.e., the expected amount of time the DTMC
spends in a given state during a given interval of time. Since the DTMC undergoes
one transition per unit time, the occupancy time is the same as the expected number
of times it visits a given state in a finite number of transitions. We define this quantity
formally below.

Let N;(n) be the number of times the DTMC visits state j over the time span
{0,1,...,n}, and let

m; j(n) = E(N;(n)|Xo =1).

The quantity m; ;(n) is called the occupancy time up to n of state j starting from
state i. Let

my1(n) mia(n) myz(n) - myn(n)
mo1(n) maz(m) mpz(mn) --- man(n)

M(n) = | msa(n) msa(n) maz(n) --- msn(n) (2.30)
mN,.l(n) mN,;(n) MN,;(H) MN,;V(H)

be the occupancy times matrix. The next theorem gives a simple method of comput-
ing the occupancy times.

Theorem 2.4. (Occupancy Times). Let { X, n > 0} be a time-homogeneous DTMC
on state space S = {1,2,..., N}, with transition probability matrix P. The occu-
pancy times matrix is given by

M®n) = Z P". (2.31)
r=0

Proof. Fixiand j.LetZ, = 1if X, = j and Z, = 01if X, # j. Then,
Nin)=Zo+2Z1+---+ Z,.
Hence

mi,j(n) = E(N;j(n)|Xo = 1)
=E(Zo+Z1+--+Zy|Xo=1)

=) EZ|Xo=1)

r=0



2.4 Occupancy Times 23

=Y P(Z =1|Xo =)

r=0

=Y P(X, = j|Xo=1)
r=0

n
- Z pgf]?_ (2.32)
r=0

We get (2.31) by writing the equation above in matrix form. ||

Example 2.13. (Three-State DTMC). Consider the DTMC in Example 2.1. Com-
pute the occupancy time matrix M (10).
We have, from Theorem 2.4,

10 [20 30 .50
M(10)=>)"|.10 .00 .90
r=0|.55 .00 .45

4.5317 1.2484 5.2198
= |3.5553 1.9555 5.4892
3.8583 1.0464 6.0953

Thus the expected number of visits to state 1 starting from state 1 over the first ten
transitions is 4.5317. Note that this includes the visit at time 0. W

Example 2.14. (Weather Model). Consider the three-state weather model described
in Example 2.3. Suppose it is sunny in Heavenly today. Compute the expected num-
ber of rainy days in the week starting today.

Let X, be the weather in Heavenly on the nth day. Then, from Example 2.3,
{Xn,n > 0} is a DTMC with transition matrix P given in (2.9). The required
quantity is given by mj 3(6) (why 6 and not 77). The occupancy matrix M (6) is
given by

r

6 [5 3 2
M=) 15 2 3
r=0|4 5 .1

3.8960 1.8538 1.2503
= |2.8876 2.7781 1.3343
2.8036 2.0218 2.1747

Hence m; 3(6) = 1.25. [ |
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2.5 Limiting Behavior

Let {X,,n > 0} be a DTMC on state space S = {1,2,..., N} with transition
probability matrix P. In this section, we study the limiting behavior of X, as n
tends to infinity. We start with the most obvious question:

Does the pmf of X, approach a limit as n tends to infinity?

If it does, we call it the limiting or steady-state distribution and denote it by

T = [m1,72,...,TN], (2.33)

where
w; = lim P(X, =j), j €S. (2.34)
n—>oo

The next question is a natural follow-up:

If the limiting distribution exists, is it unique?

This question makes sense since it is conceivable that the limit may depend upon
the starting state, or the initial distribution of the DTMC. Finally, the question of
practical importance is:

If there is a unique limiting distribution, how do we compute it?

It so happens that the answers to the first two questions are complex but the
answer to the last question is easy. Hence we give that first in the following theorem.

Theorem 2.5. (Limiting Distributions). If a limiting distribution 7 exists, it satisfies

N
nj:ZniPi,jy j ES, (2.35)
i=1
and
N
Y omi=1 (2.36)
j=1

Proof. Conditioning on X, and using the Law of Total Probability, we get

N
P(Xp41=j) =) P(Xy=i)pij.j€S. (2.37)

i=1

Now, let n tend to infinity on both the right- and left-hand sides. Then, assuming
that the limiting distribution exists, we see that

lim P(X, = j) = lim P(X,41 = j) = 7;.
n—oo n—oo :

Substituting in (2.37), we get (2.35). Equation (2.36) follows since r is a pmf. | |
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Equations (2.35) can be written in matrix form as
T =nP (2.38)

and are called the balance equations or the steady-state equations. Equation (2.36)
is called the normalizing equation. We illustrate Theorem 2.5 with an example.

Example 2.15. (A DTMC with a Unique Limiting Distribution). Suppose
{X,,n >0} is a DTMC with state space {1,2,3} and the following transition
matrix (see Example 2.1):

20 .30 .50
P=1.10 .00 .90
55 .00 45

We give below the n-step transition probability matrix for various values of n:

[.3450 .0600 .59507]
n=2:P>=|.5150 .0300 .4550 |,
| 3575 .1650 .4775

[.3626 .1207 .5167]
n=4:P*=1.3558 .1069 .5373 |,
| 3790 .1052 .5158 |

3704 1111 .5185
n=10: P° = | 3703 .1111 .5186 |,
3704 1111 .5185

3704 1111 5185
11: P" = | 3704 .1111 .5185],
3704 1111 .5185

S
v

From this we see that the pmf of X,, approaches
7w = [.3704,.1111, .5185].

It can be checked that 7 satisfies (2.35) and (2.36). Furthermore, all the rows of P"
are the same in the limit, implying that the limiting distribution of X, is the same
regardless of the initial distribution. [ |

Example 2.16. (A DTMC with No Limiting Distribution). Consider a DTMC
{X»,n > 0} with state space {1, 2, 3} and transition matrix
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0O 1 0
P=|(.10 0 .90 (2.39)
O 1 0
We can check numerically that
[.1000 0 .9000]
p2n 0 10000 0 |, n=>1,
[.10000 0 .9000 |
0 1.0000 0
PPl =1.1000 0  .9000|, n>1
0 1.0000 0

Let a be the initial distribution of the DTMC. We see that the pmf of X,,,n > 1, is
[[1(a1 +a3),az,.9(a; +a3)] if niseven and [.1az, ay + as, .9a,] if n is odd. Thus
the pmf of X, does not approach a limit. It fluctuates between two pmfs that depend
on the initial distribution. The DTMC has no limiting distribution.

Although there is no limiting distribution for the DTMC of the example above,
we can still solve the balance equations and the normalizing equation. The solution
is unique and is given by [.05 .50 .45]. To see what this solution means, suppose the
initial distribution of the DTMC is [.05 .50 .45]. Then, using (2.37) for n = 0, we
can show that the pmf of X} is also given by [.05 .50 .45]. Proceeding this way, we
see that the pmf of X, is [.05 .50 .45] for all n > 0. Thus the pmf of X, remains
the same for all n if the initial distribution is chosen to be [.05 .50 .45]. We call
this initial distribution a stationary distribution. Formally, we have the following
definition.

Definition 2.2. (Stationary Distribution). A distribution

n* =[nf,n).,....15] (2.40)

is called a stationary distribution if

P(Xo =i)=nforalll <i <N =
P(X, =i)=nxforalll <i < N,andn > 0.

The questions about the limiting distribution (namely existence, uniqueness, and
method of computation) can be asked about the stationary distribution as well. We
have a slightly stronger result for the stationary distribution, as given in the follow-
ing theorem.

Theorem 2.6. (Stationary Distributions). n* = [}, 75, ..
distribution if and only if it satisfies

..y is a stationary

N
* * .
Tp = Z”i pij.J €S,

i=1

(2.41)
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and

dorr=1 (2.42)

Proof. First suppose 7 * is a stationary distribution. This implies that if
P(Xo=j)=n}. j€S.

then
P(X, =) zrr}k, jes.

But, using n = 0 in (2.37), we have N

P(X1=j)=) P(Xo=1i)pi,.
i=1
Substituting the first two equations into the last, we get (2.41). Equation (2.42) holds
because 7 * is a pmf.
Now suppose 7 * satisfies (2.41) and (2.42). Suppose

P(Xo=j)=mnj, j€S.
Then, from (2.37), we have

N
P(X1=j) =) _P(Xo=i)pi,

i=1

N
*
= Z”i Di.j
i=1

= ]T; due to (2.41).

Thus the pmf of X; is 7*. Using (2.37) repeatedly, we can show that the pmf of X,
is 7* for all n > 0. Hence 7* is a stationary distribution.

Theorem 2.6 implies that, if there is a solution to (2.41) and (2.42), it is a sta-
tionary distribution. Also, note that the stationary distribution 7* satisfies the same
balance equations and normalizing equation as the limiting distribution 7. This
yields the following corollary.

Corollary 2.3. A limiting distribution, when it exists, is also a stationary
distribution.

Proof. Let r be a limiting distribution. Then, from Theorem 2.5, it satisfies (2.35)
and (2.36). But these are the same as (2.41) and (2.42). Hence, from Theorem 2.6,
7* = 7 is a stationary distribution.

Example 2.17. Using Theorem 2.6 or Corollary 2.3, we see that 7* = [.3704,
1111, .5185] is a (unique) limiting, as well as stationary distribution to the DTMC
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of Example 2.15. Similarly, 7* = [.05, .50, .45] is a stationary distribution for the
DTMC in Example 2.16, but there is no limiting distribution for this DTMC. | |

The next example shows that the limiting or stationary distributions need not be
unique.

Example 2.18. (A DTMC with Multiple Limiting and Stationary Distributions).
Consider a DTMC {X,,n > 0} with state space {1, 2, 3} and transition matrix

20 .80 0
P=1.10 9 O0]f. (2.43)
0 0 1

Computing the matrix powers P” for increasing values of 1, we get

A111 8889 0
lim P" =|.1111 .8889 0
n—oo
0 0 1.0000

This implies that the limiting distribution exists. Now let the initial distribution be
a = [ay,az,as], and define

m = .1111(a; + az),
3 = .8889(ay + a»),

T3 = ds.

We see that 7 is a limiting distribution of {X,,n > 0}. Thus the limiting distribution
exists but is not unique. It depends on the initial distribution. From Corollary 2.3, it
follows that any of the limiting distributions is also a stationary distribution of this
prMc.

It should be clear by now that we need to find a normalized solution (i.e., a
solution satisfying the normalizing equation) to the balance equations in order to
study the limiting behavior of the DTMC. There is another important interpretation
of the normalized solution to the balance equations, as discussed below.

Let N;(n) be the number of times the DTMC visits state j over the time span
{0,1,...,n}. We studied the expected value of this quantity in Section 2.4. The
occupancy of state j is defined as

. . E(Nj(n)|Xo =1)
7; = lim .

2.44
n—o00 n—+1 ( )

Thus occupancy of state j is the same as the long-run fraction of the time the DTMC
spends in state j. The next theorem shows that the occupancy distribution
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7 =[m1,72,...,AN],
if it exists, satisfies the same balance and normalizing equations.

Theorem 2.7. (Occupancy Distribution). If the occupancy distribution 7t exists, it
satisfies

N
Aj=Y Fipij.Jj €S, (2.45)
i=1
and
N
doaj=1 (2.46)
j=1

Proof. From Theorem 2.4, we have
n
E(V; ()Xo = i) = mi () =Y p").
r=0

Hence,

EWN;m[Xo=10) _ 1 Xn: )
n+1 n+1 Pi.j

_ (0) (r)
- n+ 1 (1%51 + ZE: p )
(0) (r—1)
= n+1 (Pw +ZZP' Pk,j)

r=1k=1
(using Chapman—Kolmogorov equations)

k=1r=1

1 ©) )
Ao (Zm

Now, let n tend to oo,

L EWG0IXe=i)
1m
n—00 n+1 n—>oon+1

+ lim (
n—->oo

(0) ))

) Z A (Z p(r)) Pr.j-

r=0

—(p;;




30 2 Discrete-Time Markov Models

Assuming the limits exist and using (2.44) and (2.32), we get

N
J =2 Pk,
k=1

which is (2.45). The normalization equation (2.46) follows because

=N

N
Y Nimy=n+1.1

J=1

Thus the normalized solution of the balance equations can have as many as three
interpretations: limiting distribution, stationary distribution, or occupancy distribu-
tion. The questions are: Will there always be a solution? Will it be unique? When
can this solution be interpreted as a limiting distribution, stationary distribution, or
occupancy distribution? Although these questions can be answered strictly in terms
of solutions of linear systems of equations, it is more useful to develop the answers
in terms of the DTMC framework. That is what we do below.

Definition 2.3. (Irreducible DTMC). A DTMC {X,,n>0} on state space S =
{1,2,..., N} is said to be irreducible if, for every i and j in S, thereisa k > 0
such that

P(Xx = j|Xo=1i)>0. (2.47)

A DTMC that is not irreducible is called reducible.

Note that the condition in (2.47) holds if and only if it is possible to go from any
state i to any state j in the DTMC in one or more steps or, alternatively, there is a
directed path from any node i to any node j in the transition diagram of the DTMC.
It is in general easy to check if the DTMC is irreducible.

Example 2.19. (Irreducible DTMCs).

(a) The DTMC of Example 2.15 is irreducible since the DTMC can visit any state
from any other state in two or fewer steps.

(b) The DTMC of Example 2.3 is irreducible since it can go from any state to any
other state in one step.

(c) The five-state DTMC of Example 2.5 is irreducible since it can go from any
state to any other state in four steps or less.

(d) The nine-state DTMC of Example 2.7 is irreducible since it can go from any
state to any other state in seven steps or less.

(e) The (K + 1)-state DTMC of Example 2.8 is irreducible since it can go from
any state to any other state in K steps or less. | |

Example 2.20. (Reducible DTMCs). The DTMC of Example 2.18 is reducible since
this DTMC cannot visit state 3 from state 1 or 2. H

The usefulness of the concept of irreducibility arises from the following two
theorems, whose proofs are beyond the scope of this book.
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Theorem 2.8. (Unique Stationary Distribution). A finite-state irreducible DTMC
has a unique stationary distribution; i.e., there is a unique normalized solution to
the balance equation.

Theorem 2.9. (Unique Occupancy Distribution). A finite-state irreducible DTMC
has a unique occupancy distribution and is equal to the stationary distribution.

Next we introduce the concept of periodicity. This will help us decide when the
limiting distribution exists.

Definition 2.4. (Periodicity). Let {X,,n > 0} be an irreducible DTMC on state
space S = {1,2,..., N}, and let d be the largest integer such that

P(X, =i|Xo =1i) > 0 = n is an integer multiple of d (2.48)

foralli € S. The DTMC is said to be periodic with period d if d > 1 and aperiodic
ifd = 1.

A DTMC with period d can return to its starting state only at times d,
2d,3d,.... It is an interesting fact of irreducible DTMCs that it is sufficient to
find the largest d satisfying (2.48) for any one state i € S. All other states are
guaranteed to produce the same d. This makes it easy to establish the periodicity
of an irreducible DTMC. In particular, if p;; > 0 for any i € S for an irreducible
DTMC, then d must be 1 and the DTMC must be aperiodic!

Periodicity is also easy to spot from the transition diagrams. First, define a di-
rected cycle in the transition diagram as a directed path from any node to itself. If
all the directed cycles in the transition diagram of the DTMC are multiples of some
integer d and this is the largest such integer, then this is the d of the definition above.

Example 2.21. (Aperiodic DTMCs). All the irreducible DTMCs mentioned in
Example 2.19 are aperiodic since each of them has at least one state i with
Dii > 0. l

Example 2.22. (Periodic DTMCs).

(a) Consider a DTMC on state space {1, 2} with the transition matrix

01
p— [1 0] (2.49)

This DTMC is periodic with period 2.
(b) Consider a DTMC on state space {1, 2, 3} with the transition matrix

(2.50)

~v
|
- o o
oo~
o~ o

This DTMC is periodic with period 3.
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(c) Consider a DTMC on state space {1, 2, 3} with the transition matrix

0 1 0
P=|5 0 .5]. (2.51)
0 1 0

This DTMC is periodic with period 2. Wl

The usefulness of the concept of irreducibility arises from the following main
theorem, whose proof is beyond the scope of this book.

Theorem 2.10. (Unique Limiting Distribution). A finite-state irreducible aperiodic
DTMC has a unique limiting distribution.

Theorem 2.10, along with Theorem 2.5, shows that the (unique) limiting distribu-
tion of an irreducible aperiodic DTMC is given by the solution to (2.35) and (2.36).
From Corollary 2.3, this is also the stationary distribution of the DTMC, and from
Theorem 2.9 this is also the occupancy distribution of the DTMC.

We shall restrict ourselves to irreducible and aperiodic DTMCs in our study of
limiting behavior. The limiting behavior of periodic and/or reducible DTMCs is
more involved. For example, the pmf of X, eventually cycles with period d if
{Xn,n > 0} is an irreducible periodic DTMC with period d. The stationary/limiting
distribution of a reducible DTMC is not unique and depends on the initial state of
the DTMC. We refer the reader to an advanced text for a more complete discussion
of these cases.

We end this section with several examples.

Example 2.23. (Three-State DTMC). Consider the DTMC of Example 2.15. This
DTMC is irreducible and aperiodic. Hence the limiting distribution, the stationary
distribution, and the occupancy distribution all exist and are given by the unique

solution to
.20 .30 .50

(1 72 73] = [mq w2 73] % [ .10 .00 .90
.55 .00 .45

and the normalizing equation
m + 7+ 73 = 1.

Note that although we have four equations in three unknowns, one of the balance
equations is redundant. Solving the equations above simultaneously yields

] = .3704,71’2 = .1111,71’3 = .5185.
This matches our answer in Example 2.15. Thus we have

n=n*=#=[3704, .1111, .5185].
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Now consider the three-state DTMC from Example 2.16. This DTMC is irreducible
but periodic. Hence there is no limiting distribution. However, the stationary distri-
bution exists and is given by the solution to

(7] 75 7y] =[] 75 73] * | .10 0.90

and
n{ +ny+n; =1

The solution is
(7] 75 73] = [.0500, .5000, .4500].

This matches with the numerical analysis presented in Example 2.16. Since the
DTMC is irreducible, the occupancy distribution is also given by 7 = z*. Thus
the DTMC spends 45% of the time in state 3 in the long run. | |

Example 2.24. (Telecommunications). Consider the DTMC model of the Tel-All
data switch described in Example 2.12.

(a) Compute the long-run fraction of the time that the buffer is full.
Let X,, be the number of packets in the buffer at the beginning of the nth time
slot. Then {X,,n > 0} is a DTMC on state space {0, 1,...,7} with transition
probability matrix P given in (2.29). We want to compute the long-run fraction
of the time the buffer is full; i.e., the occupancy of state 7. Since this is an
irreducible aperiodic DTMC, the occupancy distribution exists and is given by
the solution to
7=7a%*P

and
7
d oA=L
i=0

The solution is given by
7 = [.0681, .1171, .1331, .1361, .1364, .1364, .1364, .1364].

The occupancy of state 7 is .1364. Hence the buffer is full 13.64% of the time.

(b) Compute the expected number of packets waiting in the buffer in steady state.
Note that the DTMC has a limiting distribution and is given by 7= = 7. Hence
the expected number of packets in the buffer in steady state is given by

7
lim E(X,) =) im =3.7924.

n—o00 4
i=0

Thus the buffer is a little more than half full on average in steady state. | |



34 2 Discrete-Time Markov Models

Example 2.25. (Manufacturing). Consider the manufacturing operation of the
Gadgets-R-Us company as described in Example 2.11. Compute the long-run
fraction of the time that both the machines are operating.

Let {X,,n > 0} be the DTMC described in Example 2.5 with state space
{—2,—1,0,1,2} and the transition probability matrix given in (2.27). We are in-
terested in computing the long-run fraction of the time that the DTMC spends in
states —1,0, 1. This is an irreducible and aperiodic DTMC. Hence the occupancy
distribution exists and is given by the solution to

.0100  .9900 0 0 0

.00995 9851 .00495 0O 0

=7 % 0 .00995 .9851 .00495 O
0 0 .00995 .9851 .00495
0 0 0 9950  .0050

and

Solving, we get
7 = [.0057, .5694, .2833, .1409, .0007].

Hence the long-run fraction of the time that both machines are working is given by

1 + 7o + 71 = 0.9936. [ |

2.6 Cost Models

Recall the inventory model of Example 1.3(c), where we were interested in com-
puting the total cost of carrying the inventory over 10 weeks. In this section, we
develop methods of computing such costs. We start with a simple cost model
first.

Let X}, be the state of a system at time n. Assume that {X,,, n > 0} isa DTMC on
state space {1,2, ..., N} with transition probability matrix P. Suppose the system
incurs a random cost of C (i) dollars every time it visits state i. Let c(i) = E(C(i))
be the expected cost incurred at every visit to state i. Although we think of ¢(i) as
a cost per visit, it need not be so. It may be any other quantity, like reward per visit,
loss per visit, profit per visit, etc. We shall consider two cost-performance measures
in the two subsections below.
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2.6.1 Expected Total Cost over a Finite Horizon

In this subsection, we shall develop methods of computing expected total cost (ETC)
up to a given finite time 7, called the horizon. The actual cost incurred at time r is
C(X;). Hence the actual total cost up to time 7 is given by

Y CXp),
r=0
and the ETC is given by
n
E (Z C(X,)) .
r=0

For1 <i < N, define

gli.n) =E (Z C(Xy)

r=0

Xo = i) (2.52)

as the ETC up to time » starting from state i. Next, let

(1)
c(2)

(V)

and -
g(1,n)

e = | 57

L g(N,n)

Let M (n) be the occupancy time matrix of the DTMC as defined in (2.30). The next
theorem gives a method of computing g(n) in terms of M (n).

Theorem 2.11. (ETC: Finite Horizon).

gn) =Mn) *c. (2.53)

on,-)

n N
=)D ECXNIXr = HPXr = j|Xo = 1)

r=0 =1

Proof. We have

gli.n) =E (Z C(X,)

r=0
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n N

=) C(j)pi(,r;
r=0j=1
N

5 [zps}} )
r=0

j=1

mi,j(n)e(j), (2.54)

Il
M z

~
I
—-

where the last equation follows from (2.32). This yields (2.53) in matrix form. | |
We illustrate the theorem with several examples.

Example 2.26. (Manufacturing). Consider the manufacturing model of Example
2.11. Assume that both bins are empty at the beginning of a shift. Compute the
expected total number of assembled units produced during an 8-hour shift.

Let {X,,n > 0} be the DTMC described in Example 2.5. The transition proba-
bility matrix is given by (see (2.27))

.0100  .9900 0 0 0
.00995 9851 .00495 0O 0
P = 0 .00995 9851 .00495 O . (2.55)
0 0 .00995 9851 .00495
0 0 0 9950  .0050

Recall that a; is the probability that a component produced by machine i is nonde-
fective, i = 1,2. Let ¢(i) be the expected number of assembled units produced in
1 hour if the DTMC is in state i at the beginning of the hour. (Note that ¢(7) as de-
fined here is not a cost but can be treated as such!) Thus, if i = 0, both the bins are
empty and a unit is assembled in the next hour if both machines produce nondefec-
tive components. Hence the expected number of assembled units produced per visit
to state 0 is ajap = .99 % .995 = .98505. A similar analysis for other states yields

c(=2) = .99, c(—1) = .99, ¢(1) = .995, ¢(2) = .995.

We want to compute g(0, 7). (Note that the production during the eighth hour is
counted as production at time 7.) Using Theorem 2.4 and (2.53), we get

7.9195
7.9194
g(7) = | 7.8830
7.9573
7.9580
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Hence the expected production during an 8-hour shift starting with both bins empty
is 7.8830 units. If there were no defectives, the production would be 8 units. Thus
the loss due to defective production is .1170 units on this shift! | |

Example 2.27. (Inventory Systems). Consider the DTMC model of the inventory
system as described in Example 2.4. Suppose the store buys the PCs for $1500 and
sells them for $1750. The weekly storage cost is $50 per PC that is in the store at
the beginning of the week. Compute the net revenue the store expects to get over the
next 10 weeks, assuming that it begins with five PCs in stock at the beginning of the
week.

Following Example 2.4, let X, be the number of PCs in the store at the beginning
of the nth week. {X,,n > 0} is a DTMC on state space {2, 3,4, 5} with the tran-
sition probability matrix given in (2.10). We are given Xo = 5. If there are i PCs
at the beginning of the nth week, the expected storage cost during that week is 50i.
Let D, be the demand during the nth week. Then the expected number of PCs sold
during the nth week is E(min(i, D, )). Hence the expected net revenue is given as

c(i) = —=50i 4+ (1750 — 1500)E(min(i, D,)), 2 <i <5.
Computing the expectations above, we get

337.7662
431.9686
470.1607
466.3449

Note that the expected total net revenue over the next n weeks, starting in state i,
is given by g(i,n — 1). Hence we need to compute g(5, 9). Using Theorem 2.4 and
(2.53), we get

4298.65

4381.17

4409.41

4404.37

g9 =

Hence the expected total net revenue over the next 10 weeks, starting with five PCs,
is $4404.37. Note that the figure is higher if the initial inventory is 4! This is the
result of storage costs.

2.6.2 Long-Run Expected Cost Per Unit Time

The ETC g(i, n) computed in the previous subsection tends to co as n tends to oo
in many examples. In such cases, it makes more sense to compute the expected
long-run cost rate, defined as
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The following theorem shows that this long-run cost rate is independent of i when
the DTMC is irreducible and gives an easy method of computing it.

Theorem 2.12. (Long-Run Cost Rate). Suppose {X,,n > 0} is an irreducible
DTMC with occupancy distribution 7. Then

N
g=g() =Y #jc(j). (2.56)
j=1

Proof. From Theorem 2.9, we have

. omij(n)
lim ——— = 7;.
Using this and Theorem 2.11, we get

g(i) = lim gli.n)

n—oo n+ 1

N
. 1 .
= i,y 2 e
N
_ . omij(n)]
B Z |:nll>n<}0 n+1 :|C(J)
j=1
N
=Y #jc()).
j=1

This yields the desired result. [ |

The theorem is intuitive: in the long run, among all the visits to all the states, 7;
is the fraction of the visits made by the DTMC to state j. The DTMC incurs a cost
of ¢(j) dollars for every visit to state j. Hence the expected cost per visit in the
long run must be Y ¢(j)7 ;. We can use Theorem 2.7 to compute the occupancy
distribution 77. We illustrate this with two examples below.

Example 2.28. (Manpower Planning). Consider the manpower planning model of
Paper Pushers Insurance Company, Inc., as described in Example 2.6. Suppose the
company has 70 employees and this level does not change with time. Suppose the
per person weekly payroll expenses are $400 for grade 1, $600 for grade 2, $800 for
grade 3, and $1000 for grade 4. Compute the long-run weekly payroll expenses for
the company.
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We shall compute the long-run weekly payroll expenses for each employee slot
and multiply that figure by 70 to get the final answer since all employees behave
identically. The grade of an employee evolves according to a DTMC with state
space {1, 2, 3, 4} and transition probability matrix as given in (2.12). Since this is an
irreducible DTMC, the unique occupancy distribution is obtained using (2.45) and
(2.46) as

7 = [.2715, 4546, .1826, .0913].

The cost vector is
¢ = [400 600 800 1000]’.

Hence the long-run weekly payroll expense for a single employee is

4
> #je(j) = 618.7185.
j=1

For the 70 employees, we get as the total weekly payroll expense $70 % 618.7185 =
$43,310.29. W

Example 2.29. (Telecommunications). Consider the model of the data switch as de-
scribed in Examples 2.8 and 2.12. Compute the long-run packet-loss rate if the
parameters of the problem are as in Example 2.12.

Let c(i) be the expected number of packets lost during the (n + 1)st slot if there
were [ packets in the buffer at the end of the nth slot. Following the analysis of
Example 2.12, we get

ci)= Y (r—Ka,ifi =0
r=K

Y r—-K-1+4i)a,if0<i <K,
r=K+1-i

where a, is the probability that a Poisson random variable with parameter 1 takes a
value r. Evaluating these sums, we get

¢ = [.0000, .0000, .0001, .0007, .0043, .0233, .1036, .3679].

The occupancy distribution of this DTMC has already been computed in Example
2.24. Tt is given by

7 = [.0681, .1171, .1331, .1361, .1364, .1364, .1364, .1364].

Hence the long-run rate of packet loss per slot is

7
> #je(j) = .0682.
j=0
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Since the arrival rate of packets is one packet per slot, this implies that the loss
fraction is 6.82%. This is too high in practical applications. This loss can be reduced
by either increasing the buffer size or reducing the input packet rate. Note that the
expected number of packets lost during the nth slot, as computed in Example 2.12,
was .0681 for n = 80. This agrees quite well with the long-run loss rate computed
in this example. W

2.7 First-Passage Times

We saw in Example 1.3(a) that one of the questions of interest in weather prediction
was “How long will the current heat wave last?” If the heat wave is declared to
be over when the temperature falls below 90°F, the problem can be formulated as
“When will the stochastic process representing the temperature visit a state below
90°F?” Questions of this sort lead us to study the first-passage time; i.e., the random
time at which a stochastic process “first passes into” a given subset of the state
space. In this section, we study the first-passage times in DTMCs.

Let {X,.,n > 0} be a DTMC on state space S = {1,2,..., N} with transition
probability matrix P. We shall first study a simple case, first-passage time into state
N, defined as

T =min{n >0: X, = N}. (2.57)

Note that T is not the minimum number of steps in which the DTMC can reach
state V. It is the (random) number of steps that it takes to actually visit state N.
Typically T can take values in {0, 1, 2, 3, ...}. We shall study the expected value of
this random variable in detail below.
Let
m; = E(T|Xo =1). (2.58)

Clearly, my = 0. The next theorem gives a method of computing m;,1 < i <
N —1.

Theorem 2.13. (Expected First-Passage Times). {m;, 1 <i < N — 1} satisfy

N-1
mi=1+Y pijmj 1<i<N-1 (2.59)
j=1

Proof. We condition on X;. Suppose Xo =7 and X; = j. If j = N,then T =1,
and if j # N, then the DTMC has already spent one time unit to go to state j
and the expected time from then on to reach state N is now given by m ;. Hence
we get

1 if j =N,

Erixo =ixi=n={1, oy
J .
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Unconditioning with respect to X yields

m; = E(T|X0 = i)
N
=Y E(T|Xo =i.X1 = j)P(X; = j|Xo =)
j=1
N-1

=Y (A +m)pi;+ D(piw)
=1

N-1

iz
N

=Y Wpij+ Y pijmj
j=1

Jj=1

N-1
=1+ pijm;
j=1

as desired. Wl
The following examples illustrate the theorem above.

Example 2.30. (Machine Reliability). Consider the machine shop with two inde-
pendent machines as described by the three-state DTMC {Y,,,n > 0} in Example
2.2. Suppose both machines are up at time 0. Compute the expected time until both
machines are down for the first time.

Let ¥, be the number of machines in the “up” state at the beginning of day n.
From Example 2.2, we see that {Y,,n > 0} is a DTMC with state space {0, 1,2}
and transition probability matrix given by

.0009 .0582 .9409
P = |.0006 .0488 .9506 | . (2.60)
.0004 .0392 .9604

Let T be the first-passage time into state O (both machines down). We are interested
inmy, = E(T|Yy = 2). Equations (2.59) become

mo = 1+ .9604m, + .0392m;,
1 +.9506m, + .0488m.

mj

Solving simultaneously, we get
my = 2451 days, mp = 2451.5 days.

Thus the expected time until both machines are down is 2451.5/365 = 6.71
years! | |

Example 2.31. (Manpower Planning). Consider the manpower model of Example
2.6. Compute the expected amount of time a new recruit spends with the company.
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Note that the new recruit starts in grade 1. Let X, be the grade of the new recruit
at the beginning of the nth week. If the new recruit has left the company by the
beginning of the nth week, we set X,, = 0. Then, using the data in Example 2.6,
we see that {X,,,n > 0} is a DTMC on state space {0, 1, 2, 3, 4} with the following
transition probability matrix:

1 0 0 0 0
.020 .950 .030 O 0
P=1.008 0 .98 .010 0 |. (2.61)
020 0 0 .975 .005
010 0 0 0 .99

Note that state 0 is absorbing since once the new recruit leaves the company the
problem is finished. Let 7" be the first-passage time into state 0. We are interested in
my = E(T'|X¢ = 1). Equations (2.59) can be written as follows:

my =1+ .950m + .030m,,
my =1+ .982m, + .010m3,
m3z =1+ .975m3 + .005my4,
myg = 1+ .990my.

Solving simultaneously, we get
my = 73.33,my = 88.89,m3 = 60, m4 = 100.

Thus the new recruit stays with the company for 73.33 weeks, or about 1.4 years.

So far we have dealt with a first-passage time into a single state. What if we are
interested in a first-passage time into a set of states? We consider such a case next.
Let A be a subset of states in the state space, and define

T =min{n > 0: X,, € A}. (2.62)

Theorem 2.13 can be easily extended to the case of the first-passage time defined
above. Let m;(A) be the expected time to reach the set A starting from state i.
Clearly, m;(A) = 0 if i € A. Following the same argument as in the proof of
Theorem 2.13, we can show that

mi(A) =1+ pijm;(A). i & A. (2.63)
J#A

In matrix form, the equations above can be written as

m(A) = e + P(A)m(A), (2.64)
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where m(A) is a column vector [m;(A)];¢4, € is a column vector of ones, and
P(A) = [pi,jli,j¢a is a submatrix of P. A matrix language package can be used to
solve this equation easily. We illustrate this with an example.

Example 2.32. (Stock Market). Consider the model of stock movement as described
in Example 2.7. Suppose Mr. Jones buys the stock when it is trading for $5 and
decides to sell it as soon as it trades at or above $8. What is the expected amount of
time that Mr. Jones will end up holding the stock?

Let X, be the value of the stock in dollars at the end of the nth day. From
Example 2.7, {X,,n > 0} is a DTMC on state space {2, 3,...,9, 10}. We are given
that X9 = 5. Mr. Jones will sell the stock as soon as X, is 8 or 9 or 10. Thus we
are interested in the first-passage time 7 into the set A = {8, 9, 10}, in particular in
ms(A). Equations (2.64) are

[1m,(A4)] 1 6 220 0 0] [m(a)]
m3(A) 1 4 2 2 2 0 0 ]|ms(A4)
ma(A) | |1 + 22 2 2 2 0|]|mge(A4)
ms(A) 1 0 2 2 2 2 2||ms(A)
me(A) 1 0 0 2 2 2 2||me(A)
| m7(A) | [ 1] |0 0 0 2 2 2] [my(A) ]
Solving the equation above, we get
[ma(4)]  [24.7070]
m3(A) 23.3516
ma(A) | _ | 21.0623
ms(A) | | 17.9304
me(A) 13.2601
| m7(A) | | 9.0476 |
Thus the expected time for the stock to reach $8 or more, starting from $5, is about
18 days.
|

Example 2.33. (Gambler’s Ruin). Two gamblers, A and B, bet on successive inde-
pendent tosses of a coin that lands heads up with probability p. If the coin turns
up heads, gambler A wins a dollar from gambler B, and if the coin turns up tails,
gambler B wins a dollar from gambler A. Thus the total number of dollars among
the two gamblers stays fixed, say N. The game stops as soon as either gambler is
ruined; i.e., is left with no money! Compute the expected duration of the game, as-
suming that the game stops as soon as one of the two gamblers is ruined. Assume
the initial fortune of gambler A is i.

Let X, be the amount of money gambler A has after the nth toss. If X;, = 0, then
gambler A is ruined and the game stops. If X,, = N, then gambler B is ruined and
the game stops. Otherwise the game continues. We have
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Xn if X,,is0or N,
Xn+1=49X, +1 if 0 < X, < N and the coin turns up heads,
X, —1 if0 < X, < N and the coin turns up tails.

Since the successive coin tosses are independent, we see that {X,,n > 0} is a
DTMC on state space {0, 1, ..., N — 1, N} with the following transition probability
matrix (withg = 1 — p):

1 00 0 00
g 0 p 0 00
0 g 0 0 00
P={: - . (2.65)
06000 --0pO
000 g 0
|0 0 0 0 0 1]

The game ends when the DTMC visits state 0 or N. Thus we are interested in m; (A),
where A = {0, N}. Equations (2.63) are

mo(A) = O,
mi(A) =1+qm;—1(A) + pm;i+1(4), 1=<i=<N—1,
my(A) = 0.

We leave it to the reader to verify that the solution, whose derivation is rather te-
dious, is given by

i N 1-@/p) ”
mA)=Yq-p q-p 1-@/p¥ TP (2.66)
(N —i)(@@) ifqg = p.

2.8 Case Study: Passport Credit Card Company

This case study, is inspired by a paper by P. E. Pfeifer and R. L. Carraway (2000).

Passport is a consumer credit card company that has a large number of customers
(or accounts). These customers charge some of their purchases on their Passport
cards. The charges made in one month are due by the end of the next month. If
a customer fails to make the minimum payment in a given month, the company
flags the account as delinquent. The company keeps track of the payment history
of each customer so that it can identify customers who are likely to default on their
obligations and not pay their debt to the company.
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Here we describe the simplest method by which passport tracks its accounts.
A customer is said to be in state (or delinquency stage) k if he or she has missed
making the minimum payment for the last k consecutive months. A customer in state
k has four possible futures: make a minimum payment (or more) and move to stage
0, make no payment (or less than the minimum payment) and move to stage k + 1,
default by declaring bankruptcy, thus moving to stage D, or the company can cancel
the customer’s card and terminate the account, in which case the customer moves
to stage C. Currently the company has a simple policy: it terminates an account as
soon as it misses seven minimum payments in a row and writes off the remaining
outstanding balance on that account as a loss.

To make the discussion above more precise, let py be the probability that a cus-
tomer in state k fails to make the minimum payment in the current period and thus
moves to state k + 1. Let g be the probability that a customer in state k declares
bankruptcy in the current period and thus moves to state D. Also, let by be the
average outstanding balance of a customer in state k.

From its experience with its customers over the years, the company has estimated
the parameters above for 0 < k < 6 as given in Table 2.4. Note that the company
has no data for k > 6 since it terminates an account as soon as it misses the seventh
payment in a row.

We will build stochastic models using DTMC:s to help the management of Pass-
port analyze the performance of this policy in a rational way. First we assume that
the state of an account changes in a Markov fashion. Also, when a customer account
is terminated or the customer declares bankruptcy, we shall simply replace that ac-
count with an active one, so that the number of accounts does not change. This is
the same modeling trick we used in the manpower planning model of Example 2.6.

Let X, be the state of a particular customer account at time » (i.e., during the
nth month). When the customer goes bankrupt or the account is closed, we start
a new account in state 0. Thus {X,,n > 0} is a stochastic process on state space
S =1{0,1,2,3,4,5,6}. We assume that it is a DTMC. In this case, the dynamics of
{X,,n > 0} are given by

X, + 1 if the customer misses the minimum payment in the nth
month

0 if the customer makes the minimum payment in the nth
month, declares bankruptcy, or the account is terminated.

Xn+1 =

Table 2.4 Data for Passport account holders.

k 0 1 2 3 4 5 6
Dk .033 .048 .090 .165 212 287 329
qk .030 .021 037 .052 .075 135 182

by 1243.78 2090.33 2615.16 3073.13 3502.99 3905.77 4280.26
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With the interpretation above, we see that {X,,n > 0} is a DTMC on state space
{0,1,2,3,4,5, 6} with the following transition probabilities:

pk,k+1:P(Xn+l :k+1|Xn:k):pks 0<k<x5,
Pko=1—pr, 0=<k=<6.

Using the data from Table 2.4, we get the following transition probability matrix:

967.033 0 0 0 0 0
952 0 048 0 0 0 0
910 0 0 .090 0 0 0

P=|850 0 0 .1650 0 (2.67)
78 0 0 0 0 212 0
7130 0 0 0 0 .287
.1 0 0 0 0 0 0 |

We are now ready to analyze the current policy (P, ), which terminates an account
as soon as it misses the seventh minimum payment in a row. To analyze the perfor-
mance of the policy, we need a performance measure. Although one can devise
many performance measures, here we concentrate on the expected annual loss due
to bankruptcies and account closures. Let /i be the expected loss from an account in
state k in one month. Now, for 0 < k < 6, a customer in state k declares bankruptcy
with probability g, and that leads to a loss of b, the outstanding balance in that
account. Additionally, in state 6, a customer fails to make the minimum payment
with probability pg, in which case the account is terminated with probability 1 and
creates a loss of bg. Thus

_ Jaxbk if 0<k<5,
= (ps + qe)bs if k = 6.

Let! = [lo, /1, ,l¢]. Using the data in Table 2.4, we get

[ =1[37.31 4390 96.76 159.80 262.72 527.28 779.01].

Now note that the transition probability matrix P of (2.67) is irreducible and
aperiodic. From Theorem 2.10 we see that the (unique) limiting distribution of such
a DTMC exists and is given as the solution to (2.35) and (2.36). Solving these,
we get

7 =[0.9664 0.0319 0.0015 0.0001 0.0000 0.0000 0.0000].

Hence the long-run net loss per account is given by

6
Lo =) mli =37.6417
k=0
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dollars per month. Of course, the company must generate far more than this in rev-
enue on average from each account to stay in business.

Now Passport has been approached by a debt collection agency, We Mean Busi-
ness, or WMB for short. If a customer declares bankruptcy, Passport loses the
entire outstanding balance as before. However, if a customer does not declare
bankruptcy, the company can decide to terminate the account and turn it over
to the WMB company. If Passport decides to do this, WMB pays Passport 75%
of the current outstanding balance on that account. When an account is turned
over to WMB, it collects the outstanding balance on the account from the ac-
count holder by (barely) legal means. Passport also has to pay WMB an annual
retainer fee of $50,000 for this service. Passport management wants to decide if
they should hire WMB and, if they do, when they should turn over an account to
them.

Passport management has several possible policy options if it decides to retain
WMB’s services. We study six such policy options, denoted by Py, (2 < m < 7).
Under P,,, Passport turns over an account to WMB as soon as it misses m minimum
payments in a row. Clearly, under P, {X,,n > 0} is a DTMC with state space
{0,1,---,m — 1}. The expected cost I in state k is the same as under the policy P,
for0 < k <m —2.1In state m — 1, we have

Im—1 = 25pm—1bm—1 + gm-1bm—-1.

We give the main steps in the performance evaluation of P,. In this case,
{Xn,n > 0} is a DTMC on state space {0, 1} with transition probability matrix

967 .033
P—[l o} (2.68)

and limiting distribution

7w = [0.96805 0.03195].
The expected loss vector is

[ =[37.3134 94.06485].
Hence the long-run net loss per account is given by

1
Lo =) mcli = 38.3250
k=0

dollars per month.
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Table 2.5 Annual losses per Policy Annual Loss $/Year
account for different policies. 7 159.9005

P 452.4540

Py 451.7845

Ps 451.6870

Ps 451.6809

P, 451.6828

P, 451.7003

Similar analyses can be done for the other policies. Table 2.5 gives the annual
loss rate for all of them. For comparison, we have also included the annual loss rate
of the current policy P,.

It is clear that among the policies above it is best to follow the policy Pg; that
is, turn over the account to WMB as soon as the account holder fails to make six
minimum payments in a row. This policy saves Passport

451.7003 — 451.6809 = .0194

dollars per year per account over the current Passport policy P.. Since Passport also
has to pay the annual fee of $50,000/year, the services of WMB are worth it if the
number of Passport accounts is at least

50,000/.0194 = 2,577,319.

We are told that Passport has 14 million accounts, which is much larger than the
number above. So our analysis suggests that the management of Passport should
hire WMB and follow policy Pe. This will save Passport

.0194 x 14,000,000 — 50,000 = 221,600

dollars per year.

At this point, we should see what assumptions we have made that may not be
accurate. First of all, what we have presented here is an enormously simplified ver-
sion of the actual problem faced by a credit card company. We have assumed that
all accounts are stochastically similar and independent. Both these assumptions are
patently untrue. In practice, the company will classify the accounts into different
classes so that accounts within a class are similar. The independence assumption
might be invalidated if a large fraction of the account holders work in a particu-
lar sector of the economy (such as real estate), and if that sector suffers, then the
bankruptcy rates can be affected by the health of that sector. The Markov nature of
account evolution is another assumption that may or may not hold. This can be vali-
dated by further statistical analysis. Another important assumption is that the data in
Table 2.5 remain unaffected by the termination policy that Passport follows. This is
probably not true, and there is no easy way to verify it short of implementing a new
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policy and studying how customer behavior changes in response. One needs to be
aware of all such pitfalls before trusting the results of such an exercise.

We end this section with the Matlab function that we used to do the computations
to produce Table 2.5.

function rpa = consumercreditcase(p,q,b,m,r)

Y%consumer credit case study

%p(k) = probability that the customer in state k makes a minimum payment
%q(k) = probability that the customer in state k declares bankruptcy
%b(k) = average outstanding balance owed by the customer in state k
%m = the account is terminated as soon as it misses m payments in a row
%r = WMB buys an account in state k for r*b(k) 0 <r <1

%Set r = 0 if WMB is not being used

%Output: rpa = annual expected loss from a single account

1 = zeros(1,m); %I1(k) = loss in state k fork = 1:m

1(k) = q(k)*b(k);

end;

I(m) = 1(m) + p(m)*(1—1)*b(m);

P = zeros(m,m);

fork = 1:m—1

P(kk+1) = p(k);

P(k,1) = 1—p(k);

end
P(m,1) =1,
P100 = P~ 100;

piv = P100(1,:);
rpa = 12*piv¥I(1:m)’ %annual loss per account

2.9 Problems

CONCEPTUAL PROBLEMS

2.1. Let {X,,n > 0} be a time-homogeneous DTMC on state space S =
{1,2,..., N} with transition probability matrix P. Then, for ig,iq,...,ix_1,
ir €S, show that

P(X1 =i1..... Xkc1 = ik—1, Xic = ix|Xo = i0) = Pigiy *** Pig_1.ix-

2.2. Let {X,,n > 0} be a time-homogeneous DTMC on state space S =
{1,2,..., N} with transition probability matrix P. Prove or disprove by coun-
terexample
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PX1=i,X2=j,X3=k)=P(X2 =i,X3=j,X4 =k).

2.3. Consider the machine reliability model of Example 2.2. Now suppose that there
are three independent and identically behaving machines in the shop. If a machine
is up at the beginning of a day, it stays up at the beginning of the next day with
probability p, and if it is down at the beginning of a day, it stays down at the begin-
ning of the next day with probability ¢, where 0 < p,g < 1 are fixed numbers. Let
X, be the number of working machines at the beginning of the nth day. Show that
{Xn,n > 0} is a DTMC, and display its transition probability matrix.

24. Let P be an N x N stochastic matrix. Using the probabilistic interpretation,
show that P" is also a stochastic matrix.

2.5. Prove Corollaries 2.1 and 2.2.

2.6. Let {X,,n > 0} be a DTMC on state space S = {1,2,..., N} with transition
probability matrix P. Let Y,, = X5,,n > 0. Show that {Y,,n > 0} is a DTMC on
S with transition matrix P2.

2.7. Let {X,,n > 0} be a DTMC on state space S = {1,2,..., N} with transition
probability matrix P. Suppose Xo = i with probability 1. The sojourn time 7; of
the DTMC in state i is said to be k if {X¢g = X1 = -+ = Xy =i, X # i}.
Show that 7; is a G(1 — p; ;) random variable.

2.8. Consider a machine that works as follows. If it is up at the beginning of a day, it
stays up at the beginning of the next day with probability p and fails with probability
1 — p. It takes exactly 2 days for the repairs, at the end of which the machine is as
good as new. Let X, be the state of the machine at the beginning of day n, where
the state is O if the machine has just failed, 1 if 1 day’s worth of repair work is done
on it, and 2 if it is up. Show that {X},,n > 0} is a DTMC, and display its transition
probability matrix.

2.9. Items arrive at a machine shop in a deterministic fashion at a rate of one per
minute. Each item is tested before it is loaded onto the machine. An item is found
to be nondefective with probability p and defective with probability 1 — p. If an
item is found defective, it is discarded. Otherwise, it is loaded onto the machine.
The machine takes exactly 1 minute to process the item, after which it is ready to
process the next one. Let X, be O if the machine is idle at the beginning of the nth
minute and 1 if it is starting the processing of an item. Show that {X,,,n > 0} is a
DTMC, and display its transition probability matrix.

2.10. Consider the system of Conceptual Problem 2.9. Now suppose the machine
can process two items simultaneously. However, it takes 2 minutes to complete the
processing. There is a bin in front of the machine where there is room to store two
nondefective items. As soon as there are two items in the bin, they are loaded onto
the machine and the machine starts processing them. Model this system as a DTMC.
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2.11. Consider the system of Conceptual Problem 2.10. However, now suppose that
the machine starts working on whatever items are waiting in the bin when it becomes
idle. It takes 2 minutes to complete the processing whether the machine is processing
one or two items. Processing on a new item cannot start unless the machine is idle.
Model this as a DTMC.

2.12. The weather at a resort city is either sunny or rainy. The weather tomor-
row depends on the weather today and yesterday as follows. If it was sunny
yesterday and today, it will be sunny tomorrow with probability .9. If it was
rainy yesterday but sunny today, it will be sunny tomorrow with probability .8.
If it was sunny yesterday but rainy today, it will be sunny tomorrow with prob-
ability .7. If it was rainy yesterday and today, it will be sunny tomorrow with
probability .6. Define today’s state of the system as the pair (weather yesterday,
weather today). Model this system as a DTMC, making appropriate independence
assumptions.

2.13. Consider the following weather model. The weather normally behaves as in
Example 2.3. However, when the cloudy spell lasts for two or more days, it contin-
ues to be cloudy for another day with probability .8 or turns rainy with probability
.2. Develop a four-state DTMC model to describe this behavior.

2.14. N points, labeled 1,2, ..., N, are arranged clockwise on a circle and a parti-
cle moves on it as follows. If the particle is on point i at time 7, it moves one step in
clockwise fashion with probability p or one step in counterclockwise fashion with
probability 1 — p to move to a new point at time n + 1. Let X, be the position of
the particle at time n. Show that {X,,n > 0} is a DTMC, and display its transition
probability matrix.

2.15. Let {X,,,n > 0} be an irreducible DTMC on state space {1,2,..., N}. Letu;
be the probability that the DTMC visits state 1 before it visits state N, starting from
state 7. Using the first-step analysis, show that

M1=1,
uiZZj\]:l Di,juj, 2<i<N-—-1,

un=0.

2.16. A total of N balls are put in two urns, so that initially urn A has i balls and
urn B has N — i balls. At each step, one ball is chosen at random from the N balls.
If it is from urn A, it is moved to urn B, and vice versa. Let X, be the number
of balls in urn A after n steps. Show that {X,,n > 0} is a DTMC, assuming that
the successive random drawings of the balls are independent. Display the transition
probability matrix of the DTMC.

2.17. The following selection procedure is used to select one of two brands, say
A and B, of infrared light bulbs. Suppose the brand A light bulb life-times are iid
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exp(A) random variables and brand B light bulb lifetimes are iid exp(¢t) random
variables. One light bulb from each brand is turned on simultaneously, and the ex-
periment ends when one of the two light bulbs fails. Brand A wins a point if the
brand A light bulb outlasts brand B, and vice versa. (The probability that the bulbs
fail simultaneously is zero.) The experiment is repeated with new light bulbs un-
til one of the brands accumulates five points more than the other, and that brand
is selected as the better brand. Let X, be the number of points for brand A mi-
nus the number of points accumulated by brand B after n experiments. Show that
{Xn,n > 0} is a DTMC, and display its transition probability matrix. (Hint: Once
X, takes a value of 5 or —35, it stays there forever.)

2.18. Let {X,,n > 0} be a DTMC on state space {1,2, ..., N}. Suppose it incurs
a cost of ¢(i) dollars every time it visits state i. Let g(i) be the total expected
cost incurred by the DTMC until it visits state N starting from state i. Derive the
following equations:

g(N) =0,
g(i) =c(i) + XN, pijg(j) 1< j <N -1.

2.19. Another useful cost model is when the system incurs a random cost of C (i, j)
dollars whenever it undergoes a transition from state i to j in one step. This model
is called the cost per transition model. Define

N
c(i) =Y E(CG,))pij. 1 <i <N.

Jj=1

Show that g(i, T'), the total cost over a finite horizon 7', under this cost model sat-
isfies Theorem 2.11 with ¢(7) as defined above. Also show that g(i), the long-run
cost rate, satisfies Theorem 2.12.

COMPUTATIONAL PROBLEMS

2.1. Consider the telecommunications model of Example 2.12. Suppose the buffer
is full at the end of the third time slot. Compute the expected number of packets in
the buffer at the end of the fifth time slot.

2.2. Consider the DTMC in Conceptual Problem 2.14 with N = 5. Suppose the
particle starts on point 1. Compute the probability distribution of its position at
time 3.

2.3. Consider the stock market model of Example 2.7. Suppose Mr. BigShot has
bought 100 shares of stock at $5 per share. Compute the expected net change in the
value of his investment in 5 days.
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2.4. Mr. Smith is a coffee addict. He keeps switching between three brands of cof-
fee, say A, B, and C, from week to week according to a DTMC with the following
transition probability matrix:

.10.30 .60
P ={.10.50 .40 |. (2.69)
.30.20 .50

If he is using brand A this week (i.e., week 1), what is the probability distribution
of the brand he will be using in week 10?

2.5. Consider the telecommunications model of Example 2.8. Suppose the buffer is
full at the beginning. Compute the expected number of packets in the buffer at time
nforn =1,2,5, and 10, assuming that the buffer size is 10 and that the number of
packets arriving during one time slot is a binomial random variable with parameters
s, .2).

2.6. Consider the machine described in Conceptual Problem 2.8. Suppose the ma-
chine is initially up. Compute the probability that the machine is up at times
n = 5,10, 15, and 20. (Assume p = .95.)

2.7. Consider Paper Pushers Insurance Company, Inc., of Example 2.6. Suppose it
has 100 employees at the beginning of week 1, distributed as follows: 50 in grade
1, 25 in grade 2, 15 in grade 3, and 10 in grade 4. If employees behave indepen-
dently of each other, compute the expected number of employees in each grade at
the beginning of week 4.

2.8. Consider the machine reliability model in Example 2.2 with one machine. Sup-
pose the machine is up at the beginning of day 0. Compute the probability that the
state of the machine at the beginning of the next three days is up, down, down, in
that order.

2.9. Consider the machine reliability model in Example 2.2 with two machines.
Suppose both machines are up at the beginning of day 0. Compute the probability
that the number of working machines at the beginning of the next three days is two,
one, and two, in that order.

2.10. Consider the weather model of Example 2.3. Compute the probability that
once the weather becomes sunny, the sunny spell lasts for at least 3 days.

2.11. Compute the expected length of a rainy spell in the weather model of Exam-
ple 2.3.

2.12. Consider the inventory system of Example 2.4 with a starting inventory of
five PCs on a Monday. Compute the probability that the inventory trajectory over
the next four Mondays is as follows: 4, 2, 5, and 3.
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2.13. Consider the inventory system of Example 2.4 with a starting inventory of
five PCs on a Monday. Compute the probability that an order is placed at the end of
the first week for more PCs.

2.14. Consider the manufacturing model of Example 2.5. Suppose both bins are
empty at time 0. Compute the probability that both bins stay empty at times n =
1, 2, and then machine 1 is shut down at time n = 4.

2.15. Compute the occupancy matrix M (10) for the DTMCs with transition matri-
ces as given below:

(a)

.10 .30 .20 .40
p _ |-10.30.40 20
~1.30.30.10 .30 |’

.15 .25 .35 .25

(b)

0100
p— 0010 ,
0001

1000

©

.10 0 .90 0
p_| 030070
“ 1300 .70 0 |’

0 .25 0 .75

(d)

.10.30 0 .60
.10.30 0 .60
.30.10 .10 .50
525 0 .25

P =

2.16. Consider the inventory system of Example 2.4. Compute the occupancy
matrix M (52). Using this, compute the expected number of weeks that Computers-
R-Us starts with a full inventory (i.e., five PCs) during a year given that it started the
first week of the year with an inventory of five PCs.
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2.17. Consider the manufacturing model of Example 2.11. Suppose that at time 0
there is one item in bin 1 and bin 2 is empty. Compute the expected amount of time
that machine 1 is turned off during an 8-hour shift.

2.18. Consider the telecommunications model of Example 2.12. Suppose the buffer
is empty at time 0. Compute the expected number of slots that have an empty buffer
at the end during the next 50 slots.

2.19. Classify the DTMCs with the transition matrices given in Computational
Problem 2.15 as irreducible or reducible.

2.20. Classify the irreducible DTMCs with the transition matrices given below as
periodic or aperiodic:

(a)
.10 .30 .20 .40
p |10 30 40 .20
~1.30 .10 .10 .50 |
.15 25 35 25
(b)
01 00
P20010’
0 0 0 1
1 0 0 0
()
0 .20 .30 .50
10 0 0
P = 10 0 o0}
10 0 0
(d)
0 0 .40 .60
p_|1 0 0 0
01 0 0
01 0 0
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2.21. Compute a normalized solution to the balance equations for the DTMC in
Computational Problem 2.20(a). When possible, compute:

1. the limiting distribution;
2. the stationary distribution;
3. the occupancy distribution.

2.22. Do Computational Problem 2.21 for Computational Problem 2.20(b).
2.23. Do Computational Problem 2.21 for Computational Problem 2.20(c).
2.24. Do Computational Problem 2.21 for Computational Problem 2.20(d).

2.25. Consider the DTMC of Computational Problem 2.5. Compute:

1. the long-run fraction of the time that the buffer is full;
2. the expected number of packets in the buffer in the long run.

2.26. Consider Computational Problem 2.7. Compute the expected number of em-
ployees in each grade in steady state.

2.27. Consider the weather model of Conceptual Problem 2.12. Compute the long-
run fraction of days that are rainy.

2.28. Consider the weather model of Conceptual Problem 2.13. Compute the long-
run fraction of days that are sunny.

2.29. What fraction of the time does the coffee addict of Computational Problem
2.4 consume brand A coffee?

2.30. Consider the machine described in Conceptual Problem 2.8. What is the long-
run fraction of the time that this machine is up? (Assume p = .90.)

2.31. Consider the manufacturing model of Example 2.11. Compute the expected
number of components in bins A and B in steady state.

2.32. Consider the stock market model of Example 2.7. What fraction of the time
does the chief financial officer have to interfere in the stock market to control the
price of the stock?

2.33. Consider the single-machine production system of Conceptual Problem 2.10.
Compute the expected number of items processed by the machine in 10 minutes,
assuming that the bin is empty and the machine is idle to begin with. (Assume
p =.95)

2.34. Do Computational Problem 2.33 for the production system of Conceptual
Problem 2.11. (Assume p = .95.)

2.35. Which one of the two production systems described in Conceptual Problems
2.10 and 2.11 has a higher per minute rate of production in steady state?
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2.36. Consider the three-machine workshop described in Conceptual Problem 2.3.
Suppose each working machine produces revenue of $500 per day, while repairs
cost $300 per day per machine. What is the net rate of revenue per day in steady
state? (Hint: Can we consider the problem with one machine to obtain the answer
for three machines?)

2.37. Consider the inventory system of Example 2.27. Compute the long-run ex-
pected cost per day of operating this system.

2.38. Consider the manufacturing system of Example 2.11. Compute the expected
number of assemblies produced per hour in steady state.

2.39. (Computational Problem 2.38 continued). What will be the increase in the
production rate (in number of assemblies per hour) if we provide bins of capacity 3
to the two machines in Example 2.11?

2.40. Compute the long-run expected number of packets transmitted per unit time
by the data switch of Example 2.12. How is this connected to the packet-loss rate
computed in Example 2.29?7

2.41. Consider the brand-switching model of Computational Problem 2.4. Suppose
the per pound cost of coffee is $6, $8, and $15 for brands A, B, and C, respectively.
Assuming Mr. Smith consumes one pound of coffee per week, what is his long-run
expected coffee expense per week?

2.42. Compute the expected time to go from state 1 to 4 in the DTMCs of Compu-
tational Problems 2.20(a) and (c).

2.43. Compute the expected time to go from state 1 to 4 in the DTMCs of Compu-
tational Problems 2.20(b) and (d).

2.44. Consider the selection procedure of Conceptual Problem 2.17. Suppose the
mean lifetime of Brand A light bulbs is 1, while that of Brand B light bulbs is 1.25.
Compute the expected number of experiments done before the selection procedure
ends. (Hint: Use the Gambler’s ruin model of Example 2.33.)

2.45. Consider the DTMC model of the data switch described in Example 2.12.
Suppose the buffer is full to begin with. Compute the expected amount of time
(counted in number of time slots) before the buffer becomes empty.

2.46. Do Computational Problem 2.45 for the data buffer described in Computa-
tional Problem 2.5.

2.47. Consider the manufacturing model of Example 2.11. Compute the expected
time (in hours) before one of the two machines is shut down, assuming that both
bins are empty at time O.
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Case Study Problems. You may use the Matlab program of Section 2.8 to solve
the following problems.

2.48. Suppose Passport has decided not to employ the services of WMB. However,
this has generated discussion within the company about whether it should terminate
accounts earlier. Let 7, (1 < m < 7) be the policy of terminating the account as
soon as it misses m payments in a row. Which policy should Passport follow?

2.49. Consider the current policy P.. One of the managers wants to see if it would
help to alert the customers of their impending account termination in a more dire
form by a phone call when the customer has missed six minimum payments in a
row. This will cost a dollar per call. The manager estimates that this will decrease
the missed payment probability from the current pe = .329 to .250. Is this policy
cost-effective?

2.50. The company has observed over the past year that the downturn in the econ-
omy has increased the bankruptcy rate by 50%. In this changed environment, should
Passport engage the services of WMB? When should it turn over the accounts to
WMB?

2.51. Passport has been approached by another collection agency, which is willing
to work with no annual service contract fee. However, it pays only 60% of the out-
standing balance of any account turned over to them. Is this option better than hiring
WMB?



Chapter 3
Poisson Processes

In the previous chapter, we studied a discrete-time stochastic process {X,,n > 0}
on finite state space with Markov property at timesn = 0,1,2---. Now we would
like to study a continuous-time stochastic process {X(¢),# > 0} on a finite state
space with Markov property at each time ¢ > 0. We shall call such a process
continuous-time Markov Chain (CTMC). We shall see in the next chapter that a
finite-state CTMC spends an exponentially distributed amount of time in a given
state before jumping out of it. Thus exponential distributions play an important
role in CTMCs. In addition, the Poisson distribution and Poisson processes also
form the foundation of many CTMC models. Hence we study these topics in this
chapter.

3.1 Exponential Random Variables

Consider a nonnegative random variable with parameter A > 0 with the following
pdf:
F(x) =re™, x>0. (3.1)

The corresponding cdf can be computed using Equation (B.3) as
F(x)=1—¢* x>0. (3.2)

Note that if the random variable X has units of time, the parameter A has units of
time™!. From Equation (3.2), we see that

P(X > x) = e x>0.

Definition 3.1. (Exponential Distribution). The pdf given by Equation (3.1) is
called the exponential density. The cdf given by Equation (3.2) is called the

V.G. Kulkarni, Introduction to Modeling and Analysis of Stochastic Systems, 59
Springer Texts in Statistics, DOI 10.1007/978-1-4419-1772-0_3,
(© Springer Science+Business Media, LLC 2011
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exponential distribution. A random variable with the cdf given in Equation (3.2) is
called an exponential random variable. All three are denoted by Exp(1).

We leave it to the reader to verify that

1
E(X) = T 3.3)
and
Var(X) = FER 3.4)

Example 3.1. (Time to Failure). Suppose a new machine is put into operation at
time zero. Its lifetime is known to be an Exp(4) random variable with A = .1 /hour.
What are the mean and variance of the lifetime of the machine?

Using Equation (3.3), we see that the mean lifetime is 1/A = 10 hours. Similarly,
Equation (3.4) yields the variance as 1/A2 = 100 hours?.

What is the probability that the machine will give trouble-free service continu-
ously for 1 day?

To use consistent units, we use 24 hours instead of 1 day. We compute the re-
quired probability as

P(X > 24) = D@ = ¢724 = 0907.

Suppose the machine has not failed by the end of the first day. What is the prob-
ability that it will give trouble-free service for the whole of the next day?
The required probability is given by

P(X > 48; X > 24)
P(X > 24)
_ P(X > 48)
T P(X > 24)
o~ (D(48)
e
— (DY

= .0907.

P(X > 48|X > 24) =

But this is the same as the earlier answer. Thus, given that the machine has not failed
by day 1, it is as good as new! | |

The property discovered in the example above is called the memoryless property
and is one of the most important properties of the exponential random variable. We
define it formally below.

Definition 3.2. (Memoryless Property). A random variable X on [0, c0) is said to
have the memoryless property if
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PX>t+s|X>s)=P(X >1), s,t >0. (3.5

The unique feature of an exponential distribution is that it is the only continuous
nonnegative random variable with the memoryless property, as stated in the next
theorem.

Theorem 3.1. (Memoryless Property of Exp(1)). Let X be a continuous random
variable taking values in [0, 00). It has the memoryless property if and only if it is
an Exp(A) random variable for some A > 0.

Proof. Suppose X ~ Exp(1). Then, for all s,z > 0,

PX>s4+1tX>5s)
P(X >s)
o H+1)

P(X >s+tX >s) =

e—As

— e—)tt

P(X >1).

Thus X has the memoryless property. Next, suppose X is a continuous random
variable with pdf f(-). Define

G(x) = /oo f(x)dx = P(X > x).

Assume that
G@0)=1. (3.6)

Suppose X has the memoryless property. Then

Git)=PX >1)

P(X >t +s5|X >5)
PIX>t+s5,X>5)
P(X > )

P(X >t +5)
TP >s)
G(t+s)

TG

Hence we must have

G(t +5)=G(@)G(s), s,t>0.
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Thus G G GH(1-G
t —G(r t —
(+5)-G0) __G0(1=Gls) o
s s
We have LG
lim ——(s) = f(0) = A (say).
s—>0 S
Taking limits on both sides in Equation (3.7), we get
G'(t) = —=AG(1).
Hence,
Gty=e*, t>0.
This implies that X ~ Exp(1). W
Next consider a random variable with parameters k = 1,2,3,... and A > 0
taking values in [0, co) with the following pdf:
k—1
_ —Ax (Ax)
o) =R G Xz (3:8)

Computing F from f of the equation above by using Equation (B.3) is a tedious
exercise in integration by parts, and we omit the details. The final expression is

k-1 (Ax)’
F(x)=1- Ze—“r—!, x > 0. (3.9)

r=0

If the random variable X has units of time, the parameter A has units of time ™!,

From Equation (3.9), we see that

k-1 .
P(X>x)=e—“2@, x> 0.
= r!

Definition 3.3. (Erlang Distribution). The pdf given by Equation (3.8) is called the
Erlang density. The cdf given by Equation (3.9) is called the Erlang distribution.
A random variable with cdf given in Equation (3.9) is called an Erlang random
variable. All three are denoted by Erl(k, A).

We leave it to the reader to verify that

Ex) =% (3.10)

and
k
Var(X) = FER (3.11)
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Example 3.2. (Time to Failure). We shall redo Example 3.1 under the assumption
that the lifetime of the machine is an Erl(k, 1) random variable with parameters
k =2and A = 2/hr.

Using Equation (3.10), we see that the mean lifetime is 2/A = 10 hours. Similarly,
Equation (3.11) yields the variance as 2/A2? = 50 hours?.

From Equation (3.9), we have

P (no failure in the first 24 hours) = P(X > 24)
= ¢ DY (1 4 (2)(24))
= .0477

and

P (no failure in the second 24 hours | no failure in the first 24 hours)
= P(X > 48|X > 24)

P(X > 48)

P(X > 24)

e~ (DU (1 4 (2)(48))

e~ (229 (1 4 (2)(24))
.0151.

The second probability is lower than the first, indicating that the machine deterio-
rates with age. This is what we would expect. | |

The next theorem shows that Erlang random variables appear naturally as the
sum of iid exponential random variables.

Theorem 3.2. (Sums of Exponentials). Suppose {X;,i = 1,2,---,n} are iid
Exp(X) random variables, and let

Zy,=X1+Xo+---+X,.

Then Z, is an Erl(n, L) random variable.

Proof. Note that Erl(1, 1) is the same as Exp(4). Hence the result is true forn = 1.
We shall show that it holds for a general n by induction. So suppose the result is
true for n = k. We shall show that it holds for n = k + 1. Using

Zi+1 = Zik + Xi41

in Equation (C.12), we get

Fren @ = /_ Frens = ) fzo (V)dx
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4 k—1
- /Z e A=) ) p—Ax G dx
0 (k=1
2 iz z (Ax)k_l

= A% L k- 1)!dx
_ —Az (A’Z)k
= Ae e

The last expression can be recognized as the pdf of an Erl(k + 1, 1) random variable.
Hence the result follows by induction. | |

Next we study the minimum of independent exponential random variables. Let
X; be an Exp(4;) random variable (1 < i < k), and suppose X1, X»,..., X} are
independent. Let

X =min{Xy, Xa,..., Xk} (3.12)

We can think of X; as the time when an event of type i occurs. Then X is the
time when the first of these k events occurs. The main result is given in the next
theorem.

Theorem 3.3. (Minimum of Exponentials). X of Equation (3.12) is an Exp(}) ran-
dom variable, where

k
A=A (3.13)
i=1
Proof. If X; > x forall 1 <i <k, then X > x and vice versa. Using this and the
independence of X;,1 <i <k, we get

P(X > x) = P(min{Xy, X5,..., Xx} > x)
=P(X;>x,Xo>x,..., X >x)
=P(X; > x)P(X2 > x)---P(Xg > x)
— e—klxe—/lzx“.e—/lkx

= e M, (3.14)

This proves that X is an Exp(1) random variable. W

Next, let X be as in Equation (3.12), and define Z =i if X; = X;i.e., if eventi
is the first of the k events to occur. Note that X;’s are continuous random variables,
and hence the probability that two or more of them will be equal to each other is
zero. Thus there is no ambiguity in defining Z. The next theorem gives the joint
distribution of Z and X.

Theorem 3.4. (Distribution of (Z, X)). Z and X are independent random variables
with

)L'
P(Z=i:X>x)=P(Z=i)P(X >x)= Tle_“, 1<i<k, x>0. (3.15)



3.1 Exponential Random Variables 65

Proof. We have
o0

P(Z=i;X>x) =/ P(Z=i;X > x|X; =y))L,-e_A"ydy

X

o0
=/ P(X; >y, j#ilXi = y)Aie ™7 dy

o0
= / 1_[ e_kfy/\ie_/lfydy

Yo
o0

=)L,-/ e Mdy
— )i —Ax
3 .

Setting x = 0 in the above and using the fact that X is a continuous random variable,
we get

Ai
P(Z:i):P(Z:i;X>O)=P(Z=i;X20)=7. (3.16)
Hence we see that
P(Z =i;X>x)=P(Z =i)P(X > x),

proving the independence of Z and X . [ |

It is counterintuitive that Z and X are independent random variables because it
implies that the time until the occurrence of the first of the k events is independent
of which of the k events occurs first! In yet other terms, the conditional distribution
of X, given that Z = i, is Exp(A) and not Exp(A;) as we might have (incorrectly)
guessed.

Example 3.3. (Boy or a Girl?). A maternity ward at a hospital currently has
seven pregnant women waiting to give birth. Three of them are expected to
give birth to boys, and the remaining four are expected to give birth to girls.
From prior experience, the hospital staff knows that a mother spends on aver-
age 6 hours in the hospital before delivering a boy and 5 hours before delivering
a girl. Assume that these times are independent and exponentially distributed.
What is the probability that the first baby born is a boy and is born in the next
hour?

Let X; be the time to delivery of the ith expectant mother. Assume mothers 1,
2, and 3 are expecting boys and mothers 4, 5, 6, and 7 are expecting girls. Then
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our assumption implies that {X;, 1 < i < 7} are independent exponential random
variables with parameters 1/6, 1/6, 1/6, 1/5, 1/5, 1/5, and 1/5, respectively.
Let B be the time when the first boy is born, and G be the time when the first girl is
born. Then Theorem 3.3 implies

B = min{Xy, X5, X3} ~ Exp(3/6),

G = min{Xy, X5, X¢, X7} ~ Exp(4/5).

Also, B and G are independent. Then the probability that the first baby is a boy is
given by

3/6 el = 0.3846.

PB <G =365~ 13

The time of the first birth is
min{B, G} ~ Exp(3/6 + 4/5) = Exp(1.3).
Thus the probability that the first baby is born within the hour is given by
P(min{B,G} < 1) = 1 —exp(—1.3) = 0.7275.

Using Equation (3.15), we get the probability that the first baby born is a boy and is
born in the next hour as 0.3846 x 0.7275 = 0.2798.

In the next section, we study another random variable that is quite useful in build-
ing stochastic models.

3.2 Poisson Random Variables

Suppose we conduct n independent trials of an experiment. Each trial is successful
with probability p or unsuccessful with probability 1 — p. Let X be the number of
successes among the n trials. The state space of X is {0, 1,2, ... ,n}. The random
variable X is called a binomial random variable with parameters n and p and is
denoted as Bin(n, p). The pmf of X is given by

n

pkzP(sz)=<k

)ﬁﬂ—pﬁ*,OSkfn. (3.17)

The pmf above is called the binomial distribution. Computing this distribution for
large values of n is difficult since the term (Z) becomes very large, while the term
p*(1—p)"~* becomes very small. To avoid such difficulties, it is instructive to look
at the limit of the binomial distribution as n — oo and p — 0 in such a way that np
approaches a fixed number, say A € (0, co). We shall denote this limiting region as
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D to avoid clutter in the following derivation. We have
im () pr1 = pynk (3.18)
D \k

= lim PR —p)yn*

L 1 (C0) I
(G ) R
= (;—’j) M (e™*)

A
k!

=e€

Here we have used

n A\"
tim (1-"2)" = tim (1——) =

Thus, in the limit, the Bin(n, p) random variable approaches a random variable with
state space S = {0, 1,2, ...} and pmf

lk

Pk = e—*F, kesS. (3.19)

The pmf above plays an important part in probability models and hence has been
given the special name Poisson distribution.

Definition 3.4. (Poisson Distribution). A random variable with pmf given by
Equation (3.19) is called a Poisson random variable with parameter A and is
denoted by P(A). The pmf given in Equation (3.19) is called a Poisson distribution
with parameter A and is also denoted by P(1).

We see that Equation (3.19) defines a proper pmf since

o0 o0
Ak Ak
A _ A
Yot g =t
k=0 k=0
=e et = 1.

We leave it to the reader to verify that, if X isa P(1),
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E(X) = A (3.20)

and
Var(X) = A. (3.21)

Example 3.4. (Counting Accidents). Suppose accidents occur one at a time at a
dangerous traffic intersection during a 24-hour day. We divide the day into 1440
minute-long intervals and assume that there can be only 0 or 1 accidents during
each 1-minute interval. Let Ey be the event that there is an accident during the kth
minute-long interval, 1 < k < 1440. Suppose that the event Ex’s are mutually in-
dependent and that P(Ey) = .001. Compute the probability that there are exactly k
accidents during one day.

Let X be the number of accidents during a 24-hour period. Using the assumptions
above, we see that X is a Bin(1440, .001) random variable. Hence

1440

P(X =k) = ( . )(.oo1)k(.999)144°—k, 0 < k < 1440.

This is numerically difficult to compute even for moderate values of k. Hence we
approximate X as a P (1440 % .0001) = P(1.440) random variable. This yields

1,440 1440 =0,

P(X =k)=e o k=

For example, for k = 0, the binomial formula produces a value .2368, while the
Poisson formula produces .2369. |

Example 3.5. (Service Facility). Customers arrive at a service facility one at a time.
Suppose that the total number of arrivals during a 1-hour period is a Poisson random
variable with parameter 8. Compute the probability that at least three customers
arrive during 1 hour.

Let X be the number of arrivals during 1 hour. Then we are given that X is a
P(8) random variable. The required probability is given by

PX>3)=1-PX=0-PX=1-PX =2
=1—e8(148+64/2)
=1—41e"® = .9862.
What are the mean and variance of the number of arrivals in a 1-hour pe-

riod? Using Equations (3.20) and (3.21), we see that the mean and variance are

A =8. [ |

Next we study the sums of independent Poisson random variables. The main
result is given in the next theorem.

Theorem 3.5. (Sums of Poissons). Suppose {X;,i = 1,2,...,n} are independent
random variables with X; ~ P(A;), 1 <i <n. Let
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Zpn=X1+Xo+ -+ X,

Then Z, is a P(L) random variable, where

n
A:in.

i=1

Proof. We shall show the result for n = 2. The general result then follows by
induction. Using Equation (C.11), we get

k k—k> k>
Y,

— 2
pz(k)—Z (k o

1 k!

B R : kk—kzkkz

¢ k!kzo k — ko)t "1 2
-

A1+ Ak
_ phiha I*I;' 2" (3.22)

The last equality follows from the binomial identity
k
k!
—— 25 = (M + )k
2 Gt M= Gt

This completes the proof. [ |

Since adding two Poisson random variables generates another Poisson random
variable, it is natural to ask: can we construct a reverse process? That is, can we
produce two Poisson random variables starting from one Poisson random variable?
The answer is affirmative. The reverse process is called thinning and can be visual-
ized as follows. Let X be a P(A) random variable representing the random number
of events. An event may or may not be registered. Let p € [0, 1] be a fixed number
representing the probability that any given event is registered, independent of ev-
erything else. Let X; be the number of registered events and X, be the number of
unregistered events. Now, from the definition of the random variables, it is clear that
X1 ~ Bin(X, p) and X, = X — X;. Hence

P(X:=i,X,=17)
=P(X1=iXo=jIX =i+ )P(X =i +))

i+Jj\ C oy AT
( i )p( Py e T

— P ()t'lz)i e—A1-p) (aa : »)’
i! J!

, 1>0,7>0.
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From the joint distribution above, we can compute the following marginal
distributions:

P(X,=1i) = e‘“’%lj)i, i >0,
P(X2=j) = e‘“l—l’)(k(l;—'p))j, i=o.
Hence we have
P(X1 =i,X, = j)=P(X; = )P(X2 = j). (3.23)

Thus X is P(Ap) and X5 is P(A(1 — p)), and they are mutually independent. The
independence is quite surprising!

Using the properties of the exponential and Poisson distributions studied above,
we shall build our first continuous-time stochastic process in the next section.

3.3 Poisson Processes

Frequently we encounter systems whose state transitions are triggered by streams of
events that occur one at a time, for example, arrivals to a queueing system, shocks
to an engineering system, earthquakes in a geological system, biological stimuli in a
neural system, accidents in a given city, claims on an insurance company, demands
on an inventory system, failures in a manufacturing system, etc. The modeling of
these systems becomes more tractable if we assume that the successive inter-event
times are iid exponential random variables. For reasons that will become clear
shortly, such a stream of events is given a special name: Poisson process. We de-
fine it formally below.
Let S, be the occurrence time of the nth event. Assume So = 0, and define

T,=8,—Sy—1, n>1.

Thus T, is the time between the occurrence of the nth and the (n — 1)st event. Let
N(¢) be the total number of events that occur during the interval (0, ¢]. Thus an event
at 0 is not counted, but an event at ¢, if any, is counted in N(¢). One can formally
define it as

N(t) =max{n >0:S, <t}, t>0. (3.24)

Definition 3.5. (Poisson Process). The stochastic process {N(z),t > 0}, where
N(t) is as defined by Equation (3.24), is called a Poisson process with rate
A (denoted by PP(A)) if {T,,n > 1} is a sequence of iid Exp(A) random
variables.
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N(t)
_
|
—_—
|
|
_—
|
|
|
—
|
| : : | | t

Fig. 3.1 A typical sample path of a Poisson process.

A typical sample path of a Poisson process is shown in Figure 3.1. The next the-
orem gives the pmf of N(¢) for a given ¢. It also justifies the name Poisson process
for this stochastic process.

Theorem 3.6. (Poisson Process). Let {N(t),t > 0} be a PP(A). For a givent, N(t)
is a Poisson random variable with parameter At; i.e.,

s ¥
' ,

PIN(tH)=k) =e k> o. (3.25)

Proof. We shall first compute P(N(¢) > k) and then obtain P(N(¢) = k) by using
P(N(#) =k) =P(N() = k)—P(N@®) =k +1). (3.26)

Suppose N(¢) > k. Then the kth event in the Poisson process must have occurred at
or before ¢; i.e., Sy < t. On the other hand, suppose Sy < t. Then the kth event has
occurred at or before 7. Hence there must be at least k events up to ¢; i.e., N(t) > k.
Thus the events {N(¢) > k} and {Sr < t} are identical and must have the same
probability. However, S is a sum of k iid Exp(4) random variables. Hence, from
Theorem 3.2, it is an Erl(k, A) random variable. Using Equation (3.9), we get

k-1
PN 2 k) =P(St <) =1-3

r=0

’
e—)Lz (At) '
r!
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Substituting in (3.26), we get

P(N(1) = k) = P(N(t) > k) =P(N(1) = k + 1)

k— k
= 1 - Z:le_/\’t (_A[)r - (1 - ZB_M _(Al)r)
r! r!
r=0 r=0
_ At (At)k
=e _k' .

This completes the proof. | |

As an immediate consequence of the theorem above, we get
E(N(t)) = At, Var(N(t)) = At.

Thus the expected number of events up to ¢ increases linearly in ¢ with rate A.
This justifies calling A the rate of the Poisson process. The next theorem gives an
important property of the Poisson process.

Theorem 3.7. (Markov Property). Let {N(t),t > 0} be a PP(A). It has the Markov
property at each time t; that is,

P(N(t +5) = k|N(s) = j, Nw),0 <u < s5) = P(N(t +5) = k|N(s) = j).
(3.27)

Idea of Proof. This can be seen as follows. Fix a t > 0, and suppose N(¢) = k
is given. Then Sy is the time of occurrence of the first event after ¢. Using the
(strong) memoryless property (see Conceptual Problem 3.11) of the exponential
random variables, we can show that the time until occurrence of this next event,
namely S — ¢, is exponentially distributed with parameter A and is independent
of the history of the Poisson process up to ¢. Thus the time until the occurrence of
the next event in a Poisson process is always Exp(4), regardless of the occurrence
of events so far. Equation (3.27) follows as a consequence.

The result above can be stated in another way: the distribution of the increment
N(t 4+ s) — N(s) over any interval (s, + s] is independent of the events occurring
outside this interval. In particular, the increments over non-overlapping intervals
are independent. In fact, the argument in the proof above shows that the number of
events on any time interval (s, s + t] is given by

N(t +5) — N(s) ~ P(A1).
Thus we have

(At)k=J

PING +5) = kINGs) = j) = e 7=, 0j =
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Thus the distribution of the increment N(¢ + s) — N(s) over any interval (s, + s]
depends only on ¢, the length of the interval. We say that the increments are
stationary. We say that the Poisson process has stationary and independent in-
crements. We shall see this property again when we study Brownian motion in
Chapter 7.

Example 3.6. Let N(¢) be the number of births in a hospital over the interval (0, ¢].
Suppose {N(¢),t > 0} is a Poisson process with rate 10 per day.

1. What are the mean and variance of the number of births in an 8-hour shift?
Using days as the time unit, we see that we want to compute the mean and vari-
ance of N(1/3). Now N(1/3) ~ P(10/3). Hence we get

E(N(1/3)) =10/3, Var(N(1/3)) = 10/3.

2. What is the probability that there are no births from noon to 1 p.m.?

Using 1 hour = 1/24 day, we see that the number of births in one hour window
is given by N(1/24) ~ P(10/24). Hence the required probability is given by

P(N(1/24) = 0) = exp(—10/24) = 0.6592.

3. What is the probability that there are three births from 8 a.m. to 12 noon and four
from 12 noon to 5 p.m.?

Assuming that 8 a.m. is = 0, the desired probability is given by

P(N(4/24)— N() =3;N(8/24)— N(4/24) = 4)
= P(N(4/24)— N() =3)P(N(8/24)— N(4/24) = 4)
(independence of increments)
= P(N(4/24) = 3)P(N(4/24) = 4)
(stationarity of increments)
_ o10/6 (10/6)3e_10/6 (10/6)*
3! 4!

.0088.

This calculation illustrates the usefulness of the stationary and independent incre-
ments property of a Poisson process. [ |

Poisson processes and their variations and generalizations have been extensively
studied, and we study a few of them in the rest of this chapter. However, the reader
can safely skip these sections since the material on Poisson processes presented so
far is sufficient for the purposes of modeling encountered in the rest of this book.
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3.4 Superposition of Poisson Processes

Superposition of stochastic processes is the equivalent of addition of random vari-
ables. It is a natural operation in the real world. For example, suppose Nj(¢) is the
number of male arrivals at a store up to time ¢ and N,(¢) is the number of female
arrivals at that store up to time ¢. Then N(t) = N;(t) 4+ N2(t) is the total number of
arrivals at the store up to time ¢. The process {N(t),t > 0} is called the superposi-
tion of {N;(¢),¢t > 0} and {N»(¢),¢ > 0}. The next theorem gives the probabilistic
structure of the superposed process { N (¢),t > 0}.

Theorem 3.8. (Superposition). Let {Ni(t),t > 0} be a PP(X1) and {Na(t),
t > 0} be a PP(A2). Suppose the two processes are independent of each other.
Let {N(t),t > 0} be the superposition of {N1(t),t > 0} and {N,(t),t > 0}. Then
{N(t),t =0}isaPP (A1 + A2).

Proof. Let T; be the time of the first event in the {N;(¢),¢ > 0} process (i = 1,2).
From the definition of the Poisson process, we see that 7; is an Exp(4;) random
variable for i = 1,2. The independence of the two Poisson processes implies that
Ty and T are independent. Now let T be the time of the first event in the superposed
process. Since the superposed process counts events in both the processes, it follows
that T = min{7;, T>}. From Theorem 3.3 it follows that 7" is an Exp(A; + A,)
random variable.

Now consider the {N;(t),¢ > 0} processes from time 7" onward. From the prop-
erty of the exponential random variables, it follows that {N(¢ + T),t > 0} and
{Nx(t + T),t > 0} are independent Poisson processes with parameters A; and A5,
respectively. Thus we can repeat the argument above to see that the time until the
first event in the process {N(t + T),t > 0} is again an Exp(4; + A,) random
variable, and it is independent of the past up to time 7'. Thus it follows that the
inter-event times in the superposed process are iid Exp(4; 4+ A,) random variables.
Hence {N(t),t > 0} is a PP(1; + A,). [ |

From Theorem 3.6 we see that, for a fixed ¢, N;(t) ~ P(A;t) i = 1,2) are
independent. Hence it follows from Theorem 3.8 that N(¢t) ~ P(Ayz + Ayt). We
could have derived this directly from Theorem 3.5.

Example 3.7. (Superposition). Let B(¢) be the number of boys born in a hospi-
tal over (0, ¢]. Similarly, let G(¢) be the number of girls born at this hospital over
(0,1]. Assume that {B(t),t > 0} is a Poisson process with rate 10 per day, while
{G(t),t > 0} is an independent Poisson process with rate 9 per day. What are the
mean and variance of the number of births in a week?

Let N(¢) be the number of births during (0, ¢]. Then N(¢) = B(t) + G(t). From
Theorem 3.8, we see that {N(z),¢# > 0} is a Poisson process with rate 19 per day.
The desired answer is given by

E(N(7)) = Var(N(7)) = 19 7 = 133. | |
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3.5 Thinning of a Poisson Process

Let {N(¢),t > 0} be aPP(A) andlet 0 < p < 1 be a given real number. Suppose
every event in the Poisson process is registered with probability p, independent of
everything else. Let R(z) be the number of registered events over (0, ¢]. The process
{R(t),t > 0} is called a thinning of {N(¢),? > 0}. The next theorem describes the
process {R(t),t > 0}.

Theorem 3.9. (Thinning). The thinned process {R(t),t > 0} as constructed above
is a PP(Ap).

Proof. Let {T,,,n > 1} be inter-event times in the {N(¢),# > 0} process. From
the definition of a Poisson process, it follows that {7,,,n > 1} is a sequence of iid
Exp(4) random variables. Let K be the first event in the N process that is registered.
Then K is a geometric random variable with probability mass function

p=PK=k=0-p*'lp, k=123,

Let T be the time of the first event in the R process. We have

We see that, fora fixed k,if K =k, T =T, + T> + --- + T}. From Theorem 3.2,
we see that, given K = k, T is an Erl(k, A) random variable with density

—At (kt)k_l

frik=k() = Ae T t>

Now we can use conditioning to compute the probability density fr(-) of T as
follows:

fr(0) = Z frik=k(OP(K = k)

o A k—1
Z M( 2 1)'( _P)k_lp

k
— Ape M Z (A1) 1)1!(1 _ pyet

.y Z (A(1 — p)r)k

:Ape /lte)t(l Pt

Apt

= Ape~
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Thus T is an Exp(Ap) random variable. Since each event is registered independently,
it follows that the successive inter-event times in the R process are iid Exp(Ap)
random variables. This proves that {R(¢),7 > 0} is a PP(Ap) as desired. W

We state one more important property of the thinning process. We have defined
R(¢) as the number of registered events up to time ¢. That means N(¢) — R(t) is the
number of unregistered events up to time ¢. We say the N () is split into R(¢) and
N()— R(1).

Theorem 3.10. (Splitting). {N(t) — R(¢),t > 0} is a PP(A(1 — p)) and is indepen-
dent of {R(t),t > 0}.

Proof. Each event of the {N(¢),¢ > 0} process is counted in the {N(t) — R(¢),t >
0} process with probability 1 — p. Hence it follows from Theorem 3.9 that { N(¢) —
R(t),t = 0} is a PP(A(1 — p)). Proving independence is more involved. We shall
satisfy ourselves with the independence of the marginal distributions. This follows
directly from Equation (3.23), which implies that R(¢) and N(z) — R(t) are inde-
pendent for a fixed . | |

Example 3.8. (Thinning). Let N(¢) be the number of births in a hospital over (0, ¢].
Suppose {N(t),t > 0} is a Poisson process with rate 16 per day. The hospital
experience shows that 48% of the births are boys and 52% are girls. What is the
probability that we see six boys and eight girls born on a given day?

We assume that each baby is a boy with probability .48 and a girl with probabil-
ity .52, independent of everything else. Let B(¢) be the number of boys born in a
hospital over (0, ¢]. Similarly, let G(¢) be the number of girls born at this hospital
over (0, t]. Then, from Theorem 3.10, we see that {B(¢),t > 0} is a PP(16*.48) =
PP(7.68) and is independent of {G(¢),¢t > 0}, which is a PP(16*.52) = PP(8.32).
Thus B(1) ~ P(7.68) is independent of G(1) ~ P(8.32). Hence the desired proba-
bility is given by

7s T80 g 58.32°

= 0.0183. [ |
6! 8!

P(B(1)=6,G(1)=8) =e¢

3.6 Compound Poisson Processes

From Definition 3.5 and Figure 3.1, we see that events occur one at a time in a
Poisson process. Now we define a process that is useful in modeling a situation
when multiple events can occur at the same time. For example, customers arrive in
batches at a restaurant. Thus, if we define X (¢) to be the total number of arrivals at
this restaurant over (0, ¢], it cannot be adequately modeled as a Poisson process. We
introduce the compound Poisson processes as a model of such a situation.

Definition 3.6. (Compound Poisson Process). Let {N(¢),t > 0} be a Poisson pro-
cess with rate A. Let {C,,,n > 1} be a sequence of iid random variables with mean
7 and second moment s2. Suppose it is also independent of the Poisson process. Let
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N(t)
Ct)y=>) Cu. 120 (3.28)
n=1

The stochastic process {C(¢),t > 0} is called a compound Poisson process (CPP).

The next theorem gives the expressions for the mean and variance of C(¢). The
computation of the distribution of C(¢) is hard.

Theorem 3.11. (Mean and Variance of a CPP). Let {C(t),t > 0} be a CPP. Then

E(C(t)) = tAt, (3.29)
Var(C(t)) = s2At. (3.30)
Proof. From Section 3.3 we see that N(¢) is a Poisson random variable with param-

eter A¢, and hence,
E(N(t)) = Var(N(t)) = At.

Note that C(¢) is a random sum of random variables. Using Equation (D.9), we get

N(@)

E(Ct) =E|) G,
n=1

= E(CHEWN(@))
= TAL.
From Equation (D.10), we get
N(@)
Var(C(t)) = Var [ Y Gy
n=1

= E(N(1))Var(C1) + (E(C1))*Var(N(1))
= A2 =124+ 1?)
= Ats>.

This proves the theorem. [ |

Equation (3.29) makes intuitive sense since At is the expected number of batches
that arrive until # and each batch brings in T customers on average. Equation (3.30),
on the other hand, is a bit surprising since one would expect the variance of C; to
appear where s2 appears. This is the consequence of the variance of N(¢). We end
with a numerical example.

Example 3.9. (Restaurant Arrival Process). Consider the process of customers arriv-
ing at a restaurant. Suppose the customers arrive in parties (or batches) of variable
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sizes. The successive party sizes are iid random variables and are binomially dis-
tributed with parameters n = 10 and p = .4. Thus the mean size of a party is
7 = np = 4 and its variance is np(1 — p) = 2.4. Hence the second moment is
s2 = 2.4 + 4 x 4 = 18.4. Note that a binomial random variable can take a value 0
with probability (1 — p)”. What does it mean to get a batch arrival of size 0? The
parties themselves arrive according to a Poisson process with a rate of 10 per hour.
Let C(t) be the total number of arrivals up to time ¢, assuming C(0) = 0. Then
{C(t),t = 0} is a compound Poisson process. Equation (3.29) yields

E(C(?)) = tAt = (4)(10)¢ = 40z,
and Equation (3.30) yields
Var(C(t)) = s*At = (18.4)(10)t = 1841.

Suppose the process above is a valid model of the arrival process over the time
interval from 7 p.m. to 10 p.m. Then the expected total number of arrivals over
those 3 hours will be given by 40 % 3 = 120, and its variance is 184*3 =552.

3.7 Problems
CONCEPTUAL PROBLEMS

3.1. Find the mode of a Bin(n, p) distribution.

3.2. Find the mode of a P(1) distribution.

3.3. Find the mode of an Erl(k, A) density.

3.4. Find the median of an Exp(A) distribution.

3.5. Compute the hazard rate of an Exp(4) random variable.

3.6. Let s be the hazard rate of a random variable X with cdf F. Show that

1— F(x) =exp (— /x h(u)du) .
0

This shows that the hazard rate uniquely determines the cdf.
3.7. Compute E(X(X — 1)), where X is a P(1) random variable.
3.8. Let X be an Exp(A) random variable. Show that

E(X") = n!/A".
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3.9. Let X be a P(A) random variable. Show that
EX(X —1D)(X=2)--- (X —k+1) =1k k=>1.

3.10. Let X; ~ P(11) and X, ~ P(A,) be two independent random variables.
Show that, given X1 + X, =k, X; ~ Bin(k, A; /(A1 + A2)), i = 1,2.

3.11. Suppose T;,i = 1,2, the lifetimes of machine 7, are independent Exp(;)
random variables. Suppose machine 1 fails before machine 2. Show that the re-
maining lifetime of machine 2 from the time of failure of machine 1 is an Exp(A,)
random variable; i.e., show that

P(T, > Ty +t|T> > Ty) = e 2",
This is sometimes called the strong memoryless property.

3.12. Let Ty and T, be two iid Exp(A) random variables. Using Conceptual Problem
3.11 or otherwise, show that

| —

1
E(max(Tl, Tz)) = ﬁ +

3.13. Generalize Conceptual Problem 3.12 as follows. Let 7;,1 < i < k, be k iid
Exp(14) random variables. Define

T = max(Ty, T5,---, Ty).

Show that
11
E(T) = - -.
=323
i=1

3.14. Let T be as in Conceptual Problem 3.13. Compute P(T" < t).
3.15. A system consists of # independent components. Let X; be the lifetime of the
ith component, and assume that {X;,1 < i < n} are iid Exp(1). The system as a
whole functions if at least k components are functioning at time 7 (1 < k < n),

where T is the mission time of the system. What is the probability that the system
functions? (Such a system is called a k out of n system.)

3.16. Let {X,,n = 1,2,---} be a set of iid Exp(4) random variables and N be an
independent G (p) random variable. Show that

Z=X1+Xo+ -+ Xy

is an Exp(Ap) random variable.

3.17. Let{N(z),t > 0} be aPP(L). Let Si be the time of occurrence of the kth event
in this Poisson process. Show that, given N(¢) = 1, Sy is uniformly distributed over
[0, ¢].
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3.18. Suppose customers arrive at a service station with two servers according to a
PP(A). An arriving customer is routed to server 1 or server 2 with equal probabil-
ity. What are the mean and variance of the time between two consecutive arrivals
to the first server? Next suppose we route the arriving customers to the two servers
alternately. Now what are the mean and variance of the time between two consecu-
tive arrivals to the first server? Is the arrival process of the customers to server 1 a
Poisson process?

3.19. Let {N(¢),t = 0} be a PP(A). Let s, ¢ > 0. Compute the joint distribution
P(N(s)=i,Nis+t)=]j), 0<i <j <oo0.
3.20. Let {N(t),t > 0} be a PP(A). Show that
Cov(N(s), N(s + 1)) = As, s,t>0.

3.21. A bus with infinite capacity runs on an infinite route with stops indexed n =
1,2,.-- . The bus arrives empty at stop 1. When the bus arrives at stop n, each
passenger on it gets off with probability p, independent of each other. Then all the
waiting passengers get on. Let W, be the number of passengers waiting at stop #,
and suppose {W,,n > 0} are iid P(1) random variables. Let R, be the number of
passengers on the bus when it leaves stop n. What is the distribution of R,?

3.22. In Computational Problem 3.21, compute the expected number of passengers
that get off at stop n.

3.23. Let {C(t),t > 0} be a CPP with batch sizes of mean 1 and second moment 1.
Show that {C(¢),? > 0} is in fact a PP(1).

3.24. Let {C(t),t > 0} be a CPP of Definition 3.6. Compute E(C (¢ + s) — C(s))
and Var(C(t + s) — C(s)) for s,t > 0.

3.25. Let {C(t),t > 0} be a CPP of Definition 3.6. Compute Cov(C(t + s), C(s))
fors,t > 0.

COMPUTATIONAL PROBLEMS

3.1. The lifetime of a car (in miles) is an Exp(1) random variable with 1/A =
130,000 miles. If the car is driven 13,000 miles a year, what is the distribution of
the lifetime of the car in years?

3.2. The lifetimes of two car batteries (brands A and B) are independent exponen-
tial random variables with means 12 hours and 10 hours, respectively. What is the
probability that the Brand B battery outlasts the Brand A battery?

3.3. Suppose a machine has three independent components with Exp(.1) lifetimes.
Compute the expected lifetime of the machine if it needs all three components to
function properly.
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3.4. A communications satellite is controlled by two computers. It needs at least one
functioning computer to operate properly. Suppose the lifetimes of the computers
are iid exponential random variables with mean 5 years. Once a computer fails,
it cannot be repaired. What is the cdf of the lifetime of the satellite? What is the
expected lifetime of the satellite?

3.5. The run times of two computer programs, A and B, are independent random
variables. The run time of program A is an exponential random variable with mean
3 minutes, while that of program B is an Erl(2, 1) random variable with mean 3
minutes. If both programs are being executed on two identical computers, what is
the probability that program B will finish first?

3.6. A spacecraft is sent to observe Jupiter. It is supposed to take pictures of
Jupiter’s moons and send them back to Earth. There are three critical systems in-
volved: the camera, the batteries, and the transmission antenna. These three systems
fail independently of each other. The mean lifetime of the battery system is 6 years,
that of the camera is 12 years, and that of the antenna is 10 years. Assume all life-
times are exponential random variables. The spacecraft is to reach Jupiter after 3
years to carry out this mission. What is the probability that the mission is successful?

3.7. In Computational Problem 3.6, suppose the monitoring station on Earth con-
ducts a test run after 2 years and finds that no data are received, indicating that one
of the three systems has failed. What is the probability that the camera has failed?

3.8. A car comes equipped with one spare tire. The lifetimes of the four tires at the
beginning of a long-distance trip are iid exponential random variables with a mean
of 5000 miles. The spare tire has an exponential lifetime with a mean of 1000 miles.
Compute the expected number of miles that can be covered without having to go to
a tire shop. (Hint: Compute the expected time until the first tire failure and then that
until the second tire failure.)

3.9. A customer enters a bank and finds that all three tellers are occupied and he is
the next in line. Suppose the mean transaction times are 5 minutes and are indepen-
dent exponential random variables. What is the expected amount of time that he has
to wait before he is served?

3.10. In Computational Problem 3.9, suppose the bank also has a teller machine
outside with one person currently using it and no one waiting behind him. The
processing time at the machine is exponentially distributed with mean 2 minutes.
Should the customer in Computational Problem 3.9 wait at the machine or at the
inside tellers if the aim is to minimize the expected waiting time until the start of
service? Assume that once he decides to wait in one place, he does not change his
mind.

3.11. The weight of a ketchup bottle is Erlang distributed with k = 10 and A = .25
Oz~ L. The bottle is declared to be underweight if the weight is under 39 Oz. What
is the probability that the bottle is declared underweight?
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3.12. Two vendors offer functionally identical products. The expected lifetime of
both the products is 10 months. However, the distribution of the first is Exp(1),
while that of the other is Erl(2, ). If the aim is to maximize the probability that the
lifetime of the product is greater than 8 months, which of the two products should
be chosen?

3.13. The lifetime of an item is an exponential random variable with mean 5 days.
We replace this item upon failure or at the end of the fourth day, whichever occurs
first. Compute the expected time of replacement.

3.14. Consider the 2 out of 3 system of Conceptual Problem 3.15 with the mean
lifetime of each component being 3 years. Suppose that initially all the components
are functioning. We visit this system after 3 years and replace all the failed com-
ponents at a cost of $75.00 each. If the system has failed, it costs us an additional
$1000.00. Compute the expected total cost incurred at time 3.

3.15. In Computational Problem 3.9, suppose customers arrive according to a PP
with rate 12 per hour. At time zero, all three tellers are occupied and there is no one
waiting. What is the probability that the next arriving customer will have to wait for
service?

3.16. The number of industrial accidents in a factory is adequately modeled as a PP
with a rate of 1.3 per year. What is the probability that there are no accidents in one
year? What is the expected time (in days) between two consecutive accidents?

3.17. A computer system is subject to failures and self-repairs. The failures occur
according to a PP with rate 2 per day. The self-repairs are instantaneous. The only
effect of a failure is that the work done on any program running on the machine
at the time of failure is lost and the program has to be restarted from scratch. Now
consider a program whose execution time is 3 hours if uninterrupted by failures.
What is the probability that the program completes successfully without a restart?

3.18. Redo Computational Problem 3.17 if the program execution time (in hours)
is a random variable that is uniformly distributed over (2,4).

3.19. A machine is subject to shocks arriving from two independent sources. The
shocks from source 1 arrive according to a PP with rate 3 per day and those from
source 2 at rate 4 per day. What are the mean and variance of the total number of
shocks from both the sources over an 8-hour shift.

3.20. In Computational Problem 3.19, what is the probability that the machine is
subject to a total of exactly two shocks in 1 hour?

3.21. In Computational Problem 3.19, suppose a shock from source i can cause
the machine to fail with probability p;, independent of everything else. Suppose
p1 = .011 and p, = .005. A failed machine is replaced instantaneously. Let N(z)
be the number of machine replacements over the interval (0, ¢]. Is {N(¢),z > 0} a
Poisson process? If it is, what is its parameter?
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3.22. Consider a maternity ward in a hospital. A delivery may result in one, two or
three births with probabilities .9, .08, and .02, respectively. The number of deliveries
forms a Poisson process with rate 10 per day. Formulate the number of births as a
compound Poisson process, and compute the mean number of births during one day.

3.23. In Computational Problem 3.22, compute the probability of at least one twin
being born on a given day.

3.24. In Computational Problem 3.22, suppose a twin is born during a 24-hour in-
terval. What is the expected number of deliveries that occurred during that interval?

3.25. Suppose 45% of the cars on the road are domestic brands and 55% are foreign
brands. Let N(¢) be the number of cars crossing at a given toll booth during (0, ¢].
Suppose {N(¢),t > 0} is a PP with rate 40 per minute. What is the probability that
four foreign cars and five domestic cars cross the intersection during a 10-second
interval?

3.26. In Computational Problem 3.25, suppose 30 foreign cars have crossed the toll
booth during a 1-minute interval. What is the expected number of domestic cars that
cross the intersection during this interval given this information?

3.27. Consider the toll booth of Computational Problem 3.25. Suppose the toll paid
by a car at the toll booth is $1.00 with probability .3 and $2.00 with probability .7.
What are the mean and variance of the toll collected at the toll booth during 1 hour?

3.28. Suppose the distribution of the toll depends on whether the car is domestic or
foreign as follows. The domestic cars pay $1.00 with probability .4 and $2.00 with
probability .6, while the foreign cars pay $1.00 with probability .25 and $2.00 with
probability .75. Now compute the mean and the variance of the total toll collected
at the booth over a 1-hour period.

3.29. The number of cars visiting a national park forms a PP with rate 15 per hour.
Each car has k occupants with probability py as given below:

pP1 = 2, P2 = 3, pP3 = 3, Pa = .1, pPs = .05, Pe = .05.

Compute the mean and variance of the number of visitors to the park during a 10-
hour window.

3.30. Now suppose the national park of Computational Problem 3.29 charges $4.00
per car plus $1.00 per occupant as the entry fee. Compute the mean and variance of
the total fee collected during a 10-hour window.



Chapter 4
Continuous-Time Markov Models

4.1 Continuous-Time Markov Chains

In this chapter, we consider a system that is observed continuously, with X(¢) being
the state at time ¢, ¢ > 0. Following the definition of DTMCs, we define continuous-
time Markov chains (CTMCs) below.

Definition 4.1. (Continuous-Time Markov Chain (CTMC)). A stochastic process
{X(t),t = 0} on state space S is called a CTMC if, foralli and j in S and ¢, s > 0,

PX(s+1) =jlX(s)=i,Xu),0<u<s)=PX(s+1)=jlX(s)=1i).
4.1)
The CTMC {X(¢),t > 0} is said to be time homogeneous if, for ¢, s > 0,

P(X(s+1t) =jlX(s) =1i)=PX() = j|X(0)=1i). 4.2)

Equation (4.1) implies that the evolution of a CTMC from a fixed time s onward
depends on X (u),0 < u < s (the history of the CTMC up to time s) only via X(s)
(the state of the CTMC at time s). Furthermore, for time-homogeneous CTMCs, it is
also independent of s! In this chapter, we shall assume, unless otherwise mentioned,
that all CTMCs are time homogeneous and have a finite state space {1,2,..., N}.
For such CTMCs, we define

pij(t) =PX(@) = j|X(0)=i), 1<i,j <N (4.3)

The N2 entities p; ;(¢) are arranged in matrix form as follows:

pia(t)  pra) pia@) - pLN()
p2,1(@)  p22()  p23@) -+ p2N(D)
P@t)= | P31() p3p() p3s() - p3n() |, (4.4)
pN1()  pn2(t) pns() -+ pNnw(T)
V.G. Kulkarni, Introduction to Modeling and Analysis of Stochastic Systems, 85
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The matrix above is called the transition probability matrix of the CTMC
{X(t),t = 0}. Note that P(¢) is a matrix of functions of ¢; i.e., it has to be
specified for each ¢. The following theorem gives the important properties of the
transition probability matrix P(¢).

Theorem 4.1. (Properties of P(t)). A transition probability matrix P(t) =
[pi,; ()] of a time-homogeneous CTMC on state space S = {1,2,...,N} sat-
isfies the following:

g pi ()20, 1<i,j<N;t=0, (4.5)
N
2 N pi) =1, 1<i<N:i>0 (4.6)
j=1
N N
3.pijs+0 =Y pia®pe; )= pir®)pi(s). 1 <i <N:it.s>0.
k=1 k=1
4.7

Proof. (1) The nonnegativity of p; ;(¢) follows because it is a (conditional)
probability.
(2) To prove the second assertion, we have

N N
Y i) =Y P(X(@) = j1X(0) =)

Jj=1 Jj=1

= P(X(t) € S|X(0) = i).

Since X(z) must take some value in the state space S, regardless of the value of
X (0), it follows that the last quantity is 1.
(3) To prove (4.7), we have

pi.j(s +1) =P(X(s+1) = j1X(0) = i)
N
=Y P(X(s +1) = j|X(s) =k, X(0) = ))P(X(s) = k| X(0) = i)

k=1

N
=Y P(X(s +1) = jIX(s) = k) pii(s)

k=1

(due to the Markov property at s)



4.1 Continuous-Time Markov Chains 87

N
=Y P(X() = j|X(0) = k) p; x(s)

k=1

(due to time homogeneity)

N
= Z plak(s)pk,/(t)

k=1

The other part of (4.7) follows by interchanging s and ¢. This proves the theorem.

Equation (4.7) states the Chapman—Kolmogorov equations for CTMCs and can
be written in matrix form as

P(t +5) = P(s)P(t) = P(1)P(s). (4.8)

Thus the transition probability matrices P(s) and P(¢) commute! Since A B is gen-
erally not the same as BA for square matrices A and B, the property above implies
that the transition probability matrices are very special indeed!

Example 4.1. (Two-State CTMC). Suppose the lifetime of a high-altitude satellite
is an Exp(u) random variable. Once it fails, it stays failed forever since no repair is
possible. Let X (¢) be 1 if the satellite is operational at time ¢ and O otherwise.

We first show that { X (¢),7 > 0} is a CTMC. The state space is {0, 1}. We directly
check (4.1) and (4.2). Consider the case i = j = 1. Let the lifetime of the satellite
be T. Then X(s) = 1ifand only if T > s, and if X(s) = 1 then X (x) must be 1
for 0 < u < s. Hence, using the memoryless property (see Equation (3.5)) of the
exponential variable 7', we have

PXs+1)=1X6)=1,Xu:0<u<ys)
=P(T >s+t|T >5)=e M
= P(X(t) = 1]X(0) = 1).

Performing similar calculations for all pairs i, j, we establish that {X(¢),7 > 0} is
a CTMC. Next we compute its transition probability matrix. We have

Do,o(t) = P(satellite is down at ¢ |satellite is down at 0) = 1,
p1.1(t) = P(satellite is up at ¢|satellite is up at 0) = P(T > 1) = e ",

Hence the transition probability matrix is given by

1 0
P(1) = [1 g e—m] (4.9)

We can check by direct calculations that (4.8) are satisfied. [ |
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In Chapter 2, we described a DTMC by giving its one-step transition probability
matrix. How do we describe a CTMC? Giving P(¢) for each ¢ is too complicated
for most CTMCs. We need a simpler method of describing a CTMC. We develop
such a method below based on the insight provided by the example above.

The discussion above implies that the stochastic process {X(¢),z > 0} of
Example 4.1 can be a CTMC if and only if the lifetime of the satellite has the
memoryless property. We have seen in Theorem 3.1 that the only continuous ran-
dom variable with the memoryless property is the exponential random variable. This
suggests that we should build CTMCs using exponential random variables. This is
what we do next.

Let X(¢) be the state of a system at time ¢. Suppose the state space of the stochas-
tic process {X(¢),z > 0} is {1,2,..., N}. The random evolution of the system
occurs as follows. Suppose the system starts in state i. It stays there for an Exp(r;)
amount of time, called the sojourn time in state i. At the end of the sojourn time in
state i, the system makes a sudden transition to state j # i with probability p; ;,
independent of how long the system has been in state i. Once in state j, it stays
there for an Exp(r;) amount of time and then moves to a new state k # j with
probability p; x, independently of the history of the system so far. And it continues
this way forever. A typical sample path of the system is shown in Figure 4.1.

Three remarks are in order at this time. First, the jump probabilities p; ; are not
to be confused with the transition probabilities p;,;(¢) of (4.3). Think of p; ; as the
probability that the system moves to state j when it moves out of state i. Second,
pii = 0. This is because, by definition, the sojourn time in state i is the time the
system spends in state i until it moves out of it. Hence, a transition from i to i is
not allowed. (Contrast this with the DTMC.) Third, in case state i is absorbing (i.e.,
the system stays in state i forever once it gets there), we set r; = 0, interpreting an
Exp(0) random variable as taking a value equal to oo with probability 1. In such a
case, p;,j’s have no meaning and can be left undefined.

Theorem 4.2. The stochastic process {X(t),t > 0} with parameters ri,1 <
i <N,and p;j,1 <i,j <N, asdescribed above is a CTMC.

<—EXp(l’k)—>

Fig. 4.1 A typical sample path of a CTMC.
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Idea of Proof. The rigorous proof of this theorem is tedious, but the idea is simple.
Lets,t > 0 be fixed. Suppose we are given the history of the system up to s, i.e., we
are given X(u),0 < u < s. Also, suppose X(s) = i. Then, using the memoryless
property of the exponential random variable, we see that the remaining sojourn time
of the system in state i from time s onward is again an Exp(r;) random variable, in-
dependent of the past. At the end of the sojourn time, the system will move to state
J with probability p; ;. The subsequent sojourn times and the transitions are inde-
pendent of the history by construction. Hence the evolution of the system from time
s onward depends only on 7, the state of the system at time s. Hence {X(¢),7 > 0}
isacT™C.

What is even more important is that all CTMCs on finite state spaces that have
nonzero sojourn times in each state can be described this way. We shall not prove
this fact here. In all our applications, this condition will be met and hence we can
describe a CTMC by giving the parameters {r;,1 < i < N} and {p; ;.1 < i,
Jj < N}. This is a much simpler description than giving the transition probability
matrix P(¢) forallz > 0.

Analogously to DTMCs, a CTMC can also be represented graphically by means
of a directed graph as follows. The directed graph has one node (or vertex) for
each state. There is a directed arc from node i to node j if p; ; > 0. The quantity
ri,j = ripi,j, called the transition rate from i to j, is written next to this arc. Note
that there are no self-loops (arcs from 7 to i) in this representation. This graphical
representation is called the rate diagram of the CTMC.

Rate diagrams are useful visual representations. We can understand the dynamics
of the CTMC by visualizing a particle that moves from node to node in the rate dia-
gram as follows: it stays on node i for an Exp(r;) amount of time and then chooses
one of the outgoing arcs from node i with probabilities proportional to the rates on
the arcs and moves to the node at the other end of the arc. This motion continues
forever. The node occupied by the particle at time 7 is the state of the CTMC at
time 7.

Note that we can recover the original parameters {r;,1 <i < N}and {p; ;,1 <
i,j < N}fromtherates {r; ;,1 <i,j < N} shown in the rate diagram as follows:

N

ri = E ri,j
i =1 i,js

Fij
Pi,j = Tlfri 7é0
i

It is convenient to put all the rates r; ; in matrix form as follows:

riu Iz riz ot N
2,1 22 123 -t I2N
R= |11 F3z2 7133 -+ TI3N |, (4.10)

'Ng TN2 FN3 *° TNN
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Note thatr; ; = Oforall 1 <i < N, and hence the diagonal entries in R are always
zero. R is called the rate matrix of the CTMC. It is closely related to O = [gq; ;]
called the generator matrix of the CTMC, which is defined as

—ri if iZj,

4.11
ri,j if i 75 j ( )

qi,j =

Thus the generator matrix Q is the same as the rate matrix R with the diagonal
elements replaced by —r;’s. It is common in the literature to describe a CTMC by
the O matrix. However, we shall describe it by the R matrix. Clearly, one can be
obtained from the other.

Example 4.2. (Two-State CTMC). Consider the CTMC of Example 4.1. The sys-
tem stays in state 1 (satellite up) for an Exp(u) amount of time and then moves to
state 0. Hence, r1 = u and p1,0 = 1. Once the satellite fails (state 0), it stays failed
forever. Thus state 0 is absorbing. Hence ro = 0, and pyg,; is left undefined. The rate

matrix is
R = |:O 0] . (4.12)
u 0
The generator matrix is given by
0= [O 0 :| . (4.13)
L

The rate diagram is shown in Figure 4.2. [ |

Example 4.3. (Two-State Machine). Consider a machine that operates for an
Exp(n) amount of time and then fails. Once it fails, it gets repaired. The repair
time is an Exp(A) random variable and is independent of the past. The machine is
as good as new after the repair is complete. Let X (¢) be the state of the machine at
time ¢, 1 if it is up and O if it is down. Model this as a CTMC.

The state space of {X(¢),t > 0} is {0, 1}. The sojourn time in state 0 is the
repair time, which is given as an Exp(A) random variable. Hence ro = A. After the
repair is complete, the machine is up with probability 1; hence po,; = 1. Similarly,
r1 = p and p1o = 1. The independence assumptions are satisfied, thus making
{X(¢),t = 0} a CTMC. The rate matrix is

0 A
R = |:M 0} ) (4.14)

Fig. 4.2 Rate diagram of the ° 0
. u .

satellite system.
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Fig. 4.3 Rate diagram of the by

two-state machine. o

The generator matrix is given by

0= [_k A } (4.15)
wo =

The rate diagram is shown in Figure 4.3. Note that describing this CTMC by giving
its P(¢) matrix would be very difficult since the machine can undergo many failures
and repairs up to time ?. | |

In the next section, we use the properties of exponential random variables studied
in Chapter 3 and develop CTMC models of real-life systems. We give the rate matrix
R for the CTMCs and the rate diagrams but omit the generator matrix Q.

4.2 Examples of CTMCs: 1

In this section, we consider CTMC models that are built using the exponential ran-
dom variables and their properties as studied in Chapter 3.

Example 4.4. (Two-Machine Workshop). Consider a workshop with two indepen-
dent machines, each with its own repair person and each machine behaving as
described in Example 4.3. Let X (¢) be the number of machines operating at time .
Model {X(¢),t > 0} as a CTMC.

The state space of {X(¢),¢ > 0} is {0, 1, 2}. Consider state 0. In this state, both
machines are down and hence under repair. Due to the memoryless property, the
remaining repair times of the two machines are iid Exp(4) random variables. The
system moves from state O to state 1 as soon as one of the two machines finishes
service. Hence the sojourn time in state 0 is a minimum of two iid Exp(1) random
variables. Furthermore, by Theorem 3.3, the sojourn time is an Exp(24) random
variable. Hence o = 2A and pg,; = 1. The transition rate from state O to state 1 is
thus ro,; = 2A.

Now consider state 1, where one machine is up and one is down. Let 7} be
the remaining repair time of the down machine, and let 7, be the remaining life
time of the up machine. Again from the memoryless property of the exponential
random variables, 77 is Exp(4) and T3 is Exp(u), and they are independent. The
sojourn time in state 1 is min(77, 7>), which is an Exp(A + @) random variable.
Hence r; = A + p. The system moves to state 2 if 77 < T, which has probability
A/(A + w) and it moves to state 0 if 7, < Tj, which has probability ©/(A + w).
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2A A
m :
u 2u
Fig. 4.4 Rate diagram of the two-machine workshop.
Note that the next state is independent of the sojourn time from Theorem 3.4. Hence
P12 = A/(A + p) and p1o = /(A + p). The transition rates are r; » = A and
ry,o = M.

A similar analysis of state 2 yields r, = 2u, po;1 = 1, and r2;; = 2u. Thus
{X(¢),t = 0} is a CTMC with rate matrix

0 24 0
R=|p 0 2 (4.16)
0 2u 0

The rate diagram is as shown in Figure 4.4. | |

The example above produces the following extremely useful insight. Suppose
the state of the system at time ¢ is X(¢) = i. Suppose there are m different events
that can trigger a transition in the system state from state i to state j. Suppose the
occurrence time of the kth event (1 < k < m) is an Exp(Ax) random variable.
Then, assuming the m events are independent of each other and of the history of the
system up to time ¢, the transition rate from state i to state j is given by

Fij =A1+ A2+ 4 A

If the transition rates can be computed this way for all i and j in the state space,
then {X(¢),t > 0} is a CTMC with transition rates r; ;. We use this observation in
the remaining examples.

Example 4.5. (General Machine Shop). A machine shop consists of N machines
and M repair persons. (M < N.) The machines are identical, and the lifetimes
of the machines are independent Exp(u) random variables. When the machines fail,
they are serviced in the order of failure by the M repair persons. Each failed machine
needs one and only one repair person, and the repair times are independent Exp(1)
random variables. A repaired machine behaves like a new machine. Let X (¢) be the
number of machines that are functioning at time ¢. Model {X(¢),¢ > 0} as a CTMC.

We shall explain with a special case: four machines and two repair persons. The
general case is similar. For the special case, the state space of {X(¢),t > 0}is S =
{0, 1,2, 3, 4}. We obtain the transition rates below. In state 0, all machines are down,
and two are under repair. (The other two are waiting for a repair person.) The repair
times are iid Exp(1), and either of the two repair completions will move the system
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Fig. 4.5 Rate diagram of the general machine shop with four machines and two repair persons.

to state 1. Hence 79,1 = A + A = 2. In state 1, one machine is up and three are
down, two of which are under repair. Either repair completion will send the system
to state 2. Hence r;» = 2A. The failure of the functioning machine, which will
happen after an Exp(x) amount of time, will trigger a transition to state 0. Hence
r1,0 = M. Similarly, for state 2, we get o 3 = 21 and rp,; = 2. In state 3, three
machines are functioning and one is down and under repair. (One repair person is
idle.) Thus there are three independent failure events that will trigger a transition to
state 2, and a repair completion will trigger a transition to state 4. Hence r3» = 31
and r3 4 = A. Similarly, for state 4, we get r4 3 = 4u.
Thus {X(¢),¢ > 0} is a CTMC with a rate matrix as follows:

0 22 0 0 O
L 0 2. 0 0
R=]0 20 0 21 O 4.17)
0 0 3u 0 A
0 0 0 4u O

The rate diagram is as shown in Figure 4.5. [ |

Example 4.6. (Airplane Reliability). A commercial jet airplane has four engines,
two on each wing. Each engine lasts for a random amount of time that is an expo-
nential random variable with parameter A and then fails. If the failure takes place in
flight, there can be no repair. The airplane needs at least one engine on each wing to
function properly in order to fly safely. Model this system so that we can predict the
probability of a trouble-free flight.

Let X7,(¢) be the number of functioning engines on the left wing at time #, and
let X r(¢) be the number of functioning engines on the right wing at time ¢. The state
of the system at time ¢ is given by X(t) = (XL (¢), Xr(?)). Assuming the engine
failures are independent of each other, we see that {X(¢),# > 0} is a CTMC on
state space

S =1{(0,0),(0,1),(0,2),(1,0),(1,1),(1,2),(2,0),(2,1),(2,2)}.

Note that the flight continues in a trouble-free fashion as long as Xy (z) > 1
and Xg(t) > 1; i.e., as long as the CTMC is in states (1, 1), (1,2),(2, 1), (2,2).
The flight crashes as soon as the CTMC visits any state in {(0,0), (0, 1), (0, 2),
(1,0), (2,0)}. We assume that the CTMC continues to evolve even after the airplane
crashes!
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Fig. 4.6 Rate diagram of the airplane reliability system.

Label the states in S 1 through 9 in the order in which they are listed above.
Performing the standard triggering event analysis (assuming that no repairs are pos-
sible), we get the following rate matrix:

0000 0 0 0 0 O
A0 0 0O 0 0 0 0 O
0220 0 0 0 0 0 O
A0 0 0 0 0 0 0 O
R={0 2 0 X 0 0 0 0 0 (4.18)
0 0 A 0 21 0 0 0 0
0 0 0200 0 0 0 0
0 00 0 220 A 0 0
0 0 0 0 0 21 0 21 0]

The rate diagram is as shown in Figure 4.6. | |

4.3 Examples of CTMCs: 11

In this section, we consider CTMC models that are built using the Poisson processes
and their properties as studied in Chapter 3.

Example 4.7. (Finite-Capacity Single Server Queue). Customers arrive at an auto-
matic teller machine (ATM) according to a PP(1). The space in front of the ATM
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can accommodate at most K customers. Thus, if there are K customers waiting at
the ATM and a new customer arrives, he or she simply walks away and is lost for-
ever. The customers form a single line and use the ATM in a first-come, first-served
fashion. The processing times at the ATM for the customers are iid Exp(u) ran-
dom variables. Let X (¢) be the number of customers at the ATM at time ¢. Model
{X(),t =0} asa CTMC.

The state space of the system is S = {0,1,2,..., K}. We shall obtain the
transition rates below. In state O, the system is empty and the only event that can
occur is an arrival, which occurs after an Exp(4) amount of time (due to the PP(1)
arrival process) and triggers a transition to state 1. Hence ro,; = A. In state i,
1 <i < K — 1, there are two possible events: an arrival and a departure. An arrival
occurs after an Exp(A) amount of time and takes the system to state i + 1, while the
departure occurs at the next service completion time (which occurs after an Exp(u)
amount of time due to the memoryless property of the service times) and takes the
system to state i — 1. Hence rj ;11 = Aandr;;—1 = u,1 <i < K — 1. Finally, in
state K, there is no arrival due to capacity limitation. Thus the only event that can
occur is a service completion, taking the system to state K —1. Hence rx, x—1 = u.
Thus {X(¢),t > 0} is a CTMC with rate matrix

0 A 0 - 0 0]
L 0 A - 0 0
0 4 0 - 0 0
R=1|_ | (4.19)
L0 0 0 -+ p O]

The rate diagram is as shown in Figure 4.7. We shall see in Chapter 6 that
{X(t),t > 0} is called an M/M/1/K queue in queueing terminology. Wl

The CTMCs in Examples 4.5 and 4.7 have a similar structure: both CTMCs move
from state i to state i — 1 or to state i + 1. There are no other transitions. We describe
a general class of such DTMCs below.

Fig. 4.7 Rate diagram of a single server queue.
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Example 4.8. (Finite Birth and Death Process). A CTMC on state space {0, 1,2,
..., K} with the rate matrix

[0 2% 0 -+ 0 0 |
M1 0 )Ll 0 0
0 M2 0 0 0
R=1 . . . ) ) (4.20)
0 0 0 - 0 Ax_:
(0 0 0 - puxk 0 |

is called a finite birth and death process. The transitions from i to 7 4 1 are called
the births, and the A;’s are called the birth parameters. The transitions fromi to i —1
are called the deaths, and the p;’s are called the death parameters. It is convenient
to define Ax = 0 and o = 0, signifying that there are no births in state K and no
deaths in state 0. A birth and death process spends an Exp(4; + w;) amount of time
in state i and then jumps to state i 4+ 1 with probability A; /(A; + ;) or to state i — 1
with probability j; /(A; + ;). B

Birth and death processes occur quite often in applications and hence form an
important class of CTMCs. For example, the CTMC model of the general ma-
chine shop in Example 4.5 is a birth and death process on {0, 1, ..., N} with birth
parameters

Ai =min(N —i,M)A, 0<i <N,

and death parameters

wi=ip, 0<i=<N.

The CTMC model of the single server queue as described in Example 4.7 is a birth
and death process on {0, 1, ..., K} with birth parameters

A=A, 0<i<K-1,

and death parameters
i =pn, 1<i <K

We illustrate this with more examples.

Example 4.9. (Telephone Switch). A telephone switch can handle K calls at any
one time. Calls arrive according to a Poisson process with rate A. If the switch is
already serving K calls when a new call arrives, then the new call is lost. If a call
is accepted, it lasts for an Exp(x) amount of time and then terminates. All call
durations are independent of each other. Let X(¢) be the number of calls that are
being handled by the switch at time 7. Model {X(¢),t > 0} as a CTMC.

The state space of {X(¢),# > 0}is {0,1,2,...,K}. Instatei,0 <i < K—1,an
arrival triggers a transition to state i + 1 with rate A. Hence r; ;1 = A. In state K,
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there are no arrivals. In state i, 1 < i < K, any of the i calls may complete and
trigger a transition to state i — 1. The transition rate is r; ;1 = ip. In state 0, there
are no departures. Thus {X(¢),# > 0} is a finite birth and death process with birth
parameters

Ai=A, 0<i<K-—1,

and death parameters
i =ip, 0<i=<K.

We shall see in Chapter 6 that {X(¢),t > 0} is called an M/M/K /K queue in
queueing terminology.

Example 4.10. (Call Center). An airline phone-reservation system is called a call
center and is staffed by s reservation clerks called agents. An incoming call for
reservations is handled by an agent if one is available; otherwise the caller is put on
hold. The system can put a maximum of H callers on hold. When an agent becomes
available, the callers on hold are served in order of arrival. When all the agents are
busy and there are H calls on hold, any additional callers get a busy signal and
are permanently lost. Let X (¢) be the number of calls in the system, those handled
by the agents plus any on hold, at time . Assume the calls arrive according to a
PP(A) and the processing times of the calls are iid Exp(u) random variables. Model
{X(t),t > 0} asa CTMC.

The state space is {0, 1,2, ..., K}, where K = s + H. Suppose X(t) = i. For
0 <i < K — 1, the transition to state i + 1 is caused by an arrival, which occurs at
rate A. In state K there are no arrivals. For 1 < i < K, the transition to state i — 1
is caused by the completion of the processing of any of the min(i, s) calls that are
under service. The completion rate of an individual call is x; hence the transition
rate from state i to i — 1 is min(i, s) . Thus {X(¢),¢ > 0} is a finite birth and death
process with birth parameters

A=A, 0<i<K-1,

and death parameters

wi = min(@,s)u, 0<i <K.

The rate diagram is shown in Figure 4.8. We shall see in Chapter 6 that { X (), > 0}
is called an M/M/s/ K queue in queueing terminology. ll

o8 @m NOR /\@C @ @

Fig. 4.8 Rate diagram of the call center.
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Example 4.11. (Leaky Bucket). Leaky bucket is a traffic control mechanism used in
high-speed digital telecommunication networks. It consists of two buffers: a token
buffer of size M and a data buffer of size D. Tokens are generated according to a
PP(u) and are stored in the token buffer. Tokens generated while the token buffer
is full are lost. Data packets arrive according to a PP(A). If there is a token in the
token buffer when a packet arrives, it immediately removes one token from the token
buffer and enters the network. If there are no tokens in the token buffer, it waits in
the data buffer if the data buffer is not full. If the data buffer is full, the packet is
lost. Let Y(¢) be the number of tokens in the token buffer at time ¢, and let Z ()
be the number of data packets in the data buffer at time 7. Model this system as
a CTMC.

First note that if there are packets in the data buffer, the token buffer must be
empty (otherwise the packets would have already entered the network) and vice
versa. Consider a new process { X (¢),t > 0} defined by

X@t)=M—-Y(t)+ Z().

The state space of {X(¢),# > 0}is {0,1,..., K}, where K = M + D. Also, if 0 <
X(t) < M,wemusthave Z(t) =0and Y(¢) = M — X(¢),andif M < X(¢) < K,
we must have Y(¢) = 0 and Z(¢) = X(¢) — M. Thus we can recover Y(¢) and Z(t)
from the knowledge of X (¢).

Now, suppose 1 < X(¢) < K —1.If a token arrives (this happens at rate 1), X (¢)
decreases by 1, and if a data packet arrives (this happens at rate 1), it increases by 1.
If X(¢) = 0, then Y(#) = M, and tokens cannot enter the token buffer, while data
packets continue to arrive. If X(¢) = K, then Z(t) = D and packets cannot enter
the data buffer; however, tokens continue to enter. Thus {X(¢),7 > 0} is a finite
birth and death process with birth parameters

Ai=A, 0<i<K-1,

and death parameters
mi=p, 1<i <K.

Thus {X(¢),t > 0} is the same process as in the single server queue of Example 4.7!

Example 4.12. (Inventory Management). A retail store manages the inventory of
washing machines as follows. When the number of washing machines in stock de-
creases to a fixed number k, an order is placed with the manufacturer for m new
washing machines. It takes a random amount of time for the order to be delivered
to the retailer. If the inventory is at most k when an order is delivered (including the
newly delivered order), another order for m items is placed immediately. Suppose
the delivery times are iid Exp(1) and that the demand for the washing machines oc-
curs according to a PP(u). Demands that cannot be immediately satisfied are lost.
Model this system as a CTMC.
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Let X (¢) be the number of machines in stock at time ¢. Note that the maximum
number of washing machines in stock is K = k + m, which happens if the order
is delivered before the next demand occurs. The state space is thus {0, 1, ..., K}.In
state 0, the demands are lost, and the stock jumps to m when the current outstanding
order is delivered (which happens at rate ). Hence we have ro,, = A. In state i,
1 <i < k, one order is outstanding. The state changes to i — 1 if a demand occurs
(which happens at rate @) and to i + m if the order is delivered. Thus we have
Tij+m = Aand r; ;3 = p. Finally, if X(¢) = i,k + 1 < i < K, there are no
outstanding orders. Hence, the only transition is from i to i — 1, and that happens
when a demand occurs. Thus, r; ;—1 = u. Thus {X(¢),7 > 0} is a CTMC. The rate
matrix is shown in (4.21) for the case k = 3, m = 2.

0 0 A 0 0 O
w 0 0 A 0 O
rR=|0 # 0 0 A0 (4.21)
0 0 o 0 0 A
0 0 0 pu 0 O
(10 0 0 0 u O]
The rate diagram is as shown in Figure 4.9. | |

Example 4.13. (Manufacturing). A simple manufacturing facility consists of a sin-
gle machine that can be turned on or off. If the machine is on, it produces items
according to a Poisson process with rate A. Demands for the items arrive according
to a PP(u). The machine is controlled as follows. If the number of items in stock
reaches a maximum number K (the storage capacity), the machine is turned off. It is
turned on again when the number of items in stock decreases to a prespecified level
k < K.Model this system as a CTMC.

Let X(z) be the number of items in stock at time 7. {X(¢),7 > 0} is not a CTMC
since we don’t know whether the machine is on or off if k < X(f) < K. Let
Y(¢) be the state of the machine at time ¢, 1 if it is on and O if it is off. Then
{(X(),Y()),t = 0} is a CTMC with state space

S =1{@(1).,0<i<K}U{({0).k<i<K).

\ A A A
K 1 i H i

Fig. 4.9 Rate diagram of the inventory management example with k = 3, r = 2.
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Fig. 4.10 Rate diagram of the manufacturing system.

Note that the machine is always on if the number of items is k or less. Hence we do
not need the states (i,0),0 < i < k. The usual triggering event analysis yields the
following transition rates:

raa)i+1,1) =A, 0<i < K—1,
T(K—1,1),(K,0) = A,

FG,i-1,) =M, 1 <1 < K—1,

Fi,0),G-1,00 = M, k+1<i <K,

Y(k+1,0),(k,1) = M.

The rate diagram is shown in Figure 4.10. [ |

Armed with these examples, we proceed with the analysis of CTMCs in the next
section.

4.4 Transient Analysis: Uniformization

Let {X(¢),t = 0} be a CTMC on state space S = {1,2,..., N}, and let R = [r; ;]
be its rate matrix. In this section, we develop methods of computing the transient
distribution of {X(¢),t > 0}; that is, we compute the pmf of X(z) for a given ¢.
We assume that the probability distribution of the initial state, X (0), is known. Then
we have

N
P(X(1) = j) = ) P(X(1) = j|X(0) = h)P(X(0) = i), 1 <j<N. (422)

i=1

Thus we need to compute P(X(¢) = j|X(0) = i) = p;,;(¢) in order to obtain
the pmf of X(¢). Hence we concentrate on computing the transition matrix P(¢) =
[pi,;(¢)] in this section. We first introduce the notation needed before stating the
main result in Theorem 4.3.
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We have seen before that the CTMC spends an Exp(r;) amount of time in state i

(r; = Z;V=1 r;, ;) and, if r; > 0, jumps to state j with probability p; ; = r; ;/r;.

Now let r be any finite number satisfying

r > max {r;}. (4.23)
1<i<N
Define a matrix P = (i, ;] as
LT
Pii=A g 7 (4.24)
R L R T Y
,

Example 4.14. Suppose R is given as

R:

0
4

4.25
0 (4.25)
1

SO O
W O N W
S NN O O

Then we have ri1 = 5,r, = 6,r3 = 4, and r4 = 4. Hence, from (4.23), we can
choose r = max{5, 6,4, 4} = 6. Then, from (4.24), we get

(4.26)

S ald o=
S ol O alv
o[PS NT RN I N [
AN Al O (e}

=

Note that P is stochastic. W
Using the notation above, the next theorem gives a method of computing P (7).

Theorem 4.3. (The Matrix P(t)). The transition probability matrix P(t) =
[pi,j(2)] is given by

o0 k
P(1) = Z e—”ﬂﬁk. (4.27)

k!
k=0

We present the proof of the theorem above in Appendix 4A at the end of this
chapter. Equation (4.27) provides a very stable method of computing P(¢). It is
known as the uniformization method since it involves observing the CTMC at rate
r that is a uniform upper bound on the transition rate r; out of state i € S.
In numerical computations, we approximate P (¢) by using the first M terms of the
infinite series in (4.27). In order to make the method numerically implementable,
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we need to describe how to choose M to guarantee a specified accuracy. A good
rule of thumb is to choose

M ~ max{rt + 5 % /rt,20}.

A more precise algorithm is developed in Appendix 4B. Since the uniformization
algorithm terminates more quickly (i.e., it uses less terms of the series) if the value
of rt is small, it makes sense to use the smallest value of r allowed by (4.23), namely

r = max {r;}.

| i}
This is what we do in the next three examples. However, in some cases it is more
convenient to use an r that is larger than the one above. This is illustrated in

Example 4.18.

Example 4.15. Let {X(1),1 > 0} be a CTMC with state space {1,2, 3,4} and the
rate matrix given in Example 4.14. Using the values of » and P from that example,

we get
k

o

P(r) = Ze—“@

(4.28)
Pt k!

S als o=
Al O N

1

6

AW AN AN W
AN oy O e}

=)

We compute P(t) by using the first M terms of the infinite series in (4.28). We use
€ = .00001 in the algorithm in Appendix 4B and display the value of P(z) and the
value of M:

[.2506 2170 .3867 .1458]
2531 2384 .3744 1341
P .5 = ) M = 135
(5) 1691 1936 .4203 2170
L.1580 .1574 .3983 .2862 |
[.2062 .2039 .3987 .19127]
2083 .2053 3979 .1885
P 1 - ) M = 195
M 1968 1984 .4010 .2039
L.1920 .1940 .4015 .2125]
[.2000 .2000 .4000 .2000]
P(5)= .2000 .2000 .4000 .2000 M =56
.2000 .2000 .4000 .2000
.2000 .2000 .4000 .2000 |
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It can be numerically verified that P(1) = P(.5) P(.5), thus verifying the Chapman—
Kolmogorov equations (4.8). Some rows do not sum to 1 due to rounding errors. | |

Example 4.16. (General Machine Shop). Consider the machine shop of Example
4.5. Suppose the shop has four machines and two repair persons. Suppose the life-
times of the machines are exponential random variables with mean 3 days, while the
repair times are exponential random variables with mean 2 hours. The shop operates
24 hours a day. Suppose all the machines are operating at 8:00 a.m. Monday. What
is the expected number of working machines at 5:00 p.m. the same Monday?

Using the notation of Example 4.5, we see that the repair rate is A = .5 per hour
and the failure rate is & = 1/72 per hour. (Note that we must use consistent units.)
Let X(¢) be the number of working machines at time ¢. Then, from Example 4.5,
we see that {X(¢),t > 0} isa CTMC on {0, 1, 2, 3, 4} with the rate matrix

0 1 0 0 0
= 0 1 0 0

R={0 Z 0 1 0 (4.29)
0 0 =% 0 3
0 0 0 = 0

We can take 8:00 a.m. as time O (hours). Thus we are given X(0) = 4. We are
asked to compute the expected number of working machines at 5:00 p.m.; i.e., after
9 hours. Thus we need E(X(9)). From (4.23), we get r = %, and from (4.24),
we get

[Z 2 0 0 0
KB o0 o
P=|0o Z 0o 2 o (4.30)
0 0 5 % %
L0 0 0 & 20]
Using an error tolerance of € = .00001 and ¢t = 9 hours in the uniformization

algorithm of Appendix 4B, we get

.0002 .0020 .0136 .1547 .8295
.0000 .0006 .0080 .1306 .8607
P(9) =].0000 .0002 .0057 .1154 .8787]{. (4.31)
.0000 .0002 .0048 .1070 .8880
.0000 .0001 .0041 .0987 .8971

The algorithm used the first 26 terms of the infinite series to compute the matrix
above. Now we are given that X(0) = 4. Hence the pmf of X (9) is given by the last
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row of the matrix above. Hence the expected number of working machines at 5:00
p-m. is given by

E(X(9)) = 0 % .0000 + 1  .0001 + 2 % .0041 + 3 % .0987 + 4 % .8971 = 3.8928.

Note that the probability that all machines are working at 5:00 p.m. is .8971; how-
ever, this is not the probability that there were no failures from 8:00 a.m. to 5:00
p-m. There may have been one or more failures and the corresponding repairs. | |

Example 4.17. (Airplane Reliability). Consider the four-engine jet airplane of
Example 4.6. Suppose each engine can give trouble-free service for 200 hours on
average before it needs to be shut down due to any problem. Assume that all four
engines are operational at the beginning of a 6-hour flight. What is the probability
that this flight lands safely?

We assume that the only trouble on the flight is from the engine failures. Let
{X(t),t > 0} be the CTMC as in Example 4.6. The rate matrix is as given in
(4.18) with A = 1/200 = .005 per hour. The flight lands safely if the state of the
CTMC stays in the set {5, 6, 8, 9} for the duration [0, 6]. Since this CTMC cannot
return to this set of states once it leaves it, the required probability is given by the
probability that X(6) is in {5, 6, 8, 9} given that X(0) = 9, the initial state. Using
the uniformization algorithm of Appendix 4B, we get as the probability of a safe
landing

19.5(6) + Po.6(6) + po.g(6) + p9.o(6) = .0033 +.0540 + .0540 + .8869 = .9983.

Thus the probability of a crash is .0017. This is far too large for any commercial
airline! W

Example 4.18. (Two-State CTMC). Consider the two-state CTMC of Example 4.3
with state space {0, 1} and rate matrix

R = [0 A} . (4.32)
u 0

Here ro = A and r; = u. Hence (4.23) would suggest r = max{A, ;}. However, it
is more convenient to choose
r=2A+ u.

Then the P matrix of (4.24) is given by

~»>
Il
PN
+
=

A4
1 . (4.33)
A+p A4+p
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It can be readily verified that

n A
j L. AZ“ Sl Y (4.34)
A+up A4+p
Substituting in (4.27), we get
o0 k
_ —rz(rt) pk
k=0
u A
— ot 1 O_+§:e—rt(rt)k A+p A+u
B 0 1]~ kU omwo A
B A+p A4pu
L L
_ -1t [1 0] A+p A+pu - —rt(”)k
—¢ o 1_+LL;6 Kl
A+ A+p ]
"L LT
_e—rt _1 O—+ A’"‘/\L A,+/J, (l_e—rt)
B 0 1 I3 A
LA+p A+p
kA A A
= lltﬂ “Arﬂ +|:A+MH Afr e @39
Afp A+pu Atu At

From this we can read

A K -G+
)= —— 4 ———e AT,
P1,1(t) A+t u  Atn
Thus the probability that a machine is up at time # given that it was up at time 0
is given by the expression above. Note that the machine could have gone through
many failures and repairs up to time ¢. The probability above includes the sum total
of all such possibilities. [ |

4.5 Occupancy Times

In this section, we shall do the short-term analysis of a CTMC {X(¢),t > 0}; i.e.,
we study the behavior of the CTMC over a finite interval [0, T]. We concentrate
on the occupancy time of a given state; i.e., the expected length of time the system
spends in that state during a given interval of time. Here we develop a method for
computing such quantities.
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Let X(¢) be the state of a system at time ¢, and assume that {X(¢),r > 0} is
a CTMC with state space S = {1,2,..., N} and rate matrix R. Let m; ;(T) be
the expected amount of time the CTMC spends in state j during the interval [0, 7',
starting in state i. The quantity m; ;(T) is called the occupancy time of state j
until time 7 starting from state 7. The following theorem shows a way of computing
mi, j(T).

Theorem 4.4. (The Occupancy Times). Let P(t) = [p;, ;(t)] be the transition prob-
ability matrix of { X (¢t),t > 0}. Then

T
mi,j(T) =/ pi,jt)dt, 1<i,j <N. (4.36)
0
Proof. Leti and j be fixed, and define

1 if X(t) = J,
0 otherwise.

Yj(r) = {
The total amount of time spent in state j by the CTMC during [0, T'] is then given by

T
| viwar
0

Hence we get

T
i (1) = E( [ viwadxo =)

T
= /0 E(Y; ()| X(0) = i)dt

(the integral and E can be interchanged here)

T

:/ P(Y;(t) = 1|X(0) = i)dt
0
T

:/O P(X(1) = j|X(0) = i)dt

T
=/ pi,j(t)dt
0

as desired. W

Example 4.19. (Two-State Machine). Consider the two-state machine of Example
4.3. Suppose the expected time until failure of the machine is 10 days, while the
expected repair time is 1 day. Suppose the machine is working at the beginning of
January. Compute the expected total uptime of the machine in the month of January.
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Let{X(¢),t > 0} be as in Example 4.3. Using the data given here in time units of
days, we get & = .1 days~! and A = 1 days™'. Since there are 31 days in January,
the expected uptime in January is given by m;,1(31). From Example 4.18, we have

A W
_ —(A+p)t
H= ——+-—"—c
P1,1(f) PR e
10 [T
= — —_— UL 4.37
T + T (4.37)

Substituting in (4.36), we get

31
i G3l) =/ pra(0)di
0

o1y,
= — 4 —e gy
/0 (11+ T )

10 11
(3
e

— - 31
11 + 11
28.26 days.

Thus the expected uptime during January is 28.26 days. Hence the expected down-
time must be 31 — 28.26 = 2.74 days. The reader should compute m2; ¢(31) and
verify this independently. | |

Note that Theorem 4.4 can be used directly if p; ;(z) is known as a function
of ¢ in closed form, as was the case in the example above. However, p; ;() is
rarely known in closed form and mostly has to be computed using the infinite series
representation of (4.27). How do we compute m;_;(T) in such cases?

First we compute the uniformization constant » from (4.23) and the P matrix
from (4.24). Next we constructan N x N occupancy matrix,

M) = [mi,j(t)]. (4.38)

The next theorem gives an infinite series expression for M(T), analogous to
Theorem 4.3.

Theorem 4.5. (The Matrix M(T)). Let Y be a P(rT) random variable. Then

= 5
M(T) =~ Y P >kP* T>o. (4.39)
k=0

Proof. From (4.27), we get

oo

k A
pij(1) = Ze_”ﬂ[Pk]iJ-

k!
k=0



108 4 Continuous-Time Markov Models

We also have

T k k I
_,., () 1 _rT)
re NS I 1_ rli"\ "

/0 T r( ;e T

Ly sn.
.

Substituting in (4.36), we get
T
miL/(T):/ pij(0)dt
0

TR k.
:/0 e "—(k') (¥, dt
k=0 ’
[e )

T —rt (”)k )
(/0 e Tdt)[Pk]i,j

1 .
;P(Y > k)[P*);;.

Il
N

x~
Il
o

ol

~
Il
S

Putting the equation above in matrix form yields (4.39). | |

The theorem above provides a very stable method of computing the matrix
M(T). An algorithm to compute M (T') based on the theorem above is developed in
Appendix 4C. We illustrate the theorem above with several examples below.

Example 4.20. (Single Server Queue). Consider the ATM queue of Example 4.7.
Suppose the customers arrive at a rate of 10 per hour and take on average 4 minutes
at the machine to complete their transactions. Suppose that there is space for at
most five customers in front of the ATM and that it is idle at 8:00 a.m. What is the
expected amount of time the machine is idle during the next hour?

The arrival process is Poisson with rate A = 10 per hour. The processing times
are iid exponential with mean 4 /60 hours; i.e., with parameter & = 15 per hour.
The capacity is K = 5. Let X(¢) be the number of customers in the queue at time ¢.
With these parameters, {X(¢),t > 0} is a CTMC with state space {0, 1,2, 3,4, 5}
and rate matrix given by

0 10 0 0 0 0
150 10 0 0 0
R_|0 15 0 10 0 0 4.40)
0 0 15 0 10 0
0 0 0 15 0 10
(0 0 0 0 15 0]
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We are given X(0) = 0. The expected idle time is thus given by mg,(1). Using the
uniformization algorithm of Appendix 4C with e = .00001, we get

4451 2548 1442 0814 .0465 .0280 |
3821 .2793 1604 .0920 .0535 .0326
3246 2407 2010 .1187 .0710 .0441
2746 2070 .1780 .1695 .1046 .0663
2356 1806 .1598 .1569 .1624 .1047
2124 16483 1439 .1492 1571 .1677 |

M(1) =

The algorithm uses the first 44 terms of the infinite series to compute the result
above. Thus mg (1) = .4451 hours; i.e., if the ATM is idle at the beginning, it is
idle on average .4451 % 60 = 26.71 minutes of the first hour. Similarly, the queue is
filled to capacity for mg,s = .0280 hours = 1.68 minutes of the first hour. [ |

Example 4.21. (Manufacturing). Consider the manufacturing operation described
in Example 4.13. Suppose the system operates 24 hours a day, the demands occur at
the rate of five per hour, and the average time to manufacture one item is 10 minutes.
The machine is turned on whenever the stock of manufactured items is reduced to
two, and it stays on until the stock rises to four, at which point it is turned off. It
stays off until the stock is reduced to two, and so on. Suppose the stock is at four
(and the machine is off) at the beginning. Compute the expected amount of time
during which the machine is on during the next 24 hours.

Let X(¢) be the number of items in stock at time ¢, and let Y (¢) be the state of
the machine at time #, 1 if it is on and O if it is off. Then {(X(¢), Y(¢)),t > O} isa
CTMC with state space

S={1=(0,1).2=(1.1),3=(2.1),4=(3,1).5= (4,0),6 = (3,0)}.

The demand rate is 4 = 5 per hour and the production rate is A = 6 per hour.
Following the analysis of Example 4.13, we get as the rate matrix of the CTMC

0 6 00 00
506 0 0 0
0506 00
R_00506O 44D
000 0 0 5
(0050 0 0]

We are given that the initial state of the system is (X(0), Y(0)) = (4,0); i.e., the
initial state is 5. The machine is on whenever the system is in state 1, 2, 3, or 4.
Hence the total expected on time during 24 hours is given by ms 1 (24) +ms5 >(24) +
ms 3(24) + ms 4(24). We use the uniformization algorithm of Appendix 4C with
T = 24 and € = .00001. The algorithm uses the first 331 terms of the infinite series
to yield
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[4.0004 4.6322 5.4284 2.9496 3.5097 3.4798 ]
3.8602 4.6639 5.4664 2.9703 3.5345 3.5047
3.7697 4.5553 5.5361 3.0084 3.5802 3.5503
3.7207 4.4965 5.4656 3.0608 3.6431 3.6132
3.7063 4.4793 5.4448 2.9586 3.7204 3.6906

| 3.7380 4.5173 5.4905 2.9835 3.5503 3.7204 |

M(24) =

Hence the total expected on time is given by

3.7063 4 4.4793 + 5.4448 + 2.9586 = 16.5890 hours.
If the system had no stock in the beginning, the total expected uptime would be

4.0004 + 4.6322 + 5.4284 + 2.9496 = 17.0106 hours. ll

4.6 Limiting Behavior

In the study of the limiting behavior of DTMCs in Section 2.5, we studied three
quantities: the limiting distribution, the stationary distribution, and the occupancy
distribution. In this section, we study similar quantities for the CTMCs. Let
{X(),t = 0} be a CTMC with state space S = {1,2,..., N} and rate matrix
R. In Section 4.4, we saw how to compute P(X(¢) = j) for 1 < j < N. In this
section, we study

pi = Jim P(X() = j). (442)

If the limit above exists, we call it the limiting probability of being in state j. If it
exists forall 1 < j < N, we call

p =[p1,p2,...., PN]

the limiting distribution of the CTMC. If the limiting distribution exists, we ask if it
is unique and how to compute it if it is unique.

Here we recapitulate some important facts from Appendix 4A. The reader does
not need to follow the appendix if he or she is willing to accept these facts as true.
Recall the definition of the uniformization constant from (4.23). We opt to choose
strict inequality here as follows:

r > max rjy.
ISJSN{ i

Construct P from R by using (4.24). We have shown in Theorem 4.13 that Pisa
stochastic matrix. Let {X,,,n > 0} be a DTMC on state space {1,2,..., N} with
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transition probability matrix P.Let N (t) be a P(rt), and assume that it is indepen-
dent of {X,,,n > 0}. Then we saw in Appendix 4A that

P(X(1) = j) = P(Xne = J).

Hence the limiting distribution of X (¢), if it exists, is identical to the limiting distri-
bution of X ». We use this fact below.

Suppose {)2" n > 0} is irreducible; i.e., it can go from any state i to any state j
in a finite number of steps. However, X, = i for some n if and only if X(¢) = i for
some ¢. This implies that the CTMC {X(¢),¢ > 0} can go from any state i to any
state j in a finite amount of time. This justifies the following definition.

Definition 4.2. (Irreducible CTMC). The CTMC {X(7),7 > 0} is said to be irre-
ducible if the corresponding DTMC {X,,,n > 0} is irreducible.

Using this definition, we get the next theorem.

Theorem 4.6. (Limiting Distribution). An irreducible CTMC {X(t),t > 0} with
rate matrix R = [r; ;] has a unique limiting distribution p = [p1, p2,..., pN). It
is given by the solution to

N
pjri = Zpiri,j, 1<j <N, (4.43)

i=1

N
Z pi =1L (4.44)

i=1

Proof. The CTMC {X(¢),t > 0} is irreducible; hence the DTMC {)2,,, n > 0} is
irreducible. The choice of the uniformization constant r implies that p; ; = 1 —
rj/r > 0 for all j. Thus the DTMC {)fn,n > 0} is aperiodic and irreducible.
Hence, from Theorem 2.10, it has a limiting distribution

lim P(X, = j)=mn;, 1<j <N.
n—>oo

The limiting distribution satisfies (2.35) and (2.36) as follows:

N
T = Zﬂipi,j

i=1

and
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Now, N(¢) goes to oo as ¢ goes to co. Hence
pi = lim P(X(1) = /)
o0
= lim P(Xy@) = J)
= lim P(X, = j)
n—>0o0
=;. (4.45)

Hence, the limiting distribution p exists and is unique, and is equal to the limiting
distribution of the DTMC! Substituting p; = m; in the balance equations satisfied
by 7, we get

N
pi=>_pibi; (4.46)

i=1

N
> opi=1
j=1

The last equation produces (4.44). Substituting in (4.46) for p; ; from (4.24), we get

and

N
pi=>_ pibi;
i=1
=pjbij+ Y pibi;
i#j

o ri
:pj(l—Tj) +Zpi%.

i#j

Canceling p; from both sides and rearranging, we get

ri Vi j

i Ti,j
Pj_—E Pi—.

r r

i#j

Canceling the common factor r and recalling that r; ; = 0, we get (4.43). | |

We can think of p;r; as the rate at which the CTMC leaves state j and p;r; ; as
the rate at which the CTMC enters state j from state i. Thus, (4.43) says that the
limiting probabilities are such that the rate of entering state j from all other states
is the same as the rate of leaving state j. Hence it is called the balance equation or
rate-in—rate-out equation.

The balance equations can easily be written down from the rate diagram as fol-
lows. Imagine that there is a flow from node i to node j at rate p;r; ; on every arc
(i, j) in the rate diagram. Then the balance equations simply say that the total flow
into a node from all other nodes in the rate diagram equals the total flow out of that
node to all other nodes.
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In Chapter 2, we saw that the limiting distribution of a DTMC is also
its stationary distribution. Is the same true for CTMCs as well? The answer is
given by the next theorem.

Theorem 4.7. (Stationary Distribution). Let {X(¢),t > 0} be an irreducible CTMC
with limiting distribution p. Then it is also the stationary distribution of the CTMC;
ie.,

P(X(©0)=j)=pj for 1<j <N =
P(X(t)=j)=pj for 1 <j <N,t>0.

Proof. From the proof of Theorem 4.6, p; = m; forall 1 < j < N. Suppose
P(X(©0) =j) = P()?O = j) = p, for1 < j < N.Then, from Corollary 2.3,

PXy=j)=mnj=p;. 1<j<Nk=>0,
and
N
P(X(1) = j) =Y _P(X(t) = j|X(0) = i)P(X(0) = i)
i=1

- ZP(X(O)—I)Z 0%

i=1

SN (rt)k -

=) e > P(X(0) = )P(Xy = j|Xo =)
k=0 i=1

= Ze"(”) ZP(Xk=]|X0—l)P(X0—l)
k=0 i=1
o0 k

=3 e b, = )
k=0 :
0 ¢ k

= kz_:oe—rz (rk!) P

=Dj

as desired. W

The next question is about the occupancy distribution. In DTMC:s, the limiting
distribution is also the occupancy distribution. Does this hold true for the CTMCs?
The answer is yes if we define the occupancy of state i to be the expected long-run
fraction of the time the CTMC spends in state i. The main result is given in the next
theorem.
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Theorem 4.8. (Occupancy Distribution). Let m; ;(T) be the expected total time
spent in state j up to time T by an irreducible CTMC starting in state i. Then

lim M) _
T—o00 T Pi:

where p; is the limiting probability that the CTMC is in state j.
Proof. From Theorem 4.5, we see that

1 o0

M(T) ==Y "PY >kPK T=>o0,
r
k=0
where M(T) = [m; ;(T)] and Y is a P(rT') random variable. We have
o0
PY >k = ) am
m=k+1

where m
_ T (rT)

Substituting, we get

MIT) =13 S an bt

k=0 m=k+1
1 oo m—1
d m=1 k=0
Il ()™ Ly mol ~
LS 85
re= m—-1)!m =
Hence
M(T) _ ie _r T 1l _
T (m—1!'m

m=1 k=0

o
:Ze—rﬂ’“’” ! ﬁ

?‘N
O

N(T) + 1

I
m
/\ﬂ,
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where N(T) is the number of events in a PP(r) up to time 7. From Theorems 4.7
and 4.8, we see that

1
lim
n—ooqn + 1

n
D [P =7 =pj.
k=0

Also, as T — oo, N(T') — oo. Using these two observations, we get

m; ;(T) IR
lim 7 = fim B[ o Y [PF)
T—ooo T T—o0 N(T)+1 o ’

N SR et
= Jim = > [P
k=0
as desired. W

Thus, an irreducible CTMC has a unique limiting distribution, which is also its
stationary distribution and its occupancy distribution. It can be computed by solving
the balance equation (4.43) along with the normalizing equation (4.44). We illustrate
the concepts above by means of several examples below.

Example 4.22. (Two-State Machine). Consider the two-state machine as described
in Example 4.3. Compute the limiting distribution of the state of the machine.

The two-state CTMC of Example 4.3 is irreducible. Hence it has a unique limit-
ing distribution [pg, p1]. The two balance equations are

ADo = D1,

up1 = Apo.

Note that they are the same! The normalizing equation is

po+p1=1
The solution is given by
_ __A
PO—A+M7 pl_A+M

Note that this is also the stationary distribution and the occupancy distribution of
the machine. (Check this using the P(¢) matrix from Example 4.18.)

Suppose the expected time until failure of the machine is 10 days, while the
expected repair time is 1 day. Thus A = 1 and u = .1. Hence

Po= 7, P1= ——.

1 10
11 11
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Thus, in the long run, the machine spends 10 out of 11 days in working condition.
This makes intuitive sense in view of the fact that the machine stays down for 1 day,
followed by being up for 10 days on average! | |

Example 4.23. (Finite Birth and Death Process). Let {X(¢),¢ > 0} be a birth and
death process as described in Example 4.8. Assume that all the birth rates {1;,0 <
i < K} and deathrates {u;, 1 <i < K} are positive. Then the CTMC is irreducible
and hence has a unique limiting distribution. We compute it below.

The balance equations are as follows:

Aopo = [1p1,
(A1 + p1)p1 = Aopo + p2pa2,
(A2 + u2)p2 = A1 p1 + psps,

(Ak—1 + Ug—1)PKk—1 = AKk—2PK—2 + LK DK,
UK PK = AK—1PK—1-

From the first equation above, we get

Ao
P1 = —Po.
231

Adding the first two balance equations, we get

A1p1 = papa,
which yields
A AoA1
P2=—pP1= Po.
[2%) Kbz

Proceeding this way (adding the first three balance equations, etc.), we get, in
general,

pi =pipo, 0<i <K, (4.47)
where po = 1 and
AoAy Ao .
pi=——— 1<i<K. (4.48)
Hipa - Wi

The only unknown left is po, which can be computed by using the normalization
equation as follows:

po+pi+--+pk-1+pgk=@o+p1+:+pxk-—1+px)po=1

This yields

Zj=o Oj
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Combining this with (4.47), we get
=P 0<i<k (4.50)
pi = X R <1 =< K. .
Zj=0 Pj

This also gives the stationary distribution and the occupancy distribution of the birth
and death processes. [ |

Example 4.24. (The General Machine Shop). Consider the machine shop of Ex-
ample 4.16, with four machines and two repair persons. Compute the long-run
probability that all the machines are up. Also compute the long-run fraction of the
time that both repair persons are busy.

Let X(¢) be the number of working machines at time ¢. Then {X(¢),t > 0} is
a birth and death process on {0, 1,2, 3,4} with birth rates A9 = 1,A1; = 1,4, =
1,A3 = % and death rates 1 = %,,uz = %,,u3 = 73—2,,u4 = 74—2. Hence we get

po = 1,p1 =72, ps = 2592, p3 = 62,208, ps = 559,872.

Thus
4
> pi = 624745,
i=0
Hence, using (4.50), we get
! 1.6001 x 107°
= = 1. X .
PO = 24745
72 4
1= =1.1525x 1074,
624,745
2592
P2 = =4.149 x 1073,
624,745
= 228 g 957x 10
P3= oaqas ’
559,872
= = =8.962x 107
P4 = 24745 x

Thus, in the long run, all the machines are functioning 89.6% of the time. Both
repair persons are busy whenever the system is in state 0, 1, or 2. Hence the long-
run fraction of the time that both repair persons are busy is given by po+ p1+ p2 =
.00427. I

Example 4.25. (Finite-Capacity Single Server Queue). Consider the finite-capacity
single server queue of Example 4.7. Let X(¢) be the number of customers in the
queue at time 7. Then we have seen that {X(¢),7 > 0} is a birth and death process
on state space {0, 1, ..., K} with birth rates

Ai=A, 0<i <K,
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and death rates

Now define

and hence, assuming p # 1,

K+1

K K 1—p
R l =
Z pi Z p 1—p
i=0 i=0
Substituting in (4.50), we get

l1—p

This gives the limiting distribution of the number of customers in the single server
queue. We leave it to the reader to verify that, if p = 1, the limiting distribution is
given by
pp:E:T,OSiSK.l (4.52)

Example 4.26. (Leaky Bucket). Consider the leaky bucket of Example 4.11. Sup-
pose the token buffer size is M = 10 and the data buffer size is D = 14. The tokens
are generated at the rate . = 1 per millisecond, and data packets arrive at the rate
A = 1 per millisecond. What fraction of the time is the data buffer empty? What
fraction of the time is it full?

Let Y (¢) be the number of tokens in the token buffer at time ¢, and let Z(¢) be the
number of data packets in the data buffer at time 7. In Example 4.11, we saw that
the process {X(¢),¢ > 0} defined by

X(t) =M —Y(t)+ Z(1)

behaves like a single server queue with capacity K = M + D = 24, arrival rate
A =1, and service rate & = 1. Hence p = A/ = 1. Thus, from (4.52), we get

1 .
p,-:g, 0<i<24.

Now, from the analysis in Example 4.11, the data buffer is empty whenever the
{X(t),t > 0} process is in states O through M = 10. Hence the long-run fraction
of the time the data buffer is empty is given by

i~—£—u
. pz—zs—- .
i=0
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We can interpret this to mean that 44% of the packets enter the network with
no delay at the leaky bucket. Similarly, the data buffer is full whenever the
{X(t),t = 0} process is in state M + D = 24. Hence the long-run fraction
of the time the data buffer is full is given by

1
= — = .04.
P24 25

This means that 4% of the packets will be dropped due to buffer overflow. Wl

Example 4.27. (Manufacturing). Consider the manufacturing setup of Example
4.21. Compute the long-run fraction of the time the machine is off.

Let X(¢) and Y(¢) be as in Example 4.21. We see that {(X(¢), Y(¢)),t > 0} is an
irreducible CTMC with state space {1,2,..., 6} and rate matrix as given in (4.41).
Hence it has a unique limiting distribution that is also its occupancy distribution.
The machine is off in states 5 = (4, 0) and 6 = (3, 0). Thus the long-run fraction of
the time that the machine is off is given by ps + pe. The balance equations and the
normalizing equation can be solved numerically to obtain

P11 = 1585, P2 = 1902, pP3 = .2282;
pa = 1245, ps = 1493, pe = .1493.

Hence the required answer is .1493 + .1493 = .2986. Thus the machine is turned
off about 30% of the time! Wl

4.7 Cost Models

Following the development in Chapter 2, we now study cost models associated with
CTMCs. Recall Example 1.4(a), where we were interested in the expected total cost
of operating a machine for 7" units of time and also in the long-run cost per unit time
of operating the machine. In this section, we shall develop methods of computing
such quantities.

We assume the following cost model. Let {X(¢),¢ > 0} be a CTMC with state
space {1,2,..., N} and rate matrix R. Whenever the CTMC is in state 7, it incurs
costs continuously atrate ¢(i), 1 <i < N.

4.7.1 Expected Total Cost

In this subsection, we study the ETC, the expected total cost up to a finite time T,
called the horizon. Note that the cost rate at time ¢ is ¢(X(¢)). Hence the total cost
up to time 7 is given by

T
/ c(X(1))dt.
0
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The expected total cost up to T, starting from state i, is given by

T
¢(i,T) = E(/O c(X(1))dt|X(0) = i), 1<i<AN. (4.53)

The next theorem gives a method of computing these costs. First, it is convenient to
introduce the following vector notation:

c(l)
c(2)
c= : )
c(N—-1)
c(N)

and
g(1,T)
g2, 1)
g(T) =
g(N —1,T)
g(N.,T)

Theorem 4.9. (Expected Total Cost). Let M(T)=[m; ;(T)] be the occupancy ma-
trix as given in Theorem 4.5. Then

g(T) = M(T)c. (4.54)

Proof. We have

T
g(i,T) = E(/O c(X(t))dt|X(0) = i)

T
= /0 E(c(X(1))|X(0) = i)dt

T N
= [ L ethPax = j1x0) = s
J

i—1

T N
— [ S ethms
(Rt
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N T
- ;cu) /0 pi ()1

N
=Y c(jymi i (T),

Jj=1

where the last equation follows from Theorem 4.4. In matrix form, this yields
Equation (4.54). W

We illustrate this with several examples.

Example 4.28. (Two-State Machine). Consider the two-state machine as described
in Example 4.3. Suppose the machine produces revenue at rate A per day when it
is up and the repair costs B per day of downtime. What is the expected net income
from the machine up to time 7" (days) if the machine started in the up state?

Let {X(¢),t > 0} be a CTMC on {0, 1} as described in Example 4.3. (Assume
that the parameters A and p are per day.) Since we are interested in revenues, we set
¢(0), the revenue rate in state 0, to be —B per day of downtime and c(1) = A per
day of uptime. From Example 4.18, we get

A %
_ —(A+up)t
)= ——+——c
P1,1(f) PR
and " "
_ —(A+u)t
)= —— —— :
P1,0(2) Tt a A+ Me

Using Theorem 4.4, we get
T
) = [ pra dr
0

T

— [ (e e Y
o \A+pu A+p
AT u

ian ot )

Similarly,

nT 1 ~G+)T
T) = - 1 — Ty,
mi,o(T) Py (l+u)2( e )

The net income up to 7" can then be obtained from Theorem 4.9 as

g(l, T) = ml,o(T)c(O) + ml,l(T)c(l)
_ AA=pB)T (B +A4) (1 e *+wT)
Atp (A + p)?
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As a numerical example, consider the data from Example 4.19. Assume
A = $2400 per day and B = $480 per day. The net revenue in the month of
January (T = 31) is given by

2(1,31) = —my10(31)B + m11(31)A.

In Example 4.19, we have computed m;,0(31) = 2.7355 days and m;;(31) =
28.2645 days. Substituting in the equation above, we get

g(1,31) = —2.7355 - 480 + 28.2645 - 2400 = $66,521.60. W

Example 4.29. (General Machine Shop). Consider the general machine shop of
Example 4.16. Each machine produces revenue of $50 per hour of uptime, and the
downtime costs $15 per hour per machine. The repair time costs an additional $10
per hour per machine. Compute the net expected revenue during the first day, as-
suming all the machines are up in the beginning.

Let X (¢) be the number of up machines at time z. Then {X(¢),¢ > 0} is a CTMC
on {0, 1,2, 3,4} with the rate matrix given in (4.29). The revenue rates in various
states are as follows:

c(0) =0 %50 —4%15—2% 10 = —80,
(1) =1%50—3%15—2%10 = —15,
c(2) = 2450 —2% 15—2 % 10 = 50,

c(3)=3%50—1%15—1%10= 125,
c(4) =4%50—0% 15— 0% 10 = 200.

The net expected revenue vector is given by

g(24) = M(24) x ¢

[1.0143 1.0318 1.1496 3.6934 17.1108°| [ —80
0.0143 1.0319 1.1538 3.7931 18.0069 | | —15
= | 0.0004 0.0320 1.1580 3.8940 18.9155 50
0.0001 0.0044 0.1623 3.9964 19.8369 | | 125
0.0000 0.0023 0.0876 2.2041 21.7060 | | 200

[3844.69
4116.57
= | 4327.23
4474.96
| 4621.05

The required answer is given by g(4,24) = $4621.05. il
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4.7.2 Long-Run Cost Rates

In Example 4.28, suppose the downtime cost B is given. We want to know how
much the revenue rate during uptime should be so that it is economically prof-
itable to operate the machine. If we go by total cost, the answer will depend on
the planning horizon T" and also the initial state of the machine. An alternative is to
compute the long-run net revenue per unit time for this machine and insist that this
be positive for profitability. This answer will not depend on 7', and, as we shall see,
not even on the initial state of the machine. Hence, computing such long-run cost
rates or revenue rates is very useful. We shall show how to compute these quantities
in this subsection.
First, define the long-run cost rate as

g, 1)
g(z)—Th_1>noo T (4.55)

The next theorem shows an easy way to compute g(i).

Theorem 4.10. (Long-Run Cost Rate). Suppose {X(t),t > 0} is an irreducible
CTMC with limiting distribution p = [p1, p2,..., pN]. Then

N
g=g@i)=)Y pje(j). 1<i=<N.

Jj=1
Proof. We have

: 8. T)

= 1 _—
g(l) Tgnoo T
o Zim i (Me)
- T—o0 T
(from Theorem 4.9)

N
e i (T)
= ; 1

N
=Y c(i)p).
i=1

where the last equality follows from Theorem 4.8. This proves the theorem. [ |

Note that the theorem is intuitively obvious: the CTMC incurs a cost at rate
¢(j) per unit time it spends in state j. It spends p; fraction of the time in state
Jj» regardless of the starting state. Hence it must incur costs at rate Z?’Zl pjc(j)in
the long run. We illustrate this result with several examples.
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Example 4.30. (Two-State Machine). Consider the two-state machine of Example
4.28. Suppose the downtime cost of the machine is B per unit time. What is the
minimum revenue rate A during the uptime needed to break even in the long run?

From Example 4.22, the machine is up for p; = A/(A + ) fraction of the time
in the long run and down for pg = u/(A + w) fraction of the time in the long run.
Using ¢(0) = —B and ¢(1) = A in Theorem 4.10, we obtain as the long-run net
revenue per unit time

_AA—uB
A +u
For breakeven, we must have
g=0;
ie., 4 B
—_ >
w A

Note that this condition makes sense: A/u is the expected revenue during one up-
time, and B/A is the expected cost of one downtime. If the former is greater than
the latter, the machine is profitable to operate; otherwise it is not! [ |

Example 4.31. (Telephone Switch). Consider the CTMC model of the telephone
switch described in Example 4.9. The switch has the capacity to handle at most
six calls simultaneously. The call arrival rate is four calls per minute, and the arrival
process is Poisson. The average duration of a call is 2 minutes, and the call durations
are iid exponential random variables. Compute the expected revenue per minute if
each caller is charged 10 cents per minute of the call duration. What is the rate at
which revenue is lost due to the switch being full?

Let X (¢) be the number of calls carried by the switch at time ¢. Then {X(¢),7 > 0}
is a birth and death process with birth rates

Ai=4, 0<i <5,

and death rates
Wi =1i/2, 1<i<6.

The revenue rate in state i is ¢(i) = 10i cents per minute. Hence the long-run rate
of revenue is

6 6
g=>Y pjc(j)=10>_jp;.
=0 =0

Note that the last sum is just the expected number of calls in the switch in steady
state. Using the results of Example 4.23, we get

8i

and
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Hence we get

6 .
Di—o ipi
6 .
j=0Pj

g=10 = 48.8198.
Hence the switch earns revenue at a rate of 48.82 cents per minute.

Note that calls arrive at the rate of four per minute, and the average revenue from
each call is 20 cents (duration is 2 minutes). Hence, if the switch had ample capacity
so that no call was rejected, the revenue would be 4 x 20 = 80 cents per minute. But
the actual revenue is only 48.82 cents per minute. Hence revenue is lost at the rate
80 — 48.82 = 31.18 cents per minute. | |

4.8 First-Passage Times

In this section, we study the first-passage times in CTMCs, following the develop-
ment in the DTMCs in Section 2.7. Let {X(¢),¢ > 0} be a CTMC with state space
{1,..., N} and rate matrix R. The first-passage time into state N is defined to be

T =min{t >0: X(t) = N}. (4.56)
As in Section 2.7, we study the expected value E(7'). Let
m; = E(T|X(0) =1i). (4.57)

Note that my = 0. The next theorem gives a method of computing m;,1 < i <
N —1.

Theorem 4.11. (First-Passage Times). {m;, 1 <i < N — 1} satisfy

N-1
rimi =1+ Y rijmj, 1<i<N-1 (4.58)
j=1

Proof. We shall prove the theorem by conditioning on the time of the first transition
and the state of the CTMC after the first transition. Let X(0) =i,1 <i < N — 1,
and let X(Y) = j, where Y is the sojourn time in the initial state. Then, T = Y if
X(Y) = N,and T = Y + the first passage time into state N from state j if j # N.
Using this observation, we get

E(TIX(0)=1i.X(Y)=j)=EX|X(O0)=i)+m;, 1=<i,j<N-1,

and
E(T|X(0)=i,X(Y)=N)=EX|X0)=i), 1<i<N-1.
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Now, Y is an Exp(r;) random variable if X(0) = i. Hence

1
E(Y|X(©0) =i) = —.

1

From the properties of CTMCs, we also have

POX(Y) = jIX(0) = i) = =L,

1
wherer;; =0andr; = Z?’:l ri,;j. Using these facts, we get, for1 <i < N —1,
m; = E(T|X(0) =1i)

N
= Y E(TIX(0) =i, X(Y) = ))P(X(Y) = j|X(0) = i)

Jj=1

gl r 1r
i,j i,N

— ri i ri T

Jj=1

N-1
1 ) ij
= — 4+ —mj
I I
i =

Multiplying the last equation by r; yields (4.58). [ |
We illustrate the theorem above with several examples.

Example 4.32. Let {X(¢),t > 0} be the CTMC in Example 4.14. Compute the
expected time the CTMC takes to reach state 4 starting from state 1.
Equations (4.58) are

5my =14 2my + 3ms3,
6my, =14 4mq + 2ms,
4dms =1+ 2m,.

Solving simultaneously, we get
my = 1.2727,my = 1.3182, m3 = .9091.

Thus it takes on average 1.2727 units of time to go from state 1 to state 4. [ |

Example 4.33. (Single Server Queue). Consider the single server queue of Example
4.20. Compute the expected time until the queue becomes empty, given that it has
one customer at time 0.

Let X (¢) be the number of customers in the queue at time 7. With the parameters
given in Example 4.20, {X(¢),t > 0} is a CTMC with state space {0, 1,2,3,4,5}
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and rate matrix given by (4.40). Let T be the first-passage time to state 0, and let
m; = E(T'|X(0) = i). Equations (4.58) for this case are
mo = 0,
25m; = 1+ 10mj41 + 15m;i—y, 1 <i <4,
15ms = 1 + 15my.

Solving numerically, we get
my = .1737,my = 3342, m3 = 4749, m4 = .5860, ms = .6527.

Thus the expected time until the queue becomes empty (starting with one person) is
.1737 hours, or 10.42 minutes. [ ]

As in Section 2.7, we now study the expected time to reach a set of states, A.
Analogously to (2.62), define

T =min{t >0: X(¢) € A}. (4.59)

Theorem 4.11 can be easily extended to the case of the first-passage time defined
above. Let m; (A) be the expected time to reach the set A starting from state i ¢ A.
Note that m;(4) = 0 fori € A. Following the same argument as in the proof of
Theorem 4.11, we can show that

rimi(A) =1+ rijm;(4). i ¢A. (4.60)

jgA

We illustrate this with an example below.
Example 4.34. (Airplane Reliability). Consider the four-engine airplane of Example
4.17. Suppose that in a testing experiment the airplane takes off with four properly
functioning engines and keeps on flying until it crashes. Compute the expected time

of the crash.

Let {X(z),t > 0} be the CTMC of Example 4.6 with A = .005 per hour. The

airplane crashes as soon as the CTMC visits the set {1, 2, 3, 4, 7}. Using this as 4 in
(4.60), we get m; = 0fori € A and

.02mg =1+ .01mg + .0lmg,
.015mg =1+ .01ms,

.015mg = 1 + .0lms,
.011’}15 =1.

Solving backward recursively, we get

400 400 550
ms = 100,]’)’[6 = T,mg = T,mg = T

Thus the expected time to failure is mg = 550/3 = 183 hours and 20 minutes. | |
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4.9 Case Study: Cars-R-Us Used Car Dealer

This case is inspired by a paper by Y. Amihud and H. Mendelson (1980).

Cars-R-Us is a small used car dealer that buys and sells used cars. It generally
sells a car at a 10% markup over its purchase price. It deals primarily in five models,
labeled 1, 2, 3, 4, and 5. Its parking lot can hold at most 40 cars at a time. Table 4.1
shows the purchase price, the weekly supply of used cars to the dealer at this price,
the selling price, and weekly demand for the used cars at this price for the five
different models.

The dealer currently follows a static stocking policy of reserving eight spaces for
each model. Thus the dealer won’t buy a car of model 1 if there are already eight cars
of that model on his lot. The dealer’s son feels that they should allocate spaces to
models based on their supply, demand, and profitability. For example, he feels that
the number of spaces allocated to a model should equal the smaller of the weekly
supply and demand, and the spaces should be allocated to the most expensive (and
hence more profitable) models first. This leads him to suggest 12 spaces for model
5, 7 for model 4, 14 for model 3, 7 for model 2, and none for model 1. However, he
also knows that this does not sound right and that further analysis is needed to find
the optimal stocking policy. Our job is to help him do this.

We shall use CTMCs to model the random evolution of the number of cars on
the lot. To facilitate this, we assume that the arrival processes of the car sellers
and car buyers are independent Poisson processes with rates given in Table 4.1.
We shall concentrate on static policies. A static policy is described by a vector
[K1, K>, K3, K4, Ks] of integers that add up to 40, the capacity of the park-
ing lot at the dealership. Under this policy, the dealer stocks at most K; cars of
model 7, 1 <i < 5. The father’s policy is given by the vector [8, 8, 8, 8, 8], while
the son’s policy is given by the vector [0, 7, 14, 7, 12].

Let us study the first car model. We assume that sellers arrive according to a Pois-
son process with rate A; = 20 per week and buyers arrive according to a Poisson
process with rate ;t; = 16 per week. We stock at most K; cars of this type. Let
X (t) be the number of model 1 cars on the lot at time ¢. The stock goes up if the
stock level is less than K; and a seller arrives, and it goes down if the stock level is
positive and a buyer arrives. It is clear that {X(¢),7 > 0} is identical to the finite-
capacity single server queue of Example 4.7 with capacity K = K, arrival process
Poisson with rate A = A; = 20, and iid exponential service times with parameter

n = pr = 16.

Table 4.1 Data for

Purchase  Supply Selling Demand
Cars-R-Us used car dealer. - -
Model Price (§) Cars/Week Price ($) Cars/Week
1 8000 20 8800 16
2 10800 12 11880 10
3 15500 14 17050 15
4 18000 8 19800 7
5 22000 15 24200 12
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The aim is, of course, to maximize the net profit. We need to take into account
one significant cost of running the business: the cost of carrying the inventory. The
dealership pays for the inventory out of a line of credit for which it has to pay inter-
est. It also pays insurance premiums based on the value of the inventory. All these
expenses can be approximated as follows. Each week the dealer incurs a cost equal
to 1% of the average value of the inventory. Thus, if the average value of the inven-
tory is $100,000, the dealer pays $1000 per week as the inventory carrying cost.

With this we are ready to derive the objective function. Let p; be the limiting
distribution of the {X(¢),¢ > 0} process. It is given by Equation (4.51) of Example
4.25. Thus, the expected number of cars of model 1 on the lot in steady state is

iven b
given by %
L=Y jp;.
j=0

Since each car has cost the dealer $8000, the average value of the inventory is
$8000L. Hence the inventory carrying cost per week is .01 « 8000 x L = 80L.
The dealer sells cars at rate 16 in states 1 through K; and no cars are sold in state 0.
Hence the weekly rate of car sales is given by 16(1 — pg). The dealer purchases cars
at rate 20 in states O through K; — 1, and no cars are purchased in state K;. Hence
the weekly rate of car purchases is given by 20(1 — pg, ). Clearly these two rates
must be identical. Each car generates a profit of .1*8000 = 800 dollars. Hence the
profit rate in steady state is given by 800 * 16 * (1 — pg) = 800 * 20 * (1 — pg,).
Thus the net profit rate in dollars per week is given by

g1 (Kl) = 12800(1 — p()) —80L.

Note that both L and po are functions of K;. Hence g; is a function of K;.
Figure 4.11 shows the graph of g; as a function of K;. Note that it is a concave
function of K; and is maximized at K; = 10, implying that it is not optimal to
stock more than 10 cars of model 1, even if there is space for them. Of course, how
many the dealer should actually stock will depend on the profit functions for the
other models. These can be obtained in a similar fashion.

Now, the weekly profit from following a static stocking policy K =
[Kl, Kz, K3, K4, K5] is given by

5
g(K) =Y gi(Ko).

i=1

Thus, the optimal static stocking policy can be obtained by solving the following
maximization problem:
Maximize g(K)
5
Subjectto  »  K; <40
i=1

and K; > 0 integers.
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12000

10000

8000

6000

g1(K1)

4000

2000

o

0 5 10 15 20 25 30 35 40
K1

Fig. 4.11 Plot of g; as a function of K;.

Now, in general, solving optimization problems with integral constraints is a
very difficult proposition. However, in this case we are in luck. Since the individual
net profit functions are concave, we can solve the problem using a simple greedy
algorithm. Basically such an algorithm allocates each successive spot in the parking
lot to the model that produces the highest incremental profit and continues this way
until all spots are allocated or all increments in profit are negative. The details of
the algorithms are given below.

Allocation Algorithm:

Step 1: Initialize K = [0, 0, 0, 0, 0].

Step 2: Compute .
A =gi(Ki+1)—gi(Ki), 1<i<5.

Let
r = argmax{4;, 1 <i <5}.

Step 3: If Zle K; <40and A, > 0, set

K=K, +1

and go back to Step 2.
Step 4: If Z?:l K; =400r A, <0, stop. K is the optimal allocation vector.
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Table 4.2 Results for

Policy  Allocation Vector Expected Weekly Profit
Cars-R-Us used car dealer.

Son [0, 7, 14, 7, 12] 64,618
Father [8, 8, 8, 8, 8] 76,085
Optimal [7, 7. 11, 7, 8] 76,318

Using this algorithm, we get as the optimal allocation vector [7, 7, 11, 7, 8].
Table 4.2 shows the profit rates for the three policies: son, father, and optimal.

Thus it seems the son’s policy does not do too well. The father’s policy seems
pretty close to optimal. The weekly profits under the optimal policy are $233 more
than under the father’s policy and $11,986 more than under the son’s policy. As-
suming 50 weeks of operation per year, this translates into annual profit increases
of $11,700 and $584,980, respectively.

At this point, it is worth discussing what else could be done. For example, does
the policy have to be static? Could we come up with a policy that tells whether or
not to accept a seller’s car depending upon the current mix of cars on the lot? This
is a much more complicated problem. Another question we should raise with the
dealership is: are the prices under the dealer’s control? In our analysis, we have as-
sumed that they are fixed (possibly due to competition). However, if they are under
the dealer’s control, that will create another interesting policy question, even un-
der static stocking policies. Typically the demand and supply will depend upon the
prices, although getting reliable data for this price dependence is rather difficult. The
dealer can presumably set the buying and selling prices for a given model depending
upon how many cars of that model are on the lot. This creates a highly complex, but
doable, optimization problem. We will not get into the details here.

We end this section with the Matlab functions that were used to compute the
results given above.

s she sk she st ke st sfe sfe she sk ske st skt steske sfeste sfe st sfeste sfesfe sesfe seskoskeskoskeskoskosk

function SProfit = carsrussinglemodel(lam,mu,bp,sp,Kmax,h)
%analysis of a single model policy in the Cars-R-Us case study

%Usage A = carsrussinglemodel(lam,mu,bp,sp,Kmax,h)

%lam = arrival rate of sellers to the dealer per week

%mu = arrival rate of buyers at the dealer per week

%bp = the dealer buys a car from a seller at this price

%sp = the dealer sells a car to a buyer at this price

%Kmax = maximum number of used cars the dealer holds in inventory
%h = holding cost parameter as a fraction of the value of the inventory
%Output: A(k) = weekly expected profit if at most k—1 cars are stocked
SProfit = zeros(1,Kmax+1)

%SProfit(k) = net weekly profit when the user stocks at most k — 1 cars
rho = lam/mu

for K = 1:Kmax

%finite capacity queue calculations

p = zeros(1,K+1)
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%p(j) = limiting probability that there are j — 1 cars on the lot
p(H) =1

forj = 2:K+1
p() = p(—1)*rho
end

p = p/sum(p)

Inv = [0:K]*p’; %average inventory on the lot
SProfit(K+1) = mu*sp*(1—p(1)) — bp*lam*(1—p(K+1)) — h*bp*Inv
end

s she sk she st e st st sfe sk she sk st st stesie sfeste ste sfe st ste sfesfe st sk skeskoskeskoskosk

function [Optalloc, Optprofit] = carsrusoptimalpolicy(l,m,b,s,Kmax,h)
Y%computes the optimal allocation

%and optimal profit in the Cars-R-Us case study

9%Usage: [A, B] = carsrusoptimalpolicy(l,m,b,s,Kmax,h)

%I(i) = arrival rate of sellers of model i to the dealer per week

%m(i) = arrival rate of buyers of model i at the dealer per week

%b(i) = the dealer buys a model i from a seller at price b(i)

%s(i) = the dealer sells a model i to a buyer at price s(i)

%Kmax = maximum number of used cars the dealer holds in inventory
%h = holding cost parameter as a fraction of the value of the inventory
%Output: A(i) = spaces allocated to model i

%B = expected weekly profit from the optimal allocation

M = length(l); % number of models

Profit = zeros(M,Kmax+1)

%Profit(i,k) = net weekly profit for model i when the user stocks at
J%omost k—1 cars of that model

fori =1:M

Pri = carsrusfixedpolicy(1(i),m(i),b(i),s(i),Kmax,h)

Yprofit vector from model i

Profit(i,:) = Pri’

end

%greedy algorithm

alloc = zeros(M,1)

%alloc(i) = number of spots allocated to model i

for k = 1:Kmax

fori=1:M

diff(i) = Profit(i,alloc(i)+-2)—Profit(i,alloc(i)+1)
end

[maxd,I] = max(diff)

if maxd > 0

alloc(I) = alloc(D)+1

end

end fori = 1:M

maxp(i) = Profit(i,alloc(i)+1)
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%profit from model i by stocking alloc(i) cars
end

Optalloc = alloc; %optimal allocation vector
Optprofit = sum(maxp) %optimal weekly profit

Appendix 4A: Proof Of Theorem 4.3

In this appendix, we give the proof of Theorem 4.3, which is restated below.

Theorem 4.12. (Theorem 4.3). The transition probability matrix P(t) = [p; ;(t)]

is given by
o0

k
PO)::E:e_”Q%%—Pk. (4.61)
k=0 ’

The proof is developed in stages below. We start with the important properties of
the P matrix.

Theorem 4.13. (Properties of 13). Let R be a rate matrix of a CTMC. The P matrix
as defined in (4.24) is a stochastic matrix; i.e., it is a one-step transition matrix of a
DTMC.

Proof. (1)Ifi # j,then p; ; =r; j/r > 0.Fori = j, we have

A ri
pii=1——2=0
r
since r is bounded below by the largest r;.
(2)For1 <i < N, we have
N
> b= i+ Y i
Jj=1 J#i
ri Tij
=1--2 LS
ey
J#
r. N r .
N
j=1
100y
r r

(We have used the fact that r; ; = 0.) This proves the theorem. [ |

Now suppose we observe the CTMC {X(7),7 > 0} at times 0 = Sp < S1 <
S, < §3 < ---, etc,, and let X,, = X(S,); i.e., X, is the nth observation.
The sequence {S,,n > 0} is defined recursively as follows. We start with So = 0
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and Xo = X (0) as the initial state. Let n > 0 be a fixed integer. Suppose Xo =1i.
Let T,,+1 be the remaining sojourn time of the CTMC in state i. Let Y,4; be
an Exp(r — r;) random variable that is independent of 7,4 and the history of
{X(t),t = 0} up to time S,. The next observation time S, + is defined as

Sp+1 = Sp +min{Ty 41, Yui},

and the next observation is given by

A

Xnt+1 = X(Sn+1)-
The next theorem describes the structure of the observation process {)2 n.n > 0},

Theorem 4.14. (The Embedded DTMC). The stochastic process {)2 n.n > 0}isa
DTMC with one-step transition probability matrix P.

Proof. The Markov property of {)2 n, >0} follows from the Markov property of
{X(t),t> 0} and the construction of the {Y,,n>1} variables. Next we compute
the transition probabilities. Suppose X n =1.If T,4+1 > Y,+1, the next observation
occurs at time S, + I( w+1. However, the state qf the CTMC at this time is the same as

at time S,. Hence, X, +; = i. (Conversely, X, = i implies that 7,1 > Y,41.)
This yields

P(Xpt1 = i|Xn = i) = P(Tys1 > Yuy1|X(Sn) = 1)

r—ri ri
= —m—m—m = -,

r—ri+r; r
where the second equality follows from (3.16). Next, if 7,41 < Y41, the next
observation occurs at time S, + T}, 1. Now, the state of the CTMC at this time is j
with probability r; ; /r. This yields, fori # j,

P(Xpt1 = j|Xn = i) = P(X(Sn+1) = j|X(Sn) = i)

=PX(Sp + Tut1) = J, Tuy1 < Yuir1lX(Sn) = 1)
_hyo_on g

ri ri+r—r; r
The theorem follows from this. W

Now let N(¢) be the number of observations up to time z. The next theorem
describes the structure of the counting process {N(¢),¢ > 0}.

Theorem 4.15. (The Observation Process). {N(¢),¢ > 0} is a Poisson process with
rate r and is independent of {X,,,n > 0}.

Proof. Given )2" = i, we see that T,,+; ~ Exp(r;) and Y, +1 ~ Exp(r — r;) are
independent random variables. Hence, using (3.14), we see that min{7}, 41, Y41}
is an exponential random variable with parameter r; + r — r; = r. But this is
independent of X,! Hence the intervals between consecutive observations are
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iid Exp(r) random variables. Hence, by the results in Section 3.3, we see that
{N(t),t > 0} is PP(r). This also establishes the independence of {N(¢),7 > 0}
and {X,,n > 0}. [ |

It is easy to see that
X(@t) = Xngy.t > 0. (4.62)
Using Theorems 4.14, 4.15 and the equation above we now prove Theorem 4.3.

Proof of Theorem 4.3. We have
pij(@) = P(X (1) = jIX(0) =)

= Y P(X(t) = j1X(0) = i, N(t) = k)P(N(1) = k| X(0) = i)

k=0

=Y P(Xn@ = j|Xo =i.N(t) = k)P(N() = k| Xo = i)
k=0
(using (4.62))

oo R R { k
= 3 PR = jIfo = e UE
k=0 '

(due to the independence of {)fn, n > O}and {N(¢),t > 0}, and
Theorem 3.6)

_ - pki. . —rt(rt)k
= LU T

Here we have used Theorem 2.2 to write
P(Xi = j|Xo =1i) = [P¥];;.

Putting the equation above in matrix form, we get (4.27). [ |

Appendix 4B: Uniformization Algorithm to Compute P(¢)

Here we develop an algorithm to compute P (¢) based on the results of Theorem 4.3.
We first develop bounds on the error resulting from approximating the infinite series
in (4.27) by a finite series of the first M terms.

Theorem 4.16. (Error Bounds for P(¢)). For a fixedt > 0, let

M — M _ u —rt (r[)k bk
PYM (@) = [pj 0] = Y e = =P, (4.63)
k=0 ’
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Then
- (ro)k
|Pi,j(l)—p%j(l‘)|§ Z e—rzT (4.64)
k=M+1 )
foralll <i,j <N.
Proof. We have
[ee) M
(rt) _ (rt)
i () = P O] = |3 e S [PFy = Y e S (PR
k=0 k=0
o0
. (rt A
— Z e rt( ) k]i,j
k=M+1
o0
(rr)"
< Z e ,
k=M+1

where the last inequality follows because []3]‘ li,j < lforalli,j, k. |

The error bound in (4.64) can be used as follows. Suppose we want to compute
P(t) within a tolerance of €. Choose an M such that

o0

k
Z e_”—(rkt') <e.

k=M+1

Such an M can always be chosen. However, it depends upon ¢, r, and €. For this M,
Theorem 4.16 guarantees that the approximation P (¢) is within € of P(¢). This
yields the following algorithm.

The Uniformization Algorithm for P(¢). This algorithm computes the transition
probability matrix P(¢) (within a given numerical accuracy €) for a CTMC with a
rate matrix R:

Given R, 1,0 < e < 1.
Compute r by using equality in (4.23).
Compute P by using (4.24).
A=P:B=e¢"l:c=e¢ " 5um=ck =1.
While sum < 1 — ¢, do:

c=cx(rt)/k;

B =B +cA;

A=AP;

sum = sum + c;

k=k+1;

end.
6. B is within € of P(¢).

Al e
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Appendix 4C: Uniformization Algorithm to Compute M(T)

Here we develop an algorithm to compute M(T) based on the representation
in Theorem 4.5. First, the following theorem gives the accuracy of truncating the
infinite series in (4.39) at k = K to approximate M (T').

Theorem 4.17. (Error Bounds for M (T)).

N | =

K o
mij(T) = %P(Y >[PFi <= Y P >k (4.65)
k=0 k=K+1

foralll <i,j <N.

Proof. The proof follows along the same lines as that of Theorem 4.16. [ |

We have -~
rT =E(Y) =) P >k).
k=0
Hence
1 [es) 1 [es) K
- Y P>k = —(ZP(Y>k)—ZP(Y>k))
" k=K+1 " \izo k=0
1 K
= ;(rT—ZP(Y >k))
k=0

1 K
:T_—(ZP(Y>k)).
r k=0

Thus, for a given error tolerance € > 0, if we choose K such that

1K
=Y PY >k)>T-—¢
rk=0

then the error in truncating the infinite series at k = K is bounded above by €. This
observation is used in the following algorithm.

The Uniformization Algorithm for M(T). This algorithm computes the matrix
M(T) (within a given numerical accuracy €) for a CTMC with a rate matrix R:

1. Given R, T,0 <€ < 1.

2. Compute r by using equality in (4.23).
3. Compute P by using (4.24).

4. A= Pk =0.
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5. yek(= P(Y = k) = e T;ygk(= P(Y >k)) =1—yek;
sum(= Zf:o P(Y >r)) = ygk.
. B=ygk=xI.
7. While sum/r < T — ¢, do:
k=k+1;
yek = yek x (rT)/k;ygk = ygk — yek;
B =B+ vgk * A;

@)}

A= AP;
sum = sum + ygk;
end.

8. B/r is within € of M(T') and uses the first k + 1 terms of the infinite series in
(4.39).

4.10 Problems

CONCEPTUAL PROBLEMS

4.1. A weightof L tonsis held up by K cables that share the load equally. When one
of the cables breaks, the remaining unbroken cables share the entire load equally.
When the last cable breaks, we have a failure. The failure rate of a cable subject to
M tons of load is AM per year. The lifetimes of the K cables are independent of
each other. Let X (¢) be the number of cables that are still unbroken at time ¢. Show
that {X(z),¢ > 0} is a CTMC, and find its rate matrix.

4.2. Customers arrive at a bank according to a Poisson process with rate A per hour.
The bank lobby has enough space for ten customers. When the lobby is full, an
incoming customer goes to another branch and is lost. The bank manager assigns
one teller to customer service as long as the number of customers in the lobby is
three or less, she assigns two tellers if the number is more than three but less than
eight, and otherwise she assigns three tellers. The service times of the customers are
iid Exp(u) random variables. Let X (¢) be the number of customers in the bank at
time ¢. Model {X(¢),t > 0} as a birth and death process, and derive the birth and
death rates.

4.3. A computer has five processing units (PUs). The lifetimes of the PUs are iid
Exp(w) random variables. When a PU fails, the computer tries to isolate it automat-
ically and reconfigure the system using the remaining PUs. However, this process
succeeds with probability c, called the coverage factor. If the reconfiguring suc-
ceeds, the system continues with one less PU. If the process fails, the entire system
crashes. Assume that the reconfiguring process is instantaneous and that once the
system crashes it stays down forever. Let X(¢) be 0 if the system is down at time ¢;
otherwise it equals the number of working PUs at time . Model {X(¢),¢ > 0} as a
CTMC, and show its rate matrix.
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4.4. A service station has three servers, indexed 1, 2, and 3. When a customer ar-
rives, he is assigned to the idle server with the lowest index. If all servers are busy,
the customer goes away. The service times at server i are iid Exp(u;) random vari-
ables. (Different p’s represent different speeds of the servers.) The customers arrive
according to a PP(1). Model this system as a CTMC.

4.5. A single-server service station serves two types of customers. Customers of
type i, i = 1,2, arrive according to a PP(4;), independently of each other. The
station has space to handle at most K customers. The service times are iid Exp(u)
for both types of customers. The admission policy is as follows. If, at the time of an
arrival, the total number of customers in the system is M or less (here M < K is
a fixed integer), the arriving customer is allowed to join the queue; otherwise he is
allowed to join only if he is of type 1. This creates preferential treatment for type
1 customers. Let X(¢) be the number of customers (of both types) in the system at
time ¢. Show that {X(¢),7 > 0} is a birth and death process. Derive its birth and
death rates.

4.6. A system consisting of two components is subject to a series of shocks that
arrive according to a PP(1). A shock can cause the failure of component 1 alone
with probability p, component 2 alone with probability g, both components with
probability r, or have no effect with probability 1 — p — g — r. No repairs are
possible. The system fails when both the components fail. Model the state of the
system as a CTMC.

4.7. A machine shop consists of two borers and two lathes. The lifetimes of the
borers are Exp(up) random variables, and those of the lathes are Exp(u;) random
variables. The machine shop has two repair persons: Al and Bob. Al can repair both
lathes and borers, while Bob can only repair lathes. Repair times for the borers are
Exp(Ap) and for the lathes Exp(A;), regardless of who repairs the machines. Borers
have priority in repairs. Repairs can be preempted. Making appropriate indepen-
dence assumptions, model this machine shop as a CTMC.

4.8. An automobile part needs three machining operations performed in a given
sequence. These operations are performed by three machines. The part is fed to the
first machine, where the machining operation takes an Exp(u) amount of time.
After the operation is complete, the part moves to machine 2, where the machining
operation takes Exp(i») amount of time. It then moves to machine 3, where the
operation takes Exp(u3) amount of time. There is no storage room between the two
machines, and hence if machine 2 is working, the part from machine 1 cannot be
removed even if the operation at machine 1 is complete. We say that machine 1 is
blocked in such a case. There is an ample supply of unprocessed parts available
so that machine 1 can always process a new part when a completed part moves
to machine 2. Model this system as a CTMC. (Hint: Note that machine 1 may be
working or blocked, machine 2 may be working, blocked, or idle, and machine 3
may be working or idle.)
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4.9. A single-server queueing system has a finite capacity K. The customers arrive
according to a PP(1) and demand iid Exp(j) service times. The server is subject to
failures and repairs as follows. The server serves for an Exp(6) amount of time and
then fails. Once it fails, all the customers in the system go away instantaneously. The
server takes an Exp(«) time to get repaired. While the server is down, no new cus-
tomers are allowed to enter the system. If the system is full, the arriving customers
depart immediately without getting served. Model this system as a CTMC.

4.10. Consider the five-processor system described in Conceptual Problem 4.3.
Suppose that the system maintenance starts as soon as the system crashes. The
amount of time needed to repair the system is an Exp(A) random variable, at the
end of which all five processors are functioning. Model this system as a CTMC.

4.11. Consider the two-component system of Conceptual Problem 4.6. Further-
more, suppose that a single repair person starts the system repair as soon as the
system fails. The repair time of each component is an Exp(«) random variable. The
system is turned on when both components are repaired. Assume that shocks have
no effect on the components unless the system is on. Model this as a CTMC.

4.12. Do Conceptual Problem 4.11, but now assume that the repair on a component
can start as soon as it fails, even though the system is still up, and that the com-
ponent is put back in service as soon as it is repaired. The shocks have no effect
on a component under repair. The repair person gives priority to component 1 over
component 2 for repairs.

4.13. Consider the model of the telephone switch in Example 4.9. Show that the
limiting distribution of the number of calls in the switch is given by

/! :
Pji=—% —0=j =K,
ZiK=o p/i!
where p = A/u. (Hint: Use the results of Example 4.23.)
COMPUTATIONAL PROBLEMS

4.1. Compute the transition probability matrix P(¢) at t = 0.20 for a CTMC on
S =1{1,2,3,4, 5} with the rate matrix

0 4 400
505 50
R=([5 5 0 4 4
055 0 4
0 05 50
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4.2. Compute the transition probability matrix P(¢) at ¢t = 0.10 for a CTMC on
S =1{1,2,3,4,5, 6} with the rate matrix

S O o o O O
S N O O OO

N O O O O O
(=l el oo
SO OO O
S O N O © O

4.3. Compute the transition probability matrix P(¢) at t = 0.10 for a CTMC on
S ={1,2,3,4,5, 6} with the rate matrix

AN 0O O OO
S O N O O
S N O O OO

S O 0O N
S O O N 0 x©
N O O O O O

4.4. Consider the model in Conceptual Problem 4.1. Suppose the individual cables
have a failure rate of .2 per year per ton of load. We need to build a system to support
18 tons of load, to be equally shared by the cables. If we use three cables, what is
the probability that the system will last for more than 2 years?

4.5. In Computational Problem 3.8, how many cables are needed to ensure with
probability more than .999 that the system will last for more than 2 years?

4.6. Consider Conceptual Problem 4.3. Suppose the mean lifetime of a processor is
2 years and the coverage factor is .94. What is the probability that the five-processor
system functions for 5 years without fail? Assume all processors are operating at
time 0.

4.7. Consider Conceptual Problem 4.4. Suppose the mean service time at the third
server is 8 minutes. Server 2 is twice as fast as server 3, and server 1 is twice as fast
as server 2. The customers arrive at a rate of 20 per hour. Compute the probability
that all three servers are busy at time # = 20 minutes, assuming that the system is
empty at time 0.

4.8. Consider the system of Conceptual Problem 4.6. The shocks arrive on average
once a day. About half of the shocks cause no damage, one out of ten damages
component 1 alone, about one out of five damages component 2 alone, and the rest
damage both components. Compute the probability that the system survives for at
least 4 weeks if both components are working initially.
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4.9. Consider the call center of Example 4.10. Suppose the arrival rate is 60 calls
per hour and each call takes an average of 6 minutes to handle. If there are eight
reservation agents and the system can put four callers on hold at one time, what is
the probability that the system is full after 1 hour, assuming it is idle at time 0?

4.10. Consider the single-server model of Conceptual Problem 4.9. Suppose the
server is working at time 0. Compute the probability that the server is working at
time ?.

4.11. Compute the occupancy matrix M(¢) for the CTMC in Computational
Problem 4.1 using the ¢ values given there.

4.12. Compute the occupancy matrix M(t) for the CTMC in Computational
Problem 4.2 using the ¢ values given there.

4.13. Compute the occupancy matrix M(t) for the CTMC in Computational
Problem 4.3 using the ¢ values given there.

4.14. Consider the model of Conceptual Problem 4.2. Suppose the arrival rate is 20
customers per hour and the average service time is 4 minutes. Compute the expected
amount of time three tellers are working during an 8-hour day, assuming there are
no customers in the bank at the beginning of the day.

4.15. Consider Computational Problem 4.7. Compute the expected amount of time
the three servers are busy during the first hour.

4.16. Consider the three-machine production system described in Conceptual
Problem 4.8. Suppose the mean processing times at the three machines are 1
minute, 1.2 minutes, and 1 minute, respectively. Compute the expected amount of
time machine 1 is blocked during the first hour, assuming all machines are working
at time 0.

4.17. Consider the telephone switch of Example 4.31. Compute the expected
amount of time the switch is full during 1 day, assuming it is idle at the beginning
of the day.

4.18. Consider the call center of Example 4.10. Suppose the arrival rate is 60 calls
per hour and each call takes an average of 6 minutes to handle. If there are eight
reservation agents, what is the expected time that all of them are busy during an 8-
hour shift, assuming none is busy at the beginning? The system can put four callers
on hold at one time.

4.19. In Computational Problem 4.16, compute the expected amount of time ma-
chine 3 is working during the first hour, assuming all machines are working at time 0.

4.20. Classify the CTMCs in Computational Problems 4.1, 4.2, and 4.3 as irre-
ducible or reducible.

4.21. Compute the limiting distribution of the CTMC from Computational
Problem 4.1.
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4.22. Compute the limiting distribution of the CTMC from Computational
Problem 4.2.

4.23. Compute the limiting distribution of the state of the system of Computational
Problem 4.7.

4.24. Compute the limiting distribution of the state of the system of Conceptual
Problem 4.2 assuming the arrival rate is 20 customers per hour and the average
service time is 6 minutes.

4.25. Compute the long-run fraction of the time that the last machine is working in
the three-machine production system of Computational Problem 4.16.

4.26. Consider the call center described in Example 4.10 with the data given in
Computational Problem 4.9. Compute:

1. The long-run fraction of the time that all the agents are busy.
2. The long-run fraction of the time that the call center has to turn away calls.
3. The expected number of busy agents in steady state.

4.27. Consider the telephone switch of Example 4.31. Compute the expected num-
ber of calls handled by the switch in steady state.

4.28. Consider the five-processor system described in Conceptual Problem 4.3 with
parameters given in Computational Problem 4.8. Suppose that the system mainte-
nance starts as soon as the system crashes. The amount of time needed to repair
the system is exponentially distributed with mean 5 days, at the end of which all
five processors are functioning. Compute the limiting probability that the system is
under repair.

4.29. Consider the two-component system of Conceptual Problem 4.11 with the
data given in Computational Problem 4.8. The repair time of each component is an
exponential random variable with mean 2 days. Compute the long-run fraction of
the time the system is down.

4.30. Do Computational Problem 4.29, but now assume the system behaves as de-
scribed in Conceptual Problem 4.12.

4.31. Suppose the CTMC in Computational Problem 4.1 incurs costs at the rates
c(i)y =2x%i+4+ 1,1 <i < 5. Compute the ETC incurred over the time interval
[0, 10] if the initial state is 2.

4.32. Compute the long-run cost rate for the CTMC in Computational Problem 4.31.

4.33. Suppose the CTMC in Computational Problem 4.2 incurs costs at the rates
c(i)y=4x%i2+1,1<i <6. Compute the ETC incurred over the time interval
[0, 20] if the initial state is 6.

4.34. Compute the long-run cost rate for the CTMC in Computational Problem 4.33.
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4.35. Suppose the CTMC in Computational Problem 4.3 incurs costs at the rates
c(i) = 2% i2—-3%i+1,1<i<6. Compute the ETC incurred over the time
interval [0, 15] if the initial state is 4.

4.36. Consider the call center of Example 4.10 with data from Computational
Problem 4.9. Suppose each busy agent costs $20 per hour and each customer in the
system produces revenue of $25 per hour spent in the system. Compute the long-run
net revenue per unit time of operating the system.

4.37. Consider Conceptual Problem 4.4 with data from Computational Problem 4.7.
Suppose the costs of the three servers are $40, $20, and $10 per hour, respectively.
(The server costs money only when it is busy.) Each customer can be charged $c¢ per
hour that they spend in the system. What is the smallest value of ¢ that can make the
system profitable in the long run?

4.38. Consider the three-machine production system described in Conceptual Prob-
lem 4.8 with data from Computational Problem 4.16. Each machine costs $40 per
hour while it is working on a component. Each machine adds value at a rate of $75
per hour to the part that it works on. The value added, or the cost of operation, is
zero when the machine is idle or blocked. Compute the net contribution of the three
machines per unit time in the long run.

4.39. Consider the telephone switch of Example 4.31. Suppose the switch is idle at
time 0. Compute the expected total revenue in the first hour if each admitted call is
charged 10 cents per minute.

4.40. Consider the five-processor system described in Computational Problem 4.28.
Suppose each working processor produces revenue at a rate of $100 per hour, while
repairs cost $200 per hour. What is the expected revenue produced during the first
year if all five processors are working in the beginning?

4.41. The system in Computational Problem 4.40 is available for lease for $2 mil-
lion per year. Is it worth leasing?

4.42. Consider the two-component system in Computational Problem 4.29. The
system produces revenue at a rate of $400 per day per working component. The
repair costs $200 per day. Compute the expected total revenue in the first week of a
newly installed system.

4.43. Compute the long-run revenue rate of the system in Computational
Problem 4.42.

4.44. Consider the single server queue of Example 4.7 with capacity 10. Suppose
the customers arrive at a rate of five per hour. We have a choice of using one of two
servers: server 1 serves a customer in 8 minutes, while server 2 takes 10 minutes.
Each admitted customer pays $10 for service. Server 1 can be hired for $20 per
hour, while server 2 is available for $15 per hour. Which server should be hired to
maximize the net revenue per hour in the long run? (Hint: Argue that server 1 brings
in revenue at a rate of $75 per hour spent serving a customer, while server 2 brings
in revenue at a rate of $60 per hour when it is busy. Idle servers bring in no revenue.)
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4.45. Compute the expected time to go from state 1 to state 5 in the CTMC of
Computational Problem 4.1.

4.46. Compute the expected time to go from state 2 to state 4 in the CTMC of
Computational Problem 4.2.

4.47. Compute the expected time to go from state 6 to state 4 in the CTMC of
Computational Problem 4.3.

4.48. Consider the system described in Computational Problem 4.4. Compute the
expected time of failure.

4.49. In the system described in Computational Problem 4.4, how many cables
should be used in order to get the expected lifetime of the system to be at least
2 years?

4.50. Compute the expected lifetime of the system described in Computational
Problem 4.8.

4.51. Compute the expected lifetime of the five-processor system described in Com-
putational Problem 4.10.

Case Study Problems. You may use the Matlab programs of Section 4.9 to answer
the following problems.

4.52. The manager of the dealership has yet another suggestion: allocate spaces in
proportion to the profit margin. What allocation vector K does this imply? How do
the weekly profits from this policy compare with those from the optimal policy?

4.53. The dealership is considering increasing the markup from the current 10% to
15% while leaving the purchase price unchanged. The dealer estimates that this will
decrease the demand by 20% from the current levels. How will this policy affect the
profits, assuming the dealer uses optimal space allocation in both cases?

4.54. The dealer wants to simplify the business by stocking only four models rather
than five. Assuming the removal of a model does not affect the supply or demand
for the rest, which model should the dealer eliminate? Does this improve the profits?

4.55. The dealership is considering increasing the markup from the current 10%
to 15% while leaving the selling price unchanged. The dealer estimates that this
will decrease the supply by 20% from current levels. How will this policy affect the
profits, assuming the dealer uses optimal space allocation in both cases?

4.56. The dealer’s son has another idea: stock a sixth model. Its purchase price is
$30,000 and its selling price is $33,000. The supply rate is 8 per week, and the
demand rate is 7 per week. Should the dealer stock this model? What is the new
optimal allocation strategy?

4.57. The dealer has an opportunity to extend his parking lot. How many new spaces
should he add?



Chapter 5
Generalized Markov Models

5.1 Introduction

The main focus of this book is to study systems that evolve randomly in time. We
encountered several applications in Chapter 2 where the system is observed at time
n =20,1,2,3,.... In such cases, we define X,, as the state of the system at time n
and study the discrete-time stochastic process { X, n > 0}. In Chapter 2, we studied
the systems that have the Markov property at each time n = 0,1,2,3,...; i.e., the
future of the system from any time » onward depends on its history up to time n only
through the state of the system at time n. We found this property to be immensely
helpful in studying the behavior of these systems.

We also encountered several applications in Chapter 4 where the system is ob-
served continuously at time ¢ > 0 and hence we need to study the continuous-time
stochastic process {X(¢),¢ > 0}. In Chapter 4, we studied the systems that have the
Markov property at all times ¢ > 0; i.e., the future of the system from any time #
onward depends on its history up to time ¢ only through the state of the system at
time ¢. Again, we found that the Markov property made it possible to study many
aspects of such systems.

This creates a natural question: what can be done if the system does not have the
Markov property at all the integer points n or all the real points 1?7 We address this
question in this chapter. Essentially, we shall study generalized Markov models; i.e.,
continuous-time stochastic processes {X(¢),¢ > 0} that have the Markov property
at a set of (possibly random) time points 0 = So < §1 < S» < §3, ..., etc. In other
words, the future of the system from time S, onward depends on the history of the
system up to time S, only via the state of the system at time S,. This relaxation
comes with a price. The transient and short-term analysis of these systems becomes
much harder, and hence we shall not attempt it in this book. (We refer the reader to
more advanced texts for more information on this.) Here, we shall concentrate the
long-term analysis and the long-run cost models.

We begin this development with a simple process, called the renewal process, in
the next section.

V.G. Kulkarni, Introduction to Modeling and Analysis of Stochastic Systems, 147
Springer Texts in Statistics, DOI 10.1007/978-1-4419-1772-0_5,
(© Springer Science+Business Media, LLC 2011
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5.2 Renewal Processes

Suppose we are observing a series of events occurring randomly over time. For
example, the events may be accidents taking place at a particular traffic intersection,
the births in a maternity ward, the failures of a repairable system, the earthquakes in
a given state, the arrivals of customers at a service station, transactions at a bank, the
transmission of packets in a data communication network, the completion of jobs
by a computer system, etc.

Let S, be the time when the nth event occurs. We assume that the events are
indexed in increasing time of their occurrence; i.e., S, < Sy41. If the nth and
(n + 1)st events occur at the same time, S, = S,4+1. We shall also assume that
So = 0. Define

Tw =Sy —Sn—1.n > 1.

Thus T, called the inter-event time, is the (random) time interval between the oc-
currence of the (n — 1)st and the nth event.

Now let N(¢) be the total number of events observed during (0, ¢]. Note that
the event at time 0 is not counted in N(¢), but any event at time ¢ is counted. The
process {N(t),t > 0} is called a counting process generated by {T,,,n > 1}. A
typical sample path of a counting process is shown in Figure 5.1. The figure also
illustrates the relationship between the random variables S, T, and N(¢).

Next we define a renewal process as a special case of a counting process.

Definition 5.1. (Renewal Process). A counting process {N(¢),t > 0} generated by
{T,,n > 1} is called a renewal process if {T,,,n > 1} is a sequence of nonnegative
iid random variables.

We present several examples of renewal processes below.

N(1)
5+ ——
|
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|
3+ —
|
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| f f f f t
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Tl T2

Fig. 5.1 A typical sample path of a counting process.
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Example 5.1. (Poisson Process). A Poisson process with rate A as defined in Section
3.3 is a renewal process because, by its definition, the inter-event times {7,,,n > 1}
are iid Exp(1) random variables. ll

Example 5.2. (Battery Replacement). Mr. Smith replaces the battery in his car as
soon as it dies. We ignore the time required to replace the battery since it is small
compared with the lifetime of the battery. Let N(¢) be the number of batteries re-
placed during the first ¢ years of the life of the car, not counting the one that the car
came with. Then {N(?), t > 0} is a renewal process if the lifetimes of the successive
batteries are iid.

Now, it is highly inconvenient for Mr. Smith to have the car battery die on him
at random. To avoid this, he replaces the battery once it becomes 3 years old, even
if it hasn’t failed yet. Of course, if the battery fails before it is 3 years old, he has
to replace it anyway. By following this policy, he tries to reduce the unscheduled
replacements, which are more unpleasant than the planned replacements. Now let
N(t) be the number of batteries replaced up to time #, planned or unplanned. Is
{N(t),t > 0} a renewal process?

By definition, {N(¢),# > 0} is a renewal process if the inter-replacement times
{T,,n > 1} are iid nonnegative random variables. Let L, be the lifetime of the
nth battery (in years), counting the original battery as battery number 1. Suppose
{Ln,n > 1} are iid nonnegative random variables. Mr. Smith will do the first re-
placement, at time 77 = 3 if L; > 3 or else he has to do it at time 77 = Lj. Thus
T1 = min{L, 3}. Similarly, the time between the first and second replacements is
T, = min{L>, 3} and, in general, 7, = min{L,, 3}. Since {L,,n > 1} are iid non-
negative random variables, so are the inter-replacement times {7,,n > 1}. Hence
{N(t),t > 0} is a renewal process.

Example 5.3. (Renewal Processes in DTMCs). Let X, be the state of a system at
time 7, and suppose {X,,n > 0} is a DTMC on state space {1,2,..., N}. Suppose
the DTMC starts in a fixed state i,1 < i < N. Define S, as the nth time the
process visits state ;. Mathematically, S,’s can be recursively defined as follows:
So = 0 and

Sy, =mintk > S, : X =i}, n>1.

In this case, N(¢) counts the number of visits to state 7 during (0, ¢]. Note that al-
though a DTMC is a discrete-time process, the { N (), ¢ > 0} process is a continuous-
time process. Is {N(¢),t > 0} a renewal process?

Let T, = S, — Sy—1 be the time between the (n — 1)st and nth visits to state 7.
The DTMC is in state { at time O and returns to state { at time 77. The next visit
to state i occurs after 7, transitions. Due to the Markov property and time homo-
geneity, the random variable 7> is independent of 7 and has the same distribution.
By continuing this way, we see that {T,,n > 1} is a sequence of iid nonnegative
random variables. Hence {N(¢),t > 0} is a renewal process. [ |

Example 5.4. (Renewal Processes in CTMCs). Let {X(¢), > 0} be a CTMC on
state space {1,2,..., N}. Suppose the CTMC starts in state i,1 < i < N. Define



150 5 Generalized Markov Models

S, as the nth time the process enters state i. In this case, N(¢) counts the number of
visits to state i during (0, ¢]. Is {N(¢),¢ > 0} a renewal process?

The answer is “yes” using the same argument as in the previous example since
the CTMC has the Markov property at all times 7 > 0. H

Next we study the long-run renewal rate; i.e., we study

. N@)
lim —=.

t—00 t

We first need to define what we mean by the limit above since N(¢)/¢ is a random
variable for each . We do this in the following general definition.

Definition 5.2. (Convergence with Probability One). Let §2 be a sample space and
Zy 1 82 — (—00,00) (n > 1) be a sequence of random variables defined on it. The
random variables Z, are said to converge with probability 1 to a constant ¢ as n

tends to oo if
P(a)e.Q: lim Zn(a))zc) = 1.
n—>oo

In words, convergence with probability 1 implies that the set of w’s for which
the convergence holds has probability 1. There may be some w’s for which the con-
vergence fails; however, the probability of all such w’s is 0. The “convergence with
probability 17 is also known as “strong convergence” or “almost sure convergence,’
although we will not use these terms in this book. One of the most important “con-
vergence with probability 17 results is stated without proof in the next theorem.

Theorem 5.1. (Strong Law of Large Numbers (SLLN)). Let {T,,,n > 1} be a se-
quence of iid random variables with common mean t, and let

Sp=T1 +Tr+---+Ty.

Then s
lim = =1 (5.1

n—>o0o n

with probability 1.

With these preliminaries, we are ready to study the long-run renewal rate. First
consider a special case where the inter-event times are all exactly equal to t; i.e., the
nth event takes place at time n7. Then we see that the renewal process {N(¢),t > 0}
is a deterministic process in this case, and the long-run rate at which the events take
placeis 1/t;1i.e.,

. N@) 1
lim — = —.
t—>o00 f T
Intuitively, we would expect that the limit above should continue to hold when the
inter-event times are iid random variables with mean t. This intuition is made pre-
cise in the next theorem.
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Theorem 5.2. (Long-Run Renewal Rate). Let {N(¢),t > 0} be a renewal process
generated by a sequence of nonnegative iid random variables {T,,n > 1} with
common mean 0 < t < o0o. Then

fim YO _ 1 (5.2)

t—>oo T
with probability 1.
Proof. Let So = 0 and
Spn=T1+Tr+---+T,, n>1.

Thus the nth event takes place at time Sy,. Since N(¢) is the number of events that
occur up to time ¢, it can be seen that the last event at or before ¢ occurs at time
Sn(@) and the first event after ¢ occurs at time Sy (s)+1. Thus

SNe) <t < Sn@y+1-

Dividing by N(z), we get

S t S
N(t) < N(@)+1 ] (5.3)
N@) — N@ N
Now, since T < 00,
lim N(t) = o0
t—>00
with probability 1. Hence,
S
NO _ 1
t—00 N([) n—oo n
=T 5.4
with probability 1 from the SLLN. Similarly,
Sniy+1 . Snw+1 N@O) +1
im ———— = lim
t—oo  N(t) t—oo N(t) +1 N(2)
. Sn+1 . n+1
= lim lim
n—oon+ 1n—o00 n
= (5.5

Taking limits in (5.3), we get

S S
lim N® < lim L < lim NO)H.
t—00 N([) t—>00 N([) t—00 N([)
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Substituting from (5.4) and (5.5) in the above, we get

. t
T< lim — <.

Tt N(t) -

Hence, taking reciprocals and assuming 0 < 7 < oo, we get
N@@) 1

lim — = —.
t—00 t T
Remark 5.1. If t = 0 or t = 00, we can show that (5.2) remains valid if we

interpret 1/0 = oo and 1/co = 0. W

Thus the long-run renewal rate equals the reciprocal of the mean inter-event time,
as intuitively expected. This seemingly simple result proves to be tremendously
powerful in the long-term analysis of generalized Markov models. We first illus-
trate it with several examples.

Example 5.5. (Poisson Process). Let {N(¢),t > 0} be a PP(1). Then the inter-event
times are iid Exp(4) with mean t = 1/A. Hence, from Theorem 5.2,
N(t 1
lim ﬁ =-=AX

t—>00 t T
Thus the long-run rate of events in a Poisson process is A, as we have seen before.
We have also seen in Section 3.3 that for a fixed ¢, N(¢) is a Poisson random variable
with parameter A¢. Hence

. E(N@) At
lim ——— = —

t—>00 t t

=A.

Thus the expected number of events per unit time in a PP(A) is also A! Note that this
does not follow from Theorem 5.2 but happens to be true. [ |

Example 5.6. (Battery Replacement). Consider the battery replacement problem of
Example 5.2. Suppose the lifetimes of successive batteries are iid random variables
that are uniformly distributed over (1, 5) years. Suppose Mr. Smith replaces batteries
only upon failure. Compute the long-run rate of replacement.

The mean of a U(1, 5) random variable is 3. Hence the mean inter-replacement
time is 3 years. Using Theorem 5.2, we see that the rate of replacement is 1/3 =
333 per year. il

Example 5.7. (Battery Replacement (Continued)). Suppose Mr. Smith follows the
policy of replacing the batteries upon failure or upon becoming 3 years old. Com-
pute the long-run rate of replacement under this policy.

Let L; be the lifetime of the ith battery. The ith inter-replacement time is then
T; = min{L;, 3}, as seen in Example 5.2. Hence,

T =E(T))
= E(min{L;, 3})
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3 5
[ st [ 3o
1 3

1 3 5
—(/ xdx—i—/ 3dx)
4\ 3
HE+352)

= 2.5 years.

Hence, from Theorem 5.2, the long-run rate of replacement is 1/2.5 = .4 under
this policy. This is clearly more than 1/3, the rate of replacement under the “replace
upon failure” policy of Example 5.6. Why should Mr. Smith accept a higher rate of
replacement? Presumably to reduce the rate of unplanned replacements. So, let us
compute the rate of unplanned replacements under the new policy.

Let Nj(¢) be the number of unplanned replacements up to time ¢. {N;(t),t
> 0} is a renewal process (see Conceptual Problem 5.2). Hence, we can use
Theorem 5.2 if we can compute 7, the expected value of 77, the time of the first
unplanned replacement. Now, if L; < 3, the first replacement is unplanned and
hence 77 = L. Otherwise the first replacement is a planned one and takes place at
time 3. The expected time until the unplanned replacement from then on is still 7.
Using the fact that L, is U(1,5), we get

= E(Th)
= E(T1|Ly <3)P(Ly <3) + E(T1|L1 = 3)P(L; > 3)
= E(Ly|L; < 3)P(Ly <3)+ 3+ 0P(Ly > 3)
= E(min(Lq,3)) + tP(L{ > 3)
=254 51

Solving for 7, we get
T =25.

Hence the unplanned replacements occur at a rate of 1/5 = .2 per year in the long
run. This is less than 1/3, the rate of unplanned replacements under the “replace
upon failure” policy. Thus, if unplanned replacements are really inconvenient, it
may be preferable to use this modified policy. We need to wait until the next section
to quantify how “inconvenient” the unplanned replacements have to be in order to
justify the higher total rate of replacements. [ |

Example 5.8. (Two-State Machine). Consider the CTMC model of a machine sub-
ject to failures and repairs as described in Example 4.3. Suppose the machine
is working at time 0. Compute the long-run rate of repair completions for this
machine.

Let X(¢) be the state of the machine at time ¢, 1 if it is up and O if it is down.
{X(t),t = 0} is a CTMC, as explained in Example 4.3. Then, N(¢), the number of
repair completions up to time ¢, is the number of times the CTMC, enters state 1 up
to time ¢. Since X (0) is given to be 1, we see from Example 5.4 that {N(¢),t > 0}
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is a renewal process. The expected time until the first repair completion, 7, is the
expected time in state 1 plus the expected time in state 0, which is 1/u + 1/A.
Hence, using Theorem 5.2, the long-run rate of repair completions is given by

1 Al

T A+pu

Example 5.9. (Manpower Model). Consider the manpower planning model of Paper
Pushers Inc., as described in Example 2.6. Compute the long-run rate of turnover
(the rate at which an existing employee is replaced by a new one) for the company.

Note that the company has 100 employees, each of whom moves from grade to
grade according to a DTMC. When the i th employee quits, he is replaced by a new
employee in grade 1 and is assigned employee ID i. Suppose we keep track of the
turnover of the employees with ID i, 1 < i < 100. Let N;(¢) be the number of
new employees that have joined with employee ID i up to time 7, not counting the
initial employee. Since each new employee starts in grade 1 and moves from grade
to grade according to a DTMC, the lengths of their tenures with the company are iid
random variables. Hence {N;(t),t > 0} is a renewal process. From Example 2.31,
the expected length of stay of an employee is 1.4 years. Hence, using Theorem 5.2,

we get

limNi—(t)z— er year
5 1 1.4 Peryear

Since there are 100 similar slots, the turnover for the company is given by

100
Ni(t 100
lim Z A =11" 71.43 per year.

t—>00 t

i=1

This is very high and suggests that some steps are needed to bring it down. [ |

5.3 Cumulative Processes

Consider a system that incurs costs and earns rewards as time goes on. Thinking of
rewards as negative costs, let C(¢) be the total net cost (i.e., cost — reward) incurred
by a system over the interval (0,¢]. Since C(¢#) may increase and decrease with
time and take both positive and negative values, we think of {C(z),t > 0} as a
continuous-time stochastic process with state space (—oo, 00).

Now suppose we divide the time into consecutive intervals, called cycles, with T},
being the (possibly random, but nonnegative) length of the nth cycle. Define So = 0
and

Sp=Ti+To+--+T,, n>1.
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Thus the nth interval is (S,—1, S,]. Define
C,=C(Sy)—C(Sy-1), n>1.

Then C,, is the net cost (positive or negative) incurred over the nth cycle.

Definition 5.3. (Cumulative Processes). The stochastic process {C(¢),t > 0} is
called a cumulative process if {(7;, C,),n > 1} is a sequence of iid bivariate ran-
dom variables.

Thus the total cost process is a cumulative process if the successive interval
lengths are iid and the costs incurred over these intervals are iid. However, the cost
over the nth interval may depend on its length. Indeed, it is this possibility of de-
pendence that gives the cumulative processes their power! The cumulative processes
are also known as renewal reward processes. These processes are useful in the long-
term analysis of systems when we want to compute the long-term cost rates, the
long-run fraction of time spent in different states, etc. We illustrate this with a few
examples.

Example 5.10. (Battery Replacement). Consider the battery replacement problem
described in Example 5.7. Now suppose the cost of replacing a battery is $75 if
it is a planned replacement and $125 if it is an unplanned replacement. Thus the
cost of unexpected delays, the towing involved, and disruption to the normal life of
Mr. Smith from the sudden battery failure is figured to be $50! Let C(¢) be the total
battery replacement cost up to time ¢. Is {C(¢),¢ > 0} a cumulative process?

Let L, be the lifetime of the nth battery and 7,, = min{L,,, 3} be the nth inter-
replacement time. The nth replacement takes place at time S,, and costs $C,,. Think
of (Sy—1, Sy] as the nth interval. Then C,, is the cost incurred over the nth interval.

Now, we have
125 if L, < 3,

75 if L, > 3.
Note that C, explicitly depends on L, and hence on T,. However, {(T;,C,),n
> 1} is a sequence of iid bivariate random variables. Hence, {C(¢),z > 0} is a
cumulative process.

C, =

We have always talked about C(¢) as the total cost up to time ¢. However, ¢ need
not represent time, as shown by the next example.

Example 5.11. (Prorated Warranty). A tire company issues the following 50,000
mile prorated warranty on its tires that sell for $95 per-tire. Suppose the new tire
fails when it has L miles on it. If L > 50,000, the customer has to buy a new tire
for the full price. If L < 50,000, the customer gets a new tire for $95 *x L/50,000.
Assume that the customer continues to buy the same brand of tire after each failure.
Let C(¢) be the total cost to the customer over the first ¢ miles. Is {C(¢),z > 0} a
cumulative process?

Let 7}, be the life (in miles) of the nth tire purchased by the customer. Let C,, be
the cost of the nth tire. The pro rata warranty implies that

Cy = $95(min{50,000, T, })/50,000.
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Thus the customer incurs a cost Cy, after S, = T1+ T, +- - -+ T,, miles. Think of T},
as the nth interval and C, as the cost incurred over it. Now suppose that successive
tires have iid lifetimes. Then {(7,, C,),n > 1} is a sequence of iid bivariate random
variables. Hence, {C(t),¢ > 0} is a cumulative process.

In the examples so far, the cost was incurred in a lump sum fashion at the end of
an interval. In the next example, costs and rewards are incurred continuously over
time.

Example 5.12. (Two-State Machine). Consider the CTMC model of a machine sub-
ject to failures and repairs as described in Example 4.3. Suppose the machine is
working at time 0. Suppose the machine produces revenue at rate $A4 per unit time
when it is up and costs $ B per unit time for a repair person to repair it. Let C(¢) be
the net total cost up to time 7. Show that {C(¢),? > 0} is a cumulative process.

Let X (¢) be the state of the machine at time ¢, 1 if it is up and O if it is down. Let
U, be the nth uptime and D, be the nth downtime. Then {U,,,n > 1} is a sequence
of iid Exp(4) random variables and is independent of {D,,n > 1}, a sequence of
iid Exp(p) random variables. Since the machine goes through an up—down cycle
repeatedly, it seems natural to take the nth interval to be 7, = U, + D;,. The cost
over the nth interval is

C, = BD, — AU,.

Now, the independence of the successive up and down times implies that
{(Tn,Cpn),n > 1} is a sequence of iid bivariate random variables, although C,
does depend upon T},. Hence {C(¢),? > 0} is a cumulative process.

Example 5.13. (Compound Poisson Process). Suppose customers arrive at a restau-
rant in batches. Let N (¢) be the total number of batches that arrive during (0, ¢] and
C(¢) the total number of customers that arrive during (0, ¢]. Suppose {C(t),t > 0}
is a compound Poisson process as defined in Section 3.6. We shall show that
{C(¢),t = 0} is a cumulative process.

Let C,, be the size of the nth batch and T}, be the inter-batch arrival time. Since
{C(t),t = 0} is a CPP, we know that {N(¢),t > 0} is a PP and {C,,n > O} is a
sequence of iid random variables that is independent of the batch arrival process.
Furthermore, from (3.28), we see that

N(@)

C(t)y=) Cu. 120
n=1

From the definition of the CPP, we see that {(7}, C,),n > 1} is a sequence of iid
bivariate random variables. (In fact, C, is also independent of T, !) Hence it follows
that the CPP {C(¢),¢ > 0} is a cumulative process.

In general, it is very difficult to compute E(C(¢)) for a general cumulative pro-
cess. One case where this calculation is easy is the compound Poisson process as
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worked out in Equation 3.29 of Section 3.6. Hence we shall restrict our attention to
the long-term analysis. In our long-term analysis, we are interested in the long-run

cost rate,
. C@)
lim —=.

t—>00 t

The next theorem gives the main result.

Theorem 5.3. (Long-Run Cost Rate). Let {C(¢),t > 0} be a cumulative
process with the corresponding sequence of iid bivariate random variables
{(Ty,Cy),n > 1}. Then

) EC)

S 1 E(T)

(5.6)

with probability 1.

Proof. We shall prove the theorem under the assumption that the cost C,, over the
nth cycle is incurred as a lump sum cost at the end of the cycle. We refer the reader
to more advanced texts for the proof of the general case.

Let N(¢) be the number of cycles that are completed by time ¢. Then
{N(t),t = 0} is a renewal process generated by {7T,,,n > 1}. The total cost up
to time ¢ can be written as

0 if N(t) =0,

C@t) =
2 Y MO, it N(t) > 0.

Assuming N(¢) > 0, we have

co _ X2 G

t t
YN c, N
 N@) t

Taking limits as # — oo and using Theorem 5.2, we get

N(@)
C
€O _ i >on=1Cn tim YO

1 — =

t—oo f t—>00 N([) t—>o0
k
— im 2=t G
k—o0 k E(Tl)
(follows from Theorem 5.2)

- E(cl)-ﬁ,

where the last step follows from Theorem 5.1. This yields the theorem. | |

We show the application of the theorem above with a few examples.
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Example 5.14. (Battery Replacement). Consider the battery replacement problem
of Example 5.10. Compute the long-run cost per year of following the preventive
replacement policy.

Let C(¢) be the total cost up to time ¢. We have seen in Example 5.10 that
{C(?),t = 0} is a cumulative process with the iid bivariate sequence {(7},, C,),n >
1} given there. Hence the long-run cost rate can be computed from Theorem 5.3.
We have already computed E(77) = 2.5 in Example 5.7. Next we compute

E(C1) =75+ P(Ly > 3) + 125 P(L; < 3)
=75%.5+125% 5
= 100.

Hence the long-run cost rate is

Ct Ep) 100
im — = = — =40
t—>oco f E(Ty) 2.5

dollars per year. What is the cost rate of the “replace upon failure” policy? In this
case, the total cost is a cumulative process with {(7}, Cy),n > 1} with T, = L,
and C, = 125 (since all replacements are unplanned) for all n > 1. Hence, from

Theorem 5.3,
C(t 125
lim L = — =41.67

t—>oo 3

dollars per year. Thus the preventive maintenance policy is actually more economi-
cal than the “replace upon failure!” [ |

Example 5.15. (Prorated Warranty). Consider the prorated warranty of Example
5.11. The lifetimes of the tires are iid random variables with common pdf

f(x) =2% 10" for 0 < x < 100,000 miles.

Suppose the customer has the option of buying the tire without warranty for $90.
Based upon the long-run cost per mile, should the customer get the warranty? (We
assume that the customer either always gets the warranty or never gets the warranty.)

First consider the case of no warranty. The nth cycle length is T, the lifetime
of the nth tire. The cost over the nth cycle is $90. Clearly, {(T,,Cy),n > 1} is
a sequence of iid bivariate random variables. Hence the total cost is a cumulative
process, and the long-run cost rate is given by Theorem 5.3. We have

100,000
E(T)) = / 2% 10710x2ax
0

3 100,000

—2x10" 10
3

0
— 2 5
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Hence the long-run cost rate of no warranty is

E(C1)
E(T1)

=135%107°

dollars per mile, or $1.35 per 1000 miles.
Next consider the policy of always buying the tires under warranty. The nth cycle
here is as in the no warranty case. However, the cost Cj, is given by

min{50,000, T, }

=9
Cn =95 50,000
Hence

100,000 :
: 50,000,
E(C) = / 2 5 10710 4 95 MIN10-000. 1}
0

50,000
50,000 0 95 100,000 0
= 2% 10 *—xdx+/ 95 %2 % 10™ “xdx
/0 50,000 50,000
_ 95, 953
6 4
= 87.08333.

Hence the long-run cost under warranty is

87.08333

<662 105 =~ 130.625 % 10~

dollars per mile, or $1.31 per 1000 miles. This is less than the cost of not buying the
warranty. Hence the customer should buy the warranty.

Example 5.16. (Two-State Machine). Consider the two-state machine described in
Example 5.12. Compute the long-run net cost per unit time.

The machine produces revenue at rate $ 4 per unit time when it is up and it costs
$ B per unit time to repair it. C(¢) is the net total cost up to time z. We have already
shown that {C(¢),t > 0} is a cumulative process. Hence, from Theorem 5.3, we get

o €O _ EC)

t—oo E(Ty1)
_ E(BD, — AUy)
~ EWU; +Dy)

where U is the first uptime and D is the first downtime of the machine. We have

E(D) = 5. E(U) = ﬁ
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Substituting, we get as the long-run cost rate

im €O _ B/A-A/u
oo 1 1/A+1/n
u A
=B —A .
A+pu A+

(5.7)

This is consistent with the result in Example 4.30, where we have computed the
long-run revenue rate using the CTMC methods. W

Example 5.17. (A General Two-State Machine). In Examples 5.8, 5.12, and 5.16,
we studied a two-state machine whose up and down times are independent expo-
nential random variables. Here we consider a machine whose up and down times
are generally distributed. Let U, be the nth uptime and D, be the nth downtime.
We assume that {(U,, D,),n > 1} are iid bivariate random variables. Thus the nth
downtime may be dependent on the nth uptime. Compute the long-run fraction of
the time that the machine is up, assuming that the machine is up initially.

Let C(¢) be the total time the machine is up during (0, ¢]. Then {C(¢),t > 0} isa
cumulative process with nth cycle length 7, = U, + D, and nth “cost” C,, = U,.
Hence, using Theorem 5.3, we get

- C() _ECy _ E(U1)
oo ¢ E(Ty) ~ E(Uy) + E(Dy)

The result above is intuitive; however, it is surprising that it is not influenced by the
dependence between U; and D;.

As a numerical example, suppose the uptimes are uniformly distributed over
[4,6] weeks and that the nth downtime is exactly 20% of the nth uptime; i.e.,
D, = .2U,. In this case, the long-run fraction of the time the machine is up is
given by

E(U)) 5 5
E(U))+E(D,) 5+.2%5 6
Example 5.18. (Compound Poisson Process). Let {C(¢),t > 0} be a compound
Poisson process as defined in Example 5.13. We have seen that this is a cumulative
process with

E(C1) =7, E(Ty)=1/A.

From Theorem 3.11 we get
E(C(?)) = tAt, t = 0.

Hence
E(C(1)) _ TAL T E(Cy)

‘ ¢ 1/A E(T)

Thus Theorem 5.3 holds. Indeed, the expected cost rate over any time interval equals
the long-run cost rate for the CPP! | |

Armed with Theorem 5.3, we are ready to attack the non-Markovian world!
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5.4 Semi-Markov Processes: Examples

Consider a system with state space {1,2,..., N}. Suppose the system enters the
initial state Xo at time So = 0. It stays there for a nonnegative random amount
of time and jumps to another state X; (which could be the same as Xj) at time
S1. It stays in the new state for another nonnegative random amount of time and
then jumps to the next state X, (which could be the same as X{) at time S, and
continues this way forever. Thus S, is the time of the nth transition and X, is the
nth state visited by the system. Let X(¢) be the state of the system at time ¢. Then
X(Sy) = Xy forn > 0.

Definition 5.4. (Semi-Markov Process (SMP)). The stochastic process {X(¢),¢ >
0} described above is called a semi-Markov process if it has the Markov property
at every transition epoch Sj; i.e., the evolution of the process from time t = S,
onward depends on the history of the process up to time S, only via X,.

In other words, if {X(¢),? > 0} is an SMP, the process { X (¢ + Sy),t > 0}, given
the entire history {X(¢),0 <t < S,} and X(S,) = i, is independent of {X(¢),0 <
t < S,} and is probabilistically identical to {X(¢),z > 0} given X(0) = i. The
definition of an SMP also explains why such processes are called semi-Markov:
they have the Markov property only at transition epochs and not at all times. Notice
that the future from time S, cannot depend upon # either. In that sense, the definition
above forces the SMP to be “time homogeneous”!

Now, note that the Markov property of the SMP {X(¢),7 > 0} at each transition
epoch S,,,n > 0, implies the Markov property of {X,,n > 0} at every n > 0. Thus
{X,,n > 0} is a time-homogeneous DTMC with state space {1,2,..., N} and is
called the embedded DTMC of the SMP. Let P = [p; ;] be its transition probability
matrix,

Pi,j = P(Xnt1 =JjlXn =10), 1 =i,j <N.

Note that p; ; may be positive, implying that an SMP can jump from state i to itself
in one step. Next define

w; = E(S1|X0 = i), 1<i <N, (5.8)

to be the mean sojourn time in state ;. Since the SMP has the Markov property at
each transition epoch, we see that the expected sojourn time in state i is w; on any
visit to state i. Let

w=[wy,wa2,...,wn]

be the vector of expected sojourn times.

With the transition matrix P and sojourn time vector w, we can visualize the evo-
lution of the SMP as follows. The SMP starts in state i. It stays there for w; amount
of time on average and then jumps to state j with probability p; ;. It then stays in
state j for w; amount of time on average and jumps to state k with probability p; x,
and so on. A typical sample path of an SMP is shown in Figure 5.2.
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Fig. 5.2 A typical sample path of a semi-Markov process.

Recall that a DTMC is described by its one-step transition probability matrix and
a CTMC by its rate matrix. The natural question is: are P and w sufficient to describe
the SMP? The answer depends upon what questions we plan to ask about the SMP.
As stated earlier, the transient and occupancy-time analyses of SMPs is beyond the
scope of this book and we shall concentrate mainly on the long-term analysis. We
shall show in the next section that P and w are sufficient for this purpose. They are
not sufficient if we are interested in transient and occupancy-time analyses.

Next we discuss several examples of SMPs. In each case, we describe the SMP
by giving the transition probability matrix P of the embedded DTMC and the vector
w of the expected sojourn times.

Example 5.19. (Two-State Machine). Consider the two-state machine described in
Example 5.17. The machine alternates between “up (1)” and “down (0)” states, with
U, being the nth uptime and D, being the nth downtime. In Example 5.17, we had
assumed that {(U,, D,),n > 1} is a sequence of iid bivariate random variables.
Here we make a further assumption that U, is also independent of D,. Let the mean
uptime be E(U) and the mean downtime be E(D). Suppose X(¢) is the state of the
machine at time . Is {X(¢z),¢ > 0} an SMP?

Suppose the machine starts in state Xo = 1. Then it stays there for U; amount
of time and then moves to state X; = 0. It stays there for D; amount of time,
independent of history, and then moves back to state X, = 1 and proceeds this
way forever. This shows that {X(¢),¢ > 0} is an SMP with state space {0, 1}. The
embedded DTMC has a transition probability matrix given by

0 1
P=[1 O] (59

Also

wo = E(S1|Xo = 0) = E(D),
w1 =ES1|Xo=1)=EUW). B
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Example 5.20. (A CTMC Is an SMP). Let {X(¢),t > 0} be a CTMC with state
space {1,2,..., N} and rate matrix R. Show that {X(z),# > 0} is an SMP, and
compute the matrix P and vector w.

Since a CTMC has the Markov property at all times, it certainly has it at the
transition epochs. Hence a CTMC is an SMP. Suppose the CTMC starts in state i.
From the properties of the CTMC, we know that Sy, the time the CTMC spends in
state i before it jumps, is an Exp(r;) random variable, where

N
ri = E ri,j-
Jj=1

Hence
1

w; = —.
ri
The next state X is j with probability r; ;/r;, independently of S;. (Recall that
ri,i = 0.) Thus we have

oy
pij =PXi1=jlXo=1i) == (5.10)

ri

Note that p; ; = 0 in this case, signifying that a CTMC does not jump from state i
to itself in one step. [ |

Example 5.21. (Series System). Consider a series system of N components. The
system fails as soon as any one of the components fails. Suppose the lifetime of the
ith (1 <i < N) component is an Exp(v;) random variable and that the lifetimes of
the components are independent. When a component fails, the entire system is shut
down and the failed component is repaired. The mean repair time of the i th compo-
nent is 7;. The repair times are mutually independent as well. When a component
is under repair, no other component can fail since the system is down. Model this
system as an SMP.

We first decide the state space of the system. We say that the system is in state 0
if it is functioning (i.e., all components are up) and is in state i if the system is down
and the i th component is under repair. Let X () be the state of the system at time ¢.
The state space of {X(¢),7 > 0}is {0, 1,2, ..., N}. The memoryless property of the
exponential random variables and the independence assumptions about the lifetimes
and repair times imply that the system has the Markov property every time it changes
state. Hence it is an SMP. Next we derive its P matrix and w vector.

Suppose the system starts in state 0. Then it stays there until one of the N com-
ponents fails, and if the ith component is first to fail it moves to state i. Hence,
using the properties of independent exponential random variables (see Section 3.1),
we get

i

Poi =P(X; =i[Xo=0)= -, 1<i<N,
1%
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where
N
V= Z Vi.
i=1
If the system starts in state 7, then it stays there until the repair of the i th component
is complete and then moves to state 0. Hence we get

pio=PX1=0Xo=i)=11<i<N.

Thus the transition probability matrix of the embedded DTMC {X,,,n > 0} is given
by

0 vi/v wva/v -+ wn/v
1 0 0 0

p=|1 10 o - 0 |, (5.11)
1 0 0 0

Also, the mean sojourn time in state 0 is given by
1
wo = —,
v

and the mean sojourn time in state i is given by

w; = 1;, 1§i§N.l

Example 5.22. (Machine Maintenance). Consider the following maintenance policy
for a machine. If the machine fails before it reaches age v (a fixed positive number),
it is sent for repair; otherwise it is replaced upon failure with no attempt to repair
it. If the machine is sent for repair and the repair takes less than u (another fixed
positive number) amount of time, the machine becomes as good as new and is put
back into use. If the repair takes longer than u, the repair attempt is abandoned and
the machine is replaced by a new one. The successive lifetimes of the machine are
iid with common cdf A(-) and mean a, the repair times are iid with common cdf
B(-), and the replacement times are iid with common cdf C(-) and mean c. Let X (¢)
be the state of the machine at time ¢ (1 if it is up, 2 if it is under repair, and 3 if it is
under replacement). Is {X(¢),# > 0} an SMP, and if it is, what are its P matrix and
w vector?

The {X(z),t > 0} process is an SMP since it has the Markov property at every
transition epoch due to the independence assumptions about the lifetimes, repair
times, and replacement times. We compute the P matrix of the embedded DTMC
next.

Suppose a new machine is put into use at time 0; i.e., X(0) = X¢ = 1. Then Sy,
the amount of time it spends in state 1, is the lifetime of the machine. If S < v,
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then the system moves to state X; = 2; otherwise it moves to state X; = 3. Using
this, we get
P12 =P(X1 =2|Xo = 1) = P(S1 =v) = A(v)

and
P13 =P(S1 >v) =1—-A(@).

A similar argument in the remaining states yields the following transition probability
matrix for the embedded DTMC {X,,,n > 0}:

0 A(v) 1—A(®)
P=|Bu 0 1-—Bu)|. (5.12)
1 0 0

Also, we get the following expected sojourn times:
w1 = expected lifetime = a,
wy = E(min(u, repair time)) = /Ou(l — B(x))dx = b(u) (say),
w3 = expected replacement time = c. |

The examples above should suffice to show the usefulness of SMPs. We study the
long-term analysis (this includes the limiting behavior and the average cost models)
in the next section.

5.5 Semi-Markov Processes: Long-Term Analysis

We start this section with a study of the first-passage times in SMPs leading to the
long-term analysis of SMPs.

5.5.1 Mean Inter-visit Times

Let {X(¢),t > 0} be an SMP on state space {1,2, ..., N} with transition matrix P

and sojourn time vector w. In this subsection, we shall compute the expected time

between two consecutive visits, called the inter-visit time, to state j. This expected

value will be useful in the next two subsections. First we need some further notation.
Let Y; be the first time the SMP enters state j,

Y; =min{S, :n>0,X, = j}.

(Note the strict inequality n > 0.) Also let

mi; =E(Y;|Xo=1i), 1<i,j<N.
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The m; ;,i # j,is the mean first-passage time from state i to state j. The mean
inter-visit time of state j is given by m ;. The next theorem gives the equations
satisfied by the mean first-passage times.

Theorem 5.4. (Mean First-Passage Times). The mean first-passage times, m;_;s,

satisfy

N
mij=wi+ »  piam;. 1<i.j <N (5.13)
k=1

Proof. We derive the result by conditioning on X;. Suppose Xo = i. If X; = j,
then Y; = Sy, and hence

E(Yj|Xo =1, X1 =j) =E(S1|Xo =i, X1 =)).
On the other hand, if X1 = k # j, then the SMP enters state k at time S; and the
mean time to enter state j from then on is my ; due to the Markov property and
time homogeneity. Hence, for k # j,
E(YJ|X0 = i,Xl = k) = E(Sl|X0 = i,Xl = k) +mk,j.

Combining these two equations, we get

mi ;= E(Y;|Xo =1)

N
= > E(Y;|Xo = i. X1 = k)P(X; = k|Xo = i)
k=1
=E;|Xo =i, X1 = j)P(X1 = j[Xo =)
N
+ Y E(Yj|Xo =i X1 =k)P(X; =k|Xo =)
k=1,k#j
= E(S1|Xo =i, X1 = j)P(X; = j|Xo =)
N
+ > [E(Si]Xo =i, X1 = k) +my ;IP(Xy = k|Xo =)
k=1,k#j

N
= Y E(S1|Xo =i. X1 = k)P(Xy = k|Xo = i)
k=1

N
+ > m P(Xy =k|Xo =1i)
k=1,k#]j
N
=ESiXo=0i)+ Y mePX1=k|Xo=1i).
k=1,k#j
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‘We have
P(X1 =k|Xo =i) = pik,

and from (5.8) we get
E(SllX() = l) = Wj.

Using these results in the last equation, we get (5.13). W

Our main interest is in m, ;, the mean inter-visit time of state j. Using the the-
orem above to compute these quantities is rather inefficient since we need to solve
different sets of N equations in N unknowns to obtain m ; ; for different j’s. The
next theorem gives a more efficient method of computing all m ;’s by solving a
single set of N equations in N unknowns under some restrictions.

Theorem 5.5. (Mean Inter-visit Times). Assume that the embedded DTMC
{Xn,n > 0} is irreducible, and let 1 = [y, 72, ...,tN] be a nonzero solution to
the balance equations

N
i = Zmpi,j, Il<j=N.

i=1
Then N
Z,-:lﬁiwi

My =T l<j=N. (5.14)
J

Proof. Tt follows from the results of Section 2.5 that there is a (nonzero) solution to
the balance equations. Now, multiply both sides of (5.13) by &; and sum over all i.
We get

N N N N
mei,j = mei + Zm Z Di kMg j

i=1 i=1 i=1  k=1,k#j

N N N
= Zﬂiwi + Z mg, j Zﬂipi,k

i=1 k=1,k#j i=1

N N
Zzﬂiwi-l- Z Mk, j Tk

i=1 k=1k#j
(using the balance equations)

N N
i=1 i=1,i%j
(replacing k by i in the last sum)

N N
= E Tiw; + E TTimij — TiMmj j.

i=1 i=1
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Canceling the second sum on the right-hand side with the sum on the left-hand side,
we get (5.14).

Note that we do not need the embedded DTMC to be aperiodic. We also do
not need a normalized solution to the balance equations; any solution will do. The
condition of irreducibility in the theorem ensures that none of the ;’s will be zero.

Example 5.23. (Two-State Machine). Compute the mean time between two repair
completions in the case of the two-state machine described in Example 5.19.

The embedded DTMC {X,,,n > 0} has the transition probability matrix given in
(5.9). This DTMC is irreducible, and a solution to the balance equation is

7'[0=1; 71’1:1.

The mean sojourn times [wg, wy] are given in Example 5.19. Hence, using Theorem
5.5, the mean time between two consecutive repair completions is given by

myy = M — E(U) + E(D).
1

This is what we expect. [ |

Example 5.24. (Machine Maintenance). Consider the machine maintenance policy
of Example 5.22. Compute the expected time between two consecutive repair com-
mencements.

Let {X(¢),t > 0} be the SMP model developed in Example 5.22. The embedded
DTMC has the probability transition matrix given in (5.12). The DTMC is irre-
ducible. The balance equations are

w1 = m2B(u) + 73,
my = mA®W),
73 = (1— AW)71 + (1 — B(w))7s.

One possible solution is

mp =1, m=A®W), n3=1-—AW)Bu).
The mean sojourn times [wy, wa, wz] are given in Example 5.22. The time between
two consecutive repair commencements is the same as the inter-visit time of state 2.

Substituting in (5.14), we get

w1 + mows + T3ws

mp o = -
2

@+ AW)b(w) + c(1 — A() B(w))
A@W) '

(5.15)
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As a numerical example, suppose the lifetimes are uniformly distributed over [10,
40] days, the repair times are exponentially distributed with mean 2 days, and the
replacement times are exactly 1 day. Suppose the cutoff numbers are v = 30 days
and u = 3 days. The relevant quantities are

A(30) = P(lifetime < 30) = .6667,
B(3) = P(repair time < 3) = 1 —e3/2 = 7769,
a = expected lifetime = 25,
_ . . . _ 1 —. _
b(3) = E(min(3, repair time)) = £ (1 —e™>*3) = 1.5537,
¢ = expected replacement time = 1.

Substituting in (5.15), we get

25 4 (.6667) * (1.5537) + (1)(1 — (.6667)(.7769))
6667

mp o =

26.5179
6667
= 39.7769 days. lI

With Theorem 5.5, we are ready to study the limiting behavior of the SMP in the
next subsection.

5.5.2 Occupancy Distributions

In this subsection, we study the limiting behavior of the SMPs. In our study of the
limiting behavior of DTMCs and CTMCs, we encountered three related quantities:

1. the limiting distribution;
2. the stationary distribution; and
3. the occupancy distribution.

In the case of the SMPs, we shall concentrate only on the last quantity. Study of the
first two quantities requires more advanced techniques and is outside the scope of
this book.

Let M (¢) be the total (random) amount of time the SMP spends in state j during
the interval [0, ¢]. We are interested in computing the long-run fraction of the time
the SMP spends in state j; i.e., we want to compute

M (t
lim -—Lgl.

t—00 t

If the limit above exists (with probability 1), we denote it by p; and we call the
vector [p1, pa, ..., pN] the occupancy distribution of the SMP. The next theorem
shows when the occupancy distribution exists and how to compute it.
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Theorem 5.6. (Occupancy Distribution). Suppose {X(t),t > 0} is an SMP with an
irreducible embedded DTMC { X, n > 0} with transition probability matrix P. The
occupancy distribution of the SMP exists, is independent of the initial state of the
SMP, and is given by
pj:—ljvthj ., 1<j <N, (5.16)
iz TiWi

where |71, T2, . .., TN] is a positive solution to the balance equations

N
7 Zzﬂipi,j, 1<j=<N,

i=1

andw;, 1 <i < N, is the mean sojourn time in state i.

Proof. Suppose the SMP starts in state j. We first show that {M;(¢),t > 0} is a
cumulative process as defined in Section 5.3. Let S, be the time of the nth entry into
state j. (S'O =0.) Let C,, be the total time the SMP spends in state j during the nth
cycle (ﬁn_l, §n] Thus

CA‘n = M/' (gn) - M/' (gn—l)-

Since the SMP has the Markov property at every transition epoch, its behavior from
time S,, onward depends on the history only via its state at that time. However, the
SMP is in state j at time S, foralln > 0 by definition. Hence its behavior over
the intervals (5’,,_1, S’n] (n > 1) is iid. Thus {(f“n, én), n > 1} is a sequence of iid
bivariate random variables, where fn = S‘n — S’n_l. Then, from the definition of
cumulative processes in Section 5.3, it follows that {M;(¢),¢ > 0} is a cumulative
process.
Using Theorem 5.3, we get

i M) _ EC)
m —— =

t—o0 E(Tl) '
Now, E(fl) is just the mean inter-visit time m; ; of state j and is given by (5.14).
Hence N
E(T)) = E(S)) = M
J

Furthermore, during the interval (0, S 1], the SMP spends exactly one sojourn time
in state j. Hence .
E(Cl) = Wwj.

Using these two equations, we get

. M W
lim (0 _ SRR
oo 2= Wi




5.5 Semi-Markov Processes: Long-Term Analysis 171

Thus the theorem is proved if the initial state is j. Now consider the case where the
initial state is i # j. Define S‘n, fn, and é’n as before. Now, {(f"n, é’n), n>2}isa
sequence of iid bivariate random variables and is independent of (.§ 1, ¢ 1). We can
follow the proof of Theorem 5.3 to show that

i M) _ EG)
m —— = ~ .
t—00 t E(Tz)

Since the SMP enters state j at time S 1, it follows that

N . .
E(T») = —Zii; i
J

and .
E(Cz) = Wwj.

Thus the theorem is valid for all initial states 1 < i < N and hence for any initial
distribution. l

Note that we have defined the occupancy distribution as the long-run fraction of
the time spent in state j, 1 < j < N. But in the case of CTMCs and DTMCs,
the occupancy distribution was defined as the long-run expected fraction of the time
spentin state j, 1 < j < N. So, strictly speaking, we should have studied

i EQ4,0)

t—00 t

to be consistent. It can be shown that, under the hypothesis of Theorem 5.6, the limit
above also exists and is given by p; of (5.16); however, it is beyond the scope of
this book to do so. We illustrate the theorem by several examples.

Example 5.25. (Two-State Machine). Compute the long-run fraction of the time the
machine of Example 5.19 is up.

Using the results of Example 5.19, we see that the state of the machine is de-
scribed by a two-state SMP {X(¢),¢ > 0}. The embedded DTMC {X,,n > 0} has
the P matrix given in (5.9) and is irreducible. Hence Theorem 5.6 can be applied.
The relevant quantities are given in Examples 5.19 and 5.23. Hence, the long-run
fraction of the time the machine is up is given by

TiwW1
p=——
Towo + T1W1

E(U)
E(D) + E(U)

This agrees with our intuition and with the result in Example 5.17 for a more general
two-state machine.
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Example 5.26. (Series System). Consider the series system described in Example
5.21. Compute the long-run fraction of the time the system is up.

The state of the system is described by an SMP in Example 5.21. The embedded
DTMC has a transition probability matrix given in (5.11). The DTMC is irreducible,
and the balance equations are given by

N
o= .

i=1

Vj .
7w =7jno, 1<j<N,
where v = ZIN=1 v;. A solution to the equations above is given by

7'[0=1,
V-
n;j=-L,1<j<N.
1%

The mean sojourn times are computed in Example 5.21. Using (5.16), the long-run
fraction of the time the system is up is given by

TToWo
Po=—y——
Yl miwi
1/v
1/v+ 30, i V)T
1
= —N. l
L4+ vit

Example 5.27. (Machine Maintenance). Compute the long-run fraction of the time
a machine is working if it is maintained by using the policy of Example 5.22.

The state of the machine under the maintenance policy of Example 5.22 is an
SMP with the transition matrix of the embedded DTMC as given in (5.12). This
DTMC is irreducible, and hence Theorem 5.6 can be used to compute the required

quantity as
W1

Yo miwi

Using the relevant quantities as computed in Examples 5.22 and 5.24, we get

P = (5.17)

a
T A+ AW +c(— AW B@)

P1

For the numerical values given in Example 5.24, we get

T 265179

P1 428.

Thus the machine is up 94% of the time. |
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5.5.3 Long-Run Cost Rates

In this subsection, we shall study cost models for systems modeled by SMPs, as we
did for the CTMCs in Section 4.7. In the DTMC and CTMC cases, we studied two
types of cost models: the total expected cost over a finite horizon and the long-run
expected cost per unit time. In the case of SMPs, we shall only study the latter since
the former requires results for the short-term analysis of SMPs, which we have not
developed here. We begin with the following cost model.

Let {X(¢),t > 0} be an SMP on state space {1,2,..., N}. Suppose that the
system incurs costs at a rate of ¢ (i) per unit time while in state i. Now let C(T") be
the total cost incurred by the system up to time 7. We are interested in the long-run
cost rate defined as

assuming this limit exists with probability 1. The next theorem shows when this
limit exists and how to compute it if it does exist.

Theorem 5.7. (Long-Run Cost Rates). Suppose the hypothesis of Theorem 5.6
holds, and let [p1, p2, ..., pN] be the occupancy distribution of the SMP. Then
the long-run cost rate exists, is independent of the initial state of the SMP, and
is given by

N
g=>_ pic(i). (5.18)

i=1

Proof. Let M;(T) be the total amount of time the SMP spends in state i during
[0, T']. Since the SMP incurs costs at a rate of ¢ (i) per unit time while in state 7, it

follows that
N

C(T) =Y c(i)M;(T). (5.19)

i=1
Hence
C(T) N M(T)
1. — 1 . 1
L L SN

T—o0
N
=Y cpi,

i=1

where the last equation follows from Theorem 5.6. This proves the theorem. | |

Although we have assumed a specific cost structure in the derivation above,
Theorem 5.7 can be used for a variety of cost structures. For example, suppose the
system incurs a lump sum cost d; whenever it visits state ;. We can convert this into
the cost structure of Theorem 5.7 by assuming that the cost rate ¢ (i) per unit time
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in state 7 is such that the expected total cost incurred in one sojourn time in state i

is d;. Since the expected sojourn time in state i is w;, we must have c(i)w; = d;,
which yields
d
c(i) = —.
Wi

Hence the long-run cost rate under the lump sum cost structure can be derived from

Theorem 5.7 to be
N
1
g = Z Di e

i=1 !

Substituting for p; from (5.16), we get

N . .
g= Zizi Midi, (5.20)

N
Zi:l T wi
We illustrate this with several examples.

Example 5.28. (Two-State Machine). Consider the two-state machine of Example
5.19. Suppose the machine produces net revenue of $4 per unit time when the ma-
chine is up, while it costs $B per unit time to repair the machine when it is down.
Compute the long-run cost rate of the machine.

Using the results of Example 5.19 we see that the state of the machine is de-
scribed by a two-state SMP {X(¢),z > 0}. We have ¢(0) = B and c(1) = —A.
From Example 5.25, we have

_ E(D)
PO=E(D) + E(U)
and
_ E(U)
PL=E(D) +EW)

Substituting in (5.18), we get as the long-run cost rate

BE(D) — AE(U)
E(D) + E(U)

g=Bpo—Ap1 =

This is consistent with the results of Example 4.30. | |

Example 5.29. (Series System). Consider the series system of Example 5.21 with
three components. Suppose the mean lifetime of the first component is 5 days, that
of the second component is 4 days, and that of the third component is 8 days. The
mean repair time is 1 day for component 1, .5 days for component 2, and 2 days for
component 3. It costs $200 to repair component 1, $150 to repair component 2, and
$500 to repair component 3. When the system is working, it produces revenue at a
rate of R per unit time. What is the minimum value of R that makes it worthwhile
to operate the system?
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The state of the system is described by an SMP in Example 5.21 with state space
{0, 1,2, 3}. Recall that the lifetime of component i is an Exp(v;) random variable
with mean 1/v;. Using the data given above, we get

V1 = .2,V2 = .25,113 = .125.

The mean repair times are
T = 1,1’2 = .5,‘[3 =2.

The cost structure is a mixture of lump sum costs and continuous costs. We first
convert it to the standard cost structure. We have

¢(0) = —R. ¢(1) = 200/1 = 200, ¢(2) = 150/.5 = 300, ¢(3) = 500/2 = 250.

Using the results of Example 5.26, we have

1 1
POy v 1575
_ V1T1 _ 2
I K
_ VaTp _ 125
I R

V3T3 25
p3 = =

1+ Z?:l Vi T 1.575°
Substituting in (5.18), we get
3

. —R+40+375462.5
g=Y cli)pi = GE

i=0
To break even, we must have g < 0. Hence we must have
R > 140

dollars per day. [ |

5.6 Case Study: Healthy Heart Coronary Care Facility

This case is inspired by a paper by Kao 1974.
Healthy Heart is a medical facility that caters to heart patients. It has two main
parts: the outpatient clinic and an inpatient unit. The doctors see the patients in the



176 5 Generalized Markov Models

outpatient clinic. Patients needing various heart-related surgical procedures, such
as angiograms, angioplasty, valve replacement, heart bypass heart surgery, replace-
ment, etc., are treated at the inpatient facility. The inpatient facility can be roughly
divided into six parts:

1. ER: the emergency room, where patients are brought in after suffering a heart
attack;

2. POW: the pre-op ward, where patients are prepared for surgery;

3. SU: the surgical unit, basically the operating rooms where the actual surgeries
take place;

4. POU: the post-operative unit, where the patients stay immediately after the
surgery until they stabilize;

5. ICU: the intensive care unit, where the patients stay as long as they need contin-
uous attention;

6. ECU: the extended care unit, where the patients stay until they can be discharged.

The patients coming to the inpatient facility can be classified into two categories:
scheduled patients and emergency patients. The scheduled patients arrive at the
POW, while the emergency patients arrive at the ER. An emergency patient spends
some time in the ER and is then transferred to either the POW, the ICU, the ECU.
A patient coming to the POW is transferred to the SU after the pre-op preparation is
complete. After the surgery is done, the patient is moved to the POU. In rare cases,
the patient may have to be rushed back to the SU from the POU, but most often the
patient is moved to the ICU after he or she stabilizes. Similarly, the patient can stay
in the ICU for a random amount of time and then move back to the SU or ECU.
From the ECU, a patient is discharged after the doctors deem it appropriate.

Healthy Heart is interested in studying the movement of patients among the six
units of the facility and the amount of time the patients spend in various units of the
inpatient facility during one visit (between admission and discharge). We begin by
studying the movement of patients through the six units at the inpatient facility. Af-
ter collecting enough data, we conclude that the patient movement can be adequately
described by a semi-Markov process. However, the behavior of the emergency pa-
tients is substantially different from that of the scheduled patients.

We model the movement of an emergency patient as an SMP on state space {1 =
ER,2 = POW,3 = SU,4 = POU,5 = ICU,6 = ECU,7 = Discharged}. An
emergency patient enters the clinic in state 1. Let X, (¢) be the state of (i.e., the unit
occupied by) an emergency patient at time ¢. Thus X.(0) = 1 and {X.(¢),z > 0} is
an SMP. Our data suggest that the embedded transition probability matrix is

[0.32 0 0.38.05.25]
00 1 00 0 0
00 010 0 0
P.=1|00 0060.94 0 0 |, (5.21)
00 00200 .98 0
00 0 0.12 0 .88
(00 000 0 1 |




5.6 Case Study: Healthy Heart Coronary Care Facility 177

and mean sojourn times (in hours) are
we = [4.5, 2.4, 6.8, 4.4, 36.7, 118.0, oo]. (5.22)

Note that state 7 (Discharged) is an absorbing state. If a discharged patient later
returns to the clinic, we treat her as a new patient.

Similarly, the movement of a scheduled patient is an SMP on state space {2 =
POW,3 = SU,4 = POU,5 = ICU,6 = ECU,7 = Discharged}. A scheduled
patient enters the clinic in state 2. Let X(¢) be the state of (i.e., the unit occupied
by) a scheduled patient at time ¢. Thus X;(0) = 2 and {X(¢),¢ > 0} is an SMP
with embedded transition probability matrix

01 00 0 O

0010 0O

00.020.98 0 0
Fs=100020 0 98 0 (5:23)

0 0 0.090 .91

|00 00 0 1 |

and mean sojourn times (in hours)

ws = [2.4, 5.3, 3.4, 32.8, 98.7, ]. (5.24)

The first metric the management wants to know is how much time on average
the patient spends in the clinic before getting discharged. Let m;; be the mean first-
passage time from state i to state j # i as defined in Subsection 5.5.1. Thus we
need to compute m117 for the emergency patients and m,7 for the scheduled patients.
Using Theorem 5.4, we get the following equations for the emergency patients:

my7 = 4.5+ .32my7 + .38ms7 + .05mg7,
mo7 = 2.4 + ms7,

ms7 = 6.8 + my7,

mga7 = 4.4+ .06ms7 + .94ms7,

ms7 = 36.7 + .02m37 4+ .98me7,

me7 = 118.0 4 .12m57.

This can be solved easily to get
my7 = 139.8883 hours = 5.8287 days.
Similarly, the equations for the scheduled patients are

mo7 = 2.4 4+ mz7,
msz7 = 5.3 + myy,
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mg7 = 3.4 + .02m37 + .98ms7,
ms7 = 32.8 4+ .02m37 + .98m¢7,
Me7 = 98.7 + .091’)’!57.

This can be solved easily to get
mp7 = 156.7177 hours = 6.5299 days.

Thus, an emergency patient spends 5.83 days in the clinic on average, while a sched-
uled patient spends 6.53 days in the clinic on average. This seems counterintuitive
but is a result of the fact that not all emergency patients actually undergo surgery
and a quarter of them are discharged immediately after their visit to the ER.

Next the management wants to know the fraction of the time these patients spend
in various units. To do this for the emergency patients, we assume that there is al-
ways exactly one emergency patient in the system. We ensure this by replacing an
emergency patient, immediately upon discharge, by a new independent and stochas-
tically identical emergency patient in state 1. Let Y, (¢) be the unit occupied by this
circulating emergency patient at time 7. We see that {Y,(¢),# > 0} is an SMP on
state space {l = ER,2 = POW,3 = SU,4 = POU,5 = ICU, 6 = ECU} with
embedded transition probability matrix

25.32 0 0.38.05
00 1 00 O
00 010 0
P, = 2
¢ 0 0 0.060.94 0 (5:25)
0 0 0.020 0 .98
| 880 0 0.12 0 |
and mean sojourn times (in hours)
wee = [4.5, 2.4, 6.8, 4.4, 36.7, 118.0]. (5.26)

Note that this SMP has an irreducible embedded DTMC with transition probability
matrix P,.. The limiting distribution of the embedded DTMC is given by

e = [0.2698, 0.0863, 0.0965, 0.0965, 0.2209, 0.2299].

The occupancy distribution of the SMP {Y,(¢),t > 0} can now be computed from
Theorem 5.6 as

Pec = [0.0322, 0.0055, 0.0174, 0.0113, 0.2148, 0.7189]. (5.27)

Thus an emergency patient spends 71.89% of his time in the clinic in the extended
care center, while only 1.74% of the time is spent in actual surgery. Since a typical
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emergency patient spends on average 139.8883 hours in the clinic, we see that the
average times spent in various units are given by

139.8883 % [0.0322, 0.0055, 0.0174, 0.0113, 0.2148, 0.7189]
= [4.5000, 0.7680, 2.4333, 1.5745, 30.0443, 100.5682].

Thus an emergency patient spends 4.5 hours in the ER (this is to be expected). Note
that a typical emergency patient spends 2.4 hours in surgery, although the sojourn
time in surgery is 6.8 hours. This is because only about a third of the emergency
patients visit the surgical unit during their stay at the clinic.

A similar analysis can be done for the scheduled patients. We create a circulating
scheduled patient by immediately replacing a scheduled patient, upon discharge, by
another one in state 2. Let Y(¢) be the unit occupied by this circulating sched-
uled patient at time z. We see that {Y(t),t > 0} is an SMP on state space
{2 = POW,3 = SU,4 = POU,5 = ICU, 6 = ECU} with embedded transition
probability matrix

0 1 00 O
0 010 O
Pie=10 0.020.98 0 (5.28)
0 0.020 0 .98
91 0 0.09 0
and mean sojourn times (in hours)
wse = [2.4, 5.3, 3.4, 32.8, 98.7]. (5.29)

Note that this SMP has an irreducible embedded DTMC with transition probability
matrix Pg.. The limiting distribution of the embedded DTMC is given by

7wse = [0.1884, 0.1966, 0.1966, 0.2113, 0.2071].

The occupancy distribution of the SMP {Y(¢),t > 0} can now be computed from
Theorem 5.6 as

Pse = [0.0153, 0.0353, 0.0226, 0.2347, 0.6921]. (5.30)

Thus a scheduled patient spends 69.21% of his time in the clinic in the extended
care center, while only 3.53% of the time is spent in actual surgery. Since a typical
scheduled patient spends on average 156.7177 hours in the clinic, we see that the
average times spent in various units are given by

156.7177 % [0, 0.0153, 0.0353, 0.0226, 0.2347, 0.6921]
= [0, 2.4000, 5.5294, 3.5472, 36.7795, 108.4615].



180 5 Generalized Markov Models

Thus a scheduled patient spends 5.53 hours in surgery. This is more than 5.3, the
average sojourn time in the SU, because a patient may visit the SU more than once
during a stay in the clinic. A typical scheduled patient spends 108.46 hours, or ap-
proximately four and a half days, in the ECU during his entire stay in the clinic.
How can the information above help us design the clinic (i.e., decide the capac-
ities of each unit)? Unfortunately, it cannot, since we do not know how to account
for the arrival process of the patients. An attempt to account for the arrival process
will lead us into a queueing model of the clinic, and we will have to wait until the
next chapter to complete this analysis.
We end this section with the Matlab function that was used to compute the results
given above.
sfe she sk she st ke st st sfe she she sk st skt steske sfeste sfe st sfeste sfesfe seosieosfeoskoskeskeoskoskoskosk
function [M L] = smpcase(P,W)
%P = tr pr matrix for a single patient
%W = sojourn times for a single patient
%Output M: M(i) = = expected time to hit the absorbing state from
Yostate 1 in P
%Output L: L(i) = limiting probability that the circulating patient is in
Younit 1
[m,n] = size(P)
Pc =P
Pc(:,1) = P(;,1) + P(:,n); Pc =Pc(1:n — 1,1:n — 1); %tr pr matrix of the circulating
patient
M =inv(eye(m — 1) — P(1:m — 1,1:m — 1))*W(l:m — 1)’
Pcinf = Pc~1000
pic = Pcinf(1,:)
%embedded limiting distribution of the circulating patient
L = pic.*W(1:m — 1)/sum(pic.*W(1:m — 1))

5.7 Problems

CONCEPTUAL PROBLEMS

5.1. Consider the battery replacement problem of Example 5.2. Let N(z) be the
number of planned replacements up to time z. Show that {N(¢),7 > 0} is a renewal
process.

5.2. Consider the battery replacement problem of Example 5.2. Let N(z) be the
number of unplanned replacements up to time ¢. Show that {N(z),# > 0} is a re-
newal process.

5.3. Let {N(t),t > 0} be a renewal process, and let X(¢) be the integer part of
N(t)/2.Is {X(¢),t > 0} arenewal process?
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Definition 5.5. (Delayed Renewal Process). A counting process generated by a
sequence of nonnegative random variables {7},,n > 1} is called a delayed renewal
process if {T,,n > 2} is a sequence of iid random variables and is independent
of T1 .

5.4. Let {N(z),t > 0} be a renewal process, and let X(¢) be the integer part of
(N()+1)/2.1s {X(¢),t > 0} arenewal process? Is it a delayed renewal process?

5.5. Let {X(¢),t > 0} be a CTMC on state space {1,2,..., N}. Let N(¢) be the
number of times the CTMC enters state i over (0, ¢]. Show that {N(¢),t > 0} isa
delayed renewal process if X(0) # i. (We have shown in Example 5.4 that it is a
renewal process if X(0) =1i.)

5.6. Prove Theorem 5.2 for a delayed renewal process with t = E(T},),n > 2.

5.7. Tasks arrive at a receiving station one at a time, the inter-arrival times being
iid with common mean t. As soon as K tasks are accumulated, they are instantly
dispatched to a workshop. Let Y (¢) be the number of tasks received by the receiving
station by time ¢. Show that {Y(¢),z > 0} is a renewal process. Let Z(¢) be the
number of tasks received by the workshop by time ¢. Show that {Z(¢),t > 0} is
a cumulative process. Compute the long-run rate at which jobs are received by the
receiving station and the workshop.

5.8. Suppose the tasks in Conceptual Problem 5.7 arrive according to a PP(1). Does
this make the {Z(¢),t > 0} process defined there a compound Poisson process?
Why or why not?

5.9. A machine produces parts in a deterministic fashion at a rate of one per hour.
They are stored in a warehouse. Trucks leave from the warehouse according to a
Poisson process (i.e., the inter-departure times are iid exponential random variables)
with rate A. The trucks are sufficiently large and the parts are small so that each truck
can carry away all the parts produced since the previous truck’s departure. Let Z(¢)
be the number of parts that have left the warehouse by time ¢. Is {Z(¢),z > 0} a
CPP? Why or why not?

5.10. Consider Conceptual Problem 5.7. Let X(¢) be the number of tasks in the
receiving station at time ¢. Show that {X(¢),t > 0} is an SMP, and compute its
transition probability matrix and the vector of expected sojourn times.

5.11. Consider the series system described in Example 5.21. Compute the long-run
fraction of the time that the component i is down.

5.12. Consider the series system described in Example 5.21. Let Y (¢) be 1 if the
system is up and O if it is down at time ¢. Show that {Y (), > 0} is an SMP.
Compute the transition probability matrix of the embedded DTMC and the vector
of expected sojourn times.

5.13. Consider the series system described in Example 5.21. Compute the expected
time between two consecutive failures of componenti, 1 <i < N.
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5.14. (Parallel System). Consider a parallel system of N components. The system
fails as soon as all the components fail. Suppose the lifetimes of the components are
iid Exp(v) random variables. The system is repaired when it fails. The mean repair
time of the system is 7. Let X (¢) be the number of functioning components at time
t. Show that {X(¢),t > 0} is an SMP. Compute the transition matrix P and the
sojourn time vector w.

5.15. Consider the parallel system of Conceptual Problem 5.14. Compute the long-
run fraction of the time that the system is down.

5.16. Consider the parallel system described in Conceptual Problem 5.14. Compute
the expected time between two consecutive failures of the system.

5.17. Consider the parallel system described in Conceptual Problem 5.14. Let Y (¢)
be 1 if the system is up and O if it is down at time ¢. Show that {Y(z),# > 0} is
an SMP. Compute the transition probability matrix of the embedded DTMC and the
vector of expected sojourn times.

5.18. Customers arrive at a public telephone booth according to a PP(A). If the
telephone is available, an arriving customer starts using it. The call durations are iid
random variables with common distribution A(-). If the telephone is busy when a
customer arrives, he or she simply goes away in search of another public telephone.
Let X(¢) be 0 if the phone is idle and 1 if it is busy at time z. Show that { X (¢), 7 > 0}
is an SMP. Compute the P matrix and the w vector.

5.19. A critical part of a machine is available from two suppliers. The lifetimes of
the parts from the ith (i = 1,2) supplier are iid random variables with common
cdf A4;(-). Suppose the following replacement policy is followed. If the component
currently in use lasts longer than 7" amount of time (7' is a fixed positive constant), it
is replaced upon failure by another component from the same supplier that provided
the current component. Otherwise it is replaced upon failure by a component from
the other supplier. Replacement is instantaneous. Let X (¢) = i if the component in
use at time 7 is from supplier i (i = 1,2). Show that {X(¢),# > 0} is an SMP, and
compute its P matrix and w vector.

5.20. A department in a university has several full-time faculty positions. Whenever
a faculty member leaves the department, he or she is replaced by a new member at
the assistant professor level. Approximately 20% of the assistant professors leave
(or are asked to leave) at the end of the fourth year (without being considered for
tenure), and 30% of the assistant professors are considered for tenure at the end of
the fifth year, 30% at the end of the sixth year, and the remainder at the end of the
seventh year. The probability of getting tenure at the end of 5 years is .4, at the end
of 6 years it is .5, and at the end of 7 years it is .6. If tenure is granted, the assistant
professor becomes an associate professor with tenure, otherwise he or she leaves the
department. An associate professor spends a minimum of 3 years and a maximum
of 7 years in that position before becoming a full professor. At the end of each of
years 3, 4, 5, 6, and 7, there is a 20% probability that the associate professor is
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promoted to full professor, independent of everything else. If the promotion does
not come through in a given year, the associate professor leaves with probability .2
and continues for another year with probability .8. If no promotion comes through
even at the end of the seventh year, the associate professor leaves the department.
A full professor stays with the department for 6 years on average and then leaves.
Let X (¢) be the position of a faculty member at time ¢ (1 if assistant professor, 2 if
associate professor, and 3 if full professor). Note that if the faculty member leaves
at time ¢, then X (¢#) = 1 since the new faculty member replacing the departing one
starts as an assistant professor. Show that {X(z),¢ > 0} is an SMP. Compute its P
matrix and w vector.

5.21. Redo Conceptual Problem 5.20 with the following modification: a departing
faculty member is replaced by an assistant professor with probability .6, an associate
professor with probability .3, and a full professor with probability .1.

COMPUTATIONAL PROBLEMS

5.1. Consider the battery replacement problem of Example 5.2. Suppose the battery
lifetimes are iid Erlang with parameters k = 3 and A = 1 (per year). Compute the
long-run replacement rate if Mr. Smith replaces the battery upon failure.

5.2. Consider Computational Problem 5.1. Suppose Mr. Smith replaces the battery
upon failure or upon reaching the expected lifetime of the battery. Compute the
long-run rate of replacement.

5.3. Consider Computational Problem 5.2. Compute the long-run rate of planned
replacement.

5.4. Consider Computational Problem 5.2. Compute the long-run rate of unplanned
replacement.

5.5. Consider the machine reliability problem of Example 2.2. Suppose a repair has
just been completed at time 0 and the machine is up. Compute the number of repair
completions per day in the long run.

5.6. Consider the inventory system of Example 2.4. Compute the number of orders
placed per week (regardless of the size of the orders) in the long run.

5.7. Consider the five-processor computer system described in Conceptual Problem
4.3 and Computational Problem 4.6. Suppose the computer system is replaced by
a new one upon failure. Replacement time is negligible. Successive systems are
independent. Compute the number of replacements per unit time in the long run.

5.8. Consider the two-component system described in Conceptual Problem 4.6 and
Computational Problem 4.8. Suppose the system is replaced by a new one instanta-
neously upon failure. Successive systems are independent. Compute the number of
replacements per unit time in the long run.
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5.9. Consider Computational Problem 5.2. Suppose it costs $75 to replace a battery.
It costs an additional $75 if the battery fails during operation. Compute the long-run
cost rate of the planned replacement policy followed by Mr. Smith. Compare the
cost rate of the planned replacement policy with the “replace upon failure” policy.

5.10. The lifetime of a machine is an Erlang random variable with parameters k =
2 and A =.2 (per day). When the machine fails, it is repaired. The repair times
are Exp(u) with mean 1 day. Suppose the repair costs $10 per hour. The machine
produces revenues at a rate of $200 per day when it is working. Compute the long-
run net revenue per day.

5.11. In Computational Problem 5.10, what minimum revenue per working day of
the machine is needed to make the operation profitable?

5.12. The Quick-Toast brand of toaster oven sells for $80 per unit. The lifetime (in
years) of the oven has the following pdf:

[2
=—,1<t<4
f@) 15t =

The Eat Well restaurant uses this oven and replaces it by a new Quick-Toast oven
upon failure. Compute the yearly cost in the long run.

5.13. The Eat Well restaurant of Computational Problem 5.12 faces the following
decision: The toaster oven manufacturer has introduced a maintenance policy on the
Quick-Toast toaster oven. For $10 a year, the manufacturer will replace, free of cost,
any toaster oven that fails in the first 3 years of its life. If a toaster oven fails after 3
years, a new one has to be purchased for the full price. Is it worth signing up for the
maintenance contract?

5.14. The Quick-Toast toaster oven of Computational Problem 5.12 can be pur-
chased with a prorated warranty that works as follows. If the oven fails after T
years, the manufacturer will buy it back for $80*(4 — T') /3. The price of the toaster
oven with the warranty is $90. Suppose the Eat Well restaurant decides to buy the
oven with this warranty. What is the yearly cost of this policy?

5.15. Consider the general two-state machine of Example 5.17. The mean uptime
of the machine is 5 days, while the mean downtime is 1 day. The machine produces
100 items per day when it is working, and each item sells for $5. The repair costs
$10 per hour. The owner of this machine is considering replacing the current repair
person by another who works twice as fast but costs $20 per hour of repair time. Is
it worth switching to the more efficient repair person?

5.16. The lifetime of an oil pump is an exponential random variable with mean 5
days, and the repair time is an exponential random variable with mean 1 day. When
the pump is working, it produces 500 gallons of oil per day. The oil is consumed at
a rate of 100 gallons a day. The excess oil is stored in a tank of unlimited capacity.
Thus the oil reserves increase by 400 gallons a day when the pump is working. When
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the pump fails, the oil reserves decrease by 100 gallons a day. When the pump is
repaired, it is turned on as soon as the tank is empty. Suppose it costs 5 cents per
gallon per day to store the oil. Compute the storage cost per day in the long run.

5.17. Consider Computational Problem 5.16 with the following modification: the
oil tank has a finite capacity of 1000 gallons. When the tank becomes full, the output
of the oil pump is reduced to 100 gallons per day, so that the tank remains full until
the pump fails. The lifetime of the oil pump is unaffected by the output rate of the
pump. Now compute the storage cost per day in the long run.

5.18. In Computational Problem 5.16, what fraction of the time is the pump idle
(repaired but not turned on) in the long run? (Hint: Suppose it costs $1 per day to
keep the pump idle. Then the required quantity is the long-run cost per day.)

5.19. In Computational Problem 5.17, what fraction of the time is the pump idle (re-
paired but not turned on) in the long run? (See the hint for Computational Problem
5.18.)

5.20. In Computational Problem 5.17, what fraction of the time is the tank full in
the long run? (See the hint for Computational Problem 5.18.)

5.21. Customers arrive at a bank according to a Poisson process at the rate of 20 per
hour. Sixty percent of the customers make a deposit, while 40% of the customers
make a withdrawal. The deposits are distributed uniformly over [50, 500] dollars,
while the withdrawals are distributed uniformly over [100, 200] dollars. Let Z(z) be
the total amount of funds (deposits — withdrawals) received by the bank up to time 7.
(This can be a negative quantity.) What assumptions are needed to make {Z(¢),t >
0} a CPP? Using those assumptions, compute the expected funds received by the
bank in an 8-hour day.

5.22. Customers arrive at a department store according to a Poisson process at the
rate of 80 per hour. The average purchase is $35. Let Z(¢) be the amount of money
spent by all the customers who arrived by time . What assumptions are needed to
make {Z(¢),t > 0} a CPP? Using those assumptions, compute the expected revenue
during a 16-hour day.

5.23. Travelers arrive at an airport in batches. The successive batch sizes are iid ran-
dom variables with the following pmfs: p(1) = 4, p(2) = .2, p(3) = 2, p(4) =
.1, p(5) = .05, p(6) = .03, p(8) = .01, p(10) = .01. The batches arrive according
to a Poisson process at the rate of 35 per hour. Compute the expected number of
travelers that arrive during 3 hours.

5.24. Consider Computational Problem 5.16. Let X(¢) be the state of the oil pump
at time ¢ (1 if it is up, 2 if it is under repair, and 3 if it is repaired but idle). Is
{X(t),t > 0} an SMP?

5.25. Consider the series system described in Example 5.21 with three components.
The mean lifetimes of the three components are 2, 3, and 4 days, respectively, while
the mean repair times are .1, .2, and .3 days. Compute the long-run fraction of the
time that the system is up.



186 5 Generalized Markov Models

5.26. Consider the series system described in Computational Problem 5.25. Com-
pute the expected time between two consecutive failures of the first component.

5.27. Consider the series system of Computational Problem 5.25. Compute the
long-run fraction of the time that the third component is down.

5.28. Consider the series system of Computational Problem 5.25. Suppose the three
components produce revenues at the rate of $10, $20, and $30 per day (respectively)
when the system is up. The repair costs of the three components are $15, $20, and
$25 per day (respectively) when the component is down. Compute the long-run net
revenue per day for the system.

5.29. Consider the parallel system described in Conceptual Problem 5.14 with three
components. The mean lifetime of each component is 4 days, while the mean repair
time is 1 day. Compute the long-run fraction of the time that the system is down.

5.30. Consider the parallel system described in Computational Problem 5.29. Com-
pute the long-run fraction of the time that all three components are working.

5.31. Consider the parallel system described in Computational Problem 5.29. Sup-
pose each of the three components produce revenue at the rate of $30 per day that
the system is up. The repair cost is $100 per day. Compute the long-run net revenue
per day for the system.

5.32. Functionally equivalent machines are available from two suppliers. The ma-
chines from supplier 1 have iid lifetimes that are uniformly distributed over (6, 8)
days, and installation times are uniformly distributed over (1, 2) days. The machines
from supplier 2 have iid Erl(2, .5) lifetimes and iid Exp(1) installation times. A sin-
gle machine is maintained as follows. When a machine fails, it is replaced by a
machine from supplier 1 with probability .4 and from supplier 2 with probability .6.
Let X(¢) be 1 if a machine from supplier 1 is under installation at time 7, 2 if a
machine from supplier 1 is in operation at time ¢, 3 if a machine from supplier 2
is under installation at time 7, and 4 if a machine from supplier 2 is in operation at
time ¢. Show that {X(¢),7 > 0} is an SMP, and compute its P matrix and w vector.

5.33. In the system described in Computational Problem 5.32, compute the long-
run fraction of the time that a functioning machine is in place.

5.34. Consider the following modification of Computational Problem 5.32: the ma-
chines from the two suppliers are used in an alternating fashion; i.e., when the
machine from supplier 1 fails, it is replaced by one from supplier 2, and vice versa.
Let X(z) be as in Computational Problem 5.32. Show that {X(¢),¢ > 0} is an SMP,
and compute its P matrix and w vector.

5.35. Compute the long-run fraction of the time that a machine from supplier 1 is
in use if the replacement policy of Computational Problem 5.34 is followed.
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5.36. Consider Computational Problem 5.32. Suppose the machines from supplier
1 cost $2000, while those from supplier 2 cost $1800. These prices include the cost
of installation. The revenue from a working machine is $1000 per day. Compute the
long-run net revenue per day.

5.37. Do Computational Problem 5.36 if the alternating replacement policy de-
scribed in Computational Problem 5.34 is followed.

5.38. Consider the machine maintenance policy described in Example 5.22. Sup-
pose the lifetimes (in days) are iid Erl(3, .1) random variables, repair times (in days)
are iid Exp(1) random variables, and replacement times are exactly 2 days. The other
policy constants are v = 30 days, u = 1 day. Compute the long-run fraction of the
time that the machine is working.

5.39. In Computational Problem 5.38, suppose the repair cost is $100 per day, while
the cost of replacement is $100. The new machine costs $2500. Compute the long-
run cost rate of following the given maintenance policy.

5.40. Compute the expected number of full professors in the department modeled
in Conceptual Problem 5.20. Assume that the department has 12 positions.

5.41. Compute the rate of turnover (expected number of faculty departures per year)
in the department modeled in Conceptual Problem 5.20. Assume that the department
has 12 positions.

5.42. Compute the expected number of full professors in the department modeled
in Conceptual Problem 5.21. Assume that the department has 12 positions.

5.43. Compute the rate of turnover (expected number of faculty departures per year)
in the department modeled in Conceptual Problem 5.21. Assume that the department
has 12 positions.

Case Study Problems. You may use the Matlab program of Section 5.6 to do the
following problems.

5.44. It is instructive to further classify the patients based on age as those below
60, and those above 60. The behavior of emergency patients below 60 is identical to
that of the emergency patients of Section 5.6 in all units except the ECU. The patient
stays in the ECU for 96 hours on average and gets discharged with probability .94.
What is the expected time spent in the clinic by such a patient?

5.45. The behavior of emergency patients above 60 is identical to that of the emer-
gency patients of Section 5.6 in all units except the ECU. An emergency patient
above 60 stays in the ECU for 148 hours on average and gets discharged with prob-
ability .82. What fraction of the time does such a patient spend in the ECU?

5.46. Suppose the hourly expense of keeping a patient is $200 in the ER, $80 in the
POW, $300 in the SU, $150 in the POP, $100 in the ICU, and $10 in the ECU. What
is the expected total cost of treating an emergency patient in the inpatient clinic?

5.47. With the cost structure given above, what is the expected total cost of treating
a scheduled patient?



Chapter 6
Queueing Models

6.1 Queueing Systems

Queues (or waiting lines) are an unavoidable component of modern life. We are
required to stand physically in queues in grocery stores, banks, department stores,
amusement parks, movie theaters, etc. Although we don’t like standing in a queue,
we appreciate the fairness that it imposes. Even when we use phones to conduct
business, often we are put on hold and served in a first-come—first-served fashion.
Thus we face a queue even if we are in our own home!

Queues are not just for humans, however. Modern communication systems trans-
mit messages (like emails) from one computer to another by queueing them up
inside the network in a complicated fashion. Modern manufacturing systems main-
tain queues (called inventories) of raw materials, partly finished goods, and finished
goods throughout the manufacturing process. “Supply chain management” is noth-
ing but the management of these queues!

In this chapter, we shall study some simple models of queues. Typically, a queue-
ing system consists of a stream of customers (humans, finished goods, messages)
that arrive at a service facility, get served according to a given service discipline,
and then depart. The service facility may have one or more servers and finite or infi-
nite capacity. In practice, we are interested in designing a queueing system, namely
its capacity, number of servers, service discipline, etc. These models will help us do
this by answering the following questions (and many others):

(1) How many customers are there in the queue on average?

(2) How long does a typical customer spend in the queue?

(3) How many customers are rejected or lost due to capacity limitations?
(4) How busy are the servers?

We start by introducing standard nomenclature for single-station queues; i.e.,
queueing systems where customers form a single queue. Such a queue is described
as follows:

1. Arrival Process
We assume that customers arrive one at a time and that the successive inter-
arrival times are iid. (Thus the arrival process is a renewal process, studied

V.G. Kulkarni, Introduction to Modeling and Analysis of Stochastic Systems, 189
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in Chapter 5.) It is described by the distribution of the inter-arrival times,
represented by special symbols as follows:

M : exponential;

G: general;

D: deterministic;

E}: Erlang with k phases, etc.

Note that the Poisson arrival process is represented by M (for memoryless; i.e.,
exponential inter-arrival times).

2. Service Times
We assume that the service times of successive customers are iid. They are rep-
resented by the same letters as the inter-arrival times.

3. Number of Servers
Typically denoted by s. All the servers are assumed to be identical, and it is
assumed that any customer can be served by any server.

4. Capacity
Typically denoted by K. It includes the customers in service. If an arriving cus-
tomer finds K customers in the system, he or she is permanently lost. If capacity
is not mentioned, it is assumed to be infinite.

Example 6.1. (Nomenclature). In an M/M/1 queue, customers arrive according
to a Poisson process, request iid exponential service times, and are served by
a single server. The capacity is infinite. In an M/G/2/10 queue, the customers
arrive according to a Poisson process and demand iid service times with a gen-
eral distribution. The service facility has two servers and the capacity to hold ten
customers.

In this chapter, we shall always assume a first-come—first-served (FCFS) service
discipline.

6.2 Single-Station Queues: General Results

In this section, we state several general results for single-station queueing systems.
Let A, be the time of the nth arrival. We allow for the possibility that not all arrivals
may actually enter the system. Hence we define E;, to be the time of the nth entry. (If
all arriving customers enter the system, we have A, = E, foralln = 0,1,2,....)
Let D, be the time of the nth departure. If the service discipline is FCFS, then
the nth entering customer enters at time FE, and leaves at time D,. Hence the
time spent by the nth customer in the system is given by W,, = D, — E,. (See
Figure 6.1.)
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Fig. 6.1 A typical sample path of the queue-length process.

Let N(¢) be the number of customers that arrived by time ¢, let D(z) be the num-
ber of customers that departed by time ¢, and let X(¢) be the number of customers
in the system at time 7. Furthermore, let

X,f = X(E,—),
Xy = X(A4p—).

Thus, X, is the number of customers left behind by the nth departure, X7 is the
number of customers in the system as seen by the nth entry (not including the en-
tering customer) into the system, and X, is the number of customers in the system
as seen by the nth arrival (not including the arriving customer) to the system. Now
(for j =0,1,2,...) define the following limits, assuming they exist:

pj=lim P(X(1) = j), (6.1)

7;= lim P(X, = j), (6.2)

7= lim P(X; = j). (6.3)
n—>o0

#j= lim P(X, = j). (6.4)

We can interpret p; as the long-run fraction of the time that the system has j cus-
tomers in it, 77; as the long-run fraction of departures that leave behind j customers
in the system, 71}“ as the long-run fraction of entering customers that see j customers
ahead of them in the system, and 7; as the long-run fraction of arrivals that see j
customers ahead of them in the system. Since all these quantities relate to a common
queueing system, we expect them to be related to each other. The next two theorems
state these relations.
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Theorem 6.1. (When is n; = Jt;‘?). Suppose the arrivals and departures take
place one at a time. If the limits in (6.2) or (6.3) exist,

£ .
wj =7y, j=0.

Idea of Proof. The theorem is a deterministic result with no probabilistic assump-
tions. Suppose X(0) = i. Then, using a careful counting argument (using the fact
that the arrivals and departures take place one at a time), we can show that

{Xn+i = ]} < {X:+j+1 = ]}
foralln > 0 and all j > 0. (See Kulkarni [2010].) Hence
P(Xn+i < J) =P(Xy1 41 <))
Assuming the limit exists on either the left or the right side, we get
nll{Iolo P(Xnti < J) = nlggo P(Xytj+1 =)

which yields
lim P(X, < j)= lim P(X; < j).
n—>oo n—>oo

However, this implies

J

T = Z”i*, Jj =0,

i=0

iM-

and hence
— * 7
wp=w;, > 0.

Hence the theorem follows. W

Theorem 6.2. (Poisson Arrivals See Time Averages: PASTA). Suppose the arrival
process is Poisson and {N(t + s),s > 0} is independent of {X(u),0 < u < t}. If
the limits in (6.1) or (6.4) exist,

pj=mn;, j=0.

Intuition. The technical condition about independence says that the arrival process
from any point ¢ onward is independent of the history of the system up to time
t. Now, assuming this condition and using the properties of the Poisson processes
given in Section 3.3, we see that the probability that exactly one arrival occurs in the
interval [¢, ¢ + K] is independent of the history up to time ¢. If 4 is sufficiently small,
we can say that the arrival occurs at time ¢. By assumption, X (¢) is independent of
what happens to the arrival process over (, ¢ + /). Hence the conditional distribution
of X(¢), given that there is an arrival in the interval (¢,7 + k), is the same as the
distribution of X (¢). Thus the distribution of the state as seen by an arrival at time ¢
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is the same as the distribution of X (¢). Thus the long-run fraction of the arrivals that
see the system in state j (namely 77;) must be the same as the fraction of the time
the system spends in state j (namely p;). This result is sometimes called PASTA
(Poisson Arrivals See Time Averages).

We illustrate the theorems above by means of an example.

Example 6.2. (M/M/1/1 Queue). Consider an M/M/1/1 queue with arrival rate
A and service rate . In such a queue, the arrival process is Poisson with rate A
and service times are iid exponential with parameter . However, since the capacity
is 1, an arriving customer can enter the system only if the server is idle; otherwise
the arrival is lost. The {X(¢),¢ > 0} process for such a queue is modeled as a CTMC
on state space {0, 1} in Example 4.7 with K = 1. The steady-state distribution can
be computed from the results of Example 4.25 as

_ M _ A
PO—A+M7 pl_k_'_’u

Since the arrival process is Poisson, it follows from Theorem 6.2 that
7o = po, 71 = p1.

Thus the long-run probability that a customer is turned away is given by 7; =
A/(A + w). Since a departing customer always leaves an empty system, we have
X, = 0foralln > 0. Hence

71’0:1, 7[1:0.

Similarly, since a customer can enter only if the system is empty, we have X7 = 0
forall » > 0. Hence,

Thus Theorem 6.1 is verified. Note that the last two observations are valid for any
G/G/1/1 queue. B

Now define

L = the expected number of customers in the system in steady state;
A = the arrival rate of customers;
W = the expected time spent in the system by a customer in steady state.

The relation between these quantities is the celebrated Little’s Law and is stated in
the following theorem.

Theorem 6.3. (Little’s Law). If the quantities L, A, and W defined above exist and
are finite, they satisfy
L = AW.
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Intuition. Suppose each arriving customer pays the system $1 per unit time that
the customer spends in the system. First we compute the long-run rate, Rcystomer, at
which the money is spent by the customers. Customers arrive at the rate of A per
unit time. Each customer spends on average W time in the system and hence pays
$W to the system. Hence we must have

Reystomer = AW.

Next we compute the long-run rate, Ryyem, at which the system earns money. Since
each customer pays the system $1 per unit time and there are L customers in the
system on average, we must have

Rsystem =L.

Now we expect that Reusiomer Will equal Rgygem Since no money is created or de-
stroyed in the transaction. Hence we get

L =AW,

which is Little’s Law. [l

Little’s Law is also a sample path result; i.e., it does not make any probabilistic
assumptions about the system. Care has to be taken in applying it in a consistent
manner, as described in the following example.

Example 6.3. (Little’s Law and M /M /1/1 Queue). Consider the M/M/1/1 queue
of Example 6.2. The expected number of customers in the system in steady state can
be computed as
A

L=0-po+1-p; Tt (6.5)
Little’s Law can be applied to the stream of arriving customers or entering cus-
tomers. We discuss these two cases below.
Arriving Customers. With probability pg, the arriving customer finds the server
idle, in which case he or she spends 1/ amount of time in the system; with prob-
ability pj, the arriving customer finds the server busy, in which case he spends 0
amount of time in the system (since he leaves instantaneously). Hence the expected
time spent by a customer in the system is

1 1
W=—po+0-p=—. 6.6
P Po P1 Tt (6.6)

The customers arrive according to a PP(A); hence the arrival rate is A. Hence, from
(6.5) and (6.6), we see that L = AW i.e., Little’s Law holds.

Entering Customers. An entering customer always spends 1/x amount of time in
the system on average. Hence

W, = 6.7)

1
s
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In order to verify Little’s Law, we need to compute A, the rate at which customers
enter the system. Since the successive inter-entry times are iid with meant = 1/u+
1/A = (A+ )/ Ap (mean service time followed by mean idle time), we see that the
rate at which the customers enter the system per unit time is given by (see Theorem
52)Ae = 1/t = Au/(A + p). Hence, we have

A

Ap
L= = — = A We.
A+up  A+p

= |-

Thus Little’s Law is verified. W

Example 6.4. (Variation of Little’s Law). We can use the intuition behind Little’s
Law to create many variations by changing the payment rules for the customers.
For example, suppose each customer pays $1 per unit time that he spends in the
queue (but not in service). Then the expected amount paid by a customer is W, the
expected time spent in the queue (not including service). Also, the rate at which the
system collects revenue is L, the expected number of customers in the queue (not
including those in service). Hence the same intuitive argument that yielded Little’s
Law yields

Ly = AW,
where 1 is the arrival rate of customers. W

Example 6.5. (Another Variation of Little’s Law). Now consider the following pay-
ment scheme for the customers. Each customer pays $1 per unit time that he spends
in service. Then the expected amount paid by a customer is 7, the expected time
spent in service. Also, the rate at which the system collects revenue is B, the ex-
pected number of customers in service, which is the same as the expected number
of busy servers. (In a single-server queue, this is also the fraction of the time that the
server is busy.) Hence the same intuitive argument that yielded Little’s Law yields

B = At,

where A is the arrival rate of customers. However, B cannot exceed s, the number
of servers at the station. Hence we must have

B = min(s, A7). I

The example above creates an interesting question: what happens when At > §?
We discuss this question in Theorem 6.4 below. When there is unlimited waiting
room space (i.e., when the capacity is infinite), the state space of the {X(¢),7 > 0}
process is {0, 1,2, ...}. So far in this book we have always considered finite state
spaces. New issues arise in the study of stochastic processes with infinite state space
that we did not encounter in the finite state space stochastic processes. In particular,
it is possible that X(¢) may tend to infinity as ¢ goes to infinity. In such a case,
customers may end up waiting an infinite amount of time in the system in the long
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run. If this occurs, we call the process unstable. For example, if the arrival rate of
customers at a queue is larger than the server’s ability to serve, we would expect
the queue length to build up without bounds, thus making the queue-length process
unstable. We formally define the concept below.

Definition 6.1. (Stability). A single-station queue with unlimited capacity is called

stable if
o0
2 pi=1
j=0

where p; is as defined in (6.1). Otherwise it is called unstable.

In an unstable queue, we have

)
ij < 1.
Jj=0

This can be interpreted to mean that, in the long run, the queue length goes to infinity
with a positive probability given by 1 — Z?:o pj- Obviously, having infinite queue
lengths is bad for the customers. Hence it makes sense to call such a system unstable.
The next theorem gives a condition for stability.

Theorem 6.4. (Condition of Stability). Consider a single-station queue with s
servers and infinite capacity. Suppose the customers enter at rate A and the mean
service time is T. The queue is stable if

AT <. (6.8)
Intuition. From Example 6.5, we get
B = expected number of busy servers = At, (6.9)

where A is the arrival rate of entering customers. However, the number of busy
servers cannot exceed s, the total number of servers. Hence, for the argument to be
valid, we must have

AT <.

What goes wrong when At > s? It was implicitly assumed in the derivation of (6.9)

that each entering customer eventually enters service. Intuitively, when At > s,
some of the customers never get to enter service; i.e., they wait in the system indef-
initely. This implies that the number in the system must be infinity; i.e., the system
must be unstable. It is more difficult to prove that the system can be unstable even
if At = s. Essentially, this is due to the variance of either the inter-arrival times or
the service times. Thus we can safely say that the queue is stable if At < s. |
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6.3 Birth and Death Queues with Finite Capacity

Let Xk (¢) be the number of customers at time ¢ in a single-station queue with finite
capacity K. In this section, we consider the case where { Xk (¢),t > 0} is a birth
and death process on state space {0, 1,2,..., K} with birth parameters {A;,i =
0,1,2,..., K — 1} and death parameters {;,i = 1,2,3,..., K}. We have studied
such processes in Example 4.8 and their limiting behavior in Example 4.23. We
restate the result about the limiting probabilities as

pi(K) = lim P(Xgx(1) =i), 0<i <K.

Let po = 1 and

AoAr- Ao .
pp= ALy o g (6.10)
12 - ]

Then, from Example 4.23, we get

pi(K)= —2—, 0<i<Kk. 6.11)

Zj:o Pj

We consider several special cases below.

6.3.1 M/M/1/K Queue

Consider a service station where customers arrive according to a PP(4). The service
times are iid random variables with Exp(u) distribution. (Equivalently, we say the
service rate is j.) They are served in an FCFES fashion by a single server. The system
has the capacity to hold K customers. Thus an incoming customer who sees K
customers in the system ahead of him is permanently lost.

We have already seen this system in Example 4.7 as a model of a bank queue. Let
Xk (¢) be the number of customers in the system at time ¢. Then we know (see the
discussion following Example 4.8) that { Xk (¢),¢ > 0} is a birth and death process
on state space {0, 1, ..., K} with birth parameters

and death parameters

wi=pn, i=12,...,K.

Substituting in (6.10), we get

A‘ i
pi = (—) , 0<i<K. (6.12)
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Using

we get

Substituting in (6.11), we get

T AL
pi(K) = 0<i<K. (6.13)
1

- ifp=1,
K+1 ne

We compute several relevant quantities with the help of this limiting distribution.

Server Idleness. The long-run fraction of the time that the server is idle is given by

l—p
po(K) = T oKt

Blocking Probability. The long-run fraction of the time that the system is full is
given by
_ I-p k
Pk (K) = 1_p—K+1p . (6.14)
Since the arrival process is Poisson, we can use Theorem 6.2 to get the system
distribution as seen by an arriving (not necessarily entering) customer as

ﬁ,(K) = pi(K), I = 0,1,2,...,K.

Thus an arriving customer sees the system full with probability pg(K). Hence,
pk (K) also represents the long-run blocking probability and long-run fraction of
the arriving customers that are blocked (or lost).

Entering Customers. Now we compute 77*(K), the probability that an entering
customer sees i customers in the system ahead of him. We have 7z (K) = 0 since
a customer cannot enter if the system is full. For 0 <i < K — 1, we have

7" (K) = P(entering customer sees i in the system)

= P(arriving customer sees i in the system|arriving customer enters)

P (arriving customer sees i in the system and arriving customer enters)

P (arriving customer enters)
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P (arriving customer sees i in the system)

P (arriving customer enters)

pi(K)

= — 0<i<K-1,
1 - px(K)

where p; (K) are as given in (6.13).

Expected Number in the System. The expected number in the system in steady
state is computed as follows. If p = 1, we have

Z., 1 K
L = le,(K) = K——}—lzl = 7
i=0 i=0

If p # 1, more tedious calculations yield
K
L =Y ip(K)
i=0

_ 1=p i-i
_1_pK+1 p
i=0

p 1 —(K+1)pK + KpK+1
=1 e . (6.15)

Note that L increases from 0 at p = 0 to K as p — oo. This stands to reason
since as p — oo the arrival rate is increasing relative to the service rate. Hence,
eventually, when the arrival rate becomes very large, the system will always be full,
thus leading to L = K.

Expected Waiting Time: Arrivals. We can compute the expected time spent by
an arrival in the system by using Little’s Law as stated in Theorem 6.3. Here the
arrival rate is A and the mean number in the system is L as given in (6.15). Hence
W, the expected time spent in the system by an arriving customer, is given by

W =L/A.

Note that an arriving customer spends no time in the system if he finds the system
full.

Expected Waiting Time: Entries. Next we compute the expected time spent by
an entering customer in the system by using Little’s Law as stated in Theorem 6.3.
Here the arrival rate of entering customers is

AP(arriving customer enters) = A(1 — px (K)).
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The mean number in the system is L as given in (6.15). Hence W, the expected time
spent in the system by an entering customer, is given by

W = L/(A(1 = pk(K))). (6.16)

Example 6.6. (ATM Queue). Consider the model of the queue in front of an ATM
as described in Example 4.7. The data given in Example 4.20 imply that this is an
M/M/1/5 queue with an arrival rate of A = 10 per hour and a service rate of
u = 15 per hour. Thus

p=A/u=2/3.

1. What is the probability that an incoming customer finds the system full?
Using (6.14), we get the desired answer

ps(5) = .0481.

2. What is the expected amount of time an entering customer spends in the system?
Using (6.16), we get the desired answer

W = .1494 hr = 8.97 min. H

6.3.2 M/M/s/K Queue

Let Xk (¢) be the number of customers in an M/ M/s/K queue at time ¢. (We shall
assume that K > s since it does not make sense to have more servers than there is
room for customers.) We saw this queue in Example 4.10 as a model of a call center.
We saw there that { Xk (¢), ¢t > 0} is a birth and death process on {0, 1, ..., K} with
birth parameters

Ai=A, 0<i<K-1,

and death parameters
pi =min(i,s)u, 0=<i <K.

The next theorem gives the limiting distribution of an M/M/s/K queue in terms of
the dimensionless quantity defined below,

o= —. (6.17)
Si

Theorem 6.5. (Limiting Distribution of an M/M/s/K Queue). The limiting dis-
tribution of an M/ M /s /K queue is given by

pi(K) = po(K)p;, i =0,1,2,...,K,
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where
LA\ . _
=), 0<i<s-—1,
i\ u

pi =

KR
_'pls if SSISKv
s!

and

s—1 . -1
LAY 1A\ 1—pK—stl
K = — — — — - — .
Potk) [z%“(u)_%ﬂ(u) I—p

Proof. The expressions for p; follow from (6.10), and that for p; (K) follows from
(6.11). Furthermore, we have

>~
7

1A 5%
Zpi = l—'(;) + Z EP
i=0 i=0 i=s
s—1 i K
1A s* K i—s
=>a(i) e Xe
i=0 i=s
s—1 1/ i s K—s )
=§:ﬁ(—)'*;f o
i=0 w T i=0
s—1 i K—s+1
1 /A s 11—
Bt
P AN 1—p

Substituting in (6.11), we get the theorem. [ |
Using the limiting distribution above, we can study the same quantities as in the
M/M/1/K case.

Example 6.7. (Call Center). Consider the call center described in Example 4.10.
Using the data in Computational Problem 4.9, we get an M/ M /6/10 queue with an
arrival rate of A = 60 per hour and a service rate of ;& = 10 per hour per server.

1. Compute the limiting distribution of the number of calls in the system in steady
state.
From Theorem 6.5, we get

p(K) = [.0020 .0119 .0357 .0715 .1072 .1286 .1286 .1286
.1286 .1286 .1286].
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2. Compute the expected number of calls on hold.
This is the same as the number of customers in the system not being served. It is
given by

10
> i = 6)pi(K) = 1.2862.
i=7

3. What fraction of the calls are lost?
The desired quantity is given by

p10(10) = .1286.

Thus 12.86% of the incoming calls are lost. | |

6.3.3 M/M/K/K Queue

An M/M/s/K queue with s = K produces the M/M/K /K queue as a special
case. Such a system is called a loss system since any customer that cannot enter
service immediately upon arrival is lost. We have seen such a queue as a model of
a telephone switch in Example 4.9. By setting s = K in Theorem 6.5, we get the
limiting distribution of an M/ M /K /K queue as given in the following theorem.

Theorem 6.6. (Limiting Distribution of an M/M/K /K Queue). Let X(t) be the
number of customers inan M/M/K /K queue at time t and

pi(K) = lim P(X(1) = i), 0<i =K.
—>00

Then
Pi(K)=+, 0<i =K,
Zj=o Pj
where
_ G/

i —, 0<i <K.
i!

It is possible to interpret the limiting distribution in the theorem above as the dis-
tribution of a truncated (at K) Poisson random variable. To be precise, let Y be a

Poisson random variable with parameter A /. Then, for0 <i < K,

P(Y =i,Y <K
P(Y —i|y <K) = P(Yl<K<) )
P(Y = i)

PY < K)
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_ Moyt
Y ge M/ 1 /!

M) /i
- _WwR k).
S i L

The quantity pg (K) is an important quantity, called the blocking probability. It is
the fraction of the time that the system is full, or the fraction of the customers that
are lost, in the long run.

Example 6.8. (Telephone Switch). Recall the model of a telephone switch devel-
oped in Example 4.9. Using the data in Example 4.31, we see that the number of
calls handled by the switch is an M/M/6/6 queue with an arrival rate of A = 4 per
minute and a service rate of & = .5 per minute per server.

1. What is the expected number of calls in the switch in steady state?
Using Theorem 6.6, we compute the limiting distribution as

p(K) = [.0011 .0086 .0343 .0913 .1827 .2923 .3898].

Hence the expected number of calls is given by

6

> ipi(K) = 4.8820.
i=0

2. How large should the switch capacity be if we desire to lose no more than 10%
of the incoming calls?
The fraction of calls lost is given by px(K). At K = 6, this quantity is .3898.
By computing pg (K) for larger values of K, we get

p7(7) = 3082, ps(8) = .2356, po(9) = .1731,
p10(10) =.1217, pll(ll) = .0813.

Hence the telephone switch needs at least 11 lines to lose less than 10% of the
traffic.

Remark. One can show that Theorem 6.6 remains valid for the M/G/K /K queue
where the service times are iid generally distributed random variables with mean
1/ . The proof of this remarkable result is beyond the scope of this book, and we
refer the reader to any advanced textbook on queueing theory.
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6.4 Birth and Death Queues with Infinite Capacity

Let X(¢) be the number of customers in a single-station queue with infinite capacity.
Here we consider the cases where {X(¢),t > 0} is a birth and death process on
state space {0, 1,2,...} with birth parameters {A;,i > 0} and death parameters
{wi,i > 1}. We are interested in the condition under which such a queue is stable.
If the queue is stable, we are interested in its limiting distribution

pi = lim P(X(r) =1i), i =0.
t—00

We have seen a birth and death queue with finite state space {0, 1,2, ..., K} in the
previous section. We treat the infinite-state birth and death queue as the limiting
case of itas K — oo.

Define pp = 1 and

o = 2oL s, (6.18)
M1 - i

Theorem 6.7. (Infinite Birth and Death Process). A birth and death queue with in-
finite state space is stable if and only if

o0
> pj < oo (6.19)
j=0

When the queue is stable, its limiting distribution is given by

Pi = —a—, i 20, (6.20)
Zj:OPj

Proof. Let p; (K) be as in (6.11). We have
pi = lim p; (K)

N/ —— bl p; <00
Z?:o J 2=0Ps ’

0 it Y20 = oo
Thus we have
oo YiZopi [ X 5ops if X5igps < 0o,
pbi =
i=0 0 if Y5200 = o0,

1 if Z?:Opj < 00,

0 if 3% opj = o0.
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Hence it follows from Definition 6.1 that the queue is stable if and only if (6.19)
holds and that the limiting distribution of a stable birth and death queue is given
by (6.20). W

We study several special cases of the birth and death queues with infinite state
spaces below.

6.4.1 M/M/I Queue

In an M/M/1 queueing system, the customers arrive according to a PP(1) and
the service times are iid Exp(u) random variables. There is a single server and an
unlimited waiting room capacity. The next theorem gives the main result for the
M/M/1 queue. Define

o=, 6.21)
7

The quantity p is called the traffic intensity of the M/ M /1 queue.

Theorem 6.8. (Limiting Distribution of an M/M/1 Queue). An M/M/1 queue
with traffic intensity p is stable if and only if

p <1l (6.22)
If the queue is stable, its limiting distribution is given by
pi=(—pp, i=0. (6.23)

Proof. Let X(¢) be the number of customers in the system at time . {X(¢),7 > 0}
is a birth and death process on {0, 1,2, ...} with birth parameters

and death parameters

Substituting in (6.18), we get

Now
Y= o=
i=0 i=0 oo ifp>1.

Thus, from Theorem 6.7, we see that the condition of stability is as given in (6.22).
Substituting in (6.20), we get the limiting distribution in (6.23). | |
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Note that the condition of stability in (6.22) is consistent with the general
condition in (6.8) (using t = 1/p). Using the definition of traffic intensity p, the
condition of stability can also be written as

A< .

In this form, it makes intuitive sense: if the arrival rate (1) is less than the service
rate (i), the system is able to handle the load and the queue does not build up to
infinity. Hence it is stable. If not, the system is unable to handle the load and the
queue builds to infinity! Hence it is unstable. It is curious that even in the case
A = u (or, equivalently, p = 1) the queue is unstable. This is due to the effect of
randomness. Even if the average service capacity of the system is perfectly matched
with the average load on the system, it has no leftover capacity to absorb the random
buildups that will invariably occur in a stochastic service system.

We shall compute several quantities using the limiting distribution given in
Theorem 6.8.

Server Idleness. The probability that the server is idle is given by
po=1-p, (6.24)

and the probability that the server is busy is given by

1= po=p.
Hence the expected number of busy servers is p. This is consistent with the general
result in Example 6.5.

Embedded Distributions. The queue length in an M/M/1 queue changes by 1
at a time. The arrival process is Poisson, and all arriving customers enter the system.
Hence Theorems 6.1 and 6.2 imply that

fi=nf=m=pi=0-pp, i=0.

Expected Number in the System. The expected number in the system is given by

0
i=0
[e9)

> i(l—p)p’

i=0

- £ (6.25)

The last equation is a result of tedious calculations.
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Expected Waiting Time. Using Little’s Law, we get

poL_1 1 _ 1 626
A ul—p pu—A '

Note that, as expected, both L and W tend to infinity as p — 1.

Example 6.9. (Taxi Stand). Customers arrive at a taxi stand according to a Poisson
process at a rate of 15 per hour and form a queue for the taxis. Taxis arrive at the
stand according to a Poisson process at a rate of 18 per hour. Each taxi carries away
one passenger. If no customers are waiting when a taxi arrives, it leaves right away
without picking up any customers. Let X(¢) be the number of customers waiting at
the taxi stand at time #. Due to the memoryless property of the exponential distri-
bution, we see that the customer at the head of the line has to wait for an exp(18)
amount of time for the next taxi. Thus we can think of {X(¢),f > 0} as an M/ M/1
queue with an arrival rate of A = 15 per hour and a service rate of # = 18 per hour.

1. Is this queue stable?
The traffic intensity is

p=A/pu=15/18 =5/6.

Since this is less than 1, the queue is stable, from Theorem 6.8.
2. On average, how long does a customer wait before getting into a taxi?
This is given by the average waiting time

W =1/(u—A) = .3333 hours.

Thus the average wait for a taxi is 20 minutes. | |

6.4.2 M/M/s Queue

Next we study an M/ M /s queueing system. Customers arrive according to a PP(1).
The service times are iid Exp(x) random variables. There are s identical servers and
there is unlimited waiting room capacity. The customers form a single line and get
served by the next available server on an FCFS basis. The next theorem gives the
main result for the M/M/s queue.

Theorem 6.9. (Limiting Distribution of an M/M/s Queue). An M/M/s queue
with an arrival rate of A and s identical servers each with service rate | is sta-

ble if and only if

p=— <1. (6.27)
Si
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If the queue is stable, its limiting distribution is given by
pi = popi, I =0,

l(i) fO=<i<s—1,

N
pi = (6.28)

where

—p' ifizs,

S s p
o= Zn\) Teis
im0 LT \H ’ p
Proof. Let X(¢) be the number of customers in the M/M/s queue at time ¢.
{X(¢),t > 0} is a birth and death process on {0, 1, 2, ...} with birth parameters

and

Ai=A, i >0,

and death parameters
pi = min(s, i), i > 1.

Using
p=— (6.29)

in (6.18), we get (6.28). Now
s—1 00
Z pi = Zpi + Z Pi
i i=0 i=s
")

s—1 8 0
= Zpi + 11—
i=0 :

if p < 1.
P

If p > 1, the sum above diverges. Thus, from Theorem 6.7, we see that the
condition of stability is as given in (6.27). The limiting distribution then follows
from (6.20). W

Note that the condition of stability in (6.27) can also be written as
A < su.
In this form, it makes intuitive sense: if the arrival rate A is less than the maximum

service rate sy (which occurs when all servers are busy), the system is able to handle
the load and the queue does not build up to infinity. Hence it is stable. If not, the
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system is unable to handle the load and the queue builds to infinity! Hence it is
unstable. As in the M/ M /1 queue, the queue is unstable when A = su.

We shall compute several quantities using the limiting distribution given in
Theorem 6.9.

Embedded Distributions. The queue length in an M/M /s queue changes by 1
at a time. The arrival process is Poisson, and all arriving customers enter the system.
Hence Theorems 6.1 and 6.2 imply that

~ *
W =7 =T o= Pi.

Probability of Waiting. An incoming customer has to wait for service if all the
servers are busy. This probability is given by

0 [ P
Zpi = ZPO;IOZ
i=s i=s :

ss >, .
=po—p" Y p'*
Os!
i=s
o0

= Ds Z Ioi
i=0
Ds

1—p

Expected Number of Busy Servers. If there are i customers in the system, the
number of busy servers is given by min(i, s). Hence B, the expected number of
busy servers, is given by

o0
B =) min(i.s)p;.
i=0

The sum above can be simplified to

A
B ==, (6.30)
m

This matches the general result in Example 6.5.

Expected Number in the System. The expected number in the system is given by

oo
L = Zipi.
i=0

This can be simplified to
A P
L==+p;———. (6.31)
wo (1= p)?
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Expected Waiting Time. Using Little’s Law, we get

w=t_Ll, L »n 6.32)
Aoow osp(l=p)? '

Note that, as expected, both L and W tend to infinity as p — 1.

Example 6.10. (How Many Service Windows?). The U.S. Postal Service has an-
nounced that no customer will have to wait more than 5 minutes in line in a post
office. It wants to know how many service windows should be kept open to keep
this promise. You are hired as a consultant to help decide this. You realize immedi-
ately that this is an impossible promise to keep since the service times and arrival
rates of customers are beyond the control of the post office. Hence you decide to
concentrate on the average wait in the queue. Thus you want to decide how many
service windows to keep open so that the mean queueing time (excluding service
time) is less than 5 minutes.

Suppose the arrival rate is A, service times are iid Exp(u), and s windows are
kept open. Then, using (6.32), the queueing time is given by

LL
s (1= p)?

You estimate the average service time to be 3.8 minutes and the arrival rate to be
47.2 per hour. Thus

Wo(s) =W —1/pn =

1 =60/3.8=15.7895, A =472.

Using the stability condition of Theorem 6.9, we see that the queue is unstable for
s = 1 and 2. Using the formula above for s > 3, we get

W, (3) = 5.8977 hr = 353.86 min, W, (4) = .0316 hr = 1.8986 min.

Hence you recommend that the post office should keep four windows open. [ |

6.4.3 M/M/oo Queue

By letting s — oo, we get the M/ M /oo queue as a limiting case of the M/M/s
queue. The limiting distribution of the M/ M /oo queue thus follows from Theorem
6.9 as given below.

Theorem 6.10. (Limiting Distribution of an M/ M /oo Queue). An M/ M /oo queue
with an arrival rate of A and an unlimited number of identical servers each with
service rate | is always stable, and its limiting distribution is given by

pi = e—/\/;x, (A'/:u)l

- i >0.
i!
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Thus, in steady state, the number of customers in an M /M /oo queue is a Poisson
random variable with parameter A /. Hence the expected number of customers in
steady state is given by

A
L=—.
Then, using Little’s Law, we get
1
W =—,
u

which is equal to the mean service time since customers enter service immediately
upon arrival.

Example 6.11. (Library). Users arrive at a library according to a Poisson process
at a rate of 200 per hour. Each user is in the library for an average of 24 minutes.
Assume that the time spent by a user in the library is exponentially distributed and
independent of that of the other users. (This implies that the time spent in the check-
out line is negligible.) How many users are there in the library on average?

Let X (¢) be the number of users in the library at time . Since each user stays in
the library independently of each other user, {X(¢),¢ > 0} can be thought of as an
M/ M /oo queue. The parameters are

A = 200 per hour, @ = 60/24 per hour.

Hence, using Theorem 6.10, the number of users in the library in steady state is a
Poisson random variable with parameter A/ = 80. Hence the expected number of
users in the library in steady state is 80. |

Remark. One can also think of an M/ M /oo queue as the limit of the M/M/K /K
queue of Subsection 6.3.3 as K — oo. It follows from the remark there that
Theorem 6.10 remains valid for an M/G/oco queue when the service times are iid
random variables with mean 1/u and a general distribution. We shall use this fact
in the case study in Section 6.8.

6.5 M/G/1 Queue

Consider a single-station queueing system where customers arrive according to a
PP(X) and require iid service times with mean t, variance o2 and second moment
52 = 02 + 72. The service times may not be exponentially distributed. The queue
is serviced by a single server and has infinite waiting room. Such a queue is called
an M/G/1 queue.

Let X(¢) be the number of customers in the system at time ¢. {X(¢),z > 0}
is a continuous-time stochastic process with state space {0,1,2,...}. Knowing
the current state X (¢) does not provide enough information about the remaining
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service time of the customer in service (unless the service times are exponentially
distributed), and hence we cannot predict the future based solely on X(¢). Hence
{X(¢),t = 0} is not a CTMC. Hence we will not be able to study an M/G/1 queue
in as much detail as the M/M/1 queue. Instead we shall satisfy ourselves with
results about the expected number and expected waiting time of customers in the
M/G/1 queue in steady state.

Stability. We begin with the question of stability. Let
p=AT (6.33)

be the traffic intensity. Then, from Theorem 6.4, it follows that the M/G/1 queue is
stable if
p <l

Indeed, it is possible to show that the M/G/1 queue is unstable if p > 1. Thus
p < 1is a necessary and sufficient condition of stability. We shall assume that the
queue is stable.

Server Idleness. Suppose the queue is stable. It follows from Example 6.5 that, in
steady state, the expected number of busy servers is p. Since the system is served by
a single server, in the long run we must have

P(server is busy) = p

and
P(serverisidle) = 1 — p.

Remaining Service Time. Consider the following payment scheme. Each cus-
tomer pays money to the system at rate O while waiting for service and at a rate
equal to the remaining service time while in service. For example, consider a cus-
tomer with service time x. Suppose this customer arrives at time s, enters service
at time #, and departs at time ¢ + x. The customer payment rate c(-) is shown in
Figure 6.2 as a function of time.

It is clear from the figure that the total amount paid by a customer with service
time x is

t+x
/ c(uydu = x?/2.
u=t

Hence the expected payment made by a customer with random service time X is

S2
E(X2%/2) = >

Since the arrival rate is A, the rate at which customers pay the system is

S2
Rcustomer = A?
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Payment
Rate

1
1
1
1
1
1
1
1
1
i
t

- : time
S t+x

Customer Customer Customer

Arrives Enters Departs

Service

Fig. 6.2 Payment rate for a typical customer.

Now let us compute the rate at which the system collects revenue. Note that if the
server is idle, the system collects no revenue. If the server is busy, the system collects
revenue at a rate equal to the remaining service time of the customer in service. Let
S(¢) be the rate at which the system collects revenue at time . Then the long-run
rate at which the server collects revenue is given by

Rsyslem = tliglo E(S(t)) = E(S)

Since the queue is assumed to be stable, we expect these two rates to be equal; i.e.,

2
E(S) = x%. (6.34)

Note that we can also interpret S(¢) as follows: ¢ + S(¢) is the first time after ¢ that
the server can start serving a new customer. This interpretation is important in the
next calculation.

Expected Time in the Queue. Assume that the service discipline is first-come—
first-served. Let L, be the expected number of customers in the queue (not including
those in service), and let W, be the expected waiting time in the queue (not including
the time spent in service). Then, from Example 6.4, we get

L, = AW,. (6.35)
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An arriving customer’s queueing time has two components: the time until the current
customer in service finishes followed by the service times of all the customers in the
queue. Now, by using the interpretation of S(¢) given earlier, we see that the ex-
pected time until the current customer in finishes service is given by E(S) in steady
state. The second component is the sum of the service times of the random number
of customers waiting in the queue at the time of arrival of this customer. Using The-
orems 6.1 and 6.2, we see that L, is the number of customers in the queue as seen by
an arrival in steady state. Since the service times are iid and independent, and also
independent of the number of customers in the queue, we can use Equation (D.9) to
see that the expected value of the sum of service times of all the customers in the
queue is given by L, 7. Hence, we have

W, = E(S) + Lyt

Substituting from (6.33), (6.34), and (6.35), we get

As? As?
Wy = — + AWyt = — + pW,,
2 2
which can be simplified to
Wy = 2 (6.36)
T 20-p) '

Expected Number in the Queue. Using (6.35) and (6.36), we get as the expected
number in the queue

A2s?
Ly=——.
2(1—p)
Expected Time in the System. Let W be the expected time spent in the system

(6.37)

by a customer in steady state. Since the time in the system is simply the time in the
queue plus the time in service, we get

W=1+W,. (6.38)

Expected Number in the System. Using Little’s Law and (6.38), we get as the
expected number in the queue

1252

L=At+Wy)=p+Lsg=p+—.
! ! 2(1—p)

(6.39)

Equations (6.36), (6.37), (6.38), and (6.39) are variations of what is known as the
Pollaczec—Khintchine formula, named after the two probabilists who first studied
the M/G/1 queue. It is interesting that the first moments of the queue length and
the waiting times are affected by the second moments of the service times! This is
highly counterintuitive. We can think of the mean service time as a measure of the
efficiency of the server: the more efficient the server, the smaller the mean service
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time 7. Similarly, the variance of the service time is an indicator of the consistency
of the server: the more consistent the server, the smaller the variance 2. Thus,
among two equally efficient servers, the more consistent server will lead to smaller
mean waiting times and smaller mean queue lengths!

Example 6.12. (Telecommunications). Packets arrive at an infinite-capacity buffer
according to a Poisson process at a rate of 400 per second. All packets are exactly
512 bytes long. The buffer is emptied at a rate of 2 megabits per second. Com-
pute the expected amount of time a packet waits in the buffer before transmission.
(A byte equals eight bits.)

The time to transmit a single packet is

(512 % 8)/2000000 = .002048 seconds.

Since the packet lengths are identical, the variance of the transmission time is zero.
Thus the buffer can be modeled as an M/ G/1 queue with arrival rate

A =400 per second
and iid service times with mean
7 = .002048 seconds
and variance 0; i.e., second moment
52 = (.002048)2.
Hence, the traffic intensity is given by
p = At =.8192.

Since this is less than 1, the queue is stable. Using (6.36), we get as the expected
time in the queue

As2 400 * (.002048)>

W, = = = .00464 seconds.
2(1—p) 2% .8192

Thus the expected wait before transmission is 4.64 milliseconds. The expected num-
ber of packets waiting for transmission can be computed using (6.37) as

/\2 2
Ly = ——— = 1.8559.
2(1-p)
The expected number of packets in the buffer (including any in transmission) can be
computed as
L=p+ L, =.8192+ 18559 =2.6751. B
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Example 6.13. (M/M/1 as a Special Case of M/G/1). Consider an M/G/1 queue
with iid Exp(u) service times. In this case, the M/ G/1 queue reduces to an M/ M /1
queue with

T=1/u, 02 =1/u? s> =2/u>

Using (6.36), (6.37), (6.38), and (6.39), we get

11
W=——",
upl—p
L=-"_
l—p

These results match with the corresponding results for the M/M/1 queue derived
in Section 6.4. W

6.6 G/M/1 Queue

Consider a single-station queueing system where customers arrive according to a
renewal process with iid inter-arrival times having common cdf G(-) and mean 1/A.
The inter-arrival times may not be exponentially distributed. The queue is serviced
by a single server and has an infinite waiting room. The service times are iid Exp(u)
random variables. Such a queue is called a G/ M/1 queue. If the inter-arrival times
are exponentially distributed, it reduces to an M/M /1 queue.

Let X(¢) be the number of customers in the system at time ¢. {X(¢),z > 0}
is a continuous-time stochastic process with state space {0, 1,2, ...}. Knowing the
current state X (¢) does not provide enough information about the time until the next
arrival (unless the inter-arrival times are exponentially distributed), and hence we
cannot predict the future based solely on X (¢). Hence {X(¢),t > 0} is not a CTMC.
Hence we will state some of the main results without proof and derive others from
it. First define

p=2 (6.40)
u

as the traffic intensity of the G/ M/1 queue.

Stability of the G/M /1 Queue. We begin with the study of stability of the G/ M/1
queue. From Theorem 6.4, it follows that the G/ M/1 queue is stable if

p<l.

Indeed, it is possible to show that (we refer the reader to advanced books on queue-
ing theory for a proof) the G/M/1 queue is unstable if p > 1. Thus p < 1is a
necessary and sufficient condition of stability. We shall assume that the queue is
stable in the remaining analysis.
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Functional Equation. Here we study a key functional equation that arises in the
study of the limiting behavior of a G/M/1 queue. Let A represent an inter-arrival
time; i.e., A is a random variable with cdf G. Define, for s > 0,

G(s) = E(e™*4).
The key functional equation of a G/ M/1 queue is
u=G(ul —u). (6.41)

Before we discuss the solutions of this key functional equation, we describe how to
compute G(s). If A is a continuous random variable with pdf g(x),

G(s) = /0 - e g(x)dx,

and if A is a discrete random variable with pmf p(x;) = P(X = x;), i = 1,2,...,
5 o0
G(s) =) e p(xi).
i=1
We illustrate this with an example below.

Example 6.14. (Computation of G).

1. Exponential Distribution: Suppose the inter-arrival times are Exp(4). Then the
pdfis
g(x) = re™, x>0.

Hence

s+ A

2. Erlang Distribution: Suppose the inter-arrival times are Erl(k,A). Then the
pdfiis
. (Ax)k_l

g(x) = Ae G—DU x>
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Hence

G(s) = /Ooo e Fg(x)dx

X

[T e G0
0

k—1)!
A’ k
:(s+k) ’

where the last integral follows from a standard table of integrals.
3. Hyperexponential Distribution: Suppose the inter-arrival times are Hex (k, A, p).
Then the pdf is

k
g(x) =) pidie ™, x>0.

i=1

Hence

G(s) = /Ooo e ¥g(x)dx

00 k
= e ¥ p~)t~e_’\ixdx
f e X

i=1
k
— Z DilAi
Lass 4 A
i=1

4. Degenerate Distribution: Suppose the inter-arrival times are constant, equal to c.
Then A takes a value ¢ with probability 1. Hence,

G(s) = Ze_sxfp(xi) =e %,
i=1

5. Geometric Distribution: Suppose the inter-arrival times are iid G(p) random
variables. Then the pmf is given by

pi)=PA=i)=0-p)1p, i=12....

Hence

Gs)=) e (1-p''p

i=1
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=pe™ Y (eF(1=p)!

i=1

=pe* ) (€1 = p))
i=0

—S

pe
l—e=s(1—p)

Now we discuss the solutions to the key functional equation. Note that u = 1 is
always a solution to the key functional equation. The next theorem discusses other
solutions to this equation in the interval (0, 1). We refer the reader to advanced texts
on queueing theroy for a proof.

Theorem 6.11. (Solution of the Key Functional Equation). If p > 1, there is no
solution to the key functional equation in the interval (0,1). If p < 1, there is a
unique solution o € (0, 1) to the key functional equation.

Example 6.15. (Exponential Distribution). Suppose the inter-arrival times are iid
Exp(u). Then, using the results of Example 6.14, the key functional equation
becomes

A
U= ————.
(1= u) + A

This can be rearranged to get

(1 —uw)(upw—A) =0.

Thus there are two solutions to the key functional equation

This verifies Theorem 6.11. B

Unlike in the example above, it is not always possible to solve the key func-
tional equation of the G/ M/1 queue analytically. In such cases, the solution can be
obtained numerically by using the following recursive computation:

uo =0, upy1 = G(,u(l —up)), n=>0.

Then, if p < 1,

lim u,; = «,
n—>oo

where « is the unique solution in (0, 1) to the key functional equation.

Example 6.16. (Degenerate Distribution). Suppose the inter-arrival times are con-
stant, equal to 1/A. Using the results from Example 6.14, the key functional equation
becomes

U= e—u(l—u)(l/l) — e—(l—u)/P.
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This is a nonlinear equation, and no closed-form solution is available. It is, however,
easy to obtain a numerical solution using the recursive method described above. For
example, suppose A = 5 and u = 8. Then p = % = .625 and the recursion above

yields & = .3580. W

The solution to the key functional equation plays an important part in the com-
putation of the limiting distributions, as is shown next.

Embedded Distributions. We next study the distribution of the number of
customers in a G/M/1 queue as seen by an arrival in steady state. Since the
{X(t),t > 0} process jumps by *1, it follows from Theorem 6.1 that the arrival
time distribution is the same as the departure time distribution,

£ .
wjp =7y, j =0.

Using the solution to the key functional equation, we give the main results in the
next theorem.

Theorem 6.12. (Arrival Time Distribution). In a stable G/ M /1 queue, the limiting
distribution of the number of customers as seen by an arrival is given by

nf=(1—-awe/, j=0,
where « is the unique solution in (0, 1) to the key functional equation (6.41).

Idea of Proof. We refer the reader to an advanced text for the complete proof. The
main idea is as follows. Define X, as the number of customers in the G/ M /1 queue
as seen by the nth arrival (not including the arrival itself). Then we first show that
{X,.,n > 0} is an irreducible and aperiodic DTMC on state space {0, 1,2, ...} and
compute the transition probabilities

pij =PX; =jlX;=1i), i,j>0,

in terms of u and G(-). Then we show that n;‘.‘ = (1 — a)a’ satisfies the balance
equations

[e )
nF=Y 7'pij. j =0
i=0
This, along with aperiodicity of the DTMC, shows that
7 = lim P(X; =j), j>0.
“ n—oo
This proves the theorem. [ |
Limiting Distribution. Next we study the limiting distribution
pj = lim P(X(1) = j), j =0.
N t—>00

Since the arrival process in a G/ M//1 queue is not Poisson, PASTA is not applicable
and p; # n;. The next theorem gives the main result.
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Theorem 6.13. (Limiting Distribution). In a stable G/M/1 queue, the limiting
distribution of the number of customers in the system is given by

po=1—p, pj=pri_y, j=1,

where Jt;‘ are as in Theorem 6.12.

Idea of Proof. It follows from Example 6.5 that, in steady state, the expected num-
ber of busy servers is p. Since the system is served by a single server, in the long
run we must have

P(server is busy) = p,

and hence
P(serverisidle) = pp = 1 — p.

Now, fix j > 1. Consider the following cost structure. Whenever the number of
customers in the system jumps from j — 1 to j, the system earns $1, and whenever
it jumps from j to j — 1, it loses $1. Then R, the long-run rate at which it earns
dollars, is given by the product of A, the long-run arrival rate of customers, and
71;‘_1 , the long-run fraction of customers that see j — 1 customers ahead of them in
the system. Thus

*
R, = )urj_l.

On the other hand, Ry, the long-run rate at which it loses dollars, is given by
the product of u, the long-run departure rate of customers (when the system is in
state j), and p;, the long-run fraction of the time that the system is in state j. Thus

Rq = pp;.

Since the system is stable, we expect these two rates to be the same. Hence we have
Ay = upj,

which yields the result in Theorem 6.13. | |

Expected Number in the System. The expected number in the system is given by
o0
L= Z ip;
i=0
o0

i=1

Zip(l —a)a' !

i=1
- (6.42)
l —«
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Expected Waiting Time. Using Little’s Law, we get

p_L_11
A ul—a’

(6.43)

Example 6.17. (Manufacturing). A machine manufactures two items per hour in a
deterministic fashion; i.e., the manufacturing time is exactly .5 hours per item. The
manufactured items are stored in a warehouse with infinite capacity. Demand for the
items arises according to a Poisson process with a rate of 2.4 per hour. Any demand
that cannot be satisfied instantly is lost.

Let X(¢) be the number of items in the warehouse at time ¢. Then X (¢) increases
by one every 30 minutes, while it decreases by one whenever a demand occurs.
If X(¢) is zero when a demand occurs, it stays zero. Thus {X(¢),¢ > 0} can be
thought of as the queue-length process of a G/ M/1 queue with deterministic inter-
arrival times with an arrival rate (production rate) of A = 2 per hour and exponential
service times with a rate of i = 2.4 per hour. This makes

p=A/pu=2/2.4= 8333

Thus the queue is stable. The key functional equation for the G/M/1 queue in this
case is (see Example 6.16)

U = =24 S5x(1—w) _ ,~1.2(1~u)
Solving the equation above numerically, we get

o = .6863.

Using this parameter, we can answer several questions about the system.

1. What is the average number of items in the warehouse in steady state?
The answer is given by

L =p/(1 —a)=5.4545.

2. On average, how long does an item stay in the warehouse?
The answer is given by

W =1/u(l —a) = 2.7273 hours.

3. What is the probability that the warehouse has more than four items in it?
The answer is given by

o0 o0 '
Y pi=p1-0)Y o/t = pat = 4019. B
j=5

Jj=5
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6.7 Networks of Queues

So far in this chapter we have studied single-station queueing systems. In practice,
service systems can consist of multiple service stations. Customers can move from
service station to service station many times before leaving the system. Such mul-
tiple service-station systems are called networks of queues. For example, patients
wait at several different queues inside a hospital during a single visit to the hospital.
An electronic message may wait at many intermediate nodes on the Internet before
it is delivered to its destination. Material in a manufacturing facility may wait at
many different work stations until the final product emerges at the end. Paperwork
in many organizations has to wait at different offices undergoing scrutiny and col-
lecting signatures until it is finally done. Students registering for a new semester
may wait in multiple queues during the registration process.

6.7.1 Jackson Networks

In this subsection, we study a special class of queueing networks, called the Jackson
networks. A network of queues is called a Jackson network if it satisfies all of the
following assumptions:

(1) The network has N single-station queues.

(2) The ith station has s; servers.

(3) There is an unlimited waiting room at each station.

(4) Customers arrive at station i from outside the network according to PP(4;). All
arrival processes are independent of each other.

(5) Service times of customers at station i are iid Exp(u;) random variables.

(6) Customers finishing service at station i join the queue at station j with proba-
bility p; ; or leave the network altogether with probability r;, independently of
each other.

The routing probabilities p; ; can be put in matrix form as follows:
P11 P12 P13 - PLN

P21 P22 P23 D2.N
P = | P31 P32 P33 " P3N |. (6.44)

PN,1 PN,2 PN,3 *** DN,N

The matrix P is called the routing matrix. Since a customer leaving station i either
joins some other station in the network or leaves, we must have

N
Y pij+ri=1 1<i<N.
Jj=1

We illustrate this with two examples.
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— OO

Fig. 6.3 A tandem queueing network.

Example 6.18. (Tandem Queue). Consider a queueing network with four service
stations as shown in Figure 6.3. Such linear networks are called tandem queueing
networks.

Customers arrive at station 1 according to a Poisson process at a rate of 10 per
hour and get served at stations 1, 2, 3, and 4 in that order. They depart after getting
served at station 4. The mean service time is 10 minutes at station 1, 15 minutes at
station 2, 5 minutes at station 3, and 20 minutes at station 4. The first station has
two servers, the second has three servers, the third has a single server, and the last
has four servers.

In order to model this as a Jackson network, we shall assume that the service
times are independent exponential random variables with the means given above
and that there is an infinite waiting room at each service station. Thus, if the mean
service time is 20 minutes, that translates into a service rate of three per hour. Then
the parameters of this Jackson network are as follows:

N =4,
s1=2,50=3,53 = 1,54 =4,
A1 =10,1, =0,A3 = 0,14 =0,
M1 =06, =4, u3 =12, ug = 3,

01 0 0
P:OOIO,
0 0 0 1
0 0 0 O

rn=0r=0r=0r=1 [

Example 6.19. (Amusement Park). An amusement park has six rides: a roller
coaster, a merry-go-round, a water-tube ride, a fantasy ride, a ghostmountain ride,
and a journey to the moon ride. (See Figure 6.4.)

Visitors arrive at the park according to a Poisson process at a rate of 600 per hour
and immediately fan out to the six rides. A newly arriving visitor is equally likely
to go to any of the six rides first. From then on, each customer visits the rides in
a random fashion and then departs. We have the following data: the roller coaster
ride lasts 2 minutes (including the loading and unloading times). Two roller coaster
cars, each carrying 12 riders, are on the track at any one time. The merry-go-round
can handle 35 riders at one time, and the ride lasts 3 minutes. The water-tube ride
lasts 1.5 minutes, and there can be ten tubes on the waterway at any one time, each
carrying two riders. The fantasy ride is a 5-minute ride that can carry 60 persons at
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Ghost
Mountain

Fig. 6.4 The amusement park.
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Fig. 6.5 Jackson network model of the amusement park.

any one time. The ghost-mountain ride can handle 16 persons at a time and lasts for
90 seconds. Finally, the journey to the moon ride takes 100 seconds, and 20 riders
can be on it at any one time.

We shall model this as a Jackson network with six service stations: 1. roller
coaster (R); 2. merry-go-round (M); 3. water-tube (W); 4. fantasy (F); 5. ghost-
mountain (G); and 6. journey to the moon (J). (See Figure 6.5.)

Clearly, we need several assumptions. We shall assume that the ride times are
exponentially distributed, although this is typically untrue. Thus, if a ride takes 5
minutes, this translates to a service rate of 12 per hour. If a ride can handle s riders
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simultaneously, we shall assume the corresponding service station has s servers.
Although the service times of all riders sharing a ride must be the same, we shall
assume the service times are iid. Routing of riders is especially problematic. We are
given that new customers go to any of the six rides with equal probability. Hence
the rate of new arrivals at each ride is 100 per hour. We assume that, after each ride,
the riders choose to join one of the remaining five rides or leave in a completely
random fashion. Note that under this model some riders may not visit all the rides,
while others may visit some rides more than once! Also, we assume that riders
behave independently of each other, while in practice they move in small groups.
With these assumptions, we get a Jackson network with the following parameters:

N =6,

s1 = 24,5, = 35,53 = 20,54 = 60,55 = 16, 5¢ = 20,
A=Ay = A3 = A4 = A5 = 16 = 100,

M1 = 307 U2 = 209 H3 = 407 Ha = 127 U5 = 407 He = 369
[0 1/61/61/61/61/6]
1/6 0 1/61/61/61/6
1/61/6 0 1/61/61/6
1/61/61/6 0 1/61/6
1/61/61/61/6 0 1/6
| 1/61/61/61/61/6 0 |

ri=rp,=r3=rq4=rs=r¢g=1/6. [ |

6.7.2 Stability

Since the stations in a Jackson network have infinite capacities, we are faced with
the possibility of instability as discussed in the context of infinite capacity queues
earlier. Hence, in this subsection we establish conditions under which a Jackson
network is stable.

Consider the jth station in a Jackson network. Customers arrive at this station
from outside at rate A ;. Customers also arrive at this station from other stations in
the network. These are called internal arrivals. Let b; be the rate of internal arrivals
at station j. Then the total arrival rate at station j, denoted by a, is given by

a; =)Lj+bj, 1<j<N.

Now, if the service stations are all stable, the departure rate of customers from sta-
tion i will be the same as the total arrival rate at station 7, namely a;. A fraction
Di,; of these departing customers go to station j. Hence the arrival rate of internal
customers from station i at station j is a; p; ;. Hence the internal arrival rate at
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station j from all the stations in the network is given by

N
bj=) aipi. 1=<j<N.

i=1

Substituting in the previous equation, we get

N
aj=2Aj+Y aipij. 1<j=<N. (6.45)

i=1

These simultaneous equations for a; are called the traffic equations. Using
a=layay -+ ay]

and
A=1[A1 Az --- AN],

the traffic equations can be written in matrix form as
a=XA+aP

or
a(l — P) = A.

Suppose the matrix I — P is invertible. Then the equation above has a unique solu-
tion given by
a=AI-P) L. (6.46)

The next theorem states the stability condition for Jackson networks in terms of
the solution above.

Theorem 6.14. (Stability of Jackson Networks). A Jackson network with external
arrival rate vector A and routing matrix P is stable if I — P is invertible and

a; < Sili
foralli =1,2,...,N, wherea = [a1,as,...,ay] is as given in (6.46).

Intuition. If 7 — P is invertible, the traffic equations have a unique solution given in
(6.46). Now, the ith service station is a single-station queue with s; servers, arrival
rate a;, and mean service time 1/u;. Hence, from Theorem 6.4, it follows that the
queue is stable if

ai/pi < si.

This equation has to hold foralli = 1,2, ..., N for the traffic equations to be valid.
This yields the theorem above. [ |

We illustrate this with two examples.
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Example 6.20. (Tandem Queue). Consider the tandem queueing network of
Example 6.18. The traffic equations (6.45) for this example are

ay = 10,
az = dy,
as = ds,
asg = ds.

These can be solved to get
a] =dy =d3 = dg4 = 10.
Using the parameters derived in Example 6.18, we see that

St = 12 > ay,
Sapp = 12> as,
s3p3 = 12 > as,

Sag = 12 > ag.

Thus, from Theorem 6.14, the network is stable. [ |

Example 6.21. (Amusement Park). Consider the Jackson network model of the
amusement park of Example 6.19. Using the arrival rates given there, we get

A = [100 100 100 100 100 100].

Using the routing matrix given there we see that the solution to the traffic equations
is given by
a = [600 600 600 600 600 600].

The total arrival rate at each ride is the same due to the symmetry of the problem.
The fact that the total arrival rate at each ride is the same as the total external arrival
rate at the park can be thought of as an indication that each customer visits each ride
once on average! Using the other parameters given there, we see that

sip1 = 720 > aq,
Sapt2 = 700 > a»,
s3pu3 = 800 > as,
Sqapg = 720 > aq,
Ssius = 640 > as,
Sete = 720 > ag.

Thus, from Theorem 6.14, we see that this network is stable. [ |
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6.7.3 Limiting Behavior

Having established the conditions of stability for Jackson networks, we proceed with
the study of the limiting behavior of the Jackson networks in this subsection.

First we introduce the relevant notation. Let X; (¢) be the number of customers in
the ith service station in a Jackson network at time 7. Then the state of the network
at time ¢ is given by X(¢) = [X1(¢), X2(¢), ..., X~ (¢)]. Now suppose the Jackson
network is stable, with @ as the unique solution to the traffic equations. Let

pny,na,...,nN) = t1—1>120 P(X1(t) = nq, Xa(t) =na, ..., Xy(t) =ny)
be the limiting distribution of the state of the network. Let p;(n) be the limiting

probability that there are n customers in an M/ M /s; queue with arrival rate a; and
service rate ;. From Theorem 6.9, we get

pi(n) = pi(0)pi(n), i >0,

where "
1 .
—(a—’) f0<n<si—1,
nt\ i
pi(n) =
o a; "
’—(—) if n>s;,
;! Si i
and

-1

si—1 1 (a; n (Cli/,ui)si 1
pi(0) = [; J(E) + 51 1—ai/(5i,ui):|

The main result is given in the next theorem.

Theorem 6.15. (Limiting Behavior of Jackson Networks). The limiting distribution
of a stable Jackson network is given by

p(ni,na,....,nN) = p1(n1)pa(n2)--- pn(nn)
forn; =0,1,2,...andi =1,2,...,N

Idea of Proof. The idea is to show that {X(¢),# > 0} is an N -dimensional CTMC
and that the limiting distribution displayed above satisfies the balance equations.
The reader is referred to an advanced book on queueing theory for the details. | |

The theorem above has many interesting implications. We mention three impor-
tant ones:

(1) The limiting marginal distribution of X; (¢) is given by p; (-); i.e.,

tlim P(X;(t) =n) = pi(n), n>0.
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Thus the limiting distribution of the number of customers in the ith station is
the same as that in an M/ M /s; queue with arrival rate a; and service rate ;.

(2) Since the limiting joint distribution of [X;(¢), X2(¢), ..., Xn(?)] is a product
of the limiting marginal distributions of X;(¢), it follows that, in the limit, the
queue lengths at various stations in a Jackson network are independent of each
other.

(3) In steady state, we can treat a Jackson network as N independent multiserver
birth and death queues. They are coupled via the traffic equations (6.45).

We illustrate this with several examples.

Example 6.22. (Jackson Network of Single-Server Queues). Consider a Jackson
network with s; = 1 foralli = 1,2,..., N. Thus all service stations are single-
server queues. Let a be the solution to the traffic equations. Assume that the network
is stable; i.e.,

a; < Hj,i ::1,2,...,PW

We shall answer several questions regarding such a network:

1. What is the expected number of customers in the network in steady state?
Let L; be the expected number of customers in station i in steady state. Since
station i behaves like an M/M/1 queue in steady state, L; can be computed

from (6.25) as
L=
1-— Pi
where
pi =ai/p.
Then the expected number of customers in the network is given by
N N
L=) Li=) ——.
Z -
i=1 i=1

2. What is the probability that the network is empty?
Using Theorem 6.15, the required probability is given by

N
p(0,0,...,0) = p1(0)p2(0)--- px (0) = [ [(1 = py),

i=1
where we have used
pi(0) =1—p;
from (6.24). W
Example 6.23. (Tandem Queue). Consider the tandem queueing network of

Example 6.18. We solved the corresponding traffic equations in Example 6.20
and saw that the network is stable. Using the results of Theorem 6.15, we see that,
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in steady state, station i behaves as an M/M/s; queue with arrival rate a; and
service rate u;, where s; and p; are as given in Example 6.18. Using this and the
results of the M/ M /s queue, we compute the expected number in the network here.
We get

L1 =5.4545, L, = 60112, L3 =5, Ly = 6.6219,
L=Li+L,+Ls+Ls=230877. W

Example 6.24. (Amusement Park). Consider the Jackson network model of the
amusement park in Example 6.19. We solved the corresponding traffic equations
in Example 6.21 and saw that the network is stable. Using the results of Theorem
6.15, we see that, in steady state, station i behaves as an M/M/s; queue with arrival
rate a; and service rate (;, where s; and p; are as given in Example 6.19.

1. Compute the expected number of visitors in the park in steady state.
Using (6.31), we compute L;, the expected number of customers in the 7 th ride.
We get
Ly =21.4904, L, =31.7075, L3 = 15.4813,
L4 =50.5865, Ls =25.9511, Le = 18.3573.

Hence the expected total number of customers in the park is given by
L=Li+L,+ L3+ Ls+ Ls+ L =163.5741.
2. Which ride has the longest queue?
Here we need to compute L?, the expected number of customers in the queue
(not including those in service). This is given by

L =Li—ai/p.

Numerical calculations yield

LT =1.4904, LY = 1.7075, L% = 0.4813,
L =0.5865, L1 =10.9511, L = 1.6906.

Thus queues are longest in service station 5, the ghost-mountain! Thus, if the
management wants to invest money to expand the capacities of the rides, it should
start with the ghost-mountain ride! [ |

6.8 Case Study: Healthy Heart Coronary Care Facility

We shall continue the study of the Healthy Heart Coronary Care Facility of
Section 5.6. Its inpatient facility consists of six units: ER, POW, SU, POU, ICU, and
ECU. It tends to patients of two types: emergency and scheduled. The emergency
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Fig. 6.6 Queueing network
for the emergency patients.

A1 = 0.0776

patients enter the facility in the ER, move among the six units according to an SMP,
and exit from the ER or the ECU. Similarly, the scheduled patients arrive at the
POW and move through the five units (all except the ER) according to an SMP and
exit from the ECU.

The management of Healthy Heart wants to know how much capacity it should
build in each unit to provide proper service to the patients. In Chapter 5, we did not
have enough tools to answer this question properly. However, now we do.

First we need more data about patient demand. The management has historical
data that suggest that the inpatient facility treats on average 9.8 patients per day. We
have already been told that 19% of these are emergency patients and the remainder
are scheduled patients. We begin with the assumption that the capacity of each unit
is infinite, so that all the patients can move independently of each other. We shall
see later how this will allow us to decide upon the actual capacities.

We shall study the two types of patients separately. For each type, we shall model
the inpatient clinic as a Jackson network with one node for each unit, each node
having an infinite number of servers.

Figure 6.6 shows the schematic diagram of the routes followed by the emergency
patients. The network has six nodes: {1 = ER,2 = POW, 3 = SU,4 = POU, 5 =
ICU, 6 = ECU}. We assume that the patients arrive at the ER according to a Poisson
process with rate 9.8%.19 = 1.862 per day, or .0776 per hour. Alternatively, we can
assume that the overall patient arrival process is Poisson with rate 9.8 per day and
each patient is an emergency patient with probability .19, independent of everything
else. Thus the arrival process of the emergency patients is a thinning of the overall
arrival process, and hence Theorem 3.9 implies that it is a Poisson process with
rate 1.862 per day. The semi-Markov nature of the movement of a patient implies
that the routing of the patients among the six units is Markovian. We assume that
the patients move independently of each other. Although we have not assumed the
sojourn times in each state (which are equivalent to the service times in each node)
are exponential, it is known that the product form solution of the Jackson network
holds regardless if the nodes have infinite servers. Using the data from Section 5.6,
we see that the Jackson network model of emergency patient movements has the
following parameters:

N =6,
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s;i =00, 1<i <6,
A1 =0.0776, A; =0, 2<i <6,
M1 = 1/45, M2 = 1/2.4, M3 = 1/68, Ma = 1/4.4, M5 = 1/367, MHe = 1/118,

[0.32 0 0.38.05]
0 1 00 O
0 010 0
0 0.060.94 0
0
0

SO O OO

0.020 0 .98

00 0 0.2 0 |

7'12.25, 7'2:0, I‘3:0, 7'4:0, I‘5:0, 7'6:.88.

Since there are infinite servers at each node, the network is always stable.
Next we solve the traffic equations (6.45) to obtain the total arrival rate vector
a =[ay,as,--- ,ag] in terms of the external arrival vector A = [A1,---, A¢] as

a = A(I — P)~' =[0.0776, 0.0248, 0.0278, 0.0278, 0.0635, 0.0661].

From Theorem 6.15, we see that, in steady state, each of the six nodes behaves as an
M/ M /oo (or M/G/oo) queue. From Theorem 6.10, we see that in steady state the
number of patients in node i is a Poisson random variable with parameter a; / ;.
Let «; be the expected number of emergency patients in unit i. Then the vector
a = [ag,- - ,a6] is given by

o = [0.3491, 0.0596, 0.1888, 0.1222, 2.3309, 7.8024].

We can do a similar analysis for the scheduled patients. The network now has
five nodes {2 = POW,3 = SU,4 = POU,5 = ICU,6 = ECU}. Scheduled
patients arrive at node 2 (POW) according to a Poisson process with rate 9.8%.81
= 7.9380 per day, or 0.3308 per hour. Figure 6.7 shows the schematic diagram of
the movements of the scheduled patients. The parameters of the five-node Jackson
network are

N =5,

si =00, 2<i <6,

Ay = 3808

Fig. 6.7 Queueing network for the scheduled patients.
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A =0.3308, A, =0, 3<i <6,
po =1/2.4, u3 = 1/53, ps = 1/3.4, s = 1/33.8, pe = 1/98.7,

01 00 O
0010 0
P=100.020.98 0 |,
00.020 0 .98
0 0 0.090

1 =0,r3=0,rs=0, r5=0, r¢ = .91.

We compute the total arrival rate vector a = [az, -+ , dg] as
a = [0.3307, 0.3451, 0.3451, 0.3709, 0.3635].

Thus the number of scheduled patients in unit 7 in steady state is a Poisson random
variable with parameter 8; = a;/u;. The vector 8 = [Ba2,--- , Be] is given by

B =1[0.7938, 1.8289, 1.1732, 12.1648, 35.8737].

Since the capacity in each node is infinite, the emergency and scheduled patients
move independently of each other. Hence, in steady state, the number of emergency
patients in unit i is independent of that of the scheduled patients at that node. Thus
the total number of patients in nodei (1 <i < 6) is a Poisson random variable with
parameter 6; = «; + B; (with 8; = 0). The vector 6 = [0, --- , 6¢] is given by

6 = [0.3491, 0.8534, 2.0177, 1.2954, 14.4957, 43.6761]. (6.47)

The knowledge of the expected number (and the distribution) of patients in each
unit can help us size each unit. We describe two criteria that can be used to size the
units: guarantee a certain service level or minimize the cost per unit time.

Service-Level Criterion. We quantify the service level as the probability that a
patient is blocked from entering a needed unit due to capacity restrictions. When
this happens, the clinic has to make temporary arrangements for the patient, which
results in lower quality of care. For example, suppose that the management wants
to ensure that the capacity C; of unit i is such that the probability that a customer is
turned away from this unit is .05. Let N; ~ P(6;) represent that number of patients
in unit i in steady state. Thus we want to choose the smallest C; such that

P(N; > C;) < .05. (6.48)
Performing the numerical calculations, we get

C =11, 3, 5, 3, 21, 55]. (6.49)
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Thus the inpatient facility should have one bed in the ER, three in the POW, five
operating rooms in the SU, three beds in the POU, 21 beds in the ICU, and 55 beds
in the ECU.

Cost Criterion. Next we consider a cost criterion. Let d; be the hourly cost of
maintaining one unit of capacity in unit i. Thus it costs d;C; dollars per hour to
maintain unit / with capacity C;. If we have to house more than C; patients in unit
i, then each overflow patient above C; costs f; > d; dollars per hour due to the
special temporary arrangements we need to make. The management has provided
us the following cost vectors for the six units:

d = [200, 80, 300, 150, 100, 10],

f = [1000, 400, 1500, 750, 500, 50].

Thus the cost of the temporary arrangements for the overflow patients is five times
the cost for regular patients.

Let us compute G;(C;), the expected cost of operating unit i with capacity C;.
The operating cost is d; C; per hour. Recall that N; ~ P(6;) is the number of patients
in unit { in steady state. If N; > C;, N; — C; patients have to be accommodated
with temporary arrangements, which costs f; (N; — C;), and if N; < C;, the cost
of overflow patients is zero. Hence we can write the cost of overflow patients as
fi max{N; — C;, 0}. Now,

max(N; — C;,0) = N; — min(N;, C;) (6.50)
and
Ci—1
E(min(N;.C;)) = Y P(N; > n). (6.51)
n=0

We leave the proof of the equalities above to the reader as Conceptual Problem 6.25.
Hence the expected total cost per hour is given by

Gi(C;) = E(d;C; + fi max(N; — C;,0))
= E(d;C; + fiN; — fi min(N;, C}))

C;—1
= diC; + fi6; — fi Y P(N; > n).
n=0

In order to find the optimal value of C;, we need to study G;(C;) as a function of
C;. A bit of algebra shows that

Gi(Ci +1)—Gi(C;) =d; — fiP(N; > C;).
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Thus P
P(N; > C)) > — = Gi(C; +1) < Gi(Cy)

and J
mm>m§f:&wﬁuz@@y
i

Since P(N; > C;) decreases to 0 as C; — ocoand 0 < d;/f; < 1, we can define
C/ to be the smallest value of C; for which

d;
P(N; > C) < —.
( ) 7

Then

Gi(Ci +1) < Gi(Cy) for C; < Ci*
and

Gi(Ci+1)=>G; (Cl) for C; > Ci*'

Hence G;(C;) is minimized at C; = C;*. Hence it is the optimal capacity of unit i.
With the data given to us, we thus look for the smallest C; such that

P(N; > C;) < .2 (6.52)
Doing numerical calculations, we get
C =11, 2, 3, 2, 18, 49]. (6.53)

It is to be expected that these recommended capacities are smaller than those in
Equation (6.49) based on the service-level criterion.

As with other case studies in this book, we end this case study with the cau-
tionary note that the results of the analysis are valid as long as the assumptions are
valid. If the assumptions are not quite valid, then one needs to treat the results as an
approximation.

6.9 Problems

CONCEPTUAL PROBLEMS

6.1. Consider a single-server queueing system that is initially empty. A customer
arrives at time 0, and successive inter-arrival times are exactly x minutes. The suc-
cessive service times are exactly y minutes. Verify Theorem 6.1. Do the limiting
probabilities p; exist? Does PASTA (Theorem 6.2) hold? (Hint: Consider the cases
y < xand y > x separately.)

6.2. Verify Little’s Law for the system in Conceptual Problem 6.1.
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6.3. Show that the system in Conceptual Problem 6.1 is stable if y < x and unstable
otherwise.

6.4. Consider a stable single-station queue. Suppose it costs $¢ to hold a customer
in the system for one unit of time. Show that the long-run holding cost rate is given
by cL, where L is the mean number of customers in steady state.

6.5. Show that the blocking probability in an M/ M /1/K queue is a monotonically
decreasing function of K and that

0 if p <1,
i = -1
gm pr(Ky =014 )
P
What is the intuitive interpretation of this result?

6.6. Show that L,, the expected number in the queue (not including those in
service) in an M/ M/1/K queue, is given by
1 —pK

Lq:L—mp,

where L is as given in (6.15).

6.7. Show that the blocking probability px (K) in an M/M/K /K queue satisfies
the recursive relationship po(0) = 1 and

(&) — —M/WPR (K =)
K+ &/wpx-1(K—1)

6.8. A machine produces items one at a time, the production times being iid expo-
nential with mean 1/A. The items produced are stored in a warehouse of capacity K.
When the warehouse is full, the machine is turned off, and it is turned on again when
the warehouse has space for at least one item. Demand for the items arises according
to a PP(t). Any demand that cannot be satisfied is lost. Show that the number of
items in the warehouse is an M/ M/1/K queueing system.

6.9. A bankuses s tellers to handle its walk-in business. All customers form a single
line in front of the tellers and get served in a first-come—first-served fashion by the
next available teller. Suppose the customer service times are iid Exp(u) random
variables and the arrival process is a PP(1). The bank lobby can hold at most K
customers, including those in service. Model the number of customers in the lobby
asan M/M/s/K queue.

6.10. A machine shop has K machines and a single repair person. The lifetimes
of the machines are iid Exp(A) random variables. When the machines fail, they are
repaired by the single repair person in a first-failed—first-repaired fashion. The repair
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times are iid Exp(u) random variables. Let X (¢) be the number of machines under
repair at time z. Model {X(¢),¢ > 0} as a finite birth and death queue.

6.11. Do Conceptual Problem 6.10 if there are s < K identical repair persons. Each
machine needs exactly one repair person when it is under repair.

6.12. Telecommunication networks often use the following traffic control mecha-
nism, called the leaky bucket. Tokens are generated according to a PP(1) and stored
in a token pool of infinite capacity. Packets arrive from outside according to a PP(uw).
If an incoming packet finds a token in the token pool, it takes one token and enters
the network. If the token pool is empty when a packet arrives, the packet is dropped.
Let X (¢) be the number of tokens in the token pool at time . Show that { X (), > 0}
is the queue-length process of an M/ M/1 queue.

6.13. In Conceptual Problem 6.12, we described a leaky bucket with an infinite-
capacity token pool but no buffer for data packets. Another alternative is to use an
infinite-capacity buffer for the packets but a zero-capacity token pool. This creates
a traffic-smoothing control mechanism: Packets arrive according to a PP(1), and
tokens are generated according to a PP(u). Packets wait in the buffer for the tokens.
As soon as a token is generated, a waiting packet grabs it and enters the network. If
there are no packets waiting when a token is generated, the token is lost. Let X (¢)
be the number of packets in the buffer at time 7. Show that {X(¢),z > 0} is the
queue-length process of an M/ M/1 queue.

6.14. In a stable M/ M /1 queue with arrival rate A and service rate y, show that

and

T pl—p
6.15. Consider an M /M /s queue with arrival rate A and service rate y. Suppose it
costs $r per hour to hire a server, an additional $b per hour if the server is busy, and
$h per hour to keep a customer in the system. Show that the long-run cost per hour
is given by

rs +b(A/p) + hL,

where L is the expected number in the queue.

6.16. In a stable M/ M /s queue with arrival rate A and service rate u, show that

0
L, = _—
R TpySE

and
_ps 1

A A —
T n(1-p)?
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6.17. Show that, among all service time distributions with a given mean 7, the
constant service time minimizes the expected number of customers in an M/G/1
queue.

6.18. Consider the traffic-smoothing mechanism described in Conceptual Problem
6.13. Suppose the tokens are generated in a deterministic fashion with a constant
inter-token time. Let X (¢) be as defined there. Is {X(¢),# > 0} the queue-length
process in an M/G/1 queueing system with deterministic service times?

6.19. Consider the traffic control mechanism described in Conceptual Problem
6.12. Suppose the tokens are generated in a deterministic fashion with a constant
inter-token time. Let X (¢) be as defined there. Is {X(¢),# > 0} the queue-length
process in a G/ M /1 queueing system with deterministic inter-arrival times?

6.20. Consider a queueing system with two identical servers. Customers arrive ac-
cording to a Poisson process with rate A and are assigned to the two servers in an
alternating fashion (i.e., numbering the arrivals consecutively, all even-numbered
customers go to server 1, and odd-numbered customers go to server 2). Let X;(¢)
be the number of customers in front of server i, i = 1,2. (No queue jumping is
allowed). Show that the queue in front of each server is a G/ M/1 queue.

6.21. Show that the key functional equation for a G/ M/1 queue with U(a, b) inter-
arrival times and Exp(u) service times is

e—an(l—u) _ ,—bu(1—u)
p(l —u)(b —a)

6.22. Customers arrive at a department store according to a PP(4). They spend iid
Exp(p) amount of time picking their purchases and join one of the K checkout
queues at random. (This is typically untrue: customers will join nearer and shorter
queues more often, but we will ignore this.) The service times at the checkout queues
are iid Exp(6). A small fraction p of the customers go to the customer service station
for additional service after leaving the checkout queue, while others leave the store.
The service times at the customer service counter are iid Exp(c). Customers leave
the store from the customer service counter. Model this as a Jackson network.

6.23. Derive the condition of stability for the network in Conceptual Problem 6.22.

6.24. Assuming stability, compute the expected number of customers in the depart-
ment store of Conceptual Problem 6.22.

6.25. Prove Equations (6.50) and (6.51).
COMPUTATIONAL PROBLEMS

6.1. Customers arrive at a single-station queue at a rate of five per hour. Each cus-
tomer needs 78 minutes of service on average. What is the minimum number of
servers needed to keep the system stable?
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6.2. Consider the system in Computational Problem 6.1. What is the expected
number of busy servers if the system employs s servers, 1 < s < 10.

6.3. Consider the system in Computational Problem 6.1. How many servers are
needed if the labor laws stipulate that a server cannot be kept busy more than 80%
of the time?

6.4. Consider a single-station queueing system with arrival rate A. What is the effect
on the expected number in the system if the arrival rate is doubled but the service
rate is increased so that the expected time spent in the system is left unchanged?

6.5. Consider a single-station queueing system with arrival rate A and mean service
time 7. Discuss the effecton L, W, Ly, and W;, if the arrival rate is doubled and the
service times are simultaneously cut in half.

6.6. Customers arrive at a barber shop according to a Poisson process at a rate of
eight per hour. Each customer requires 15 minutes on average. The barber shop has
four chairs and a single barber. A customer does not wait if all chairs are occupied.
Assuming an exponential distribution for service times, compute the expected time
an entering customer spends in the barber shop.

6.7. Consider the barber shop of Computational Problem 6.6. Suppose the barber
charges $12 for service. Compute the long-run rate of revenue for the barber. (Hint:
What fraction of the arriving customers enter?)

6.8. Consider the barber shop of Computational Problem 6.6. Suppose the barber
hires an assistant, so that now there are two barbers. What is the new rate of revenue?

6.9. Consider the barber shop of Computational Problem 6.6. Suppose the barber
installs one more chair for customers to wait in. How much does the revenue in-
crease due to the extra chair?

6.10. Consider the production model of Conceptual Problem 6.8. Suppose the mean
manufacturing time is 1 hour and the demand rate is 20 per day. Suppose the ware-
house capacity is 10. Compute the fraction of the time the machine is turned off in
the long run.

6.11. Consider the production model of Computational Problem 6.10. Compute the
fraction of the demand lost in the long run.

6.12. Consider the production model of Computational Problem 6.10. When an
item enters the warehouse, its value is $100. However, it loses value at a rate of
$1 per hour as it waits in the warehouse. Thus, if an item was in the warehouse for
10 hours when it is sold, it fetches only $90. Compute the long-run revenue per hour.

6.13. Consider the call center of Example 6.7. How many additional holding lines
should be installed if the airline desires to lose no more than 5% of the incoming
calls? What is the effect of this decision on the queueing time of customers?
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6.14. Consider the queueing model of the bank in Conceptual Problem 6.9. Suppose
the arrival rate is 18 per hour, the mean service time is 10 minutes, and the lobby
can handle 15 customers at one time. How many tellers should be used if the aim is
to keep the mean queueing time to less than 5 minutes?

6.15. Consider the queueing model of the bank in Computational Problem 6.14.
How many tellers should the bank use if the aim is to lose no more than 5% of the
customers?

6.16. Cars arrive at a parking garage according to a Poisson process at a rate of 60
per hour and park there if there is space, otherwise they go away. The garage has
the capacity to hold 75 cars. A car stays in the garage on average for 45 minutes.
Assume that the times spent by the cars in the garage are iid exponential random
variables. What fraction of the incoming cars are turned away in the steady state?

6.17. Consider the garage in Computational Problem 6.16. Suppose each car pays
at a rate of $3 per hour based on the exact amount of time spent in the garage.
Compute the long-run revenue rate for the garage.

6.18. Consider the taxi stand of Example 6.9. What is the expected number of cus-
tomers waiting at the stand in steady state? What is the probability that there are at
least three customers waiting?

6.19. Consider the leaky bucket traffic control mechanism of Conceptual Problem
6.12. Suppose 150,000 tokens are generated per second, while the packet arrival rate
is 200,000 per second. Compute the long-run probability that a packet is dropped.

6.20. Consider the leaky bucket traffic-smoothing mechanism of Conceptual Prob-
lem 6.13. Suppose 200,000 tokens are generated per second, while the packet arrival
rate is 150,000 per second. Compute the long-run expected time that a packet waits
in the buffer.

6.21. Consider the manufacturing operation described in Conceptual Problem 6.8
but with an infinite-capacity warehouse. Suppose the demand rate is 12 per hour.
What is the largest mean production time so that at most 10% of the demands are
lost? What is the expected number of items in the warehouse under this production
rate?

6.22. Consider a queueing system where customers arrive according to a Poisson
process at a rate of 25 per hour and demand iid exponential service times. We have
a choice of using either two servers, each of whom can process a customer in 4
minutes on average, or a single server who can process a customer in 2 minutes on
average. What is the optimal decision if the aim is to minimize the expected wait in
the system? In the queue?

6.23. Consider the post office in Example 6.10. How many server windows should
be kept open to keep the probability of waiting for service to begin to at most .10?
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6.24. Consider a service system where customers arrive according to a Poisson
process at a rate of 20 per hour and require exponentially distributed service times
with mean 10 minutes. Suppose it costs $15 per hour to hire a server and an addi-
tional $5 per hour when the server is busy. It costs $1 per minute to keep a customer
in the system. How many servers should be employed to minimize the long-run
expected cost rate? (Hint: See Conceptual Problem 6.15.)

6.25. Consider the service system of Computational Problem 6.24 with six servers.
How much should each customer be charged so that it is profitable to operate the
system?

6.26. Customers arrive at the drivers license office according to a Poisson process
at a rate of 15 per hour. Each customer takes on average 12 minutes of service.
The office is staffed by four employees. Assuming that the service times are iid
exponential random variables, what is the expected time that a typical customer
spends in the office?

6.27. A computer laboratory has 20 personal computers. Students arrive at this lab-
oratory according to a Poisson process at a rate of 36 per hour. Each student needs
on average half an hour at a PC. When all the PCs are occupied, students wait for the
next available one. Compute the expected time a student has to wait before getting
access to a PC. Assume that the times spent at a PC by students are iid exponential
random variables.

6.28. Users arrive at a nature park in cars according to a Poisson process at a rate
of 40 cars per hour. They stay in the park for a random amount of time that is
exponentially distributed with mean 3 hours and leave. Assuming the parking lot is
sufficiently big so that nobody is turned away, compute the expected number of cars
in the lot in the long run.

6.29. Students arrive at a bookstore according to a Poisson process at a rate of 80
per hour. Each student spends on average 15 minutes in the store independently of
each other. (The time at the checkout counter is negligible since most of them come
to browse!) What is the probability that there are more than 25 students in the store?

6.30. Components arrive at a machine shop according to a Poisson process at a rate
of 20 per day. It takes exactly 1 hour to process a component. The components are
shipped out after processing. Compute the expected number of components in the
machine shop in the long run.

6.31. Consider the machine shop of Computational Problem 6.30. Suppose the pro-
cessing is not always deterministic and 10% of the components require an additional
10 minutes of processing. Discuss the effect of this on the expected number of com-
ponents in the shop.

6.32. Customers arrive at a single-server service station according to a Poisson pro-
cess at a rate of three per hour. The service time of each customer consists of two
stages. Each stage lasts for an exponential amount of time with mean 5 minutes,
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the stages being independent of each other and other customers. Compute the mean
number of customers in the system in steady state.

6.33. Consider Computational Problem 6.32. Now suppose there are two servers
and the two stages of service can be done in parallel, one by each server. However,
each server is half as efficient, so that it takes on average 10 minutes to complete one
stage. Until both stages are finished, service cannot be started for the next customer.
Now compute the expected number of customers in the system in steady state.

6.34. Compute the expected queueing time in an M/G/1 queue with an arrival rate
of 10 per hour and the following service time distributions, all with mean 5 minutes:

(1) exponential;
(2) uniform over (0, a);
(3) deterministic.

Which distribution produces the smallest W, and which the largest?

6.35. Customers arrive at a post office with a single server. Fifty percent of the
customers buy stamps, and take 2 minutes to do so. Twenty percent come to pick up
mail and need 3 minutes to do so. The rest take 5 minutes. Assuming all these times
are deterministic and that the arrivals form a Poisson process with a rate of 18 per
hour, compute the expected number of customers in the post office in steady state.

6.36. Consider the queueing system described in Conceptual Problem 6.20. Sup-
pose the arrival rate is 10 per hour and the mean service time is 10 minutes. Compute
the long-run expected number of customers in front of each server. Will it reduce
congestion if the customers form a single line served by the two servers?

6.37. A machine produces items one at a time, the production times being ex-
actly 1 hour. The items produced are stored in a warehouse of infinite capacity.
Demand for the items arises according to a Poisson process at a rate of 30 per
day. Any demand that cannot be satisfied is lost. Model the number of items in
the warehouse as a G/ M/1 queues, and compute the expected number of items in
the warehouse in steady state.

6.38. Compute the fraction of demands lost in the production system of Computa-
tional Problem 6.37. Also compute the expected amount of time an item stays in the
warehouse.

6.39. Compute the expected queueing time in a G/M/1 queue with a service rate
of 10 per hour and the following inter-arrival time distributions, all with mean 8
minutes:

(1) exponential;
(2) deterministic.

Which distribution produces the smallest W, and which the largest?
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6.40. Customers arrive in a deterministic fashion at a single-server queue. The
arrival rate is 12 per hour. The service times are iid exponential with mean 4 min-
utes. It costs the system $2 per hour to keep a customer in the system and $40 per
hour to keep the server busy. How much should each customer be charged for the
system to break even?

6.41. Consider a tandem queue with two stations. Customers arrive at the first sta-
tion according to a Poisson process at a rate of 24 per hour. The service times at
the first station are iid exponential random variables with mean 4 minutes. After
service completion at the first station, the customers move to station 2, where the
service times are iid exponential with mean 3 minutes. The network manager has
six servers at her disposal. How many servers should be stationed at each station so
that the expected number of customers in the network is minimized in the long run?

6.42. Redo Computational Problem 6.41 if the mean service times are 6 minutes at
station 1 and 2 minutes at station 2.

6.43. In the amusement park of Example 6.21, what is the maximum arrival rate the
park is capable of handling?

6.44. Consider Jackson network 1 as shown in Figure 6.8. The external arrival rate
is 25 per hour. The probability of returning to the first station from the last is .3.
There are two servers at each station. The mean service time at station 1 is 3 minutes,
at station 2 it is 2 minutes, and at station 3 it is 2.5 minutes.

1. Is the network stable?
2. What is the expected number of customers in the system?
3. What is the expected wait at station 3?

D))

Fig. 6.8 Jackson network 1.

6.45. Consider Jackson network 2 as shown in Figure 6.9. The external arrival rate
is 20 per hour. The probability of returning to the first station from the second is .3
and from the third station it is .2. There are four servers at station 1 and two each at
stations 2 and 3. Forty percent of the customers from station 1 go to station 2, while
the rest go to station 3. The mean service time at station 1 is 5 minutes, at station 2
it is 3 minutes, and at station 3 it is 4 minutes.

1. Is the network stable?
2. What is the expected number of customers in the system?
3. What is the expected wait at station 3?
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Y
A

Fig. 6.9 Jackson network 2.

Case Study Problems. Use the data of Section 6.8 to do the following problems.

6.46. What should the cost of treating overflow patients in various units be so that
the optimal capacities under the cost-minimization criterion match those under the
service-level criterion given by Equation (6.49)?

6.47. What is the distribution of the total number of patients in the inpatient facility
in steady state? For what fraction of the time is the ER idle?

6.48. What is the expected hourly cost of operating the inpatient clinic under the
optimal capacities given in Equation (6.53)? What if the management uses the ca-
pacities from Equation (6.49) instead?

6.49. The facility charges the patients a fixed fee of r per hour spent in the clinic.
What is the minimum value of r needed to break even? Assume that the system
parameters do not change with r.



Chapter 7
Brownian Motion

So far in this book, we have studied stochastic processes in discrete time and con-
tinuous time but always restricted the state space to be discrete and in most cases a
finite set. This restriction was necessitated by technical difficulties that arise when
dealing with continuous state space. In this chapter, we shall study one very special
stochastic process in continuous time and continuous state space. It is called Brow-
nian motion in honor of the biologist Brown, who observed (using a microscope)
that small particles suspended in a liquid perform a very frenzied-looking motion.
The process is also called the Wiener process in honor of the probabilist who pro-
vided the rigorous mathematical framework for its description. We shall see that the
normal random variable plays an important role in the analysis of Brownian motion,
analogous to the role played by exponential random variables in Poisson processes.
Hence we start with the study of normal random variables first.

7.1 Univariate Normal Random Variables

Consider a random variable taking values in R = (—o0, c0) with the parameters
u € R and 0% € (0, 00). Suppose the pdf is given by

_ 1 1 /x—p\2
f(x)_ﬁexp%—z( 5 )} x € R. (7.1)

Such a random variable is called a normal random variable and is denoted by
N(u, 02). The density above is called the normal density. There is no closed-form
expression for the cdf of this random variable. The normal distribution is also called
the Gaussian distribution. It occurs frequently in statistics as the limiting case of
other distributions. An N(0,1) random variable is called a standard normal random
variable, and its density is denoted by ¢ (x). From Equation (7.1), we get

1 1,
P(x) = expi—=x“:, xe€R. (7.2)
V2 2
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The cdf of a standard normal random variable is denoted by @ (-):

d(x) = /x ;exp%—%bﬂ} du. (7.3)

—00 27T

The following property of the @ function is very useful and can be proved by using
the symmetry of the density function of the standard normal around x = 0,

D(—x) =1—D(x). (7.4)

The next theorem shows that a standard normal random variable can be obtained as
a linear transformation of an N(u, 02) random variable.

Theorem 7.1. (Linear Transformation). Suppose X is an N(j,5?) random vari-

able, and define
X —
y =21
o

Then Y is a standard normal random variable.

Proof. Using Equation (B.8) and f from Equation (7.1), we get

fr(y) =of(oy +p) = ¢(y).
Hence Y ~ N(0,1).

As a corollary to the theorem above, we get the following. Let Y be standard
normal, and define
X =pu+ol. (7.5)

Then X is an N(u, 02) random variable. Hence, using Equations (B.7) and (7.3),
we see that the cdf of X is given by

Fx(x) =@ (x - “) (7.6)

Thus we can compute the cdf of any N(u, 0) random variable if we know the cdf
of an N(0,1) random variable. For this reason, it is sufficient to tabulate @. Such
tables are generally available. We illustrate this with an example.

Example 7.1. (Cdf of N(u, 02)). Suppose X is an N(2, 16) random variable. Com-
pute P(—4 < X < 8).
We know that Y = (X — 2)/4 is an N(0, 1) random variable. Hence

P(-4<X<8)=P((-4-2)/4<(X-2)/4<(8-2)/4)
=P(=15<Y <15)=®(1.5 — &(-1.5) =2&(1.5) — 1 = .8664. N

The next theorem gives the moments of a standard normal distribution.
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Theorem 7.2. (Moments of Normal Distribution). Let Y ~ N(0,1). Then
E(Y)=0 (7.7)

and
Var(Y) = 1. (7.8)

Proof. Note that the standard normal density of Equation (7.2) is an even function
of y; thatis, ¢(y) = ¢(—y). Hence

E(Y) = / yé()dy = 0.

—0o0

Next

E(Y?) = / V2p()dy

—0o0

1 002 2
= — exp(—y~/2)d
el R

2 o0
= E/O y2exp(—y?/2)dy (using symmetry)

2 o0
= ﬁ/o Jue "du (substituting y2/2 = u).

Now, using the standard table of integrals, we recognize the last integral as a special
case of the Gamma function defined as

o0
') = / et dr.
0
Using the properties

r{/2)y=+r, I'z+1)=zI(2),
we get
o0
/ Jitetdu = \J7)2.
0
Hence the result follows. W

Next let X be as defined in Equation (7.5). Then X ~ N(u,o?). Using Equa-
tions (B.15) and (B.19), we see that

E(X) = . Var(X) = o2. (7.9)
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We leave it to the reader to show that

1
E(e*X) = exp%su + Eszaz} . (7.10)

The expectation above is called the moment-generating function of X.

7.2 Multivariate Normal Random Variables

Next we define the multivariate normal random variable. We say X = (X1, X5, ---
X n) is a multivariate normal random variable with parameters y = [;]i=1:n and
= [0i;]i,j=1:n if its joint density is given by

fx(x) = xp(—%(x—u)z‘l(x—uf), xeR". (7.11)

1
Vv (2m)ndet(Y) ©

Here the superscript T denotes transpose. Note that we consider X, u, and x to be
row vectors in the formula above. Sometimes it is useful to think of them as column
vectors. In that case, the formula has to be adjusted by interchanging (x — @) and

(x—m7'.
Example 7.2. (A bivariate normal). A bivariate normal random variable X =
(X1, X2) with parameters

p=[p1, 12l
and
3 = 0'12 pPO102
pPO102 0'22
has its density given by
1
J(x1x) = ————F—=x

27t0’10’2 1 —p2

1 (x1 —p1)? | (2 —p2)?  2p(x1 — p1)(x2 — p2)
exp 30 ) -

+
2 2
Ul 02 0102

for (x1,x3) € R2. If p = 0, we get

— 2 _ 2
f(xl,xz) = 271;102 eXp%—% ((-xl 2/"*1) + (X2 ZIL,LZ) )}

0j 05
:¢(X1 —,ul)qj(xz—llz).
o1 (o))

Thus X; and X, are independent normal random variables if p = 0. [ |
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Example 7.3. (Iid Normals). Let X;, 1 <i < n, be iid N(6, 02) random variables.
Then (X1, X5, -+, X;) is a multivariate random variable with parameters p and X,
where

=6, 1<i<n,
o2 ifi = Js
0 ifi #j.
In general, independent normal random variables are multivariate normal random
variables with diagonal matrix X. | |

0ij =

The next theorem gives an important property of the marginal distributions of
multivariate normal random variables.

Theorem 7.3. (Marginal Distributions). Let X = (X1, X2, -+, X)) be a multivari-
ate normal random variable with parameters |t and X. Then X; is an N(u;, 0i;)
random variable for 1 < i < n, and (X;,X;) (1 < i < j < n) is a bivariate
normal random variable with parameters

o= [pi, pjl

5 [ 0ii 03 } _
0ji 0jj
Proof. The proof follows from tedious integrations using Equation (C.8) to compute

the marginal density of X;. The marginal joint density of (X;, X;) (1 <i < j <n)
is similarly given by

in.Xj(xisxj)=f f / / / f FACTIETI TN
x1 xi—1 Jxi41 xj—1 Jxj41 Xn

Xid1,°°" sxj—lvxjsxj—i-ls"'sxn) Xdxy...dxi—1dx;4, "'dxj—ldxj—i-l coedxy.

and

Next we consider the conditional distributions.

Theorem 7.4. (Conditional Distributions). Let (X1, X») be a bivariate normal ran-
dom variable as in Example 7.2. Given X, = x5, X1 is N(u1 + ZL(xo — o),

022
( —Pz)Ull)-

Proof. Note that the marginal density fx, (-) of X5 is N(i2, 022). The result follows
by substituting the bivariate density f(x1, x2) from Example 7.2 in

S(x1,x2)
fX2 (XZ) .

Sxx, (xX1]x2) =

The next theorem gives the first and second moments of a multivariate normal.
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Theorem 7.5. (Moments). Let X = (X1, X2,---, Xn) be a multivariate normal
random variable with parameters (L and X. Then

E(Xl) = Wi, COV(X,',XJ') = 0jj, i,j = 1,2,~~~ ,n. (7.12)

Proof. From Theorem 7.3, we know that X; ~ N(u;, 0;). Hence, from Equation
(7.9), we get

E(X;) = i, Var(X;) = Cov(X;, X;) =0y, i =1,2,--- ,n.

Theorem 7.3 also says that (X;, X;) is a bivariate normal random variable with
parameters given there. Hence, by tedious integration, we get

COV(X,',X]') = E(XIX/) — E(X,)E(X/) = 0jj, 1 <i< ] <n.

This proves the theorem. | |

The theorem above is why the matrix X is called the variance-covariance matrix
of the multivariate normal random variable. As a corollary, we see that X' must be a
symmetric matrix with positive elements along the diagonal.

Example 7.4. (Covariance). Let X = (X, X3) be a bivariate normal random
variable as in Example 7.2. From the theorem above, we see that the correlation
coefficient of X; and X5 is given by

Cov(X1,X5)  poroz
/ Var(X1)Var(X>) \/012022

Thus, if p = 0, the random variables X; and X, are uncorrelated. We saw in
Example 7.2 that p = 0 also makes them independent. Thus, uncorrelated bivariate
normal random variables are independent. In general, uncorrelated random variables
are not necessarily independent. | |

Next, we consider linear combinations of multivariate normal random variables.
The main result is given in the next theorem.

Theorem 7.6. (Linear Transformation). Let X = (X1, X5,--- ,Xn)T be a
multivariate normal random variable with parameters | and X. Let A =
[@ijli=1:m,j=1:n be an m x n matrix of real numbers and ¢ be a column vector
in R™. ThenY = (Y1,Ya,---, Yn)T = AX + c is a multivariate normal random
variable with parameters

uy = Ap+c, Ty =AXAT.

Proof. See Appendix B.6 in Bickel and Docksum [1976]. |

From this we get the following characterization of the variance-covariance matrix
of a multivariate normal random variable.
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Theorem 7.7. (Variance-Covariance Matrix). Let X be the variance-covariance
matrix of a multivariate normal random variable. Then it is symmetric and posi-
tive semi-definite; that is,

0jj = Oji

and

n n
ZZaia,-jaj >0 forall a =ay,as,---,a,] € R".
i=1j=1
Proof. Symmetry follows from Theorem 7.5. See Conceptual Problems 7.8 and 7.9
for the proof of positive semi-definiteness. | |

With these properties, we are now ready to define Brownian motion in the next
section.

7.3 Standard Brownian Motion

We begin by recalling the concept of stationary and independent increments that
we discussed in Chapter 3, where we saw that a Poisson process has stationary and
independent increments. We start with a formal definition.

Definition 7.1. A stochastic process {X(¢),t > 0} with state space R is said to
have stationary increments if the distribution of the increment X(s + ¢) — X(s)
over the interval (s,s + ] depends only on ¢, the length of the interval. It is said
to have independent increments if the increments over nonoverlapping intervals are
independent.

With the definition above, we are ready to define Brownian motion.

Definition 7.2. (Standard Brownian Motion). A stochastic process {B(¢),z > 0}
with state space R is said to be a standard Brownian motion (SBM) if

1. {B(t),t > 0} has stationary and independent increments and
2. B(t) ~N(0,¢) fort > 0.

The next theorem lists some important consequences of the definition above.

Theorem 7.8. (Properties of SBM). Let { B(t),t > 0} be an SBM. Then:

1. B(0) = 0 with probability 1.

2. B(s +1t)— B(s) ~N(0,¢), s,t > 0.

3. Let0 <t <ty < -+ <ty Then (B(t1), B(t2),---, B(ty)) is a multivariate
normal random variable with parameters @ and X' given by

wi =0, o5 =min(,¢;), 1 <i,j <n.

4. The conditional density of B(s) given B(s +1) = y is N(;37, %)
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Proof. 1. From the definition, we see that B(0) is an N(0,0) random variable that
takes the value 0 with probability 1. Hence B(0) = 0 with probability 1.

2. From the stationarity of increments of an SBM, B(s + t) — B(s) has the same
distribution as B(¢) — B(0) (obtained by setting s = 0). However, B(0) = 0.
Hence B(t) — B(0) = B(t) ~ N(0, t) from the definition of an SBM. The result
thus follows.

3. We shall prove the statement for the case n = 2. The general proof is similar.
The independence of increments implies that X; = B(¢;) and X, = B(tz) —
B(t1) are independent. Also, X; ~ N(0, t1) from the definition and X, ~ N(O0,
t; — t1) from the property 2 proved above. Thus (X1, X») is bivariate normal

with parameters
0 51 0
= N 2 = .
: [0} [ 0 n-n }

B(Il) _ 10 X1

Bt)| |11]|[X2]°
Hence, from Theorem 7.6, we see that (B(¢1), B(t2)) is a bivariate normal ran-
dom variable with mean vector

[][e] =[]

and variance-covariance matrix

10| n 0 LT | thth
11]L0 n—n]l01] |nn]
as desired. This proves the result for n = 2. The general case follows similarly.

4. From property 3 above, we see that (B(s), B(s+1)) is a bivariate normal random
variable with zero mean and variance-covariance matrix

s s
s s+t |

This implies that the correlation coefficient of B(s) and B(s + ) is

s [ s
P= V(s +1) Vs o

The result then follows by using Theorem 7.4. [ |

Now we can write

The next theorem gives a very interesting property of the sample paths of an SBM.
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Theorem 7.9. (Sample Paths of SBM). The sample paths of {B(t),t > 0} are
continuous everywhere, but differentiable nowhere, with probability 1.

Idea of Proof. The proof of this theorem is beyond the scope of this book. Here
we give the intuition behind the result. From Property 2 of the previous theorem,
X(t + h) — X(¢) is an N(0, h) random variable and hence goes to zero as & goes
to zero. Thus we can intuitively say that X(z + h) — X(¢) as h — 0, implying
continuity at f. We also see that (X(+ + h) — X(¢))/h is an N(0, 1/h) random
variable and thus has no limit as 4 — 0. Intuitively, this implies that the derivative
of X () does notexistat 7.

It is very hard to imagine (and harder to draw) a sample path that is continuous
everywhere but differentiable nowhere. We typically draw a sample path as a very
kinky graph, as shown in Figure 7.1. We end this section with several examples.

Example 7.5. Compute a function a(z) > 0 such that an SBM lies between —a(t)
and a(t) at time ¢ > 0 with probability .5.

We are asked to compute a positive number a(¢) such that P(—a(¢) < B(t) <
a(t)) = .5. Since B(t) is an N(0,¢) random variable, we see that B(t)/+/t is an
N(0,1) random variable. Hence

P(—a(t) < B(t) < a(1)) = P(—a(t)/ vt < B()/N1 < a(t)/~1)
= ®(a(t)/V1) — P(—a(t)/ V1)
= ®(a(t)/vV1) — (1 - ®(a(t)/ V1))
=2®(a(1)/\1)—1= 5.

B(t)

Fig. 7.1 Sample path of a
standard Brownian motion.
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Hence we get

a(t)/ vt = @71(.75),

which yields, by using standard tables,
a(t) = @151 = 6741, t > 0.

Note that the result above does not mean that the entire sample path of an SBM lies
in (—.674+/1, .674./1) for all t > 0 with probability .5. W

Example 7.6. Compute the probability that an SBM is below zero at time 1 and
above zero at time 2.

We are asked to compute P(B(1) < 0, B(2) > 0). First note that, given B(1) =
x, B(2)—B(1) = B(2)—x isindependent of B(1) and is an N(0,1) random variable.
Using this observation, we have

P(B(1) <0, B(2) > 0) = /oo P(B(1) < 0, B(2) > 0| B(1) = x)¢(x)dx

0
_ / P(B(2) — x > —x|B(1) = x)$(x)dx

—0o0

0
— [ (-ocpwax

0
:/ @(x)¢p(x)dx (using Equation (7.4))

5

= / udu (substitute @(x) = u)
0

=1/8. 1

Example 7.7. (Standard Brownian Bridge). An SBM {B(¢),0 < t < 1} is called
a standard Brownian bridge if B(1) = 0. Compute the distribution of B(s) (0 <
s < 1) in a Brownian bridge. At what value of s € [0, 1] is its variance the largest?

We are asked to compute the conditional distribution of B(s) given B(1) = 0.
This can be computed from property 4 of Theorem 7.8 by using s + ¢ = 1
and y = 0. Thus B(s) ~ N(0,s(1 — s)). The variance s(1 — s) is maximizeil
ats = .5.

Example 7.8. Let {B(t),0 <t < 1} be an SBM. Compute E(B(¢)|B(t) > 0). Since
B(t)/+/t ~N(0, 1), we have P(B(t) > 0) = 1/2. Hence,

E(B(1)|B(t) > 0) = VIE(B(t)/V1|B(t)/ i > 0)
_ fooo x¢(x)dx
~ U P(B(t)/t > 0)

241 [ L2},
= — X €xX —=X X
V2 Jo P\
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NG
= exp(—u)du (substitute xZ/2 = u)
Vo Jy P /
2t
=,4/—, t>0.
T

By symmetry, we get

E(B(1)|B(t) < 0) = —\/? t>0. 1

Example 7.9. (Reflected SBM). Let {B(7),0 < ¢t < 1} be an SBM. Compute the
distribution of | B(¢)|. We have, for x > 0,

P(IB(t)| <x) = P(=x < B(t) < x)
= P(—x/~1 < B(t)//t <x//1)

X/t
= / ¢ (x)dx

—x//t
= ®(x/V1) = B(—x/ /1)
=20(x//1) - 1.

Hence the density of | B(z)| can be computed by taking the derivative of the expres-
sion above with respect to x. This yields the density

2 ( xz)
—expl——=—], x>0
wt 2t

The state space of the process {| B(¢)|,z > 0} is [0, o). It is called a reflected SBM
since whenever its sample path hits zero, it gets reflected back into the positive half
of the real line. A typical sample path of a reflected SBM is shown in Figure 7.2. | |

Example 7.10. (Geometric SBM). Let {B(t),0 < ¢t < 1} be an SBM. Compute
E(e"B®) for a givent > 0.
Since B(t) ~ N(0,t), we can use Equation (7.10) to obtain

E (e’B(’)) = exp (%rzt) .

The process {e"B® ¢ > 0} has state space (0, 00) and is called a geometric SBM.
It is used often as a model of stock prices.

Example 7.11. (Inventory Model). Let B(¢) be the inventory level at time ¢. Pos-
itive values imply inventory on hand, and negative values imply backlogs. Thus
B(t) = —3is interpreted to mean that three items are on back order, while B(t) = 5
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B(t)

Fig. 7.2 Sample path of a Reflected SBM.

is interpreted to mean that five items are on the shelf. Suppose {B(z),¢ > 0} is an
SBM. Suppose the inventory is 7.5 at time 10. What is the expected amount of in-
ventory at time 4?

Use property 4 of Theorem 7.8 with s = 4,¢t = 6, y = 7.5. Thus, given
B(10) = 7.5, B(4) is a normal random variable with mean (4/10)*7.5 = 3 and
variance (4*6)/10 = 2.4. Hence the expected amount of inventory at time 7.5 is 3.

What is the probability that there was a stockout at time 4? This probability is
given by

P(B(4) < 0|B(10) = 7.5) = P(N(3,2.4) < 0) = P(N(0,1) < —3/~/2.4)
= @(—1.9365) = .0264. N

7.4 Brownian Motion

In this section, we study a useful generalization of the SBM. The generalized
stochastic process is called the Brownian motion (BM). We begin with a formal
definition.

Definition 7.3. Let {B(¢),z > 0} be an SBM. A stochastic process {X(¢),t > 0}
defined by
X(t) = xo + pt +0B(), =0, (7.13)

is called a Brownian motion with drift parameter i € R, variance parameter o > 0,
and starting point xo € R.

We denote a BM with drift 4 and variance parameter o by BM(u, o). Unless
otherwise mentioned, we assume that xo = 0; that is, the BM starts at the origin.
The next theorem lists some important consequences of the definition above.
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Theorem 7.10. (Properties of BM). Let {X(¢),t > 0} be a BM(w, 0) with initial
position X(0) = xg. Then:

1.
2.

3.

{X(t),t = 0} has stationary and independent increments.

X(s + 1) — X(s) ~N(ut,0?t), s,t > 0, and in particular X(t) ~ N(xo +
wt,a?t).

Let 0 < t; < tp < -+ < ty. Then (X(t1), X(t2),--- , X(t,)) is a multivariate
normal random variable with parameters 0 and X given by

6; = xo + uti, o0ij =o*min(t;,t;), 1<i,j<n. (7.14)
The conditional density of X (s) given X(s +1t) =y is N(537 (y — o), 02% .

The sample paths of {X(t),t > 0} are continuous everywhere, but differentiable
nowhere, with probability 1.

Proof. 1. We have

X(t+s)—X(s)=ut +0(B@E +s)— B(s)). (7.15)

Since the distribution of B(z + s) — B(s) is independent of s, it is clear that the
distribution of X (¢ 4+ s) — X(s) is also independent of s. This proves stationarity
of increment. Independence of the increments in the BM follows similarly from
the independence of increments of the SBM.

. We know from Theorem 7.8 that B(s +¢) — B(s) ~ N(0, ¢). Equation (7.15) then

implies that X (s + t) — X(s) ~ N(ut,0?t). As a special case, consider s = 0.
Then X(¢) — X(0) = X(t) — xo is an N(ut,0?t) random variable. Hence the
result follows.

. Let X = (X(t1), X(¢2),---, X(ty)) and B = (B(t1), B(t2),--- , B(t;)). From

the definition of the BM, we have
X =60+ o0B.
Since B is multivariate normal with parameters given in Theorem 7.8, it fol-

lows from Theorem 7.6 that X is multivariate normal with parameters given in
Equation (7.14).

. The conditional density of X(s) given X(s 4+ ¢) = y is the same as the condi-

tional density xo + us + oB(s) given xo + u(s +¢) + oB(s +¢t) = y,
which is the same as the conditional density of xo + us + oB(s) given B(s +
t) = (y — xo — u(s + t))/o. Now, from property 4 of Theorem 7.8, given
Bls +1) = (y = xo — (s +1)/0, B(s) is an N(27 (v — x0) /0 —511/0, )
random variable. Hence, under the same conditioning, X (s) = xo + us + oB(s)
is an N(Ssﬁ(y — Xo), 02%) random variable. Note that this is independent
of !

. This follows from the same property of the paths of the SBM as stated in

Theorem 7.9. W
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We illustrate the theorem above with the help of several examples below.

Example 7.12. Let {X(¢),t > 0} be a BM(—3,2) with X(0) = 10. What is the
probability that the Brownian motion is below zero at time 3?

We know from property 2 of Theorem 7.10 that X (3) is a normal random variable
with mean 10 — 3 x 3 = 1 and variance 22 * 3 = 12. Hence the required probability
is given by

P(X(3) <0) = P((X(3) — 1)/v12 < —1//12) = &(—.2887) = .3864. I

Example 7.13. (Brownian Bridge). A BM {X(¢),0 < ¢t < 1} is called a Brownian
bridge if X(0) = X(1) = 0. Compute the distribution of X(s) (0 < s < 1)ina
Brownian bridge. At what value of s € [0, 1] is its variance the largest?

We are asked to compute the conditional distribution of X(s) given X(1) = 0.
This can be computed from property 4 of Theorem 7.10 by using s + ¢ = 1 and
y = 0. Thus X(s) ~ N(0,02s(1 — s)). The variance o2s(1 — s) is maximized at
s =.5.

Example 7.14. (Geometric BM). Let {X(¢),0 < ¢t < 1} be a BM with X(0) = 0.
Compute E(e’X®) for a given 1 > 0.
Since X (t) ~ N(ut,0?t), we can use Equation (7.10) to obtain

1
E(e™*®) = exp (rp,t + Erzozt) .
As a consequence of the formula above, we see that

E(e20/0M)X 1)) — exp(0) =1, t>0. (7.16)

The process {e"X®) ¢ > 0} has state space (0, co) and is called a geometric BM. It
is used often as a model of stock prices.

Example 7.15. (Inventory Model). Consider the inventory model of Example 7.11.
Suppose we can add to the inventory continuously at a constant rate of 2 per unit
time. Let X(¢) be the inventory level at time ¢ including this production rate. Sup-
pose the initial inventory is x. What value of x should we choose to make the
probability of stockout at any given time ¢ € [0, 1] be bounded above by .05?

The inventory X (¢) is given by

X(1)=x+42t+ B(1), 1>0.

Thus {X(¢),t > 0} is a BM(2,1) with X(0) = x. Thus X(¢) is an N(x + 2¢,¢)
random variable. The probability of stockout at time ¢ is

P(X(1) < 0) = P((X(1) — x — 21) /1 < —(x + 21)/ /1) = ®(—(x + 21)/ 7).
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Using @(—1.64) = .05, we get
—(x +21)/1 < —1.64,

or
X> -2+ 1641, 0<t<1.

Now, the right-hand side of the inequality above is maximized at t = .168, the
maximum value being .3362. Thus, if we choose x = .3362, the inequality above is
satisfied for all 7 € [0, 1]. Thus this is the required initial level. W

7.5 First-Passage Times in an SBM

We begin with the study of first-passage times in a standard Brownian motion. Let
{B(t),t > 0} be an SBM and a € R be a given number. Define the first-passage
time to a as

T(a) = min{t > 0: B(t) = a}. (7.17)

This is a well-defined random variable since the sample paths of an SBM are con-
tinuous and eventually visit every a € R with probability 1. This is analogous to
the first-passage times we studied in the DTMCs and the CTMCs. The next theorem
gives the main result.

Theorem 7.11. (Distribution of the First-Passage Time). Let T (a) be as in Equa-
tion (7.17). Then

P(T(a) <t) = 2P(B(1) = |a]) = 2(1 — ®(la|/V1)). (7.18)

Proof. Assume a > 0. Then, using the Law of Total Probability, we have
P(T(a) <t)=P(T(a) <t,B(t) >a)+P(T(a) <t,B(t) <a). (7.19)

However, B(t) > a implies T'(a) < t. Hence

P(T(a) <t,B(t) > a) = P(B(t) > a). (7.20)
Next, suppose T(a) = s < t. Then we know that B(s) = a. Hence, using indepen-
dence of increments, we see that B(t) = B(t) — B(s) + a ~ N(a, (t — s)). (This
implicitly uses the fact that T'(a) = s depends only on {B(u),0 < u < s}.) Thus,

using the symmetry of the N(a, (¢ — s)) density around a, we get

P(B(t) <a|T(a) =s) =P(B(t) >a|T(a)=s), 0<s<t.
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Hence,

P(B(t) <a,T(a) <t)=P(B(t) >a,T(a) <t) =P(B(t) > a,T(a) < 1).
(7.21)

The use of symmetry above is called the reflection principle. Using Equations (7.20)
and (7.21) in Equation (7.19), we get

P(T(a) <t) =P(T(a) <t,B(t) >a) +P(T(a) <t,B(t) <a)
=P(B(t) >a) +P(T(a) <t,B(t) > a)
=P(B(t) = a) + P(B(t) > a),

thus proving the theorem. The result for a < 0 follows by a similar argument.
Equation (7.18) combines both these cases. [ |

Note that 7'(0) = 0 with probability 1. When a # 0, we can differentiate Equa-
tion (7.18) to obtain the following density of T (a):

a —a?
Jra) = \/% exp (7) , t>0,a#0. (7.22)
b1

Direct integration shows that

E(T(a)) =/0 tfr@()dt = 0o, a #0. (7.23)

Thus, although an SBM reaches any level a with probability 1, it takes on average
an infinite amount of time to do so.

Using Theorem 7.11, we can easily compute the cdf of the maximum and the
minimum of an SBM over [0, ¢]. First define

U(t) = max{B(s) : 0 <s <t} (7.24)

and
L(t) = min{B(s) : 0 <s < t}. (7.25)

The main result is given in the next theorem.

Theorem 7.12. (Maximum and Minimum of an SBM). The density of U(t) is

given by
v (a \/ p Xp ) , a . 7.

The density of L(t) is given by

f ()—,/2e —\ 20 a<0 (7.27)
LnH\a) = . Xp 27 s = U, a =0. .
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Proof. Fora > 0, we have
U@ = a} & {T(a) <t}.

Hence
PU(t) > a) =P(T(a) <1t). (7.28)

Using Equation (7.18), we get
PU() = a) = 2(1 - @(a/V1)).

Taking the derivative with respect to a, we get Equation (7.26). Similarly, fora < 0,
we have
L) =a; & {T(a) <1}

Hence
P(L(t) <a) =P(T(a) <1).

Using Equation (7.18), we get
P(L(t) < a) = 2(1 — &(—a/V1)).
Taking the derivative with respect to a, we get Equation (7.27). | |

The density in Equation (7.26) can be seen to be the density of | X|, where X
is an N(0,7) random variable, and the density in Equation (7.27) is the density
of —| X|.

Example 7.16. Compute the probability that an SBM reaches level 3 by time 4.
We are asked to compute P(7'(3) < 4). Using Equation (7.18), we get

P(T3) <4) =2(1 —®(3/vV4)) =2(1—.933) = .152. I

Example 7.17. Let U(t) be as defined in Equation (7.24). Compute E(U(?)).
We know that U(¢) has the same density as | X |, where X is an N(O, ) random
variable. Hence, using the result of Conceptual Problem 7.6, we get

E(U()) = E(X]|) = V2t/n. I

Example 7.18. (Inventory Model). Suppose the inventory level at time ¢ is given by
x + B(t) for t > 0. Here x is the initial inventory level and is under our control.
What is the smallest level we need to start with so that the probability of a stockout
over [0, 10] is less than .10?

We are interested in the event

x+ B({)>0 for 0<¢<10.
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This is equivalent to
T(—x) =min{t > 0: B(t) = —x} > 10.
Using Theorem 7.11, we see that we need to ensure that
P(T(—x) > 10) = 2&(x/+/10) — 1 > .90.

Thus we need

@(x/v/10) = .55.

Using standard normal tables, we see that this can be achieved if we choose
x > .1257+/10 = .3975.

Hence the initial inventory level should be set to .3975 to ensure that the probability
of a stockout over [0,10] is no more than .10. [ |

Example 7.19. (Stock Prices). Suppose the price (in dollars) of a stock at time 7 (in
days) is given by
V() =e°B0 1> 0.

Here o > 0is called the volatility of the stock. Suppose an investor owns 500 shares
of the stock at time 0. He plans to sell the shares as soon as its price reaches $3. What
is the probability that he has to wait more than 30 days to sell the stock, assuming
that the volatility parameter is 2?

Let

T =min{t >0: V() =3} = min{t > 0: B(¢t) = In(3)/2}.
Thus T = T'(.5493) of Equation (7.17). Using Theorem 7.11, we get
P(T > 30) = P(T(.5493) > 30) = 2&(.5493/+/30) — 1 = .4172.

Hence the investor has to wait more than 30 days with probability .4172. |

Example 7.20. (Stock Prices). Consider the stock price process of Example 7.19.
Suppose a dealer offers you an option to buy a financial instrument that pays a
dollar if the stock value during the next 30 days goes above 3 at any time and zero
dollars otherwise. The dealer wants you to pay 50 cents to buy this option. Should
you buy it?

You should buy the option if the expected payoff from the option is more than 50
cents. Let

U =max{V(t):0<1t <30}

The payoff from the option is $1.00 if U > 3 and 0 otherwise. Hence the expected
payoff is
1.00P(U > 3) + 0.00P(U < 3) =P(U = 3).
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Using the results of Example 7.19, we get
P(U = 3) =P(T(.5493) <30) =1 —.4172 = .5828.

Thus the expected payoff is 58.28 cents, which is greater than 50 cents. Hence you
should buy the option. Wl

7.6 First-Passage Times in a BM

In this section, we study the first-passage times in a BM(t, o). This is a much harder
problem due to the presence of the drift it since it destroys the symmetry property
that we used so crucially in the analysis of first-passage times in the SBM in Sec-
tion 7.5. We need tools from advanced calculus or from Martingale theory to derive
the results. These are beyond the scope of this book, and we refer the reader to an
advanced book (for example, Kulkarni [2010]). Hence we satisfy ourselves with the
statement of the results without proof.
Let
X(t) = ut +0B(2)

be a BM(u, o) with initial position X(0) = 0. Leta < 0 and b > 0 be two given
numbers, and define

T(a,b) =min{t > 0: X(¢) € {a,b}}. (7.29)

Thus T (a, b) is the first time the BM visits a or b. The next theorem gives the main
results.

Theorem 7.13. (First-Passage Times in a BM). Let
=——. (7.30)

If ;L # 0, we have

exp(fa) — 1

P(X(T(a.b)) =b) = exp(fa) — exp(6b)’

(7.31)

_ b(exp(Ba) — 1) —a(exp(6b) — 1)
B = = exp @) —exp(0b) 732

If w = 0, we have
la

P(X(T(a.b)) =b) = ey

) (7.33)

E(T(a.b)) = lalb (7.34)

o2’
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Equation (7.33) can be deduced from Equation (7.31) (and Equation (7.34) from
Equation (7.32)) by letting # — 0 and using I’Hopital’s Rule to compute the
limits. Using Theorem 7.13, we can easily compute the pdf of the maximum and
the minimum of a BM over [0, 0c0). First define

U =max{X(s): 0 <s < o0} (7.35)
and
L = min{X(s):0 <s < oo}. (7.36)

The main result is given in the next theorem. We leave the proof as an exercise for
the reader.

Theorem 7.14. (Maximum and Minimum of a BM). Let {X(¢),t > 0} be a
BM(u, 0), and U and L be as defined in Equations (7.35) and (7.36), respectively.
Furthermore, let 0 be as in Equation (7.30).

1. w < 0. The density of U is given by
fub) =6, b=0, (7.37)

while L = —oo with probability 1.
2. > 0. The density of L is given by

fr(a) = =07, a <o, (7.38)
while U = oo with probability 1.
3. u=0.U = ooand L = —oo with probability 1.
We illustrate the use of the theorem above by several examples.

Example 7.21. Let {Y(t),t > 0} be a BM(1,2) starting at Y(0) = 5. What is the
probability that it hits level 8 before hitting zero?

Let X(¢t) = Y(t) — 5. Then we see that {X(¢),t > 0} is a BM(1,2) starting at
X(0) = 0. Furthermore, the event “{Y(z),¢ > 0} hits level 8 before hitting zero” is
identical to the event “{ X (¢),# > 0} hits level 8 —5 = 3 before hitting 0 —5 = —5.”
Thus we are asked to compute P(X(T') = 3), where T = T'(—5, 3) is as defined in
Equation (7.29). Using

0 =-2u/c?=-2/4=-5
in Equation (7.31), we get

exp(5/2) — 1
exp(5/2) —exp(—3/2)

What is the expected time when the {Y(¢),7 > 0} process hits 8 or 0?

P(X(T)=3) = =.9350.
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This is given by E(T' (-5, 3)). Using Equation (7.32), we get

3(exp(5/2) — 1) + 5(exp(—3/2) — 1)
(exp(5/2) —exp(=3/2))
Example 7.22. (Stock Price). Consider the stock price process of Example 7.19. The

initial value of the stock is $1. The investor plans to sell the stock when it reaches
$3 (for a profit of $2 per share) or when it reaches $.50 (for a loss of $.50 per share).

E(T) = =2.839%. I

(a) What is the probability that the investor ends up selling at a loss?
Let
T =min{t > 0: V() € {1/2,3}}.

We see that

T =min{t > 0: B(t) € {In(1/2)/2,In(3)/2}}
= min{t > 0: B(t) € {—.3466, .5493}}.

Thus T = T(—.3466,.5493), where T (a, b) is as defined in Equation (7.29).
The probability that the investor sells at a loss is given by P(B(T') = —.3466).
Using Equation (7.33), we get

P(B(T) = —.3466) = 1 — P(B(T) = .5493)
= 1 — .3466/(.3466 + .5493) = .6131.

Hence the probability of selling at a profitis 1 —.6131 = .3869.
(b) What is the expected net profit from following this policy?
It is given by
2 %.3869 — .5 % .6131 = .4672.

Thus the investor makes 46.72 cents per share in expected net profit.
(c) What is the expected time when the investor sells the shares?
It is given by

E(T) = .3466  .5493/(1) = .1904.

It seems that this is a surefire policy for making a profit of 46.72 cents per share in
.19 time units. There is only one problem with this analysis: we have ignored the
interest rate on risk-free deposits, effectively assuming that it is zero. The analysis
incorporating the interest rate is beyond the scope of this book, and the reader is
encouraged to see more advanced books on this topic, such as Kennedy (2010) . | |

Example 7.23. (Buffering in Streaming Media). When you listen to a streaming
audio file on the Internet, you notice that the media player buffers the data before
starting to play it. If the player runs out of data to play, it produces an interruption.
On the other hand, if the data come in too rapidly, the buffer can overflow and lead
to lost segments of the audio file. Suppose the data are played at a rate of 4 kilobytes
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per second. Let Y (¢) be the amount of data in the buffer at time 7. Suppose the size
of the buffer is B = 20 kilobytes and the audio file starts playing as soon as there
are 4 kilobytes of data in the buffer. Assume that the buffer content can be modeled
as a BM(—4, +/10) once the file starts playing. What is the expected time when the
buffer becomes full or empty after the file starts playing?

We have Y (0) = 4, and we want to compute E(7"), where

T =min{t > 0:Y(¢) € {0,20}}.
We can see that T = T'(—4, 16), where T (a, b) is defined in Equation (7.29). Using
6 =—-2u/0% =8/10 =8
in Equation (7.32), we get

16(exp(—3.2) — 1) + 4(exp(12.8) — 1)
(—4)(exp(=3.2) — exp(12.8)) N

E(T) =

Thus, on average, the file will play fine for 1 second before encountering distortion
from overflow or underflow. W

Example 7.24. (Optimal Buffering). Consider the buffering policy in Example 7.23.
Suppose the player starts playing the file when it has x kilobytes of data in the buffer.
What is the optimal value of x if the aim is to maximize the expected time until the
first distortion?

Following the analysis of Example 7.23, we see that we are asked to find the
x € [0, 20] that maximizes E(7 (—x, 20 — x)). Using 6 = .8 in Equation (7.32), we
get

_ (20 — x)(exp(—.8x) — 1) + x(exp(16 — .8x) — 1)
N 4(exp(16 — .8x) — exp(—.8x))

g(x) = E(T(—x,20 —x))

Numerically computing the g function above, we see that it is maximized at x = 9.
Thus it is optimal to start playing the file when 9 kilobytes have been buffered. This
produces uninterrupted play for 24.99 seconds on average.

Example 7.25. (One-Sided First-Passage Time). Let {X(¢),¢ > 0} be a BM(u, o)
with u < 0 and X(0) = 0. Let a < 0 be given, and define

T(a) = min{t > 0: X(¢) = a}.

Compute E(T (a)).
‘We use the fact that

E(T(a)) = lim E(T(a.b)).
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where T (a, b) is as defined in Equation (7.29). Taking limits in Equation (7.32) and
noting that 6 > 0, we get

E(T(a)) = lim E(T(a.b))

b(exp(fa) — 1) — a(exp(0b) — 1)
" booo u(exp(6a) —exp(6D))

_ i D(exp(8(@— b)) — exp(=0b)) — a(l — exp(~0b))
 booo p(exp(f(a — b)) — 1)

=a/p.

This is independent of the variance parameter! The result above is also interesting
since it can be interpreted as follows. We know that

E(X()) = pt.

Hence the expected value is a at time ¢ = a/ . This is also the expected time when
the BM reaches a for the first time! Note that this argument is not strictly valid and
only happens to produce the correct result as a coincidence. For example, it cannot
be applied to E(T'(a, b))! [ |

7.7 Cost Models

In this section, we shall study a simple cost model associated with a Brownian mo-
tion. Let {X(¢),z > 0} be a BM(u, o) starting from X(0) = x. Suppose X(¢)
represents the state of a system at time #; for example, the stock price or the in-
ventory level at time 7. Suppose the system incurs costs (or earns rewards) at rate
C(s, X(s)) at time s. Thus the total cost incurred over the time interval [0, ] is
given by

G(t) = /Ot C(s, X(s))ds. (7.39)

Since X(s) is a continuous function of s with probability 1, G(¢) is a well-defined
integral if we assume that C (s, u) is a continuous function of s and u. Let

g(1) = E(G(1)) (7.40)

be the expected total cost over [0, ¢]. The next theorem gives the expression for
g(0).
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Theorem 7.15. (Expected Total Cost). Let {X(t),t > 0} be a BM(u, o) starting
from X(0) = x, and let g(t) be as defined in Equation (7.40). We have

t
g(r) = /0 c(s)ds, (7.41)

where ~
c(s) = / C(s,x + pus +osy)p(y)dy. (7.42)
y

=—00

Proof. We know that
X(t) =x+ ut +otY(2),

where Y(t) ~ N(0, 1). Now, the costs are incurred at rate C(s, X(s)) = C(s, x +
us + osY(s)) at time s. Hence the expected cost rate at time s is given by

c(s) =E(C(s,x + us + osY(s))) = /oo C(s,x + ps +osy)p(y)dy.

y=-00

Hence the total expected cost over [0, ¢] is given by

g(t) = /0 c(s)ds.

which yields Equation (7.41). W

We illustrate the theorem above with several examples.

Example 7.26. (Inventory Cost Model). Consider the inventory model of Exam-
ple 7.11. Suppose it costs $& to carry one unit of inventory for one unit of time
and $p to carry one unit of backlog for one unit of time. What is the expected cost
of carrying the inventory and backlog over the interval [0, 7]?

The cost rate at time s is given by A B(s) if B(s) > 0 and —pB(s) if B(s) < 0.
Hence the cost rate at time s is given by

C(s, B(s)) = hmax(B(s),0) — pmin(B(s),0).
Hence the expected cost rate at time s is given by
c(s) = hE(B(s)|B(s) > 0)P(B(s) > 0) — pE(B(s)|B(s) < 0)P(B(s) < 0).

Using the results of Example 7.8, we can simplify this to

c(s) = %(h + p)@.
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The expected cost over [0, ] is given by

B t _h+p t B 2_[
g(z)_/oc(s)ds_m/oﬁds_(mp)z N |

9

Example 7.27. (Stock Price). Consider the stock price process of Example 7.19.
Suppose the stock yields dividends continuously at rate 7V (¢) per share if the stock
price is V(¢) at time t. Compute the expected total dividend received from one share
over [0, ¢].

The total dividend is given by

G@it)=r /Ot V(s)yds =r /Ot exp(oB(s))ds.
This fits into the cost model of Theorem 7.15 with cost function
C(s, B(s)) = rexp(aB(s)).
Hence the expected cost rate is given by
c(s) = rE(e“B®) = rexp(02s/2),

where we have used Equation (7.10) to evaluate the expected value. Hence the total
expected dividend over [0, 7] is given by

gty =r /0 t exp(o2s/2)ds = %(exp(ozt/Z) —1).

In practice, the payout of dividends will affect the price of the stock. We have ig-
nored this effect entirely in this example. | |

Example 7.28. (Inventory Model). Consider the inventory model of Example 7.18
starting with initial inventory level .3975. What is the expected fraction of the inter-
val [0, 10] for which system faces stockout?

Consider the cost rate function

0 if 3975+ B(s) > 0,

COBOI=0 1 it 30754 BGs) <0,

Then the total cost incurred over [0, 10] equals the length of the duration when the
inventory is negative; that is, when the system is facing stockouts. The expected cost
rate at time s is

c(s) = P(.3975 + B(s) < 0) = &(—.3975//5).
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Hence the expected fraction of the time the system faces stockouts is given by

1 10
e(t) = E/o ®(—.3975//5)ds.

This last integral has to be evaluated numerically. Using MATLAB’s error function,
we can do this to obtain as the expected fraction .40734. Compare this with the
result in Example 7.18. The level .3975 was chosen to ensure that the probability of
a stockout over [0, 10] is less than .10. However, the calculation above shows that we
will face stockouts roughly 40% of the time over [0, 10]. There is no inconsistency
between these two results since once the system faces a stockout, the length of the
stockout period can be large. It may make more sense to set the initial level to
ensure the fraction of the stockout period is less than .10. This will involve intensive
numerical calculations.

7.8 Black-Scholes Formula

We have seen models of stock prices in Examples 7.19, 7.20, 7.22, and 7.27. In Ex-
ample 7.20, we analyzed a possible financial deal offered by a dealer that depended
on the maximum price reached during a given interval. Such deals are called options,
and finding the right price at which to sell them is an important part of financial
engineering. Here we study two simple options, called European put options and
European call options. The method used to evaluate their fair price is the celebrated
Black—Scholes formula. We study it in this section.
Let V() be the price of a stock at time 7. Assume that V(¢) is given by

V(t) = V(0)exp(6¢ + oB(t)), ¢ > 0. (7.43)

Using Equation (7.10), we see that

E(V(t)) = V(0)exp % (9 + %GZ) r} )

Thus one dollar invested in this stock at time 0 is worth exp{(0 + %az)t} dollars
on average at time ¢. An investor typically has the option of investing in a risk-free
instrument, such as a savings account or a treasury bill. Suppose it gives a continu-
ous rate of return of r. That is, one dollar invested in this risk-free instrument will
become e’" dollars at time ¢ with certainty. It stands to reason that the value of the
option must be made by assuming that these two rates of return are the same; other-
wise else positive profits could be made with certainty by judiciously investing the
proceeds of selling the option in the stock and cash. Such opportunities for risk-free
positive profit, called arbitrage opportunities, do not exist in a competitive market.
Hence, from now on, we assume that
1

0+ -02=r.
+20 r



7.8 Black—Scholes Formula 273

Thus, option pricing is done by assuming that the model of the stock price is

V(t) = V(0) exp% (r - %02) t + aB(t)} . t>0. (7.44)

It is completely described by the risk-free return rate r and the volatility
parameter 0.

Now suppose a dealer offers an investor the following deal, called the European
call option, on this stock. It gives the investor the right (but not the obligation) to
buy one share of this stock at time 7" in the future (called the maturity time or expiry
date) at price K (called the strike price). Now, if the price V(T') is greater than K,
the investor will buy the stock at price K and immediately sell it at price V(T)
and make a net profit of V(T') — K. However, if V(T) < K, the investor will do
nothing. Thus, the investor makes a profit of max(V(T') — K, 0) at time 7. Clearly,
the investor never loses on this deal. Hence the dealer asks that the investor pay
$ C to enter into this deal. What is the appropriate value of C? This is the famous
option-pricing problem.

Clearly, the value of C should be such that C invested in a risk-free instrument
should produce the expected return at time 7" as the expected profit from the call
option. This is sometimes called the “no arbitrage” condition. Thus,

Ce'T = E(max(V(T) — K. 0)). (7.45)
The next theorem gives the explicit formula for C in terms of r and o.

Theorem 7.16. (Black—Scholes Formula: European Call Option). The value of the
European call option with maturity date T and strike price K is given by

C =V(0)P(d,) — Ke'Td(dy), (7.46)
mhere In(V(©)/K) + (r +0%/2T
n + @ +o
dy = , 7.47
1 oJT (7.47)
In(V(0)/K) + (r —a?/2)T
dy = . 7.48
2 o JT (7.43)
Proof. Define
+ | w(r) ifV(T)> K,
T = { 0 if V(T) < K,
and
o :{K if V(T) > K,
0 ifV(T)<K.
Then

max(V(T) — K,0) = V(T)T — K.
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Using this notation, Equation (7.45) can be written as
C =e"T[EWV(T)") —E(KT)). (7.49)
Next we compute the two expectations above. Using Equation (7.44), we get

EV(T)T)

= V(0)E (exp ((r — %GZ) T + ch(T))+>

1
= V(0O)E (eXP ((r - 502) T+ UB(T)) Ly, V(o)+(r—5a2)T+oB(T)>1nK})

1
= V(0) exp ((r - 502) T) E (exp(oB(T))l{B(T)/ﬁ>cl}) ,
where
_ In(K/V(0)) = (r — 50°)T
B oNT '
Now B(T)/~T = Z ~ N(0,1), and we can show by direct integration that

1

E(exp(aZ)liz>py) = ¢ > ®(a — b) (7.50)

for positive a. Substituting in the previous equation, we get
1 1
E(V(T)") = V(0) exp ((r — 502) T) exp (EUZT) @(dy) = V(0)e'T d(dy).

where di = oﬁ — ¢y is as given in Equation (7.47). Next, we have
E(K") = E(Kly(r)>x) = KP(V(T) > K)
= KP (ln V(0) + (r - %oz) T +0B(T)>1In K)
= KP(B(T)/NT > c1) = KP(B(T)/VT < dy),

where d> = —cy is as given in Equation (7.48). Substituting in Equation (7.49), we
get Equation (7.46). [ |

The European put option works in a similar way. It gives the buyer the right (but
not the obligation) to sell one share of the stock at time 7" at price K. The profit
from this option at time 7" is max(K — V(T'), 0). We leave it to the reader to prove
the following theorem.
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Theorem 7.17. (Black—Scholes Formula: European Put Option). The value of the
European put option with maturity date T and strike price K is given by

C =Ke " To(—dy) — V(0)P(—dy), (7.51)
where dy and dy are as in Theorem 7.16.

It is relatively straightforward to implement these formulas in MATLAB or
Excel. In fact, it is easy to find Black—Scholes calculators on the Internet that pro-
vide easy-to-use applets to compute option prices.

Example 7.29. (Call and Put Options). Suppose a stock is currently trading at
$20.00 and its volatility parameter is .5 per year. Compute the Black—Scholes price
of a European call option at strike price $15 and maturity date 3 months. Assume
the risk-free return rate is r = .05 per year.

We are given r = .05, T = .25 years, 0 = .5, K = 15 dollars, and V(0) = 20
dollars. Substituting in Equation (7.46), we get C = $5.4261.

Compute the price of a European put option if the strike price is $25. All other
parameters are the same as before.

Now we use K = 25 and Equation (7.51) to get C = $5.3057. N

Example 7.30. (Implied Volatility). One can use the Black—Scholes formula in re-
verse: one can use the quoted prices of options in the market to compute the
volatility parameter so that the Black—Scholes formula produces the same prices.
This is called the implied volatility. Consider the same stock as in Example 7.29,
but assume that the volatility parameter is unknown. Instead, we see that the call
option with 3 month maturity and strike price $15 is quoted in the market at $6.
What is the implied volatility?

We are given r = .05, T = .25 years, K = 15 dollars, V(0) = 20 dollars, and
C = 6 dollars. Substituting in Equation (7.46) and solving for o numerically, we
get 0 = .769 per year. This is the implied volatility. | |

There are many topics of interest in Brownian motion that we have not touched
upon here. This is because the mathematics needed to tackle them is beyond what is
assumed of the readers of this book. We encourage the reader to read an advanced
textbook for more information. One such reference is Kulkarni (2010).

7.9 Problems

CONCEPTUAL PROBLEMS

7.1. Find the mode of an N(u, 02) distribution.

7.2. Find the median of an N(u, 02) distribution.
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7.3. Let Y be an N(0,1) random variable. Show that

0 if n is odd
E(Y") = ’
") n!/(2"(n/2)!) if niseven.

Hint: Follow the proof of Theorem 7.2.

7.4. Let X be an N(u,0?) random variable. Compute its nth central moment
E((X — w)™). Hint: Use Equation (7.5) and Conceptual Problem 7.3.

7.5. Let X be an N(0, 6?) random variable. Show that the pdf of | X | is given by

2 2
fx) = ‘/FeXp(%iz)’ x > 0.

7.6. Let X be an N(0, 62) random variable. Show that

E(|X|) =0+2/m.
7.7. Derive Equation (7.10).

7.8. Let X = (X1,X2,--,X n)T be a multivariate normal random variable with
parameters i and X. Leta = (aj,az, -+ ,a,) € R", and define Y = aX. Show
that Y is an N(uy, 012/) random variable, where

Uy = au, 0,2, =aXa'.

7.9. Using Conceptual Problem 7.8 or another method, show that the variance-
covariance matrix of a multivariate normal random variable is positive semi-definite.

7.10. Derive the density of 7T'(a) given in Equation (7.22).
7.11. Derive Equation (7.23).

7.12. Let X ~ N(0, ¢). Using Theorem 7.12 and Conceptual Problem 7.5, show that
U(t) ~|X|and L(t) ~ —|X]|.

7.13. Let {X(¢),t > 0} be a BM(u, o) with ¢ > 0 and X(0) = 0. Let b > 0 be
given, and define

T(b) =min{t > 0: X(¢t) = b}.
Compute E(T' (b)).

7.14. Let Y(¢) = x 4+ oB(¢) and let T'(a,b) be as in Equation (7.29). Find the
X € [a, b] that maximizes E(T (a, b)).

7.15. Redo Conceptual Problem 7.14 for Y (t) = x + ut + oB(¢).
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7.16. Compute the expected total cost over [0, ¢] for a BM(u, o) if the cost rate is
C(t,x) = xe~® for a given constant o > 0.

7.17. Prove Theorem 7.17.

7.18. Derive Equation (7.37), thus showing that the maximum of a BM(u, o) over
[0, 00) is an Exp(#) random variable if p < 0.

7.19. Derive Equation (7.38), thus showing that the negative of the minimum of a
BM(u, o) over [0, 00) is an Exp(—6) random variable if u > 0.

7.20. Let {X(¢),t > 0} be a BM(u, o). Show that
EX@)—pt|X(w):0<u<s)=X(s)—pus, 0<s<t.
7.21. Let {X(¢),t > 0} be a BM(u,0), and let § = —211/02. Show that

E(eeX(t)lX(u) -0 <u< S) — eHX(S)’ 0 <s<t.

COMPUTATIONAL PROBLEMS

7.1. The amount of water in a dam is normally distributed with mean 2 million
cubic meters and variance 4 million cubic meters?. The capacity of the dam is 3
million cubic meters. What is the probability that the dam overflows?

7.2. The amount of rainfall in a year is a normal random variable with mean 22
inches and variance 16 inches squared. Federal guidelines declare the region to be
drought affected if the rainfall in a year is under 12 inches. What is the probability
that this region will be declared drought affected in a given year?

7.3. Consider the rainfall of Computational Problem 7.2. Suppose the rainfall in two
consecutive years forms a bivariate normal random variable with marginal distribu-
tion given there and correlation coefficient .6. What is the probability that the area
will be declared drought affected next year if the rainfall this year was 18 inches?

7.4. Suppose (X1, X>) are iid normal (0,1). Define

Yi| _[32] Xy n 2
| [15]]lX: 41
Compute the joint distribution of (Y1, Y5)T.

7.5. Let (Y1, Y5) T be as in Computational Problem 7.4. Compute the marginal dis-
tribution of Y7 and Y5.
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7.6. Let (Y1,Y>)T be as in Computational Problem 7.4. Compute the conditional
distribution of Y; given Y, = 3.

7.7. Let (Y1, Y,) " be as in Computational Problem 7.4. Compute the conditional
mean of Y, given Y; = 0.

7.8. Let (Y1, Y2)T be as in Computational Problem 7.4. Compute the distribution
of Y1 + Y».

7.9. Suppose {X(¢),t > 0} is a BM(2,4). Suppose X(0) = 5 and X(4) = —5.
Compute the distribution of X(2).

7.10. Suppose {X(¢),t > 0} is a BM(2,4). Suppose X(0) = 5 and X(4) = —5.
For what value of s is the variance of X (s) the maximum? What is the value of the
maximum variance?

7.11. Compute the probability that a BM(—2,5) starting at 3 is above its initial level
at time 4.

7.12. Compute the joint distribution of X (3) — X(2) and X (10) — X(6) if {X(¢),t >
0} is a BM(—1,1) with X(0) = 3.

7.13. Compute the expected fraction of the time an SBM spends above zero over
[0, ¢].

7.14. Suppose {X(z),¢t > 0} is a BM(u, o). Compute the covariance of X(2) and
X(3) - X().

7.15. Consider the stock price process of Example 7.19. What is the probability that
the stock price is above 2 at time 1?

7.16. Consider the stock price process of Example 7.19. What are the mean and
variance of the stock price at time 1?

7.17. Suppose Y(¢), the water level in a tank at time ¢, is modeled as
Y(t)=5+2B(), t>0.

What is the probability that the tank becomes empty by time 10?

7.18. Consider the water tank of Computational Problem 7.17. Suppose the tank
overflows when the water level reaches 12. What is the probability that the tank
overflows before it becomes empty?

7.19. Consider the water tank of Computational Problem 7.17. What is the expected
time when the tank overflows or becomes empty?

7.20. Suppose the amount of funds (in dollars) in an account at time ¢ can be mod-
eled as 2000 + 1000 B(¢). What is the probability that the account is not overdrawn
by time 57
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7.21. Let {Y(¢t),t > 0} be a BM(—3.,4) starting from Y(0) = 5. Compute the
probability that {Y(¢), ¢ > 0} never goes above 10.

7.22. Let {Y(¢),t > 0} be a BM(1,2) starting from Y (0) = —3. Compute the
probability that {Y(¢),¢ > 0} never goes below —5.

7.23. Let {Y(¢),t > 0} be a BM(2,4) starting from Y (0) = 3. Compute the proba-
bility that {¥'(¢),z > 0} hits level 5 before it hits zero.

7.24. Consider the stock price process {V(¢),¢ > 0} defined as
V(t) = V(0)e?®, ¢ > 0.

The initial value of the stock is $30, and the volatility parameter is ¢ = 2. The
investor plans to sell the stock when it reaches $40 or falls to $25. What is the
probability that the investor ends up selling at a loss?

7.25. Consider the investor of Computational Problem 7.24. What is the expected
net profit per share of following his strategy?

7.26. Consider the investor of Computational Problem 7.24. What is the expected
time when he liquidates his holding in this stock?

7.27. Suppose the inventory level Y (¢) can be modeled as
Y(t) =3—4t +3B(t), t>0.

How large should the inventory storage area be so that the probability that it is ever
full is less than .05?

7.28. Consider the inventory model of Computational Problem 7.27. Suppose the
inventory storage area has capacity 10. What is the probability that a stockout occurs
before the storage area overflows?

7.29. Consider the inventory model of Computational Problem 7.27. What is the
expected time when the storage area overflows?

7.30. Suppose the inventory at time ¢ is modeled as
X(t)=x+put+0oB(), t=>0.

If the inventory level is y, it costs 5y per unit time in holding and stockout costs.
Compute the total expected cost over [0, 3] if x = 3, 4 = —2,and 0 = 3.

7.31. Consider the inventory model of Computational Problem 7.30. Find the value
of the initial inventory x that minimizes this cost assuming 4 = —2 and 0 = 3.

7.32. Consider the inventory model of Computational Problem 7.30. Find the value
of the drift parameter p that minimizes this cost assuming x = 3 and 0 = 3.
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7.33. Let V() be the price of a stock (in dollars) at time ¢ (in years). Suppose it is
given by
V(t) = 2038 ¢ > 0.

Suppose an investor buys this stock continuously at rate 200 per year, so that at ¢
years he holds 200¢ shares of this stock. What is the expected value of his portfolio
at the end of the first year?

7.34. Consider the investor of Computational Problem 7.33. Suppose the stock
generates 2% annual dividends continuously. What is the expected total dividend
received by this investor over the first year? (We ignore the effect of dividends on
the stock price.)

7.35. Consider the stock price process of Computational Problem 7.33. Suppose
this stock yields a 20% dividend every six months. Suppose an investor holds 100
shares of this stock for one year (thus getting a dividend at time .5 and 1). What is
the expected value of the total dividend collected by the investor over the year?

7.36. Compute the Black—Scholes price of a European call option on a stock with
a current value of $10, strike price of $8, and expiration date 6 months from now.
Assume that the risk-free annual rate of return is 4% and the volatility of the stock
is 25% per year.

7.37. For the call option of Computational Problem 7.36, plot the price of the option
as the strike price varies from $5 to $12.

7.38. For the call option of Computational Problem 7.36, plot the price of the option
as the maturity period varies over 3, 6, 9, and 12 months.

7.39. For the call option of Computational Problem 7.36, compute the implied
volatility if the actual market quote is $4.00.

7.40. For the call option of Computational Problem 7.36, compute the implied
volatility if the actual market quote is $2.50.

7.41. Compute the Black—Scholes price of a European put option on a stock with
a current value of $10, strike price of $12, and expiration date 6 months from now.
Assume that the risk-free annual rate of return is 4% and the volatility of the stock
is 25% per year.

7.42. For the put option of Computational Problem 7.41, plot the price of the option
as the strike price varies from $8 to $15.

7.43. For the put option of Computational Problem 7.4 1, plot the price of the option
as the maturity period varies over 3, 6, 9, and 12 months.

7.44. For the put option of Computational Problem 7.41, compute the implied
volatility if the actual market quote is $2.00.

7.45. For the put option of Computational Problem 7.41, compute the implied
volatility if the actual market quote is $1.50.



Appendix A
Probability

A.1 Probability Model

A probability model is a mathematical description of a random phenomenon (some-
times called a random experiment) and has three basic components:

1. sample space;
2. set of events of interest; and
3. probability of these events.

Definition A.1. (Sample Space, §2). A sample space is the set of all possible out-
comes of a random phenomenon.

A sample space is generally denoted by the Greek letter £2 (omega). Elements of
§2, generally denoted by w, are called the outcomes or sample points.

Definition A.2. (Event). An event is a subset of the sample space.

The set of events of interest is denoted by F. It has the following properties:

1. 2 €F,
2. Ee F= E°¢eF,
3. EneFon>1=ge En€F.

The event £2 is called the universal event. The null set @ is in F and is called
the null event. All the events encountered in this book are assumed to belong to F,
so we won’t mention it every time. Table A.1 gives the correspondence between the
event terminology and the set-theoretic terminology.

Events Eq, E5, ... are said to be exhaustive if at least one of the events always
takes place; that is,

)
E, = %2.

n=1

281
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Table A.1 Correspondence Event Description Set-Theoretic Notation
between event and

set-theoretic terminology. ? OrdEz ? z Ez EE
1 and L2 1 2 0r £ L2
Not £ Ecor E
o0
Atleastone of Ey, E,, ... U E,
no=ol
Allof Ey, Es. ... () Ex

n=l1

Similarly, events E;, E», ... are said to be mutually exclusive or disjoint if at most
one of the events can take place; that is,

ENE;=0ifi # ]

Thus, when E;, E, ... are mutually exclusive, and exhaustive, they define a parti-
tion of §2; i.e., each sample point @ € §2 belongs to one and only one E,,.

Definition A.3. (Probability of Events, P). The probability of an event E, written
P(E), is a number representing the likelihood of occurrence of the event E.

The probabilities of events have to be consistent. This is assured if they satisfy
the following axioms of probability:

1. 0<P(E) <1.
2. P(2) =1.
3. If Ey, E», ... € F are disjoint, then

P (G E,,) = i P(E,).
n=1 n=1

Axiom 3 is called the axiom of countable additivity. Simple consequences of
these axioms are

P©) =0, (A.1)

P(E°) =1—-P(E). (A.2)
Let E and F be two events not necessarily disjoint. Then

P(E UF) =P(E) + P(F) — P(EF). (A.3)
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Let E;, 1 <i < n, be n events not necessarily disjoint. Then

P (U Ei) =Y P(E)-Y P(EE))
i=1

i=1 i<j

+ Y P(E,-Eﬂ,-Ek)---—i-(—l)"“P(ﬂ E) (A4)
i=1

i<j<k

The formula above is called the Inclusion—Exclusion Principle.

A.2 Conditional Probability

Definition A.4. (Conditional Probability). The conditional probability of an event
E given that an event F has occurred is denoted by P(E| F) and is given by

P(E|F) = PFffFF)) , (AS5)
assuming P(F) > 0. Wl
If P(F) = 0, then P(E|F) is undefined. We can write (A.5) as
P(EF) = P(E|F)P(F). (A.6)

This equation is valid even if P(F) = 0. An immediate extension of (A.6) is

P(E1Ez-+-En) =P(Ey|E1Ex- - -En—1)P(Ey—1|E1. . .En—2)---P(E2| E1)P(E7).
(A7)

The conditional probability P(-| F') satisfies the axioms of probability; i.e.,

1. 0 <P(E|F) <1forallevents E € F.
2. P(2|F)=1.
3. If Ey, E5, ... are disjoint, then

P (U E, F) =Y _P(E4|F).
n=1 n=1
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A.3 Law of Total Probability

Theorem A.1. (Law of Total Probability). Let E1, E», E3, ... be a set of mutually
exclusive and exhaustive events. Then, for an event E,

P(E) =) P(E|En)P(Ey). (A.8)
n=1
As a special case, we have

P(E) = P(E|F)P(F) + P(E|F°)P(F°). (A.9)

A.4 Bayes’ Rule

Let Eq, E5, ... be mutually exclusive and exhaustive events and E be another event.
Bayes’ Rule gives P(E; | E) in terms of the P(E|E;) and P(E}).

Theorem A.2. (Bayes’ Theorem). Let Ey, E>, ... be a set of mutually exclusive

and exhaustive events, and let E be another event. Then
P(E|E;)P(E;)

Y1 P(E|En)P(E,)

P(E|E) = (A.10)

A.S Independence

Definition A.5. (Independent Events). Events E and F are said to be independent
of each other if
P(EF) = P(E)P(F). (A.11)

If events E and F are independent and P(F) > 0, then we have

P(EF) _ P(E)P(F)
P(F) —  P(F)

P(E|F) = = P(E).

Next we define the independence of three or more events.

Definition A.6. (Mutual Independence). Events Ey, E», ..., E, are said to be mu-
tually independent if for any subset S € {1,2,...,n}

P (ﬂ E,-) = [[PED.

ieS ieS
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Univariate Random Variables

Definition B.1. (Random Variable). A random variable X is a function X : 2 —
(—00, 00).

Definition B.2. (Probability Function of X). Let E be a subset of the real line. Then
P{X e E}) =P({w e 2: X(w) € E}).
If E = (—o0, x], we write P(X < x) instead of P({X € E}). Similar notation is

P{X € (a,b)}) = Pla < X <b),

P{X € (a,b]}) =Pa < X <b),
P{X € (x,00)}) = P(X > x),
P{X € {x}}) = P(X =x).

Definition B.3. (Cumulative Distribution Function (cdf)). The function
F(x)=P(X <x), x € (—00,00),

is called the cumulative distribution function of the random variable X .

We have

Pa < X <b) = F(b)— F(a),
P(X >x)=1-F(x),
P(X <x) = liil(}F(x—e) = F(x),

P(X=x)=F(x)—F(x).

Thus the cumulative distribution function provides all the information about the
random variable. The next theorem states the four main properties of the cdf.

285
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Theorem B.1. (Properties of the cdf).
(1) F(-) is a nondecreasing function; i.e.,
x<y= F(x) < F(y).

(2) F(-) is right continuous; i.e.,

lim F(x + €) = F(x).

€l0
(3) limy__oo F(x) = F(—00) =0.
(4) limy_00 F(x) = F(o0) = 1.

Any function satisfying the four properties of Theorem B.1 is a cdf of some
random variable.

B.1 Discrete Random Variables

Definition B.4. (Discrete Random Variable). A random variable is said to be dis-
crete with state space S = {xo, x1, X2, ...} if its cdf is a step function with jumps at
points in S

Definition B.5. (Probability Mass Function (pmf)). Let X be a discrete random
variable taking values in S = {x¢, X1, X2, ...}, and let F(:) be its cdf. The function

Pk =PX =x¢) = Fxg) — F(x), k=0,
is called the probability mass function of X.

The main properties of the probability mass function are given below.

Theorem B.2. (Properties of the pmf).

Pk=0, k=0, (B.1)

> =1 (B.2)
k=0

Many discrete random variables take values from the set of integers. In such
cases, we define x; = k and pry = P(X = k). A list of common integer-valued
random variables and their pmfs is given in Table B.1.
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Table B.1 Common integer-valued random variables.

Name Parameters Notation State Space  pmf P(X = k)
Bernoulli p €[0,1] B(p) k=01 (1 — p)l=Fk
Binomial n>0,pe0,1] Binn,p) 0<k=<n (Z)pk(l —p)k
Geometric p €[0,1] G(p) k>1 1—=pF'p
Negative Binomial r >1,p €[0,1] NB(r,p) k=>r (l::;)(l —p)rpr
Poisson A € [0, 00) P(L) k>0 eh A

B.2 Continuous Random Variables

Definition B.6. (Continuous Random Variable). A random variable with cdf F(-)
is said to be continuous if there exists a function f(-) such that

F(x) = /_ f(uwdu (B.3)

for all x € (—o0, 00).

In particular, if F(-) is a differentiable function, then it is a cdf of a continuous
random variable and the function f(-) is given by

1) = R = F (o) ®.4)
X

The function f(-) completely determines F(-) by (B.3). Hence it provides an alter-
nate way of describing a continuous random variable and is given the special name
of probability density function.

Definition B.7. (Probability Density Function (pdf)). The function f(-) of (B.3) is
called the probability density function of X.

Theorem B.3. A function f is a pdf of a continuous random variable if and only if
it satisfies
f(x) = 0forall x € (—o0, ), (B.5)

/wfwwuzh B6)

A list of common integer-valued random variables and their pdfs is given in
Table B.2.

Definition B.8. (Mode of a Discrete Distribution). Let X be a discrete random vari-
ableon S = {0,1,2,...} withpmf {pg, k € S}. Aninteger m is said to be the mode
of the pmf (or of X) if

Pm > pr forallk € S.
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Table B.2 Common continuous random variables.

Name Parameters Notation  State Space pdf f(x)

Uniform —oo<a<b<oo Ua,b) la, b] bia

Exponential A=>0 Exp(4) [0, 00) Ae

H tial = ..

yoerexponential A =M hl g p) 10,00) X pise
p=Ipi,-.- pal -
— Ax)*—
Erlang k>1,1>0 Erl(k, 1) [0, 00) Ao GO
Normal —00 < U < 00,

N(,0?)  (—00,00)  —exp{—1(5£)°}

Definition B.9. (Mode of a Continuous Distribution). Let X be a continuous ran-
dom variable with pdf f. A number m is said to be the mode of the pdf (or of X)
if

f(m) > f(x) forallx € S.

Definition B.10. (Median of a Distribution). Let X be a random variable with cdf
F. A number m is said to be the median of the cdf (or of X) if

F(m™)<.5 and F(m) > .5.

Definition B.11. (Hazard Rate of a Distribution). Let X be a nonnegative continu-
ous random variable with pdf f and cdf F. The hazard rate, or failure rate, of X is
defined as

S(x)

M) = T

for all x such that F(x) < 1.

B.3 Functions of Random Variables

Let X be arandom variable and g be a function. Then ¥ = g(X) is another random
variable and has its own cdf and pmf (if Y is discrete) or pdf (if it is continuous).
The cdf of Y is in general difficult to compute. Here are some examples.

Example B.1. (Common Functions). Some common examples of functions of ran-
dom variables are

linear transformation: Y = aX + b, where a and b are constants;
squared transformation: ¥ = X?2;

power transformation: ¥ = X™;

Y = e¢—*X where s is a constant. [ |

el S

1. (Linear Transformation). Y = aX + b, where a and b are constants. Then
we have
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—b
Fy(y) = Fx (yT) . (B.7)

If X is continuous with pdf fx, then sois Y, and its pdf fy is given by

fr(y) = —fx(y b) (B.8)

2. (Square Transformation). ¥ = X2. The cdf Fy of Y is given by

Fr(y) = Fx(Vy) — Fx (=) (B.9)
If X is continuous with pdf fx, then so is Y, and its pdf fy is given by

fr(y) = f (fx (V) + fx(=)). (B.10)

3. (Exponential Transformation). Y = exp{6X}, where 6 # 0 is a constant. The
cdf Fy of Y is given by

1= Fx (™2) if6 <0,y >0,

Fy(y) = (B.11)
Fx ("92)  if6 >0, y>o0.
If X is continuous with pdf fx, then so is Y, and its pdf fy is given by
In(y)
fr(y) = |9| — fx ( y ) y > 0. (B.12)

B.4 Expectations

Definition B.12. (Expected Value of a Random Variable). The expected value of X
is defined as

Yo ixipx(x;) if X is discrete,

E(X) = (B.13)
/ Xfx(x)dx if X is continuous.
X
Theorem B.4. (Expected Value of a Function of a Random Variable).
> g(xi)px(x;) if X is discrete,
E(g(X)) = (B.14)

/ g(x) fx (x)dx if X is continuous.
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The linearity property of the expectation is
E(aX + b) =aE(X) + b, (B.15)
where a and b are constants. In general,

E(g1(X) + g2(X)) = E(g1(X)) + E(g2(X)). (B.16)

Expectations of special functions of a random variable are known by special names,
as listed below.

Definition B.13. (Special Expectations).

E(X") = nth moment of X,
E((X — E(X))") = nth central moment of X,
E((X — E(X))?) = variance of X. (B.17)

From the definition of variance in (B.17), we can show that
Var(X) = E(X?) — (E(X))? (B.18)

and
Var(aX + b) = a*Var(X). (B.19)

Tables B.3 and B.4 give the means and variances of the common discrete and con-
tinuous random variables, respectively.

Tal?le B.3 M.eans and Random Variable E(X) Var(X)

variances of discrete random

variables. BFP) p p(l—Dp)
Bin(n, p) np np(l—p)
G(p) 1/p (1—p)/p°
NB(r, p) r/p [r(1 = p)l/p?
P(A) A A

Table B.4 Means and variances of continuous random variables.

Random Variable E(X) Var(X)

U(a, b) (a+b)/2 b—a)?/12

Exp(1) 1/A /22

Hex(%. p) i P/ S 2pi /a2 = (1 pi/h)
Erl(k, 1) k/A k/A?

N(u, 0?) p o’
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Multivariate Random Variables

Definition C.1. (Multivariate Random Variable). A mapping £2 : X — S € R"
is called an n-dimensional multivariate random variable. It is denoted by a vector
X = (X1,X3,...,X,), and S is called its state space. X1, X»,..., X, are called
jointly distributed random variables.

Whenn = 2, X = (X1, Xy) is called a bivariate random variable.

Definition C.2. (Multivariate cdf). The function
Fx(x) =P(X1 <x1,X2 <x2,..., Xy < Xp), X €R",

is called the multivariate cdf or joint cdf of (X1, X2, ..., X5).

C.1 Multivariate Discrete Random Variables

Definition C.3. (Multivariate Discrete Random Variable). A multivariate random
variable X = (X1, X3,..., X;) is said to be discrete if each X is a discrete random
variable, 1 <i <n.

Definition C.4. (Multivariate pmf). Let X = (X1, X5,..., Xj;) be a multivariate
random variable with state space S. The function

p(x):P(Xl:xlsX2:x27"'7Xn:xn)s XES,

is called the multivariate pmf or joint pmf of X.

A common discrete multivariate random variable is the multinomial random
variable. It has parameters n and p, where n is a nonnegative integer and p =
[P1,-.., pr]issuch that p; > 0 and p1 + p2 + --- + p, = 1. The state space of
X = (Xl,Xz,...,Xr)iS

S ={k = (k1,ka,... ., ks) : ki > Oareintegersand k; + ko + ---+ k, = n}

291
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and the multivariate pmf is

pk) =7 Py s PR kes. (C.1)

kol k!

C.2 Multivariate Continuous Random Variables

Definition C.5. (Multivariate Continuous Random Variable). A multivariate ran-
dom variable X =(X1, X5, ..., X;) with multivariate cdf F(-) is said to be continu-
ous if there is a function f(-) such that

Xn Xn—1 X1
FX(x)=/ / / fuy,ua, ... up)durduy---du,, x € R".
—o00 J—o00 —00 C2)

X is also called jointly continuous, and f is called the multivariate pdf or joint pdf
of X.

A common multivariate continuous random variable is the multivariate normal
random variable. Let x be an n-dimensional vector and ¥ = [0;;] be an n x n
positive definite matrix. X = (X1, X,---, Xp) is called a multi-variate normal
variable N(u, X) if it has the joint pdf given by

Fr(x) = exp (—%(x—mx—l(x—m), xR,

1
VQ2r)rdet(X)

C.3 Marginal Distributions
Definition C.6. (Marginal cdf). Let X = (X1, X3, ..., X;;) be a multivariate ran-
dom variable with joint cdf F(-). The function

FXl- (x,') = P(Xl < x,-) (C.3)

is called the marginal cdf of X;.

The marginal cdf can be computed from the joint cdf as follows:

Fx,(x;) = F(oo,...,00,X;,00,...,00). (C.4)

Definition C.7. (Marginal pmf). Suppose X = (X1, X2, ..., X») is a discrete mul-
tivariate random variable. The function

rx; (xi) = P(X; = x;) (C5)

is called the marginal pmf of X;.
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The marginal pmf can be computed from the joint pmf as follows:

px; (xi) = Z Z Z "'Zp(xl,--.,xi—1,xi,xi+1,.--,xn)~ (C.6)
X1

Xi—1 Xi+41 Xn
Definition C.8. (Marginal pdf). Suppose X = (X1, X»,---, X,) is a multivariate

continuous random variable with joint pdf f(-). The function f¥,(-) is called the
marginal pdf of X; if

Fx, (x;) =/ i Jx; w)du, —oo < x; < oo. (C.7

The marginal pdf can be computed from the joint pdf as follows:

le-(Xi)=/ / / / SOt X1 X X1, e, Xn)
X xi—1 Jxiq1 Xn

del ...dx,-_ldxi_,_l dxn (C8)
Definition C.9. (Identically Distributed Random Variables). The jointly distributed

random variables (Xi, X2,..., X,,) are said to be identically distributed if their
marginal cdfs are identical;

FX] () = FX2(.) = ... = FX,, ()’
(in the discrete case) their marginal pmfs are identical,

rx, () = px, () =+ = px, (),

or (in the continuous case) their marginal pdfs are identical,

fx, () = fx, () == fx, ().

C.4 Independence

Definition C.10. (Independent Random Variables). The jointly distributed random
variables (X1, X2, ..., Xj) are said to be independent if

Fx(x) = Fx,(x1)Fx,(x2) ... Fx,(xp), x € R",
(in the discrete case)

px(x) = px, (X)) px,(x2) ... px, (Xn), x € R",
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or (in the continuous case)

fX(X) = fX1 (xl)sz(XZ)--- an(xn), x € R".

The jointly distributed random variables X1, X», ..., X, are called independent and
identically distributed random variables, or iid random variables for short, if they
are independent and have identical marginal distributions.

C.5 Sums of Random Variables

Let (X1, X2) be a bivariate random variable, and define Z = X; + X,. If (X1, X>3)
is discrete with joint pmf p(x1, x2), we have

pz(@) =) plriiz—x1) =Y pz—x2:x2). (C9)
X1 P%)
If (X1, X») is jointly continuous with joint pdf f(x1, x2), we have

o0 o0
fz(2) =/ Sz —x2,x2)dx> =/ f(x1,z—x1)dx;. (C.10)
—00 —0Q
When (X, X») are discrete independent random variables, (C.9) reduces to

Pz(2) =) px;(x)px, G —x1) = ) px, (2= x2) px, (x2). (C.11)

X1 X2

The pmf pz is called a discrete convolution of px, and px,. When (X1, X») are
continuous independent random variables, Equation (C.10) reduces to

Fr(0) = /_ i, (51) fi, (2 = x1)dxt = /_ fx, (2= x2) fx (x2)dxz. (C.12)

The pdf fz is called a convolution of fx, and fx,.
A few useful results about the sums of random variables are given below.

1. Let X; be a Bin(n;, p) random variable, i = 1, 2. Suppose X; and X, are inde-
pendent. Then X; 4+ X5 is a Bin(n; + n5, p) random variable.

2. Let X;,1 <i <n,beiid B(p) random variables. Then X; + X, +---+ X, isa
Bin(n, p) random variable.

3. Let X; be a P(A;) random variable, i = 1,2. Suppose X; and X, are indepen-
dent. Then X; + X, isa P(A; + A;) random variable.
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4. Suppose X1, X2, -+, X, are iid Exp(A) random variables. Then X; 4+ X,4--- X,
is an Erl(n, A) random variable.

5. Suppose X1 ~ N(uq, 012) and X, ~ N(uz, 022) are independent. Then X; + X»
is an N(u1 + p2,0? + 07) random variable.

C.6 Expectations

Theorem C.1. (Expectation of a Function of a Multivariate Random Variable). Let
X = (X1, X2, ..., Xn) be a multivariate random variable. Let g : R" — R. Then

> g@)px(x)  if X is discrete,
E(g(X)) = / (C.13)

g(x) fx (x) dx if X is continuous.

Theorem C.2. (Expectation of a Sum). Let X =(X1, X2, ..., Xp) be a multivariate
random variable. Then

E(X:+ X2 +---4+ X,) = E(Xy) + E(X2) + -+ E(Xy). (C.14)

Note that the theorem above holds even if the random variables are not
independent!

Theorem C.3. (Expectation of a Product). Let (X1, X2,..., X,) be independent
random variables. Then

E(g1(X1)g2(X2) -+ gn(Xn)) = E(g1(X1))E(g2(X2)) ---E(gn(Xyn)). (C.15)

As a special case of the theorem above, we have
E(X1X2---Xn) = E(X1)E(X2)---E(Xy)

if X1, X»,--, X, are independent.

Theorem C.4. (Variance of a Sum of Independent Random Variables). Let
(X1, X2, ..., Xy) be independent random variables. Then

Var (Z Xi) =) Var(X;). (C.16)
i=1 i=1

Definition C.11. (Covariance). Let (X1, X2) be a bivariate random variable. Its co-
variance is defined as

Cov(X1, X2) = E(X1 X2) — E(X1)E(X>).
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If the covariance of two random variables is zero, they are called uncorrelated.
Independent random variables are uncorrelated, but uncorrelated random variables
need not be independent. However, uncorrelated multivariate normal random vari-
ables are independent.

Theorem C.5. (Variance of a Sum of Dependent Random Variables). Let
(X1, X2, ..., Xyn) be a multivariate random variable. Then

Var (Z X,-) =) Var(X;) +2) > Cov(X;X)). (C.17)

i=1 i=1 i=1j=i+1



Appendix D
Conditional Distributions and Expectations

D.1 Conditional Distributions

Definition D.1. (Conditional pmf). Let (X;, X2) be a bivariate discrete random
variable with joint pmf p(x1, x») and marginal pmfs pyx, (x1) and px, (x2). Sup-
pose px,(x2) > 0. The conditional probability

p(x1, x2)

P(X1 = X1|X2 = Xz) =
Px, (XZ)
is called the conditional pmf of X given X = x; andis denoted by pyx,|x, (x1]x2).

Definition D.2. (Conditional pdf). Let (X, X») be a jointly distributed continuous
random variable with joint pdf f(x;,x») and marginal pdfs fx, (x1) and fx, (x2).
The conditional pdf of X; given X, = x; is denoted by f¥,|x,(x1]x2) and is

defined as
f(x1,x2)

) D.1
sz (XZ) ( )

fX1|X2(x1|x2) =
assuming fx, (x2) > 0.

We can compute the probability of an event £ by conditioning on a discrete
random variable X by using

P(E) =) P(E|X = x)P(X =x) (D.2)

1

or a continuous random variable X by using

P(E) :/_ P(E|X = x) fx(x) dx. (D.3)

297
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D.2 Conditional Expectations

Definition D.3. (Conditional Expectation). The conditional expectation of X given
Y = y is given by

E(X|Y =y) =) xpxjy (x]y) (D.4)
in the discrete case and
ECHIY =) = [ xfar (el dx (D.5)
—0o0

in the continuous case.

Theorem D.1. (Expectation via Conditioning). Let (X,Y) be a bivariate random
variable. Then

E(X) =) EX|Y = y)pr(») (D.6)
y

if Y is discrete and

E(X) = /_ ECX|Y = ») fr (v) dy D7)

if Y is continuous.

One can treat E(X|Y) as a random variable that takes value E(X|Y = y) with
probability P(Y = y) if Y is discrete or with density fy (y) if Y is continuous.
This implies

E(E(X|Y)) = E(X). (D.8)

D.3 Random Sums

Let {X,,n = 1,2,3,...} be a sequence of iid random variables with common ex-
pectation E(X) and variance Var(X), and let N be a nonnegative integer-valued
random variable that is independent of {X,,,n = 1,2,3,...}. Let

N
Z=Y X,
n=1
Then one can show that
E(Z) = E(X)E(N), (D.9)
Var(Z) = E(N)Var(X) + (E(X))?Var(N). (D.10)
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Chapter 2

CONCEPTUAL PROBLEMS

2.1. Proof by induction. The statement is true for k = 1 by the definition of transi-
tion probabilities. Suppose it is true for k. We have
P(Xk+1 = ik+1,---, X1 = 11| X0 = io)
=P Xr41 = ik+11 Xk = ik, .., X1 =11, Xo = ip)
xP(Xg = ig,..., X1 =i1|Xo = io)
= P(Xk+1 = k41| Xie = ik)
xP(Xy = ig,..., X1 =i1|Xo = io)
= Piksikt1 Pig—1.ik Pik—2,ix—1 - - - Pio.i1-
Here the second equality follows from the Markov property and the third one from
the induction hypothesis.

23.Letp=1—pandg =1 —¢q. Then

7 347G 344> 7’
b P9* pq® +2pqq 2pqq+ pa* §*p .

qp* 2pqp+3qp> qp*+24pp qp*

P’ 3p%p 3pp* »’?

25. () a" = P(Xa=j) = Y/L,PXy = jlXo = DP(Xo = i) =
Z;v:lai[Pn]i,j. Thus, a” = a * P".
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(2) The proof is by induction on m. The statement holds for m = 1 due to the
definition of a DTMC. Suppose it holds for m > 1. Then

P(Xn+m+l = ]an =1, Xn—lv cee 7X0)
N

= PXnimr1 = j|Xngm =k Xp =i.....Xo)
k=1
XP(Xn+m = k|Xn = i,...,X())

N
(m) (m+1)
=Y " piiply) =piY.
k=1

Thus the statement follows from induction.

27.P(T; =k)=PXo=i,X1=10,...,Xk—1 =1, X #1)

=P(Xg # i[Xk—1 = D)P(X—1 = 1| X2 = i)---P(X1 = i|Xo = 1)P(Xo = i)
_ k—1 .

= DPi,; (1 = pii).

29.P = [1_1’1’]

I—pp
2.11. Let
1 if the machine is idle at the beginning of the nth minute
and there are no items in the bin,
2 if the machine has just started production at the beginning
X, = of the nth minute and there are no items in the bin,

3 if the machine has been busy for 1 minute at the beginning
of the nth minute and there are no items in the bin,
4 if the machine has been busy for 1 minute at the beginning

of the nth minute and there is one item in the bin.

Then {X,,n > 0} is a DTMC on S = {1,2, 3,4} with the transition probability
matrix

l—-p p 0 0
p— 0 0O 1—-p p
l—-p p 0 0
0 1 0 0

2.13. Let

1 if day n is sunny,

2 if day n is cloudy and day n — 1 is not,
3 if day n is rainy,

4 if days n and n — 1 are both cloudy.

Xn
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Then {X,,n > 0} is a DTMC on state space S = {1,2, 3,4} with the transition
probability matrix

2.15.Let A = {X,, visits 1 before N}. Thenu; = 1,uy = 0,andfor2 <i < N—1,

N
w =P(A|Xo =i) =) P(A|X; = j. Xo = )P(Xy = j|Xo = i)
j=1
N N
=Y P(AIXo = ))P(X1 = j|Xo =) =Y u;pi.
j=1 j=1

217. piiv1=pu/(A+pu)=1—p;i—1for—4 <i <4dand ps5 = p_5_5 = L.

COMPUTATIONAL PROBLEMS
2.1.6.3613. 2.3. $4.

2.5.9.6723,9.4307, 8.8991, 8.2678. 2.7. [47.4028, .0114, . 679.92]

2.9..0358. 2.11. 1.11 days. 2.13..3528.
2.15. (a)

[2.6439 2.6224 2.8520 2.8817]
1.6507 3.7317 2.9361 2.6815
1.8069 2.7105 3.6890 2.7936

| 1.6947 2.6745 2.8920 3.7388 |

M(10) =

(©

[3.3750 0 7.6250 0 ]
0 3.6704 0 7.3296

2.5417 0 8.4583 0

0 2.6177 0 8.3823 |
2.17..0336 hours. 2.19. (a) irreducible, (c) reducible.

M(10) =

2217 = n* = & = [.1703. ,2297, 2687, .3313].
2.23. 7 does not exist. #* = 7 = [.50.,10., 15, .25].
2.25. (1) 0.0979. (2) 5.3686. 2.27.0.1428.

2.29..1977. 2.31.0.7232. 2.33.7.3152.
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2.35. Both produce .95 items per minute.

2.37.$45491 per day.  2.39..0003 per day. 2.41. $11.02 per week.

2.43. (b) 3. (d) 3. 2.45. 60.7056. 2.47.241.2858.

2.49. Tt saves $78,400 per year.

2.51. No. Annual savings under this option = $196,376.38 per year.

Chapter 3

CONCEPTUAL PROBLEMS

3.1 The mode is the largest integer less than or equalto (n + 1) p. If (n + 1) p is an
integer, there are two modes, (n + 1)p — 1 and (n + 1) p.

3351 352, 3722

i _i As) (M) —i
3155 (N)p/ (1= p)y . 3.19 M G GO-

321 P(%(l (- p)"), n > 1. 325 AsE(C?).

COMPUTATIONAL PROBLEMS

3.1 Exp(1/10). 3.33.333. 3.54/9.

3.7 .3050. 3.9 1.667. 3.11 .3857.

3.13 2.7534. 3.15 .25. 3.17 .7788.

3.19 56, 56. 3.21 PP(.053).

3.23 .5507. 3.25.0194. 3.27 4080, 7440.

3.29 1612.5,4957.5.

Chapter 4

CONCEPTUAL PROBLEMS
41.5=1{0,1,2,....,K},rij—1=AL,1 <i < Kallotherr; ; = 0.

43.5 =1{0,1,2,3,4,5}, riji—1 = icu,2 <i <5 rio=i(l—-c)u,2 <i <
5,r1,0 = u, all otherr; ; = 0.
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45. 0 = u, 1 <i <K, A=A+ A for0<i <M, A forM+1<i <K,
and O fori = K.

4.7.Let A(t) = (b, ) be the number of operational borers and lathes at time ¢. Then
{A(t),t = 0} is a CTMC with state space

§ ={(0.0).(0,1),(0.2).(1,0).(2,0).(1,1),(1,2). (2. 1), (2. 2)}

and rate matrix

0 A, 0 A 0 0O O
M1 0 )L] 0 O )Lb 0
020, 0 0 0 0 XA
up 0 0 0 Ap A; O

R=[0 0 024 0 0 0 2} 0

0 up 0 g 0 0 A; Ap O

0 0 Mp 0 0 2,u1 0 0 lb

0O 0 O 0 12%j Z[Lb 0 0 )L]

0O 0 O 0 0 O Z[Lb 2/1,] 0_

oS O O O
o O O O

4.9. Let X (¢) be the number of customers in the system at time ¢ if the system is up,
and let X(¢) = d if the system is down at time ¢. {X(¢),¢ > 0} is a CTMC with
transition rates r; g = 0 for0 <i < K,rgo =0, r;j—1 = pforl <i < K, and
Tii+1 =Afor0<i <K-1.

4.11. § = {0, 1,2, 3, 4}, where the state is 0 if both components are down and one
component is being repaired, the state is 1 if component 1 is up and component 2
is down, the state is 2 if component 2 is up and component 1 is down, the state is
3 if both components are up, and the state is 4 if the system is down, one compo-
nent has completed repairs, and the other component is being repaired. The nonzero
transition rates are ro 4 = ®, 71,0 = Ap, 720 = Aq, 13,0 = A, 131 = Aq,r32 =
kp, rg3 = .

COMPUTATIONAL PROBLEMS

[ 3747 2067 .1964 .1319 .0903
2615 2269 .2045 .1841 .1230
4.1. P(0.20) = | .2424 .1964 .2153 .1858 .1601
1804 1947 2088 .2327 .1835
1450 1544 2103 .2191 2711

1353 1876 3765 .3006 0
0 3229 3765 .3006 0
0 .0640 .6732 .2627 0
0 1775 4143 .4082 0 0
2001 .0801 .1307 .1197 .2956 .1738
| -[1874 .0696 .1121 .1036 .1738 .3535 |

S O O

4.3. P(0.10) =
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4.5.18. 4.7..0713. 4.9. .0308.

(1167 0318 .0299 .0134 .0083
.0400 .0834 .0328 .0307 .0131
4.11. M(.20) = | .0371 .0318 .0760 .0291 .0260
.0184 .0319 .0336 .0864 .0297
| 0132 .0l64 .0338 .0358 .1007

0432 0140 0221 .0207 0
0 0572 .0221 .0207 0
0 .0028 .0801 .0171 0

0 .0134 .0256 .0609 0 0
.0165 .0035 .0051 .0051 .0561 .0136
| -0143 .0030 .0042 .0043 .0136 .0607

4.15. 3.95 minutes. 4.17.9.36 hours. 4.19. .5289 hours.
4.21. p = [.2528, .1981, .2064, .1858, .1569].
4.23. p = [.3777, .1863, .0916, .0790, .0939, .0466, .0517, .0732].

oS O O

4.13. M(.10) =

4.25..5232. 4.27.4.882. 4.29. .4068.
4.31.65.7519. 4.33. 1233.6. 4.35. 187.96.
4.37. $25.72. 4.39. $28.83. 4.41. Yes.

4.43. $223.73 per day. 4.45. .7425. 4.47. 2944,

4.49. 8. 4.51. 3.85 years. 4.53. $96,486.35.
4.55. $100,778.13. 4.57. 57.

Chapter 5

CONCEPTUAL PROBLEMS

5.7.1imy500(Y(2) /1) = limy500(Z(2)/t) = 1/7.
5.9. No. The batch sizes depend upon the inter-arrival times.

N
. uY 5.13 M 5.15 v
L+ 30 v Vi T+ YL A

TiVi

5.11

01

517. P =
it

i|sz =N (1/iv).wo =1



Answers to Selected Problems 305

519.p — 1—-A(T) A(T) w; = the expected lifetime
T AT 1-A4(T)] of componenti,i = 1,2.
366 573 .061
5.21. P = | .3025 .1512 .5463 |, w = [5.5,4.4795, 6].
6 3 1
COMPUTATIONAL PROBLEMS
51.1.  53..1818. 5.5..019596.

5.7.0.2597.5.9. Planned: $50.80 per year; Unplanned: $50.00 per year.
5.11. > $24 per day. 5.13. Contr. $25.66 per year; No Contr. $26.35 per year;

5.15. Current: $376.67 per year; New: $410.91 per year.5.17. $5.43 per day.

5.19. .5355. 5.21. $16,800. 5.23.255.15.
5.25..8392. 5.27..0629. 5.29. .16.
5.31. $31.20 per day. 5.33.0.8125. 5.35.0.5185.

5.37.$533.33 perday.  5.39.$53.37 per day.  5.41. 1.4274 fac./year.

5.43.0.9136 fac./year. 5.45..7646. 5.47.$7146.
Chapter 6
CONCEPTUAL PROBLEMS

61.Casel.y <x:mg=my =g =1, 7; :n;-‘:ftj =0,j > 1. p;’s donot

exist. Thus PASTA does not hold. Case 2. y > x: The queue is unstable.
611.1; = (K—i)A, 0<i <K, pu;j =min(i,s)u, 0 <i < K.

6.19. Yes. 6.23.1 < min (K@, E) .
P

COMPUTATIONAL PROBLEMS
6.1.7. 6.3.9.

6.5. L and L, remain unchanged. W and W; are halved.

6.7.$46.4544 per hour.  6.9. $.7837 per hour.
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6.11..0311.6.13. 13 additional lines. Old: 1.48 minutes; New: 7.74 minutes.

6.15. 4. 6.17. $209.86 per hour.  6.19. .25.
6.21.5.5556 minutes. 9. 6.23. 6. 6.25. > $15.89.
6.27. 8.26 minutes. 6.29. .1122. 6.31.5 to 5.5511.
6.33. 3.6250. 6.35. 14.3721. 6.37.2.1540.
6.39. (1) .3 hours; (2) .1201 hours. 6.41. 3 per station.

6.43. < 640 per hours. 6.45. (1) Yes. (2) 4.4872. (3) 5.62 minutes.

6.47. P(62.6874),.2947.  6.49. $ 66.66 hour.

Chapter 7

CONCEPTUAL PROBLEMS
7.1. .

7.3. Reduce the integral to a Gamma integral.

7.5. We have
P(X|<x)=P(-x <X <x) =P(—x/o < X/o < x/o0)

=&(x/0)— P(—x/0o) =2P(x/o)—1, x>0.

We get the desired result by taking the derivative of the right-hand side with respect
to x.

7.7. We have
sX - _IM’)2
)_V27t02/ ( 202 )dx
—(x — 1 — 502)2
=/ / xp( M so7) +su+s202/2)dx
27rc72
o en2)2
= exp s,u+—scr \/ / exp e mposoT) SU) dx.
2n02

The integral on the last line equals 1. Hence the result follows.
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7.9. Since the variance of a random variable is nonnegative, we see from the result
in Conceptual Problem 7.8 that

a¥Xa' >0 for anya € R".

This implies that X is positive semi-definite.
713.E(T (b)) = b/ .
7.15. The optimal x satisfies

exp(fa) —exp(8b) + (a + b —2x)0 exp(fx) = 0.

7.17. Use the identity max(K — V(T),0) — max(V(T) — K,0) = K — V(T), and
the symmetry of the normal cdf @.

7.19. Argue that P(L > a) = limp_, oo P(X(T (a, b)) = b).

COMPUTATIONAL PROBLEMS

7.1 .3085. 7.3 .2790. 7.5 N(4,13).
7.7 N(—1,6.5). 7.9 N(0,16). 7.11 .2119.
7.13.5. 7.15 .3644. 7.17 4292.
7.19 8.75. 7.21 .9765. 7.23 .77395.
7.25 .82. 7.27 6.37. 7.29 .7454.
7.311.5. 7.33 $360,068.52. 7.35 $39,802.
7.36 $2.219. 7.39 0 = 1.144. 7.41 $1.948.

7450 = .156.
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Bivariate Random Variables, 291
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European Put Option, 274
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Bridge, 256, 260
Cost Models, 269
First Passage Times, 261
First passage Times, 265
Geometric, 257, 260
Maximum and Minimum, 262, 266
Reflected, 257
Standard, 253

C
Call Center, 97
Compound Poisson Process, 156
Continuous-Time Markov Chains
see CTMC, 85
Convergence with Probability One, 150
Convolution
Continuous, 294
Discrete, 294
Countable Additivity, 282
Counting Process, 148
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Balance Equations, 112

Chapman Kolmogorov Equations, 87
Definition, 85
Expected Total Cost, 119
First Passage Time, 125
Generator Matrix, 90
Limiting Behavior, 110
Limiting Distribution, 110
Long Run Cost Rates, 123
Occupancy Distribution, 113
Occupancy Matrix, 107
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Rate Diagram, 89
Rate Matrix, 90
Renewal Processes in, 149
Sojourn Time, 88
Stationary Distribution, 113
Transient Analysis, 100
Transient Distribution, 101
Transition Probability Matrix, 86
Transition Rate, 89

Cumulative Distribution Function, 285
Marginal, 292

Cumulative Process, 154
Definition, 155
Long Run Cost Rate, 157

D

Discrete-Time Markov Chains
see DTMC, 5

DTMC
Balance Equations, 25
Chapman-Kolmogorov Equations, 18
Definition, 5
First Pasage Times, 40
Limiting Distribution, 24
Long Run Cost Rate, 37
n-step Transition Probability Matrix, 16
Occupancy Distribution, 29
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Occupancy Times Matrix, 22
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Steady-State Distribution, 24
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Transient Distribution, 15
Transition Diagram, 6
Transition Probability Matrix, 6

E
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Conditional, 298
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F
Failure Rate
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Random Variables, 291
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European Put, 275
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Nomenclature, 189
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Definition, 285
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Function of, 288
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Normal, 247
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Definition, 148
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Semi-Markov Process, 161
Definition, 161
Embedded DTMC, 161
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Long-run Cost Rate, 173
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Occupancy Distribution, 170
Sojourn Time Vector, 161

Series System, 163, 172, 174

State Space, 1,2

Stochastic Matrix, 7

Stochastic Process
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Discrete-Time, 1

Stock Market, 12,43
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T

Telecommunications, 13, 20, 33, 39

Telephone Switch, 96, 124
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174

U
Uniformization, 100, 101

\%
Variance, 290
of a Sum, 295, 296

w
Warranty Model, 155, 158
Weather Model, 8, 19, 23
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