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ABSTRACT
Data management systems enable various influential applications from high-performance on-
line services (e.g., social networks like Twitter and Facebook or financial markets) to big data
analytics (e.g., scientific exploration, sensor networks, business intelligence). As a result, data
management systems have been one of the main drivers for innovations in the database and
computer architecture communities for several decades. Recent hardware trends require soft-
ware to take advantage of the abundant parallelism existing in modern and future hardware. The
traditional design of the data management systems, however, faces inherent scalability problems
due to its tightly coupled components. In addition, it cannot exploit the full capability of the ag-
gressive micro-architectural features of modern processors. As a result, today’s most commonly
used server types remain largely underutilized leading to a huge waste of hardware resources and
energy.

In this book, we shed light on the challenges present while running DBMS on modern
multicore hardware. We divide the material into two dimensions of scalability: implicit/vertical
and explicit/horizontal.

The first part of the book focuses on the vertical dimension: it describes the instruction-
and data-level parallelism opportunities in a core coming from the hardware and software side.
In addition, it examines the sources of under-utilization in a modern processor and presents
insights and hardware/software techniques to better exploit the microarchitectural resources of
a processor by improving cache locality at the right level of the memory hierarchy.

The second part focuses on the horizontal dimension, i.e., scalability bottlenecks of
database applications at the level of multicore and multisocket multicore architectures. It first
presents a systematic way of eliminating such bottlenecks in online transaction processing work-
loads, which is based on minimizing unbounded communication, and shows several techniques
that minimize bottlenecks in major components of database management systems. Then, it
demonstrates the data and work sharing opportunities for analytical workloads, and reviews
advanced scheduling mechanisms that are aware of nonuniform memory accesses and alleviate
bandwidth saturation.

KEYWORDS
multicores, NUMA, scalability, multithreading, NUMA, cache locality, memory
hierarchy
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C H A P T E R 1

Introduction
Ever-increasing data volumes and the complexity of queries posed over the data are requiring
increased processing power from the database management systems (DBMS). While modern
hardware keeps offering increased parallelism and capabilities, harnessing them has been a per-
petual challenge for decades. In particular, hardware trends oblige software to overcome three
major challenges against systems scalability:

1. exploiting the abundant thread-level parallelism provided by multicores;

2. achieving predictably efficient execution despite the non-uniformity in multisocket mul-
ticore systems; and

3. taking advantage of the aggressive microarchitectural features.

In this book, we shed light on these three challenges and survey recent proposals to al-
leviate them. We divide the material into two dimensions of scalability in a single multisocket
multicore hardware: implicit/vertical and explicit/horizontal.

1.1 IMPLICIT/VERTICALDIMENSION
Figure 1.1 illustrates the implicit/vertical dimension of multicore hardware. The scalability of
this dimension refers to utilizing the resources of a single core more effectively.

In step with Moore’s law [99], processor technology has gone through major advance-
ments over the years. Prior to 2005, hardware vendors mainly innovated on implicit parallelism
within a core boosting the performance of a single thread (Figure 1.1 left-hand side). They either
kept clocking the processors at higher frequencies or designing aggressive microarchitectural
features (e.g., long execution pipelines, super-scalar execution, out-of-order execution, branch
prediction, vector processing, etc. [59]) that increase the complexity of a processor. However,
taking advantage of such features is never straightforward for the complex data management ap-
plications [8, 54], mainly due to the low instruction level parallelism (ILP) they exhibit. These
applications usually require fundamental algorithmic changes in order to really exploit both data-
and instruction-level parallelism opportunities that exist on modern processors [78, 130, 134].

The algorithmic changes that take into account the microarchitectural features of a core
are only one part of the solution. One also needs to account for the memory hierarchy on the ma-
chines being used (Figure 1.1 right-hand side). Recent studies analyzing the microarchitectural
behavior of typical data management workloads on modern hardware emphasize that more than
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Figure 1.1: The implicit/vertical scalability dimension refers to optimizing the performance of
DBMS by increasing the utilization of cores and caches.

Figure 1.2: The explicit/horizontal scalability dimension refers to optimizing the performance of
DBMS by better utilizing the increasing number of cores and sockets.

half of the execution time goes to memory stalls when running data-intensive workloads [42].
As a result, on processors that have the ability to execute four instructions per cycle (IPC),
which is common for modern commodity hardware, data intensive workloads, especially trans-
action processing, achieve around one instruction per cycle [141, 152]. Such underutilization of
microarchitectural features is a great waste of hardware resources.

Several proposals have been made to reduce memory stalls through improving instruc-
tion and data locality to increase cache hit rates. For data, these range from cache-conscious
data structures and algorithms [30] to sophisticated data partitioning and thread schedul-
ing [115]. For instructions, they range from compilation optimizations [131], and advanced
prefetching [43], to computation spreading [13, 26, 150] and transaction batching for instruc-
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tions [14, 55]. In addition, several recent proposals opt for hardware specialization for some of
the database operations [65, 85, 166].

1.2 EXPLICIT/HORIZONTALDIMENSION

Figure 1.2 illustrates the explicit/horizontal dimension of multicore hardware. The scalability of
this dimension refers to utilizing the increasing number of cores and sockets in a single multi-
socket multicore server hardware.

Since the beginning of this decade, power draw and heat dissipation prevent processor
vendors from relying on rising clock frequencies or more aggressive microarchitectural tech-
niques for higher performance. Instead, they add more processing cores or hardware contexts
on a single processor to enable exponentially increasing opportunities for parallelism [107]. Ex-
ploiting this parallelism is crucial for utilizing the available architectural resources and enabling
faster software. However, designing scalable systems that can take advantage of the underly-
ing parallelism remains a challenge. In traditional high-performance transaction processing, the
inherent communication leads to scalability bottlenecks on today’s multicore and multisocket
hardware. Even systems that scale very well on one generation of multicores might fail to scale-
up on the next generation. On the other hand, in traditional online analytical processing, the
database operators that were designed for unicore processors fail to exploit the abundant paral-
lelism offered by modern hardware.

Servers with multiple processors and non-uniform memory access (NUMA) design
present additional challenges for data management systems, many of which were designed with
implicit assumptions that core-to-core communication latencies and core-to-memory access la-
tencies are constant regardless of location. However, today for the first time we have Islands,
i.e., groups of cores that communicate fast among themselves and slower with other groups.
Currently, an Island is represented by a processor socket but soon, with dozens of cores on the
same socket, we expect that Islands will form within a chip. Additionally, memory is accessed
through memory controllers of individual processors. In this setting, memory access times vary
greatly depending on several factors including latency to access remote memory and contention
for the memory hierarchy such as the shared last level caches, the memory controllers, and the
interconnect bandwidth.

Abundant parallelism and non-uniformity in communication present different challenges
to transaction and analytical workloads. The main challenge for transaction processing is com-
munication. In this part of the book, we initially teach a methodology for scaling up transaction
processing systems on multicore hardware. More specifically, we identify three types of com-
munication in a typical transaction processing system: unbounded, fixed, and cooperative [67]. We
demonstrate that the key to achieving scalability on modern hardware, especially for transaction
processing systems, but also for any system that has similar communication patterns, depends
on avoiding the unbounded communication points or downgrading them into fixed or coopera-
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tive ones. We show how effective this methodology is in practice by surveying related proposals
from recent work (e.g., [36, 76, 109, 146, 149, 158]).

Non-uniform communication latencies make it appealing to regard multisocket as a dis-
tributed system and deploy multiple nodes in a shared-nothing configuration [76, 146]. While
this approach works great for perfectly partitionable workloads, it is very sensitive to distributed
transactions and the workload skew. At the same time, hardware-oblivious shared-everything
systems suffer from non-uniform latencies that amplify bottlenecks in the critical path [116]. In
order to achieve scalability on multisockets one needs to make the system aware of the hardware
topology and dynamically adapt to workload and hardware [115].

On the other hand, traditional online analytical processing workloads are formed of scan-
heavy, complex, ad-hoc queries that do not suffer from the unbounded communication as in
transaction processing. Analytical workloads are still concerned with the variability of latency,
but also with avoiding saturating resources such asmemory bandwidth. Inmany analytical work-
loads that exhibit similarity across the query mix, sharing techniques can be employed to avoid
redundant work and re-use data in order to better utilize resources and decrease contention. We
survey recent techniques that aim at exploiting work and data sharing opportunities among the
concurrent queries (e.g., [22, 48, 56, 119]).

Furthermore, another important aspect of analytical workloads, in comparison to trans-
action processing, is the opportunity for intra-query parallelism. Typical database operators,
such as joins, scans, etc., are mainly optimized for single-threaded execution. Therefore, they
fail to exploit intra-query parallelism and cannot utilize several cores naïvely. We survey recent
parallelized analytical algorithms on modern non-uniform, multisocket multicore architectures
[9, 15, 94, 127].

Finally, in order to optimize performance on non-uniform platforms, the execution engine
needs to tackle two main challenges for a mix of multiple queries: (a) employing a scheduling
strategy for assigning multiple concurrent threads to cores in order to minimize remote mem-
ory accesses while avoiding contention on the memory hierarchy; and (b) dynamically deciding
on the data placement in order to minimize the total memory access time of the workload.
The two problems are not orthogonal, as data placement can affect scheduling decisions, while
scheduling strategies need to take into account data placement. We review the requirements and
recent techniques for highly concurrent NUMA-aware scheduling for analytics, which take into
consideration data locality, parallelism, and resource allocation (e.g., [34, 35, 91, 122]).

1.3 STRUCTUREOFTHEBOOK
In this book, we aim to examine the following questions.

• How can one adapt traditional execution models to fully exploit modern hardware?

• How can one maximize data and instruction locality at the right level of the memory
hierarchy?
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• How can one continue scaling-up despite many cores and non-uniform topologies?

We divide the material into two parts based on the two dimensions of scalabilty defined
above.

Part I focuses on implicit/vertical dimension of scalability. It describes the resources of-
fered by the modern processor cores and deep memory hierarchies, explains the reasons behind
their underutilization, and offers ways to improve their utilization while also improving the over-
all performance of the systems running on top. In this first part, Chapter 2 first gives an overview
of the instruction and data parallelism opportunities in a core, and presents key insights behind
techniques that take advantage of such opportunities. Then, Chapter 3 discusses the properties
of the typical memory hierarchy of a server processor today, and illustrates the strengths and
weaknesses of the techniques that aim to better utilize microarchitectural resources of a core.

Part II focuses on explicit/horizontal dimension of scalability. It separately explores scal-
ability challenges for transactional and analytical applications, and surveys recent proposals to
overcome them. In this second part, Chapter 4 delves into the scalability challenges of transac-
tion processing applications on multicores and surveys a plethora of proposals to address them.
Then, Chapter 5 investigates the impact of bandwidth limitations inmodern servers and presents
a variety of approaches to avoid them.

Finally, Chapter 6 discusses some related hardware and software trends and provides an
outlook of future directions. Chapter 7 concludes this book.





PART I

Implicit/Vertical Scalability
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C H A P T E R 2

Exploiting Resources of a
Processor Core

In this chapter, we discuss parallelism opportunities in modern CPUs. We cover all the topics
shown in Figure 2.1. First, we show that parallelization already exists inside a single-threaded
CPU core. We give a brief overview of instruction pipelining, and we explain superscalar and
SIMD processors. Then, we move a step further to CPUs with more than one hardware thread
inside a single core, the implications of simultaneousmultithreading/hyperthreading, and how to
utilize this architecture. Finally, we describe howwe can efficiently achieve horizontal parallelism
in multicores.

Figure 2.1: The different parallelism opportunities of modern CPUs.

2.1 INSTRUCTIONANDDATAPARALLELISM
In the early times of processors, a CPU executed only one machine instruction at a time. Only
when a CPU was completely finished with an instruction it would continue to the next instruc-
tion. This type of CPU, usually referred to as “subscalar,” executes one instruction on one or two



10 2. EXPLOITINGRESOURCESOFAPROCESSORCORE
pieces of data at a time. In the example of Figure 2.2, the CPU needs ten cycles to complete two
instructions.

2 3 4 5 6 7 8 9 10 11 121
clock

cycle

CPU

fetch execute mem writedecode

fetch decode

instr1

instr2

instr3

. . .

fetch execute mem writedecode

Figure 2.2: Subscalar CPUs execute one instruction at a time.

Theexecution of an instruction is not amonolithic action. It is decomposed into a sequence
of discrete steps/stages. For example, the classic RISC pipeline consists of the following distinct
phases:

• FETCH: fetch the instruction from the cache.

• DECODE: determine the meaning of the instruction and register fetch.

• EXECUTE: perform the real work of the instruction.

• MEMORY: access an operand in data memory.

• WRITE BACK: write the result into a register.

There are designs that include pipelines with more stages, e.g., 20 stages on Pentium 4. Each
pipeline stage works on one instruction at a time. We can think of the stages as different workers
that each one is doing something different in each functional unit of the CPU. For example, in
subscalar CPUs, when the CPU is on the decode stage, only the relevant functional unit is busy
and the other functional units of the other stages are idle. For this reason, most of the parts of
a subscalar CPU are idle most of the time.

One of the simplest methods used to accomplish increased parallelism is with instruction
pipelining (IPL). In this method, we shift the instructions forward, such that they can partially
overlap. In this way, as shown in Figure 2.3, we can start the first step of an instruction before
the previous instruction finishes executing. For example, in the fourth cycle of Figure 2.3 there
are four instructions in the pipeline, each of which is on a different stage. With instruction
pipelining, only six cycles are needed to execute two instructions, while the subscalar CPU needs
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10 cycles for the same amount of work, as we show in Figure 2.2. Note, with IPL the instruction
latency is not reduced; we still need to go through all the steps and spend the same number of
cycles to complete an instruction. The major advantage of IPL is that the instruction throughput
is increased, i.e., in the same time more instructions are completed. A CPU is called “fully
pipelined” if it can fetch an instruction on every cycle.

CPU

fetch execute mem writedecode

fetch execute mem writedecode

fetch execute mem writedecode

fetch execute mem writedecode

decode

mem

execute

fetch

instr1

instr2

instr3

instr4

2 3 4 5 6 7 8 9 10 11 121
clock

cycle

Figure 2.3: With instruction pipelining, multiple instructions can be partially overlapped.

Today, we have “superscalar” CPUs that can execute more than one instruction during a
clock cycle by simultaneously issuing multiple instructions. Each instruction processes one data
item, but there are multiple redundant functional units within each CPU, thus multiple instruc-
tions can process separate data items concurrently. Each functional unit is not a separate CPU
core but an execution resource within a single CPU. Figure 2.4 shows an example of a super-
scalar CPU that can issue four instructions at the same time. In this way, instruction parallelism
can be further increased.

Figure 2.4: A superscalar CPU can issue more than one instruction at a time.
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So far, we discussed how to increase CPU utilization by widening the instruction par-

allelism. Each instruction is operating on a single data item. Such traditional instructions are
called single instruction single data (SISD). Parallelization, however, can be further increased
on the data level. There are CPUs that can issue a single instruction over multiple data items,
which are called single instruction multiple data (SIMD). In Figure 2.5 we show the input and
output of both SISD and SIMD designs.

Figure 2.5: A single SIMD instruction can be issued over multiple data items.

SIMD instructions reduce compute-intensive loops by consuming more data per instruc-
tion. If we let K denote the degree of available parallelism, i.e., the number of words that fit in
a SIMD register, we can achieve a performance speed-up of K. The advantage here is that there
are fewer instructions, which means less overall fetching and decoding phases. SIMD is efficient
in processing large arrays of numeric values, e.g., adding/subtracting the same value to a large
number of data points. This is applicable to many multimedia applications, e.g., changing the
brightness of an image, where we need to modify each pixel of the image in the same way.

In order to better understand the difference between SISD and SIMD instructions, as-
sume that we need to feed the result of an operation “op” with an input from two vectors A and
B, into a result vector R, as shown in Figure 2.6. With SISD, we first need to take the first value
from A and B (i.e., A1 and B1, respectively) to produce the first result (R1). Then we proceed
with the next pair of values, i.e., A2 and B2, and so on. With SIMD, we can process the data in
blocks (a chunk of values is loaded at once). Instead of retrieving one value with SISD, a SIMD
processor can retrieve multiple values with a single instruction. Two examples of operations are
shown in Figure 2.7. The left part of the figure shows the sum operation; assuming SIMD reg-
isters of 128 bits, it means that we can accommodate four 32-bit numbers. The right part of
the figure shows the min operation, which produces zero when the first input is larger than the
second, or 32 bits of 1 otherwise.

Theway to use SIMD technology is to tell the compiler to use intrinsics to generate SIMD
code. An intrinsic is a function known by the compiler that directly maps to a sequence of one or
more assembly language instructions. For example, consider the transformation of the following
loop that sums an array:
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A1 B1

R1

op

A1   A2   A3   A4

op

B1   B2   B3   B4

op op op

R1   R2   R3   R4

Figure 2.6: SISD vs. SIMD instructions for an operation that operates on the values of two vectors.1     5    10    32    21    1    23   26   11   5input 1: 128bitsinput 2: 128bitsresult: 128bits 0,   4294967295, 0,     42949672953 5 10 32 21 1 211...1}32-bit
Figure 2.7: 128-bit SIMD instructions for adding pairs of values from two vectors, and for finding
the minimum of pairs of values from two vectors.

for(i=0;i<N;i++) for (i=0;i<N;i+=4)
res+=a[i] �! res[i,i+1,i+2,i+3]=

SIMD_add(res[i,i+1,i+2,i+3], a[i,i+1,i+2,i+3])

The transformed loop (on the right) executes four times less instructions. A difference
between the two loops, however, is that the transformed loop does not calculate a single result
sum, but four partial ones, i.e., instead of calculating the single value res, we have the array
res[N-4, N-3, N-2, N-1]. Theway to continue with SIMD registers from this point is to use
SIMD shuffle instructions [172], as shown in Figure 2.8. The 32-bit shuffle version interchanges
the first group of 32 bits to the second group of 32 bits, and the third group of 32 bits to the
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fourth group of 32 bits. The 64-bit shuffle version interchanges the first group of 64 bits to the
second group of 64 bits. With the shown instructions, the final 32-bit sum appears four times
in the result vector.

Figure 2.8: Calculating the final sum result by shuffling partial results.

SIMD instructions are an excellent match for applications with a large amount of data
parallelism, e.g., column stores.Many common operations are amenable SIMD style parallelism,
including partitioning [114], sorting [137], filtering [113, 142], and joins [78]. More modern
instructions sets, such as AVX2 and AVX-512, support gather and scatter instructions that fetch
data from, and, respectively, save data to multiple non-contiguous memory locations. This kind
of instruction makes it easier for row stores to exploit SIMD too, where the data we need to
process may not be in a contiguous memory area [113].

2.2 MULTITHREADING
After discussing single-core, single-threaded parallelism opportunities, let us move a step for-
ward and discuss how one can exploit CPUs with more than one hardware thread in the same
core (middle level of Figure 2.1). In simultaneous multithreading (SMT), there are multiple
hardware threads inside the same core, as shown in Figure 2.9. Each thread has its own registers
(indicated by the green and blue dots in Figure 2.9, for the green and the blue colored thread,
respectively) but they still share many of the execution resources, including the memory bus and
the caches. In this way, it is like having two logical processors. Each thread is reading and exe-
cuting instructions of its own instruction stream. SMT is a technique proposed to improve the
overall efficiency of CPUs. If one thread stalls, another can continue. In this way, CPU resources
can continue to be utilized. But this is not always an easy goal to achieve, we need to schedule
properly multiple hardware threads. Next, we explore three different approaches of how we can
take advantage of the SMT architecture [171].

One approach is to treat logical processors as physical, namely as having multiple real
physical cores in theCPU, and treat the SMT system as amultiprocessor system. In Figure 2.10a,
we show two tasks, A and B, that are assigned to the green and the blue thread, respectively.
Think of tasks A and B as any data-intensive database operation, such as aggregations and joins,
that can run independently, e.g., the same operator is being run in each thread, but each operator
has its own input and output data. The advantage of this approach is that it requires minimal
code changes; in case our application is already multithreaded this approach is coming almost
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Figure 2.9: Multiple hardware threads inside the same CPU core.

for free. We can assign a software thread to a hardware thread. The disadvantage, however, is
that in this way resource sharing, such as caches, is ignored. In Figure 2.10a, we show that
both threads are competing for L1 and L2 caches. This fact can eventually lead to over-use and
contention of shared resources; when threads compete with each other for a shared resource,
overall performance may be decreased.

Another approach is to assign different parts of the same task to all hardware threads,
implementing operations in a multithreaded fashion. In this case, as shown in Figure 2.10b, we
split the work of task A in half, such as the green thread handles the first half of the task and
the blue thread handles the other half. For example, task A could be an aggregation operation
where the green thread processes the odd tuples and the blue thread processes the even tuples
of the input. The advantage of this approach is that running one operation at a time on an
SMT processor might be beneficial in terms of data and instruction cache performance. The
disadvantage, however, is that we need to rewrite our operators in a multithreaded fashion. One
tricky point of this approach is how the two threads will collaborate for completing the same goal
(i.e., task A). Namely, how we can handle the partitioning and merging of the partial work. As
mentioned before, one way to avoid conflicts on input is to divide the input and use a separate
thread to process each part; for example, one thread handles the even tuples, and the other
thread handles the odd tuples. Sharing the output is more challenging, as thread coordination
is required. If the two threads were to write to a single output stream, they would frequently
experience write-write contention on common cache lines. This contention is expensive and
negates any potential benefit of multithreading. Instead, we can implement the two threads
with separate output buffers, so that they can write to disjoint locations in memory. When both
threads finish, the next operator needs to merge the partial results. In this way, we may lose the
order of the input tuples, which can be significant for the performance of some operations, e.g.,
binary search.
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Figure 2.10: Two alternative ways of using SMT.

The third alternative approach of exploiting the SMT architecture employs two hardware
threads that are collaborating to finish the work faster and with less cache misses. The collabo-
ration happens not by dividing the work as seen before, but by assigning different roles to each
thread. According to the approach, proposed in [171], the first thread, called the main worker
thread is responsible to do the actual work, the main CPU computation. The second thread is
called the helper thread and performs aggressive data preloading, namely it brings the data el-
ements that the worker thread is going to need soon, as shown in Figure 2.11. In this way, the
helper thread suffers more from the memory latency while the main thread is free of that and it
is able to work on the real computation. To achieve this, we need a common point of reference
for both threads, this is the “work-ahead” data structure, where the worker (green) thread adds
what is the next memory address it is going to need. Once it submits the request, it continues
with other work instead of waiting for that memory address right away. The helper thread goes
through the “work-ahead set” and brings the addresses back.
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Figure 2.11: Third alternative way of using SMT.

To sum up, the performance of a SMT system is intrinsically higher than when we have a
single core with a single thread. Of course, one needs to carefully schedule and assign the proper
task to each thread. Nevertheless, since two logical threads share resources, they can never be
better than having two physical threads as in the case of multicore CPUs that we see next.

2.3 HORIZONTALPARALLELISM

In this section, we move one more step forward (last level of Figure 2.1) to discuss parallelism
opportunities in multicore CPUs. In a multicore CPU, there are multiple physical cores, as
shown in Figure 2.12. Each core has its own registers and private caches, and they all share the
LLC. The fundamental question that needs to be answered here is how to keep the multicore
CPU at 100% utilization. The improvement in performance gained by the use of a multicore
processor depends heavily on the software algorithms used and their implementation. In the
best case scenario, e.g., for “embarrassingly parallel” problems, we can have a speed-up factor
that approaches the number of cores. In the remaining of the chapter, we discuss a few key cases
of how multicore CPUs can be employed.

Assume the scenario that multiple similar queries start scanning a table at the same time.
One approach to execute the queries, is by assigning each query to a core [127], i.e., core 0 is
responsible for query Q1, core 1 is responsible for query Q2, etc., as shown in Figure 2.13. In
this approach, Q1 may incur a cache miss to read each tuple from main memory, while Q2-
Q4 take advantage of the data Q1 has read into the processor’s shared LLC. Slower queries
can catch up. Faster queries wait for the memory controller to respond. In this way, each core
has to go through all the data blocks for executing just one query. So the cores go through the
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Figure 2.12: Multicore CPU have multiple cores that can work in parallel.

Figure 2.13: Employing a core for each query achieves limited I/O sharing due to the convoy phe-
nomenon.

data multiple times. With this approach, only limited I/O sharing is achieved due to the convoy
phenomenon.

An alternative approach is to have each processing core executing a separate table
scan [127], as shown in Figure 2.14. In this case, a core is responsible for all queries but pro-
cesses only a portion of the data; a given core feeds each block of tuples through every query
before moving to the next block of tuples. In this case, the traditional division of work within
the database is inverted. Instead of processing all the data blocks for an entire query at a time,
each core processes a block of data at a time across all queries. So, the data is exploited as much
as possible by keeping the tuples as long as possible in the caches.
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Figure 2.14: Employing a core for each table scan loads data into caches once and shares it, this way
we reduce cache misses.

2.3.1 HORIZONTALPARALLELISM INADVANCEDDATABASE
SCENARIOS

In this section, we show how two advanced database scenarios can benefit from horizontal paral-
lelism. First, we study sorting, one of the most fundamental problems in database applications,
in the context of multithreaded SIMD architecture. Then, we study how we can implement
database cracking, an adaptive indexing method, in parallel mode. With both examples we ex-
pose that CPU-efficient algorithm implementation is not a simple task; on the contrary it re-
quires proper study and design.

Horizontal parallelism in sorting
Here, we discuss in detail the example of sorting a list of numbers, combining and exploiting
parallelization opportunities coming from two technologies discussed earlier, the SIMD and
multicore capability of modern processors. Sorting is useful not only for ordering data, but also
for other data operations, e.g., the creation of database indices, or binary search. In this section,
we focus on how MergeSort can be optimized with the help of sorting networks and the bitonic
merge kernel [32].

A sorting network, shown in Figure 2.15, is an abstract mathematical model that consists
of a network of wires (parallel lines) and comparator modules (vertical lines). Each wire carries
a value. The comparator connects two parallel wires and compares their values. It then sorts the
values by outputting the smaller value to the wire at the top, and the larger value to the other
wire at the bottom. In the first example, (on the left part of Figure 2.15), the top wire carries the
value 2 and the bottom wire carries the value 5, so they will continue carrying the same values



20 2. EXPLOITINGRESOURCESOFAPROCESSORCORE
after the (vertical) comparator. In the second example (on the right part of Figure 2.15), the
values on the wires need to be swapped in order to follow the aforementioned rule.

Figure 2.15: A rudimentary example of a sorting network.

In a bitonic merge kernel two sorted small sequences need to be merged in such a way
that in the end there is a a blended large sorted sequence. An example is shown in Figure 2.16.
Assume that sequence A is ordered in ascending order (A0 is the lower value of the sequence
and A3 is the higher value of the sequence), and that sequence B is ordered in descending order.
At the end, there is a sequence of N elements from Low to High (where N D sizeof .A/ C

sizeof .B/), where the lower value of the output sequence will be either A0 or B0 and the higher
value will be either A3 or B3. To produce the ordered (blended) sequence one needs to make
the shown comparisons represented as the vertical lines.
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Figure 2.16: An example of a bitonic merge kernel.

Let us now see how the algorithm for the bitonic merge kernel works. In the example
of Figure 2.16, with eight wires, there are three distinct levels. In the first level, the sorting
network is split in half (denoted by the dashed line in the middle of level 1). Each input in
the top half is compared to the corresponding input in the bottom half, i.e., the first wire in
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the first half is compared to the first wire in the second half, the second wire in the first half is
compared to the second wire in the second half, etc., as shown in Figure 2.16. The dashed line
in the first level produces two pieces wrapped in the two gray boxes in level 2, both the dashed
lines and the gray boxes are used for illustration reasons only. In the second level, the same
algorithm is applied in the two gray boxes and each piece from the previous level is split again
in half. Each input in the top half of a piece is compared again to the corresponding input in the
bottom half of the piece. In the third level, there are four pieces. In total, we need three levels to
finally have a sorted sequence of numbers for the example of Figure 2.16. Bitonic mergesort is
appropriate for SIMD implementation since the sequences of comparisons is known in advance,
regardless of the outcome of previous comparisons. In this way, the independent comparisons
can be implemented in a parallel fashion. The SIMD instructions required to produce the correct
order at the end of each level are:

L1=SIMD_min(A,B);
H1=SIMD_max(A,B);
L1p=SIMD_shuffle(L1);
H1p=SIMD_shuffle(H1);
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Figure 2.17: Sorting with multicore CPUs and SIMD instructions.

Now, let us see how the MergeSort algorithm is implemented [32]. Assume we have an
array of N elements that we need to sort, as shown on top of Figure 2.17. The algorithm consists
of two concrete phases. In phase 1, the array is evenly divided into chunks of size M, where M
is such that the block can reside in the cache. Then, we need to sort each block (of size M)
individually according to the following process. Each block is further divided into P pieces of
size k, where k is the SIMD width, among the available hardware threads or CPU cores. Each
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thread sorts the data assigned to it by using an SIMD implementation of MergeSort. Merging
networks are used to accomplish it. Merging networks expose the data-level parallelism that
can be mapped onto the SIMD architecture. In Figure 2.17, we show the unsorted small pieces
of input in light blue color and the corresponding sorted output as the gradient colored (from
white to dark blue) small pieces. There is an explicit barrier at the end of the first step (i.e., sort),
before the next step (i.e., merge) starts. At the end of the first step there are P sorted lists (as
the number of CPU cores) of size k. In the second step of the first phase, we need to merge
these sorted small lists to produce a single sorted list of size M. This requires multiple threads
to work simultaneously to merge two lists. For example, for merging every two consecutive lists,
we partition the work between two threads to efficiently utilize the available cores. Similarly,
in the next iteration, four threads share the work of merging two sorted sequences. Finally, in
the last iteration all available threads work together to merge the two lists and obtain the sorted
sequence. At the end of the first phase, we have N/M sorted blocks, each of size M. In each
iteration, we merge pairs of lists to obtain sorted sequences of twice the length than the previous
iteration. Figure 2.17 depicts the phase 1 of the algorithm, as described above. In phase 2, we
need to merge pairs of sorted lists of size M and finally produce the sorted list of the original
whole input, list of size N. Again, all P processors work in parallel to merge the pairs of list in
similar fashion as in phase 1.

Now let us see how we merge two small sorted arrays, focusing on the highlighted part
on the right of Figure 2.17. One idea would be to assign the task of merging in a single thread.
This solution, however, underutilizes the CPU, since the other core does nothing. Ideally, the
two threads should collaborate (and work simultaneously) on the merging phase. To generate
independent work for the threads, the median of the merged list is first computed [173]. This
computation assigns the starting location for the second thread in the two lists. The first thread
starts with the beginning of the two lists and generates k elements, while the second thread
starts with the locations calculated above, and also generates k elements. Since the second thread
started with the median element, the two generated lists are mutually exclusive, and together
produce a sorted sequence of length 2k. Note that this scheme seamlessly handles all boundary
cases, with any particular element being assigned to only one of the threads. By computing the
median, we divide the work equally among the threads. Only when the first iteration finishes can
the next one start. Now, in the next iteration, 4 threads cooperate to sort two lists, by computing
the starting points in the two lists that correspond to the the 1/4th, 2/4th, and the 3/4th quantile,
respectively.

In the above example, we show that the multithreaded SIMD implementation of the
MergeSort algorithm requires careful tuning of the algorithm and the code, in order to properly
exploit all the hardware features. In the following section, we will see in detail how another
database scenario can be efficiently parallelized.
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Horizontal parallelism in adaptive indexing
In this section, we discuss another advanced database scenario that takes advantage of horizon-
tal parallelism. We show how adaptive indexing can be parallelized on multicore CPUs [111].
Database cracking [174] is the initial implementation of the adaptive indexing concept; there,
the predicates of every range-selection query are used as pivots to physically partition the data in-
place. Future queries on the same attribute further refine the index by partitioning the data. The
resulting partitions contain only the qualifying data, so we see significant performance benefits
on query processing over time (as queries arrive). Thus, the reorganization of the index is part
of the query processing (i.e., of the select operator) using continuous physical reorganization.(a) uncracked piece(b) cracked piecea<v a>vx y
Figure 2.18: Database cracking

A visual example of the database cracking effect on the data is shown in Figure 2.18.
Assume we pose the query SELECT max(a) FROM R WHERE a>v, In Figure 2.18(a), we show
the original data (uncracked piece); pink indicates values that are lower than the pivot (value v)
and blue indicates values that are greater than the pivot. The main idea is that two cursors, x and
y, point at the first and at the last position of the piece, respectively. The cursors move toward
each other, scanning the column, skipping values that are in the correct position while swapping
wrongly located values. At the end of the query processing, values that are less or greater than
the pivot finally lie in a contiguous space. Figure 2.19 shows the simplest partition & merge
parallel implementation of database cracking. There, each thread works separately on a piece to
produce a partially cracked piece. In our example, we show four threads that work separately
and produce four partially cracked pieces. In each piece i we have two cursors xi and yi , at the
first and the last position of the piece, that crack the piece as described in the single-threaded
version of the algorithm above. Then, one thread needs to do the merging, and brings all the
pink values to the front and all the blue values to the end of the array. During the merge phase
the relocation of data causes many cache misses.

In [111], the authors propose a refined parallel partition & merge cracking algorithm that
aims to minimize the cache misses of the merge phase. The new algorithm divides the uncracked
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Figure 2.19: In parallel adaptive indexing, relocation during merge causes many cache misses.

Figure 2.20: The refined version of parallel adaptive indexing moves less data during the merge
phase.

piece into T partitions, as shown in Figure 2.20. The center partition is consecutive with size
S D #elements=#threads, while the remaining T-1 partitions consist of two disjoint pieces that
are arranged concentrically around the center partition. The authors make the assumption that
the selectivity is known; it is expressed as a fraction of 1, the size of the left piece equals to
S � selectivity, while the size of the right piece equals to S � .1 � selectivity/. In the example
of Figure 2.20, the size of the disjoint pieces is equal, since the selectivity is 0.5 (50%). As in
the simple partition & merge cracking, T threads crack the T partitions concurrently applying
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the original cracking algorithm. The thread that cracks the center (consecutive) partition swaps
values within this partition. Although the refined algorithm (Figure 2.20) swaps values that are
in longer distance compared to the simple algorithm (Figure 2.19), it moves less data during
the merge phase because more data is already in the correct position. Both parallel algorithms
make O.n/ comparisons/exchanges during the partitioning phase. However, the merging cost
is significantly lower for the refined partition & merge cracking algorithm [111].

2.3.2 CONCLUSIONS
In summary, in this chapter we focused on improving the utilization of CPU resources. Going
through the evolution of processor architecture, we discussed various parallelization opportu-
nities within the CPU. Starting from the single-threaded architecture, we covered instruction-
and data-level parallelism, and then we discussed SIMD, hyperthreading, and multithreaded
implementations. Overall, CPU-tailored algorithm implementations require in-depth analysis
and proper design in order to fully utilize the hardware. Naive implementations underutilize the
hardware and show poor performance results. The next chapter focuses on the memory hierarchy
and how software can be optimized to avoid memory stalls.
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C H A P T E R 3

MinimizingMemory Stalls
As Chapter 2 detailed, hardware vendors heavily innovated on implicit parallelism until 2005
through aggressive microarchitectural techniques (e.g., pipelining, superscalar execution, out-
of-order execution, SIMD, etc.). Despite the differences across these techniques, all these inno-
vations aim at one thing: minimizing the stall cycles where a core cannot retire an instruction.
An instruction that completes all the five pipeline stages (described in Section 2.1) is retired.
When an instruction gets stuck at one of the five pipeline stages, its execution is stalled. All the
implicit parallelism techniques in modern hardware, become ineffective when an application ex-
hibits excessive memory stalls. In other words, processor cannot retire instructions as efficiently
as possible due to waiting for the instructions or data to be fetched from the memory hierarchy
to be able to complete the five pipeline stages for those instructions.

The data management applications suffer from memory stalls in two ways: (1) memory
access dependencies and (2) high data and instruction footprint. For example, during an index
probe operation the next index node to be accessed depends on the index node that is currently
accessed and the key value that is searched. In addition, the instruction and data footprints for
data management applications usually exceed the size of the typical L1 caches.

To better understand this problem, Figure 3.1 shows the memory hierarchy of a typical
server processor today. There are usually three levels of caches. The first-level caches are split
between instructions and data, whereas the lower levels of the memory hierarchy are shared by
instructions and data. The L1 instruction and data caches (32KB or 64KB) as well as the L2
caches (256KB) are private per core and the cores of a processor share the L3 or last-level cache
(LLC) (10MB-40MB). While going down in this hierarchy, the access latencies drastically in-
crease at each level. However, in practice, a superscalar core easily hides the latency of accessing
the L1 caches. On the other hand, if a core cannot find a memory address in the L1 caches, then
the lower levels of the memory should be searched. This might lead to stalls till the core gets
the instructions or data needed to continue the execution. Such memory stalls are the dominant
factor in the underutilization of a core’s resources and have to be minimized.

3.1 WORKLOADCHARACTERIZATIONFORTYPICAL
DATAMANAGEMENTWORKLOADS

To understand the significance of the memory stalls for data management applications, there
has been a large body of work characterizing the behavior of these applications on modern server
hardware.
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Figure 3.1: Memory hierarchy of commodity servers.

Barrosso et al. [16] investigate the memory system behavior of OLTP and DSS style
workloads using TPC-B and TPC-D [155], respectively, both on a real machine and with a
full-system simulation. They find that these two types of workloads need different architectural
designs in terms of the memory system. Ranganathan et al. [132] use the same workloads as in
[16]. However, they only focus on the effectiveness of out-of-order execution on SMPs while
running these workloads in a simulation environment. Keeton et al. [75] experiment with TPC-
C on a 4-way PentiumPro SMPmachine and perform a similar analysis to Barroso et al. [16] and
Ranganathan et al. [132]. Stets et al. [145] perform a microarchitectural comparison between
TPC-B [153] and TPC-C [154]. Ailamaki et al. [8] examine where the time goes on four
different commercial DBMSs with amicrobenchmark to have a finer-grain understanding of the
memory system behavior of multiprocessors. All these studies conclude one main thing, data-
intensive workloads cannot exploit aggressive microarchitectural features of modern processors
very well, wasting most of their time in memory stalls and exhibiting low IPC.

More recent workload characterization studies [42, 141, 151, 152] highlight that this
conclusion has not changed much today despite all the advancements in data management and
hardware communities.

Figure 3.2 shows results from a workload characterization study for the applications that
deal with big data management in the cloud, and, therefore, specifically designed to scale-out
on modern servers [42]. The workload names from the corresponding benchmark suite, Cloud-
Suite [33], are given on the x-axis. The first set of (gray) bars show the instructions retired per
cycle (IPC) as these applications are run on an Intel server (Xeon X5670). Even though this
server can actually retire up to four instructions in a cycle, it barely retires one when running
these cloud applications. The red bars on the same graph highlight the main reason behind this
underutilization in terms of IPC value. They show the % of the execution time that goes to
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memory stalls, and we clearly see that cores waste more than half of their execution cycles due
to memory stalls for these workloads.

4

3

2

1

0

100%

75%

50%

25%

0%

Applica�on IPC Memory Cycles

A
p

p
li

ca
�

o
n

 I
P

C

To
ta

l 
E

xe
cu

�
o

n
 C

yc
le

s

Dat
a 

Se
rv

in
g

M
ap

Reduce

M
edia

 S
tr

eam
in

g

SA
T S

olv
er

W
eb F

ro
nte

nd

W
eb S

ear
ch

Figure 3.2: IPC and memory stalls in cloud workloads based on CloudSuite [33].
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Figure 3.3: Execution and stall cycles breakdown for TPC-C and TPC-E benchmarks.

If we also look at the more traditional server workloads, Figure 3.3 has the breakdown
of the execution and stall cycles when running the standardized OLTP benchmarks TPC-C
[154] and TPC-E [156] in Shore-MT [68] on Intel server hardware (Xeon E5-2660) from
the workload characterization studies of Tozun et al. [152]. While the graph on the left-hand
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side highlights the high stall time, the graph on the right-hand side demonstrates that this stall
time is mainly due to the L1 instruction misses followed by the long-latency data misses from
the last-level cache for traditional OLTP applications. In the case of instructions, the instruc-
tion footprint of transactions is simply too big to fit into a typical L1-I cache causing capacity
misses, whereas for the data, the misses are compulsory as the data footprint of data intensive
applications cannot possibly fit into any of the caches of the commodity server hardware [151].

3.2 ROADMAPFORTHISCHAPTER

To sum up our problem: We have seen that today’s fundamental data management applications
heavily underutilize the microarchitectural resources of a core. More than half of the execution
time goes to stalls, and the main sources of these stalls are the L1 instruction misses and the
long-latency data misses from the last level cache.

It is unreasonable to expect the maximum possible IPC from data-intensive complex ap-
plications like data management systems since they tend to be memory bound. Fetching the
necessary data and instructions from the lower levels of the memory hierarchy and exhibiting
stalls and a low IPC value during this process is still useful work. However, there is room to im-
prove the data and instruction access characteristics of various data management systems to re-
duce/minimize such stalls and achieve higher hardware utilization, system performance (higher
throughput or lower latency), and energy-efficiency.

Even though the whole instruction footprint is much smaller than the data footprint for
these applications, it is not small enough to fit in the L1 caches. We cannot increase the cache
sizes, since it also increases the time to look for an item in the cache. Therefore, we need to find
ways to reduce overall instruction footprint, minimize the jumps within the instruction stream,
or give the illusion of a larger instruction cache. On the other hand, since the data misses are
compulsory, one should instead find ways to only bring the necessary data cache lines1 to the
L1 data cache and get the best of them (i.e., reuse them as much as possible) before they are
evicted. In the rest of this chapter, we are going to see several insights and techniques to achieve
these two goals.

More specifically, first, Section 3.3 focuses on different data and instruction prefetching
techniques that aim to bring the cache lines to the cache just prior to the time they are actually
needed. This is mainly a hardware-side solution to our problem even though there are software-
guided techniques for prefetching as well. Then, Section 3.4 surveys software-side attempts to
make the applicationsmore cache conscious. Finally, Section 3.5 advocates for more fine-grained
task scheduling to maximize instruction cache locality.

1Cache line or cache block is the fixed-sized unit for content transfer betweenmemory and the caches. Onmodern commodity
hardware cache lines/blocks are typically 64bytes. In this book, we use cache lines and blocks interchangeably.
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3.3 PREFETCHING

One of the well-studied techniques for improving instruction and data locality at various levels
of the memory hierarchy is hardware prefetching. In this section, first, we go over the simpler
prefetching techniques; which are the techniques we tend to see on modern processors because
of their low algorithmic and space costs (Section 3.3.1). Then, we look at the temporal streaming
which aims to exploit the recurring control flow in programs (Section 3.3.2). Finally, we conclude
with software-guided prefetching techniques (Section 3.3.3).

3.3.1 TECHNIQUESTHATARECOMMON INMODERNHARDWARE
The most straightforward hardware prefetchers are the stream prefetchers [59]. Whenever there
is a cache miss for an address, A, the prefetcher also fetches the next cache block of that address,
A+1, A+2, …The next-line prefetcher is a version of stream prefetcher, where only the next cache
block, A+1, is fetched. How long these prefetchers wait before fetching the next addresses or
how many next cache blocks they fetch changes from hardware to hardware or from instruction
prefetchers to data prefetchers. However, in order to not to saturate the bandwidth or over-fill
the cache with somewhat not useful content, stream prefetchers do not fetch more than three
or four cache blocks.

The stream prefetchers basically favor sequential accesses. For instructions, this is in fact
the case most of the time. Programs are naturally written that way. One doesn’t have to pay too
much extra attention to be able to exploit stream prefetching for instructions. However, there
are branch statements or function calls in the code that might disrupt such sequentiality and
leave stream prefetchers ineffective.

Compared to the instructions, the data accesses in an application might end up being all
over the place unless the programmers pay close attention to the way they allocate and access the
data. For example, many data management systems are written in a way to maximize sequential
data access.This is traditionally done to exploit the sequential disk bandwidth through sequential
scans. However, sequential scans are not just great for optimizing the accesses to disks, but also
for memory accesses since they can exploit stream prefetchers that exists on modern hardware.

On the other hand, database operations like index lookups create pointer chasing prob-
lems. They are highly inefficient in terms of the data accesses as the data to be accessed next
depends on what is accessed previously. Stream prefetchers fail to prevent cache misses due to
these types of memory accesses.

Modern processors also offer other types of prefetchers—which are still not very complex
even though they are more sophisticated than stream prefetchers—to cover the cases stream
pretchers are not effective for. For instructions, the branch predictors predict the end result of
branch conditions and possible function calls, and fetch the corresponding instructions just be-
fore they are needed. For the data, stride prefetching tries to handle cases where data is still
accessed in an obvious order, but the order is not in such short distances as in stream prefetch-
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ing. For example, after observing the misses of A and A+20, the stride prefetcher would fetch
A+40 and A+60.

Even though these simpler prefetching techniques that exist on modern hardware help in
reducing some of the instruction and data misses, they are not enough to minimize the mem-
ory stalls for memory-intensive applications like data management applications, as Section 3.1
summarized. It is not easy to tailor these simple prefetching techniques based on the needs of
an application since the common wisdom is to take what is given from the hardware as is, and
optimize software accordingly. The prefetching ideas presented in the next two subsections, on
the other hand, target applications that have predictable data access behavior if one has a more
detailed application-specific knowledge.

3.3.2 TEMPORAL STREAMING
Temporal streaming is a hardware prefetching technique based on the observation that most
applications execute the same subset of actions over and over. As a result, in terms of their data
and instruction accesses, they repeat similar or predictable trends in these actions. In the case of
data management applications, these actions are database operations or sub-routines in database
operations, as Section 3.5 will detail.

Figure 3.4 illustrates how temporal streaming works with an example using the index
lookup operation in databases. As also mentioned in Section 3.3.1, an instance of the index
lookup operation exhibits very irregular patterns in the way it accesses data and instructions.
However, across different instantiations of this operation, the path or control flow that is fol-
lowed does not change much. To start the search with a specific key, first, the lookup function
would be called from the database API. Let’s assume that this call brings two cache lines to
the instruction cache, A and C. Then, lookup would call the traverse function to initiate an index
tree traversal from root to leaves to find the key, which brings the cache lines X, Y, and Z to the
cache. After traverse finishes, the program would go back to the lookup function, and execute
the remaining logic of this function, bringing the cache lines C and D to the cache.

In this scenario, A, C, X, Y, Z, C, and D are called a temporal stream.Temporal stream prefetchers
exploit this type of recurring control flow in various programs [43, 44, 74, 143]. If we keep
a history of this routine, during the future instantiations of the index lookup operation, after
observing the cache misses for A and C, we can fetch the cache lines X, Y, Z, and D.

Even though the example above focuses on instructions, similar temporal streams exist
for data as well. For example, given an index identifier, the program has to access at least the
metadata information for that index, the index root, and so on.

Prefetchers based on temporal streams can be much more accurate in terms of what they
prefetch. The most state-of-the-art temporal streaming technique that we know of can give you
up to 99% accuracy for instructions based on the hardware simulation results of Ferdman et
al. [43] and Kaynak et al. [74]. However, these prefetchers need to do a lot of bookkeeping to
keep a history of the temporal streams and identify them. The space overhead for very accurate
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Figure 3.4: An example of temporal streaming [74].

prefetchers can be up to 40 KB per core [43], which is almost the L1 cache size on a modern
processor, so it is hard to adopt temporal streaming on real hardware. There are recent proposals
to reduce this space cost without losing the accuracy of the prefetching [74] by exploiting the
code commonality across concurrent tasks (see also Section 3.5) in data management applica-
tions. Therefore, temporal streaming is still a promising technique. However, we are not aware
of any modern architectures that adopt it yet.

3.3.3 SOFTWARE-GUIDEDPREFETCHING
Section 3.3.2 describes a hardware-only technique that aims to exploit recurring control flows in
programs, and highlights its overheads for the hardware. Can we instead exploit such recurring
control flows without dumping all the cost to the hardware-side?

Software-guided prefetching can allow that at the cost of losing programmer-transparency.
Rather than doing the bookkeeping at the hardware side to determine the recurring control flow,
the programmers, who are actually aware of this control flow, can inject prefetching instructions
where they think is necessary.

We can go over an example using the index lookup operation in databases once again,
illustrated in Figure 3.5. When we start the search for a given key, we can first directly fetch
the corresponding index root page as soon as the index lookup is called with a specific index
identifier. Then while traversing the tree, we can prefetch the index nodes from the next level
while processing the current level until we reach the index leaves [29, 98]. Similarly for the
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instructions, whenever we access the lookup function we can actually prefetch the instruction
that corresponds to the function head for the traverse function, and leave the prefetching of the
other instructions inside each function to the next-line prefetcher and branch predictor [10].

Figure 3.5: An example for software prefetching.

We need to be careful about how we utilize a software-guided prefetcher in practice, since
we are giving the orders at the software side. We do not want to excessively prefetch everything
in order to not to thrash the caches and saturate the bandwidth. There are hardware vendors that
provide instructions for software-guided prefetching for data accesses only [1]. Even though this
is not widely adopted in practice due to the difficulty of making optimal prefetching decisions,
the software-guided data prefetching techniques mentioned in the above paragraph utilize these
prefetch instructions provided by hardware at the software side.

3.4 BEINGCACHE-CONSCIOUSWHILEWRITING
SOFTWARE

While hardware offers some techniques to improve cache locality and utilization, one can also
reduce cache misses and stalls by writing code in a more cache-conscious way. For example,
reducing unnecessary complexity in systems, minimizing branch conditions in the code, or ex-
ploiting compilation optimizations might lead to fewer overall instructions and a smoother in-
struction stream (Section 3.4.1). In addition, designing data layouts that exhibit spatial locality
would both utilize cache lines better be more friendly to hardware prefetchers (Section 3.4.2).
Finally, changing execution models to enable instruction and data reuse could help significantly
in reducing cache misses (Section 3.4.3).



3.4. BEINGCACHE-CONSCIOUSWHILEWRITING SOFTWARE 35

3.4.1 CODEOPTIMIZATIONS
Writing Simpler Code
A way to optimize code is to write simpler code with fewer instructions. For example, the in-
memory-optimized data management systems ([36, 146]) tend to have codebases that are writ-
ten from scratch rather than adopting code from traditional systems. Furthermore, they do not
have a buffer pool, which eliminates the code to executed for the buffer pool. Most of them de-
part from traditional row-level locking and adopt simpler locking mechanisms (as Section 4.1.1
details).Therefore, many other operations have a lot less code to execute as well. As a result, these
systems exhibit smaller instruction footprints for the storage manager code, which increases the
chances of having better cache locality.

ExploitingModern Compilers
In addition to simplifying code and reducing the overall instruction footprint, better code com-
pilation also aids in generating a more optimal instruction stream. For example, minimizing the
jumps in the code would exploit the next-line prefetcher better. One can do this by either in-
lining the small frequently used functions or making sure that not so frequently taken branch
conditions lay toward the end of the memory space allocated for the instructions of a function.
This can be done either by a programmer writing code in a way that leads to a better instruc-
tion stream after compilation, or leaving it to the compilers to generate such code optimizations
automatically. In practice, however, it is better to combine the the capabilities of the modern
compilers with some minimal programmer effort. This way one does not reduce the programmer
productivity much and can exploit more compilation optimizations.

One way to utilize compilation optimizations is to use profile-guided optimizations [2].
If you are a data management system vendor and can access a sample version of a customer’s
workload, then you can profile your code by running this workload on your system. Based on
this profiling the compiler would generate a more optimized code for the workload at hand.
This, of course, is a static approach; meaning that if you want to change your workload, you
would probably want to re-do the profiling and generate new optimized code.

It is also possible to perform compilation optimizations dynamically at runtime so that if
your workload changes you can adapt at run time. Changing code layout at runtime has its own
overheads, and might cause unpredictability in terms of overall performance. The improvements
introduced by modern JVMs (e.g., HotSpot VM [6]) in doing just-in-time ( JIT) compilation,
however, has been increasing the adoption and success of this approach in recent years.

CustomCodeGeneration
Finally, both academia [7, 86, 102] and industry [4, 46, 160] have been paying attention to de-
veloping custom code generation/compilation mechanisms to allow just-in-time compilation of
queries at runtime to achieve more optimal code and data processing paths for specific queries.
For example, HyPer [102] does this to minimize the overheads associated with traditional in-
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terpreted languages, and optimize data cache access. As a side-effect, it highly improves the
instruction cache accesses as well. Microsoft’s Hekaton [46] compile the stored procedures into
machine code to get rid of the overhead of SQL compilation and generate more optimized in-
structions for those stored procedures. The wide-adoption and success of this approach today
shows that it is a powerful mechanism to optimize memory accesses of a data management
system. cache lines (64bytes) rowstoreerietta blue pinar blackname colorerietta bluepinar reddanica greeniraklis orange columnstoreerietta pinar danica iraklis
Figure 3.6: Row-wise vs columnar data layouts.

3.4.2 DATALAYOUTS
After seeing how to achieve more cache-friendly code layouts, this section highlights the key
insights for optimizing data layouts. Deciding on the most optimal data layout depends highly
on the data access patterns of a program.

Data Pages
Figure 3.6 shows a table with two columns on the left-hand side: the first column is the name
of the people in this database and the second column is a color associated with the person. Let’s
assume that each column is 16 bytes in this example. Therefore, any 4 of these columns can
fit in one cache line considering that most processors have 64 bytes cache lines. Modern data
management systems have two major ways of storing these columns inside the database pages.
The first one is the row-wise approach where the rows are stored one after the other in database
pages. When this table is accessed, the data brought into the cache line would probably look like
the example at the top in the right-hand side of Figure 3.6. The second one is the column-wise
approach where the values that belong to a column are stored together in a database page. The
bottom example in the right-hand side of Figure 3.6 illustrate how the cache lines would be
when this table is accessed in the case of columnar layout.

These different data layouts for databases mainly stem from optimizing for the disk ac-
cesses, but their key insights are also applicable to accesses to main-memory. For a particular
application, one should pick the data layout that would maximize the usage of the data brought
into the cache and exploit the simple next-line prefetching. For example, the OLTP workloads
tend to read several columns from the table when they access a record. Therefore, it’s better to
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use a row store so that one can utilize more of the cache line brought into the cache. If you want
to read the whole record for texttterietta, under columnar format, one would bring an additional
cache-line into the cache (in addition to the one shown in Figure 3.6). On the other hand, the
OLAP workloads perform longer scan operations over a few columns. Therefore, having the
values from a column stored close to each other helps—in terms of both cache line utilization
and exploiting the next-line prefetcher. in memoryindex tree lookup-heavy workloadscan-heavy workload+ align nodes to cache lines
Figure 3.7: Cache-conscious index layouts.

Index Pages
One can do similar trade-offs for index pages. Figure 3.7 shows an high-level representation of
an index at the left-hand side. In order to determine the best way to arrange the layout for the
individual index nodes, we again need to know the characteristics of accesses to this index. There
is not one layout that works perfectly for all types of workloads. For example, the workload is
more lookup-heavy or a pattern mining workload, the layout shown at the top on the right-
hand side of Figure 3.7 where the pages for the index nodes are allocated one after the other
in a depth-first order would perform better in terms of data locality. On the other hand, for
a workload that performs frequent index scans, arranging index nodes in a breadth-first order
(Figure 3.7 bottom right-hand side) would achieve better data locality. In addition, for mostly
in-memory accesses arranging the size of the index nodes to match the cache line size or some
multiple of the cache-line size gives benefits.

3.4.3 CHANGINGEXECUTIONMODELS
In addition to improving the code and data layouts, we can also change some of our core execu-
tion mechanisms and algorithms.

Traditionally, databases adopt the volcano iterator model where each database operator
has the interface shown in Figure 3.8(a). Each operator has a next function call to get the next
tuple to process. For example, when the scan operator starts to scan a column of a table from
the beginning to end, it is going to retrieve the first value (erietta) for the scanned column.
Then, the select operator is going to ask for the next column value to process from the scan
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Figure 3.8: Volcano vs. vectorized execution models.

operator, which moves the current column value to the next operator. If the current column
value satisfies the query condition, it is going to be in the output. Therefore, with this execution
model processes elements tuple-at-a-time from the first operator to the last. This leads to poor
locality in terms of both data and instruction accesses. In the case of data, even though there is
locality for the one tuple/column being processed, the locality for the state information kept at
each operator is lost. Similarly for instructions, one needs to load the instructions for each stage
one after the other for each tuple/column being processed, thus, exhibiting poor code reuse and
locality.

Vectorized execution (Figure 3.8(b)) proposes the following to overcome the sub-optimal
characteristics of the volcano-style execution model. Rather than processing tuples/columns one
at a time, operators would process a vector of tuples or columns at a time. When every next
operator asks for more tuples/columns, a vector of values that satisfy the conditions of the current
operator is sent to the next one. This execution model improves data locality since it enables re-
use for the state information data kept at each operator. It also improves instruction locality
since the instructions for each operator would be re-used for the vector of columns. In addition
to improving cache locality, vectorized execution also helps in terms of exploiting techniques
like SIMD since one can feed this vector to your SIMD instructions.

To sum up: for being cache conscious one can do two orthogonal things: (1) improving
the layout and footprint of your code and data, and (2) developing alternative execution models
that are more aware of the underlying memory hierarchy. Following from alternative execution
models, the next section illustrates alternative ways of scheduling big tasks that are formed of
several smaller actions from a pre-defined set. The goal of this would be to exploit the common
instructions across these tasks to maximize instruction locality. In the context of databases, these
tasks would be transactions and queries while the small actions would be database operations.
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3.5 EXPLOITINGCOMMON INSTRUCTIONS
Transactions are composed of actions that in turn may execute several basic functions. Basic
function examples include probing and scanning an index, inserting a tuple to a table, updating
a tuple, etc. No matter how different the output or high-level functionality of one transaction
are from another, all database transactions contain such common basic functions [150].

This section describes three ways of scheduling similar transactions: the conventional way
and the two techniques (academic proposals) that exploit instruction commonality across trans-
actions.

Conventional/Traditional transaction scheduling
Figure 3.9a and Figure 3.9c show how three transactions executing exactly the same code parts
would execute under a conventional OLTP system on one core and on multiple cores, respec-
tively. The example transactions execute the code segments A, B, and C in order. Each segment
fits in L1-I, but any two segments exceed its capacity. When these transactions execute in a
conventional system, they take turns thrashing the cache since each executes segments A–C
in order independent of the other transactions. Thus, each segment incurs an overhead due to
instruction cache misses.

Transaction 1

A B C A B C A B C

Transaction 2 Transaction 3

Miss Overhead

(a) Conventional on one core

A B CA B CA B C

(b) Time-multiplexing on one core

T1 T2 T3 T1 T2 T3 T1 T2 T3

A B C

(c) Conventional
on a multicore

A B C

A B C

Core 1: T1

Core 2: T2

Core 3: T3

A A A

(d) Spreading 
computation 
on a multicore

B B B

C C C

T1

T1

T1 T2 T3

T2

T2 T3

T3

Time

Figure 3.9: Ways of scheduling transactions.

Transactions time-multiplexing on a single core
Figure 3.9b shows a way of improving L1-I utilization when transactions are running on a single
core. The first, lead, transaction executes segment A incurring an overhead as in the case of
conventional scheduling. However, instead of proceeding to execute segment B, transaction 1
context switches allowing, in turn, transactions 2 and 3 to execute instead. Transactions 2 and
3 find segment A in L1-I and thus incur no overhead due to misses. Once all three transactions
execute the first segment, execution proceeds to segment B, and so on.
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This way transactions time-multiplex on a core in a way that would maximize their in-

struction cache locality. The more frequent context switching for transactions comes at a cost.
This cost of context switching, however, can be minimized by either adopting a hardware-side
approach (e.g., STREX [14]) or implementing a more specialized context switching method
at the software-side (STEPS [55]). The more frequent context switching can also potentially
hinder data locality for transactions and increase the transaction latency. However, the overall
throughput benefits from this way of scheduling because of the increased instruction cache lo-
cality. In certain cases, this way of scheduling even benefits data cache locality, especially at the
levels of the cache hierarchy that are above L1-D, if transactions access common read-only data.

Spreading computation of a transaction
As long as there are enough cores so that the aggregate L1-I capacity can hold all code segments,
a transaction can migrate to the core whose L1-I cache holds the code segment the transaction
is about to execute. For example, as Figure 3.9d shows, the lead transaction can execute seg-
ment A first on core 1, then migrate to core 2 where it would execute segment B, then migrate
to core 3 where it would execute segment C. Transactions 2 and 3 can follow in a pipelined
fashion, finding segments A, B, and C, in cores 1, 2, and 3, respectively. While transaction 1
incurs an overhead when fetching the segments for the first time (as in the case of the previous
mechanism), the other transactions do not.

This way one can spread the execution of a transaction over multiple cores to exploit the
aggregate cache capacity that exists onmulticore hardware and the code commonality across con-
current transactions. Migrating transactions from one core to another of course has some draw-
backs: the more frequent context switching and the reduced data locality. Enabling hardware-
level migrations can minimize the former, and the benefits that come from increased L1-I cache
locality overweigh the effect of the latter [13, 26, 150].

3.6 CONCLUSIONS
Data management applications severely underutilize a core’s resources since they exhibit high
memory stall times. We have seen that the main reasons for these memory stalls are the L1-level
instruction cache misses and the long latency data misses from the last level cache. Keep in mind
that the overall instruction footprint for main data management applications are much smaller
than the data footprint. However, they still don’t fit in the first-level caches and this is a problem
and we cannot just increase L1 cache sizes since it also increases the time to look for an item
in the cache. Current prefetching techniques help but are not enough; we need to find ways
to both reduce instruction footprint and also somewhat give the illusion of a larger L1 cache
capacity without actually increasing the L1 cache sizes. On the other hand, the data footprint
for the data-intensive applications are too big to maintain a perfect cache locality. Data misses
are inevitable and data re-use is also quite low as we have seen in one of the previous graphs. The
important thing here is to make the best use of the cache-lines brought into the cache, avoiding



3.6. CONCLUSIONS 41
cases where only a small portion of the whole cache line is used. Picking the right layout for the
application at hand is a crucial step in achieving better cache line reuse and exploiting existing
hardware prefetchers.





PART II

Explicit/Horizontal Scalability





45

C H A P T E R 4

Scaling-upOLTP
Different types of workloads are subjecting the database management systems to different kinds
of scalability challenges. For transaction processing systems where many threads access small
portions of the data and enter numerous critical sections to ensure ACID properties, the main
challenge that limits scalability is the access latency to the shared data items in other cores’
caches.

We illustrate the scalability challenges by reviewing the life of a transaction in a tradi-
tional centralized transaction processing system that uses pessimistic 2-phase locking (2PL)
and write-ahead logging. When such a system is deployed on a multicore system, it typically
has a thread pool comprised of a number of threads that run on different cores in a system.
When a transaction arrives in the system, it is assigned to the available thread that completes
all operations requested by a transaction or queued to the input queue if all threads are busy.
Each thread accesses all data items requested by a transaction. Before doing so, it has to obtain
locks from the centralized lock manager. Once it is granted a lock on a particular data item, it
needs to also obtain latches that protect physical data before accessing it. If it has performed any
changes, it needs to log them which requires obtaining space in the log buffer and writing the
log to the stable storage. Finally, it has to update the metadata—the data structures that store
the systems state to ensure correctness of transaction execution. Thus, it is not surprising that a
typical transaction accesses many shared data structures in the critical path which requires a lot
of synchronization and poses significant scalability challenges [67].

To illustrate the necessity of synchronization, in Figure 4.1 we plot the data access patterns
by tracing accesses of individual threads to different records of the DISTRICT table over one
second while running TPC-C workload. Each thread is assigned a different color and each
dot represents a single access. We observe from this graph that there is no predictability in
data accesses between threads and records. Hence, in order to ensure transactional (ACID)
properties, the system needs to enter numerous critical sections.

We break down the critical sections entered by Shore-MT when executing a single trans-
action that updates one row in Figure 4.2.The locking component alone accounts for over 20 crit-
ical sections with a similar number of critical sections related to latching and metadata accesses.
Logging is another bottleneck in the system partly because of the number of critical sections
and partly because of the length of critical sections involved in long latency I/O operations that
increase contention.
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Figure 4.1: Data access patterns on the District table when running TPC-C benchmark.

Figure 4.2: Breakdown of critical section by component on Shore-MT running the transaction that
updates one record.
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Figure 4.3: Scalability behavior of different types of critical sections as the number of threads in a
system increases.

In general, critical sections can be classified into three groups: unbounded, fixed, and co-
operative [67] whose scalability behavior we depict in Figure 4.3. Unbounded critical sections
are the ones where all threads have to access a centralized synchronization point. These critical
sections are the main scalability bottleneck with an increasing number of threads in the system,
as even the shortest critical section can become a major bottleneck. Many unbounded critical
sections can be found in traditional locking and latching components of the system. Fixed criti-
cal sections are the ones where there is a fixed number of threads entering them regardless of the
number of threads in the system. These are good critical sections as they will not become a bot-
tleneck with more threads. Typical examples are producer consumer pairs that can be found in
the transaction manager. Cooperative critical sections are the ones where different threads can
combine their requests while waiting to enter a critical section. These are also good as they do not
create additional contention. They are utilized in logging approaches such as Aether [69] where
multiple threads can batch their log buffer insert requests. In general, to achieve scalability in the
face of increasing number of threads, one needs to either eliminate unbounded communication
or turn them into fixed or cooperative ones which do not cause scalability bottlenecks.

In the rest of this section, we specifically examine scalability challenges related to locking,
latching, and logging components of the system. For each one of them we survey the repre-
sentative approaches to overcoming the challenges. Next, we provide a brief overview of the
synchronization mechanisms that are essential to achieving scalability on multicores. Finally,
we outline the challenges posed by the non-uniformity of communication latencies on OLTP
systems and survey the approaches to overcome them before concluding.



48 4. SCALING-UPOLTP

4.1 FOCUSONUNSCALABLECOMPONENTS
4.1.1 LOCKING
To better understand the sources of unscalable behavior of a traditional lockmanager when using
2PL protocol, we examine the typical interaction pattern between the lockmanager and a worker
thread executing a transaction. At the beginning of a transaction, the thread first requests all the
locks it needs, before proceeding to perform the operation on the locked data. After completing
the execution and deciding to commit, or, in case of errors, abort the transaction, it releases all
locks and finishes the transaction. This process repeats for the next transaction and the third
transaction and so on. It is the same for both hot and cold locks, as illustrated in Figure 4.4.
The hot locks are the ones that are acquired and released repeatedly and they comprise metadata
locks on the schema of the data and its top-level elements—tables and root nodes of B-trees.
However, as most accesses are directed to individual rows, most of these locks are shared or
intention shared locks that are granted in almost all cases.

Figure 4.4: Locking patterns in a typical OLTP system.

One way of reducing physical contention on the lock manager is to decrease the number
of interactions per transaction. The main idea of speculative lock inheritance is to allow the next
transaction to inherit hot locks instead of repeatedly releasing and acquiring the same set of
locks [66]. It works as follows: at commit time, a transaction doesn’t release all locks. Instead,
it releases cold locks and saves hot locks. When the next transaction comes in, it inherits the
saved locks and releases the ones it does not need. By reducing the number of lock requests,
this technique significantly reduces contention in the lock manager, especially for the read-only
workloads.

Another approach that achieves the same effect are the lightweight intent locks (LIL)
[82]. LIL technique is based on the observation that intent locks are the hottest locks in the
system. Additionally, their number is fairly small which causes high contention. To relieve this
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Figure 4.5: Speculative lock inheritance.

contention, LIL implements intent locks as counters directly in the data pages, so threads acquire
and release them without the need to access the lock manager. These operations are performed
using atomic compare-and-swap instructions.

While these two techniques help alleviate the contention on the lock manager, they do not
eliminate it completely. One way to increase scalability of the lock manager, without changing
the concurrency control protocol used, is to partition the data and distribute the lock manager.

Data-oriented transaction execution (DORA)model divides the database into logical par-
titions [108]. Each transaction is broken into smaller requests—actions, and each action is exe-
cuted by a thread that has exclusive access to the partition where the data accessed by the action
resides. With this mechanism, the lock manager is distributed and lock manager interaction is
localized within a single core. Figure 4.6 illustrates the access pattern of DORA for the same
workload as in Figure 4.1. The predictable access pattern eliminates most of the locking-related
synchronization and improves scalability.

While logical partitioning alleviates locking bottleneck, it does not tackle other bottle-
necks. Hence, using a different system architecture is an appealing way to eliminate multiple
scalability bottlenecks at once and avoid challenges posed by multicores. Recently, there has
been a wave of fine-grained shared nothing systems that take partitioning to the extreme. They
typically partition the data completely and execute transaction on the partitions in the single-
threaded fashion. In this way, they do not need any locking or latching. Also, they are optimized
for today’s large main memories and typically do not have a buffer pool. However, they do sup-
port persistence on disk, typically through asynchronous checkpointing. Finally, as traditional
ARIES-style physiological logging poses too many overheads, these systems provide durability
either through replication or using lightweight form of logical logging [97]. In general, they are



50 4. SCALING-UPOLTP

Figure 4.6: Data-oriented execution makes access patterns predictable and improves locality.

optimized for predefined set of transaction types that are compiled ahead of time [146, 147].
Shared-nothing systems are ideal for perfectly partitionable workloads where a single transac-
tion accessed only data from its local partition. However, in many workloads this is not the
case because they are not easy to partition without causing many multisite transactions or heavy
skew. Multisite transactions, especially ones that access large portion of data, present a signifi-
cant challenge.

We briefly survey representative systems and outline their main characteristics and differ-
ent approaches they take to address the challenge. H-Store and its commercial version VoltDB
take the extreme approach with single-threaded processes and durability achieved by replica-
tion [146]. This design allows them to scale well for perfectly partitionable In the initial design,
multisite transactions were executed with two phase commit protocol with up to two network
roundtrips which caused low concurrency even with few multisite transactions. Speculative op-
timistic concurrency control allows local transactions to proceed speculatively while the node
is waiting for the network reply. However, they need to verify their results before committing
[70].

HyPer is a system that support both OLTP and OLAP [76]. It also uses single-threaded
execution model and relies on compilation of transaction plans that generate long pipelines op-
timized for data locality [102]. This approach minimizes branching in code to achieve very
good cache efficiency and high single-thread throughput. They support OLAP queries through
copy-on-write mechanisms that utilize virtual memory. Initially, multisite transactions required
all threads in the system to execute a single multisite transaction at a time. Recently, there were
proposals to (1) increase concurrency of general transactions using optimistic concurrency con-
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trol (OCC) with strict timestamp ordering, (2) optimize execution of long-running transactions
by splitting them into read-only and update sub-transactions with tentative execution, (3) mul-
tiplex transaction with MVCC on a single thread, and (4) use hardware transaction memory to
implicitly lock data items [92, 101, 103, 165].

Finally, Calvin is a recent system that proposes using deterministic execution model to
achieve high throughput even when a system is running across different datacenters [148, 149].
The main idea is to first perform centralized dependency detection to eliminate any need for
coordination at commit time. Transactions are assigned to a partition where they first acquire
all necessary locks and then proceed to execute the whole transaction possibly involving remote
reads. Initially, locks were acquired through traditional lock manager, but an improved proposal
argues for the use of very lightweight locking (VLL) scheme that collocates locks with data
records and performs selective contention analysis to determine which of the waiting threads
will be granted the lock upon release [133].

While partitioning-based approaches can achieve scalability for workloads that are
amenable to partitioning, improving scalability of all concurrency control schemes on multi-
cores is beneficial for workloads that cannot be easily partitioned. Serializable snapshot isolation
(SSI) is another way to ensure isolation between concurrent transactions. It typically includes a
validation phase during transaction commit [41]. Main techniques that can be used to achieve
scalability of SSI on multicores include memory-friendly validation phase without read after
write conflicts and the use of bulk memory operations whenever possible [71].

A standard 2PL scheme poses significant overhead for systems optimized for main mem-
ory. These systems typically use optimistic concurrency control techniques that are imple-
mented lock-free. One example is the scheme used in Microsoft’s Hekaton main-memory sys-
tem [36, 89]. Transactions track their begin and end timestamps and validate read and scan sets
during the commit processing step. To support non-blocking nature of transaction processing
in Hekaton, transactions that read data written by transaction in the commit phase and take
a commit dependency on it. The idea of lock-free OCC for main-memory databases is taken
a step further in Silo which decentralized the timestamp allocator to remove any centralized
data structure in Hekaton’s scheme [158]. While many subsequent proposals enhance OCC or
2PL schemes for multicores [38, 79, 81, 169, 170], a recent study has shown that none of the
proposals effectively scale to 1,000 cores [168].

4.1.2 LATCHING
While the lock manager arbitrates data access at the logical level, latching the individual pages,
that contain the accessed data, does so at the physical level. Physical contention is especially
acute when the tables are accessed through the primary key index implemented as a B-tree. In
that case, all thread accessing data in a particular table have to acquire latches on the same set
of pages on the upper levels of the tree, leading to high contention. Even if the data is logically
partitioned, i.e., as in the data-oriented execution model.
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As the next step after logical partitioning utilized by the DORA system is the partitioning

at the physical layer, achieved by replacing the single rooted B-tree structure with a multirooted
one and ensure that the ranges of each subtree would match the partition ranges of the logical
partitioning [109]. In this multirooted B-tree structure, the new tree root becomes a routing
table which keeps the information on which range corresponds to which subtree so that it can
route the worker threads to the correct subtree. And as a result of this partitioning, index pages
can be accessed latch-free. By forcing a heap page to be pointed by only one leaf page, one also
achieves single-threaded access to each heap page and eliminate latching from heap pages as
well. Also, with this design each thread can effectively cache their metadata information since
they keep accessing the same tables so contention on catalog manager can also be eliminated.

A way to remove latching bottleneck without data partitioning is to redesign the B-tree
itself to support latch-free operations. PALM is one proposal for designing latch-free concurrent
B-tree [139]. It requires the threads that access the B-tree to proceed in lockstep up and down
the tree and to synchronize between phases. Each thread is executing a batch of operations on
a range of keys with reads proceeding before modifications. This allows them to avoid global
barriers and requires threads to synchronize only with a couple of neighboring threads. At each
step only one thread is allowed to modify any particular node. To achieve good efficiency without
sacrificing latency, PALM uses software prefetching for nodes on the next level and SIMD to
accelerate operations on each level.

BW-tree is another latch-free B-tree which is optimized for both main memory and flash
[93]. It is log structuredwhichmaximizes the number of sequential writes. Data is organized into
elastic-sized pages and accessed through the PIDs stored in the mapping table. Mapping tables
map page IDs (PIDs) to both locations in the main memory and on the stable storage. BW-
tree pages are not updated in place. Instead, delta updates are prepended to the page and their
pointers are updated atomically in the mapping table which improves cache behavior. Updates
are periodically installed into consolidated pages. In general, structure modifying operations
(SMOs) are done in a series of atomic steps by different threads in an opportunistic fashion—if
a thread wants to access the page in the middle of a SMO, it first completes the SMO.

4.1.3 LOGGING
Traditional write-ahead logging (WAL) scheme is vulnerable to multiple sources of contention
that we illustrate in Figure 4.7 through discussion of thread’s interaction with the log manager.
During the execution, whenever a transaction wants to perform a data modification (insert,
update, or delete), it first acquires required locks, performs the modification, and then logs the
changes by writing the log record to the log buffer. After all the changes are completed and the
transaction is ready to commit, it flushes all the changes performed by a transaction to the stable
storage for durability. After the changes are durable, transaction releases all locks and completes
the commit.

Figure 4.7 illustrates three major contention serialization points:
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Figure 4.7: Sources of contention in log manager.

• when a thread wants to insert a new log record, it needs to acquire space in the centralized
log buffer and write the generated record;

• at commit time, making log records durable incurs long I/O delays due to both the latency
of writing to the stable storage (typically HDD or SSD) and the overhead of system calls;
and

• since locks are held until log records become durable, they potentially significantly increase
contention on the locks for frequently updated data items.

Aether tackles these problems in a holistic fashion by combining three techniques, illus-
trated in Figure 4.8 [69]. First, early lock release allows transactions to release shared locks at the
beginning of the commit phase before the log buffer is persisted. Controlled lock violation takes
this a step further by allowing an exclusive lock to also be released by tracking dependencies until
the transaction commit finishes [51]. Flush pipelining reduces context switches and I/O delay
by delegating log flushing to a dedicated thread in a fashion similar to group commit. Contrary
to group commit, it does not violate the durability requirement because the results are returned
to the user only after the transaction becomes durable. Consolidation array is a technique that
exemplifies conversion of a fixed to composable critical section. Instead of all threads contending
to inserting data into the log buffer, waiting threads combine their requests for log buffer space
and can insert their log records in parallel once they get that space.
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Figure 4.8: Aether applies different techniques to alleviate contention.

4.1.4 SYNCHRONIZATION
While the three components we examined in more detail in the previous subsections require
a substantial number of critical sections, other components also have many synchronization
points. Accesses to all of these critical sections are spread out during the execution of a transac-
tion and they have different durations and access patterns. As there are many ways to implement
a critical section, the important question is which synchronization primitive is best for each case.
Next, we give a brief overview of typical lock-based and lock-free approaches.

OSmutex is the simplest way to implement a critical section and is available from standard
compiler libraries. However, it requires system calls which pose non-negligible overhead and do
not scale with contention. Test and set spinlocks are efficient due to their simplicity, but they do
not scale with contention. Queue-based spinlocks, such as MCS spinlocks, are scalable, however
they require more complex memory management. Finally, reader-writer locks permit concurrent
readers, however they pose higher overhead than write-only locks.

On the lock-free side, atomic operations are very efficient as they are implemented with
hardware instructions, however they are limited to updates to a single value. Lock-free algo-
rithms can be scalable, but each case requires a special purpose algorithm. OCC is another
appealing approach that has low overhead for reads, but contending writes can cause livelock.
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4.2 NON-UNIFORMCOMMUNICATION
Multisocket multicore systems are the predominant configuration for database servers today and
are expected to remain popular in the future. The non-uniformity of such systems impacts com-
munication between cores as well as between cores and memory. Here we focus on inter-core
communication as it has bigger impact on OLTP, while the non-uniformity in memory accesses
is discussed in more details in Section 5.2. Figure 4.9 shows a simplified diagram of a typical
machine that has two sockets with quad-core CPUs. Communication between the numerous
cores happens through different mechanisms. For example, two threads running on the same
core can communicate very fast through the core’s L1 cache. When they’re running on different
cores on the same socket, they communicate through the socket’s last-level (L3) cache. Finally,
two threads running on different sockets need to use inter-socket links. Therefore, depending on
the thread placement, communication latencies can vary by an order of magnitude. In this envi-
ronment we identify Islands as groups of cores that communicate much faster among themselves
than with cores from other groups.

Figure 4.9: A schematic view of a multisocket multicore server. We identify a hardware Island : a
group of cores that communicate faster with each other than with the cores from another island.

It might be appealing to consider a server with multiple islands as a distributed system and
deploy shared-nothing systems on it. A recent study compares a range of different distributed
deployment configurations from shared-everything to fine-grained shared-nothing including
Island shared-nothing that deploys one database instance on each Island [116]. This study con-
cludes that at one extreme shared-nothing offers stable performance in the presence of multisite
transactions, but it is rarely optimal. On the other hand, shared-nothing offers fast performance
for perfectly partitionable workloads but it’s sensitive to skew and distributed transactions. Island
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shared-nothing offers robust middle ground. The main takeaways is that optimal configuration
depends on the combination of hardware and workload characteristics. When any one of these
characteristics change, a system needs to adapt to the new best configuration which is expensive
due to the need to move data between different processes.

ATraPos solves this problem by making a shared-everything system scalable on Islands
and adaptive to any changes in the workload characteristics or hardware topology [115]. It relies
on precise data partitioning and placement to maximize locality of data accesses and on adap-
tive repartitioning to maintain data locality even when the workload changes. ATraPos ensures
stable performance by choosing the appropriate partitioning scheme, which maximizes resource
utilization and balances the load. The choice is based on a cost model that takes into account
(a) the static data dependencies, (b) the dynamic workload information, and (c) the underlying
hardware topology. Finally, ATraPos uses a lightweight monitoring mechanism to continuously
track the transaction behavior. When it detects that the workload has changed, it adjusts the
data partitioning and partition placement to guarantee high and predictable performance.

As the number of cores on a chip increases, multiple Islands are forming within a single
processor in the contemporary processors such as Oracle SPARC M7, AMD EPYC, and In-
tel Xeon Scalable. In addition, the access latencies to the local memory and to the memory of
another server over fast interconnect in a rack-scale system are converging, thus creating a hier-
archy of Islands within a group of servers. A recent study analyzes the trade-offs involved in the
deployment of different OLTP system configurations on commodity clusters [117]. It concludes
that different configurations are optimal for different combinations of workload characteristics,
multisocket topologies, and network communication properties. This finding emphasizes that
scaling out requires both Island and inter-Island awareness to efficiently utilize emerging rack-
scale hardware platforms, even with faster interconnects and widespread use of RDMA blurring
the lines between different machines.

4.3 CONCLUSIONS
Increasing numbers of processor cores found in modern multicores and non-uniformity in mul-
tisocket system pose significant challenges to scalability of transaction processing systems. In
order to overcome scalability challenges, system designers can take one of the two principal
approaches:

• take the existing system, identify scalability bottlenecks and remove them in a holistic
fashion without creating any new bottlenecks; or

• start from scratch and design scalable systems for multicores. The most important lesson
in this case is to not repeat old mistakes.

One of the concerns which will only become more significant is the non-uniformity in commu-
nication, so systems need to optimize for locality of communication. Also, they need to make
systematic decisions about the optimal synchronization mechanism for each critical section.
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C H A P T E R 5

Scaling-upOLAPWorkloads
In the previous chapter, we showed that scaling-up OLTP workloads on modern hardware is
sensitive mostly to the latency of memory accesses. In this chapter, we show that scaling-up
OLAP workloads involves further challenges that pertain to the efficient utilization and satu-
ration of the limited number of hardware resources, e.g., the number of hardware contexts and
the memory bandwidth.

Figure 5.1 shows the two major challenges we focus on in this chapter. The first chal-
lenge involves redundant computations. As more and more hardware contexts are supported on
modern hardware, an increasing number of concurrent queries can be evaluated. As concurrency
increases, there may be sharing opportunities among the queries. Conventional execution en-
gines in DBMS do not exploit these sharing opportunities. By sharing across queries, DBMS
can decrease contention for resources significantly by avoiding redundant operations. In Fig-
ure 5.1a, we see an example of an analytical workload, where queries have similar parts. After
the number of concurrent queries surpasses the number of available hardware contexts, and the
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Figure 5.1: (a) Scaling-up concurrent OLAP workloads presents an opportunity of exploiting shar-
ing across concurrent queries. (b) Scaling-up a NUMA-agnostic aggregation hits a bottleneck before
completely saturating CPU resources.
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queries cannot be serviced in parallel and independently, the effect of sharing across queries
becomes apparent in the total response time. Sharing scans can decrease the response time con-
siderably by sharing the scans of common relations of all queries at the I/O layer. Further sharing
of higher operators in the query plans can further decrease response time [119, 120].

The second challenge is the non-uniformmemory access (NUMA) architecture ofmodern
multisocket multicore servers [87]. In the previous chapter, we show that the non-uniformity of
the latency of memory accesses plays a significant role in scaling-up OLTP workloads. OLAP
workloads are equally concerned with an additional non-uniform resource: the memory band-
width. Figure 5.1b visualizes this challenge. It shows the throughput of an experiment that
involves a single client issuing an aggregation query. In a typical execution engine, increasing
the number of threads with which the aggregation is parallelized, up to the number of avail-
able hardware contexts of the machine, results in an analogous increase of the throughput that
plateaus shortly before the number of available hardware contexts. On modern multisocket mul-
ticore machines, however, that may not be the case. For a typical NUMA-agnostic execution
engine that relies on the operating system for its data placement and thread scheduling across
the machine’s sockets, it is probable that the throughput will hit a plateau much earlier than the
number of available hardware contexts. The reason in this example is that the data to be aggre-
gated happens to be allocated on a single socket, and the throughput is limited by the maximum
bandwidth supported by that socket [121]. A NUMA-aware execution engine that explicitly
handles its data placement and thread scheduling across the machine’s sockets can fully utilize
the memory bandwidth of both sockets and significantly increase the achieved throughput in
this example [121].

In this chapter, we explore the two aforementioned challenges and explain how to exploit
sharing opportunities that arise in highly concurrent analytical workloads, and also how to avoid
NUMA-related problems. In Section 5.1, we survey the sharing methodologies available in
related work, and focus on two state-of-the-art techniques. In Section 5.2, we detail several
NUMA-aware solutions in related work. We begin with black-box approaches, then present
DBMS-specific data placement and task scheduling solutions.

5.1 SHARINGACROSSCONCURRENTQUERIES

A typical relational data warehouse accepts a few analytical queries and consumes I/O, RAM,
and CPU resources to evaluate each query separately, following a query-centric model [47]. The
era of big data introduces new challenges to analytical processing [62, 63]. Among them, the
data warehouse is called upon to handle an ever-increasing number of bigger, more complex,
longer-running queries. Naturally, the traditional query-centric model that evaluates each query
independently results in contention for resources. For performance this means delays in process-
ing the queries, or an admission control policy that may delay new queries until resources are
freed.
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Sharing is one technique that can alleviate the contention for resources. In the case that

queries share similar parts, we can reuse parts of data and the execution to save resources. By
sharing data, we refer to coordinating I/O requests, sharing data among queries, and avoiding
unnecessary data copying and referencing, while by sharing work, we refer to saving CPU re-
sources, by avoiding redundant computations [118]. By saving resources, we reduce contention
for resources. With more free resources, we can evaluate more concurrent queries and this trans-
lates to better performance such as increased throughput.

Even in typical query-centric databases, where queries are optimized and executed
independently without sharing among concurrent queries, there are sharing techniques:
caching [140], materialized views [135], multi-query optimization with the exploitation of com-
mon subexpressions [45, 138], and buffer pool management techniques [136]. More contempo-
rary, state-of-the-art sharing techniques, however, share across concurrent queries at run-time,
after query optimization. Reactive sharing shares common intermediate results of common sub-
plans among queries [47, 120]. Proactive sharing takes a different approach to developing shared
operators that can evaluate a high number of similar queries, composing a global query plan with
shared operators for all the query mix [12, 22, 48, 120]. Both reactive and proactive sharing use
shared scans, such as the one of Section 2.3. Next, we give more details on reactive and proactive
sharing.

5.1.1 REACTIVE SHARING
Let us assume two queries that share a common sub-plan below an operator, e.g., a join op-
erator, but have two different operators on top of them, e.g., aggregation operators, as shown
in Figure 5.2a [118]. The query-centric model, with pipelining, evaluates them separately using
intermediate FIFO buffers to exchange pages of tuples.
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Figure 5.2: (a) Evaluating two common sub-plans with a query-centric execution engine. (b) Re-
active sharing through pushing common intermediate results. (c) Reactive sharing through pulling
common intermediate results.
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Reactive sharing was introduced in the QPipe execution engine [56]. It detects the com-

mon sub-plans, evaluates only one of them, and copies common results to the FIFO buffers of
the two different aggregation operators. The amount of common intermediate results that can
be shared depends on the inter-arrival delay of the common sub-plans and the top operator of
the sub-plans [56]. Reactive sharing is shown in Figure 5.2b. The original proposal for reactive
sharing uses a “push-based” model, because the single producer is responsible for forwarding the
common tuples.

Push-based reactive sharing, however, has a significant drawback: it creates a serialization
point. Subsequent operators, e.g., the aggregations of the example, are delayed until incom-
ing tuples are received. In certain cases of low concurrency, the serialization point makes the
query-centric model better than reactive sharing since the queries move independently, exploit-
ing available resources. Moreover, a prediction model has been proposed that can dynamically
decide whether to use the query-centric model or reactive sharing [64].

Another approach to reactive sharing is pulling common intermediate results [119]. It
shares common intermediate results without forwarding them. This eliminates the serialization
point. The single producer independently emits pages of tuples at the head of a linked list, as
shown in Figure 5.2c. Each consumer also walks the list independently from the tail up to the
head, reading the common intermediate results. The serialization point is eliminated since the
producer now independently emits tuples, at the speed of the query-centric model, without a
need to forward tuples to multiple consumers. More importantly, there is no need for a predic-
tion model to decide whether to use the query-centric model or reactive sharing. Thus, reactive
sharing can be implemented with a low overhead for sharing common intermediate results at
run-time.

5.1.2 PROACTIVE SHARING
The main drawback of reactive sharing is that it only shares common sub-plans, with common
predicates for the involved operators. Reactive sharing cannot, for example, share the join oper-
ator of two queries if they have different selection predicates for the joined relations, as shown
in Figure 5.3a. Proactive sharing, however, can share across these concurrent queries. Proactive
sharing was introduced in the CJOIN operator [22]. Proactive sharing uses shared operators that
can evaluate many similar queries concurrently, in a global query plan. The basic technique used
to achieve this is attaching a bitmap to tuples, thereby showing the relevant queries from the
query mix for which the tuples qualify. A shared operator indirectly exploits common instruc-
tions (see Section 3.5), as it evaluates the same instructions for multiple similar queries.

Lets go through the example of Figure 5.3a to see how a global query plan can be built
with shared scans, selections, and hash-joins to evaluate these two queries [118]. Let us assume
that the right-hand side (RHS) of the hash-join is the smaller relation for which we build the
hash table. Tuples from the RHS relation flow into the shared selection operator, which outputs
tuples with an attached bitmap that signify whether each tuple is relevant to one of the queries.
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Figure 5.3: (a) Proactive sharing with two queries sharing a similar plan but different selection pred-
icates for the joined relations. (b) Reactive sharing on top of proactive sharing.

After the hash table has been built, tuples from the left-hand side (LHS) relation flow in the
same fashion to the join operator. The hash-join proceeds as usual and output joined tuples are
produced. What it does in addition, however, is a bitwise AND operation between the bitmaps
of the joined tuples in order to preserve the relevance of the output tuple to the queries. In this
example, because the RHS tuple was not selected by Q1, the output tuple is also not selected
by Q1. Additional similar queries joining the same relations, with the same join predicate, but
different selection predicates can be added dynamically and evaluated by this single shared hash-
join, simply by extending the bitmaps.

In contrast to the query-centric model, proactive sharing has an overhead, which is most
apparent for a low number of concurrent queries. Proactive sharing needs an additional admis-
sion phase for a new incoming query to adjust the global query plan to accommodate the new
query [12, 22, 119]. Also, there is additional bookkeeping overhead as shown, e.g., by the addi-
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tional bitmaps and bitmap computations [119]. Nevertheless, the benefits of proactive sharing
for a high number of concurrent queries dwarf the overhead [48, 119].

Proactive sharing and reactive sharing are orthogonal. For example, if the two exemplary
queries are identical, they still pass through the global query plan; even if they produce the
same intermediate results, their bitmaps are the same and we do redundant work. In such a
case, we can combine both sharing techniques and apply reactive sharing on top of proactive
sharing [119], as shown in Figure 5.3b. Reactive sharing reuses the results of Q1 and avoids
redundant computations and bitwise operations for Q2.

5.1.3 SYSTEMSWITHSHARINGTECHNIQUES
In Table 5.1, we show the systems and research prototypes that introduced and advanced reac-
tive and proactive sharing techniques across concurrent queries [119]. QPipe [56] introduced
reactive sharing by sharing common intermediate results across common sub-plans at run-time.
CJOIN introduced the notion of proactive sharing with a global query plan of shared hash-joins
for evaluating star queries at run-time [22, 23]. Both QPipe and CJOIN employ circular scans
in their I/O layer. CJOIN uses an online approach for re-ordering the shared hash-joins ac-
cording to the selectivities of the queries [22]. DataPath advanced the notion of global query
plans for more general schemas and more shared operators [12]. It also supports an optimizer
for adapting the global query plan due to a newly incoming query. At its I/O layer, DataPath
employs a linear scan of a disk array to sustain a very large throughput. SharedDB [48] special-
ized the notion of global query plans for mixed OLTP and OLAP workload by using batched
in-memory execution, a precomputed global query plan, and circular scans that process read and
update requests. Batched execution has also been shown to avoid unnecessary overhead in hash-
joins by sharing the build phase and efficiently updating hash tables for new queries [95]. A
heuristic algorithm has been proposed in the context of SharedDB to generate the global query
plan by considering the whole query mix [49].

Table 5.1: Systems that employ sharing techniques across concurrent queries.

System QPipe [56] CJOIN [22, 23] DataPath [12] SharedDB [48, 49]
Sharing technique Reactive Proactive (Global Query Plan)
Execution Dynamic Dynamic Dynamic Batched

Schema General Star General General
(precomputed)

I/O Circular
scans

Circular
scans

Linear scan of
a disk array

Main-memory
circular scans

Most systems using sharing focus on OLAP workloads, as analytical read-mostly work-
loads are amenable to sharing [118]. Sharing, however, can be useful for OLTP workloads as
well. Reactive and proactive sharing techniques can be used across the same version of data under
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a multi-version concurrency control [22, 23]. SharedDB effectively supports proactive sharing
in mixed OLTP and OLAP workloads by operating on versioned data through the combination
of batched execution and the usage of circular scans that process read and update requests [48].

In conclusion, a big data analytical system should employ sharing across concurrent
queries to share data and work. For cases of low concurrency, the system can use query-centric
operators, along with reactive sharing at run-time. For highly concurrent workloads, the system
can employ proactive sharing to build a global query plan to evaluate the whole query mix, and
can additionally employ reactive sharing whenever there is a sharing opportunity for common
sub-plans [119].

5.2 NUMA-AWARENESS
The significance of NUMA-aware data placement and scheduling in order to optimize for faster
local memory accesses has been prominent since a long time ago in the systems community.
When NUMA architectures emerged, related work studied the advantages and disadvantages
of cache-coherent (ccNUMA) and cache-only memory architectures (COMA) designs which
can dynamically cache remote memory pages [39, 144]. Currently, ccNUMA designs prevail for
modern multisocket multicore servers [28].

Figure 5.4 shows a modern ccNUMA server, with four sockets, each having a 15-core
Intel Xeon E7-4880 v2 2.50 GHz (Ivybridge-EX) processor [123]. The depicted configuration
has four 16 GB DIMM per memory controller (MC). The sockets are interconnected to enable
accessing remote memory of another socket. Each socket has 3 Intel QPI (QuickPath Inter-
connect) links. Each QPI has a 16 GB/s bandwidth that supports data requests and the cache
coherence protocol.

NUMA allows hardware vendors to support multiple sockets with a large number
of hardware contexts on a machine. Compared to traditional machine architectures with
uniform memory accesses, however, they introduce new considerations for software perfor-
mance [17, 118, 123]. These are enumerated in Figure 5.4 and outlined here:

1. The memory bandwidth of a single socket can be separately saturated.

2. The memory bandwidth of an interconnect can be separately saturated.

3. Accesses to remote memory are slower than accesses to local memory.

Especially for the second point, it is important to note that interconnects can easily be-
come a performance bottleneck due to their limited memory bandwidth [28, 118]. Although
the bandwidth of interconnects may be improved with every new processor generation, it is typ-
ically lower than the memory bandwidth of a single socket. Additionally, an interconnect can
become a bottleneck in large NUMA topologies when it needs to route remote traffic to multiple
sockets.
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Figure 5.4: A server with four sockets of 15-core Intel Xeon E7-4880 v2 2.50 GHz (Ivybridge-EX)
processors. NUMA introduces additional performance bottlenecks points (enumerated in the figure)
that the software needs to consider.

The software needs to tackle the aforementioned issues by becoming NUMA-aware.
NUMA-awareness is achieved by optimizing for local memory accesses instead of remote ac-
cesses, and avoiding unnecessary centralized bandwidth bottlenecks of either sockets or inter-
connects [118]. Black-box NUMA-aware approaches have been proposed that track and predict
the memory accesses of the applications, either by instrumenting applications or by using hard-
ware counters, in order to migrate and/or replicate memory pages [21, 88, 105]. For example,
the DINO scheduler monitors the cache behavior of applications’ threads and tries to move
them and their data to balance cache load and improve cache efficiency [18]. As another exam-
ple, Carrefour re-organizes data with replication, interleaving, or co-location in order to avoid
memory bottlenecks [34]. Nevertheless, the main disadvantage of black box approaches is that
they do not use application knowledge and may not always be optimal for DBMS [18, 164],
because DBMS can be unpredictable as they handle various workloads and can change behavior
at run-time.

For this reason, we need to use application knowledge inside the execution engine to effi-
ciently support NUMA-awareness. NUMA-awareness can improve the performance of by sev-
eral factors [77, 123]. A prominent example of a static black-box approach tailored for DBMS
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is presented by Giceva et al. [50] to characterize and group the shared operators of a prede-
fined global query plan, and place them on a NUMA server with the main aim of improving
overall energy efficiency. Figure 5.5 shows the main deployment algorithm of this black-box
approach. The algorithm collapses operators together by examining the global query plan, and
then special Resource Activity Vectors (RAV) are calculated for the operators by calibrating
them and measuring their core performance characteristics before the actual deployment of the
global query plan onto the cores of the NUMA server. The RAV contain information about
the performance characteristics and requirements of the shared operator, such as IPC, average
memory bandwidth, etc. Finally, the actual deployment scheme is decided using information
about the topology and the characteristics of the NUMA server. The experiments of the author
show that the same performance can be achieved as a NUMA-agnostic deployment of the global
query plan, but with 14% of utilized CPU resources.

5.2.1 ANALYTICALOPERATORS
In this section, we present NUMA-aware analytical algorithms and operations specific to
DBMS or NUMA-aware implementations of analytical operators.

We start with a general approach to data exchange: data shuffling. In data shuffling, there
are N producers and N consumers across the sockets of a NUMA server. Each producer parti-
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Figure 5.5: A DBMS-specific black-box approach for deploying a global query plan on a NUMA
server. (Based on Figure 4 of Giceva et al. [50].)
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tions its data into N pieces and wants to transmit its piece of data to all consumers. The naïve
way of data shuffling is shown in Figure 5.6a. In the first step, all producers transmit their data
to the first consumer, then to the second consumer, and so on. This naïve way actually cre-
ates a centralized memory bandwidth bottleneck since the consumer is on one socket while the
producers are on multiple sockets, which results in bad performance [94].Step 1ProducersConsumersStep 2s1.p1 s1.p1s1.c1s1.p2 s2.p1 s2.p1 s2.c1s2.p2 s2.p2 s2.c2s1.c1 s1.c2 s2.c1 s2.c2s1.p1 s1.p2 s1.p2s1.c2s2.p1 s2.p2s1.c1 s1.c2 s2.c1 s2.c2(a) Naïve Data Shu�ing                                    (b) NUMA-Aware Data Shu�ingInner Ring FixedOuter Ring Rotates
Figure 5.6: (a) Naïve vs. (b) NUMA-aware data shuffling. (Based on Figure 5 of Li et al. [94].)

A more clever way of doing data shuffling is with coordinated shuffling [94], shown in
Figure 5.6b. The producers are put in the outer ring, as depicted, and the consumers are put
in the inner ring, so that each producer transmits its piece of data to one consumer. In order
to complete the algorithm, the outer ring is moved in a clock-wise fashion for one full circle so
that the producers transmit their data to all consumers. Coordinated shuffling avoids centralized
bottlenecks by balancing memory bandwidth and interconnect traffic across the sockets of a
NUMA server.

We continue with joins which are one of the most demanding analytical operations. A
very popular algorithm for hash-joins is the radix hash-join [78], depicted in Figure 5.7. In
comparison to the typical hash-join with the build and probe phase [129], the radix hash-join
first partitions each relation to partitions that fit into caches with a radix partitioning scheme,
and then joins the partitions. After bringing the partitions from the memory to the caches, the
join occurs only by accessing the caches, and this cache-efficiency makes the radix hash-join
have a very good performance. More advantages include less collisions on the hash tables, and
less TLB misses [78]. The problem for modern multisocket multicore servers, however, is that
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the radix hash-join is not NUMA-aware. It does not take into account where the relations are
physically allocated, and the algorithm may access them remotely.

Albutiu et al. [9] developed aNUMA-aware join operator based on sort-merge join, called
Massively Parallel Sort-Merge (MPSM) join. The MPSM is based on three rules for NUMA-
awareness [9] and outlined here.

1. Remote random writes should be avoided.

2. Sequential random reads are allowed.

3. Synchronization should be avoided.

Figure 5.8 shows how MPSM works with two relations on a NUMA server with three
sockets (visualized with different colors). The relations R and S are partitioned to partitions that
are sorted locally on the sockets. Each partition of the outer relation is then merged with every
partition of the inner relation. Because the inner partitions are scanned, the prefetcher can hide
the increased latency cost of remote accesses. It has been shown that MPSM is faster than the
radix hash-join on NUMA servers for star schemas [9], where the outer relation is a large fact
table and the inner relation a significantly smaller dimension table [80].

A later study, however, shows that radix hash join is still the superior join algorithm [15].
MPSM suffers from bandwidth saturation for general schemas, as large remote partitions dur-
ing the merge phase need to be scanned, which saturates interconnects and remote memory
controllers. The authors of the study advance MPSM by making their own optimized version
of sort-merge join using SIMD and multiway merging to avoid bandwidth saturation. By using
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Figure 5.8: The massively parallel sort-merge join (MPSM) algorithm. (Based on Figure 2 of Al-
butiu et al. [9].)

task scheduling (see Section 5.2.2), they can balance CPU and memory bandwidth utilization
to avoid centralized bottlenecks. Still, their radix hash-join implementation proves to be better.
Figure 5.9 shows the results of the authors comparing the three different join algorithms for
the same dataset, joining 2 tables with 16 billion tuples, using 64 threads, on the same NUMA
server which is a 4-socket server with Intel Sandy Bridge processors.

The long-standing battle between different join algorithms in the recent literature shows
that NUMA is just one factor for achieving efficient performance. There are many more factors
that need to be considered, e.g., data sizes, degree of parallelism, SIMD instructions, etc., in
order to optimize performance when implementing analytical operators.

5.2.2 TASK SCHEDULING
In the remainder of this chapter, we focus on the design of the execution engine for NUMA-
aware data placement and CPU scheduling. Before we delve into the architectural details, we
focus on a recurring scheduling technique that is used in NUMA-aware execution engines: task
scheduling, a technique allows to take explicit control of CPU scheduling. For this reason, we
dedicate this section to exploring task scheduling, its benefits and challenges. In Section 5.2.3,
we continue to explain how an execution engine can be designed to achieve NUMA-aware
coordinated task scheduling and data placement.

Taking control of scheduling is an important aspect in improving the performance of an
application by exploiting application knowledge that is not readily available to the OS scheduler.
Let us consider the case where we leave scheduling to theOS. In themost typical case, one thread
is created per query. If the incoming queries are more than the hardware threads of the server,
then the hardware threads are “oversubscribed.” In order to accommodate the software threads,
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Figure 5.9: A comparison of NUMA-aware join algorithms. (Based on Figure 18 of Balkesen et
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the OS arranges timeslots for the utilization of the hardware threads. Figure 5.10 shows an
example of oversubscription and a schedule of timeslots arranged by the OS for accommodating
three software threads with one hardware thread.

3
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Figure 5.10: Timeslots arranged by the OS scheduler in the case of oversubscription of hardware
threads. Context switches and possible cache thrashing are two negative side effects.

There are two main performance problems of oversubscription [122]. First, there are con-
text switches between the timeslots, as the software thread that currently runs on the hardware
thread is pre-empted in order to run another software thread. Second, there can be potential
cache thrashing if an upcoming thread invalidates useful data brought to the cache by the previ-
ous thread. Furthermore, in heterogeneous co-processor environments, it has been shown that
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oversubscription can lead to performance degradation when multiple operators run in parallel
on a co-processor and their accumulated memory footprint exceeds the main memory capacity
of the co-processor [19].

To partly avoid these performance problems, DBMS typically use a query admission con-
trol mechanism to limit the number concurrent queries [58]. A query admission control, how-
ever, takes action on a per-query level and does not necessarily avoid an excessive number of
concurrent threads during the whole workload execution, especially if intra-query parallelism is
used [122].

A better or complementary solution is to use task scheduling, which has been widely
adopted in DBMS and research prototypes [3, 19, 20, 83, 91, 122, 124]. This is shown in Fig-
ure 5.11. DBMS encapsulate all of their workload into units of work called “tasks” which are
enqueued into task queues. On a NUMA server, there can be, for example, one task queue per
socket [83, 91, 124]. DBMS then employ one worker thread per hardware thread. Each worker
thread continuously queries the task queues for tasks to execute. Since there are nomore software
threads presented to the OS, oversubscription performance problems are avoided.

Socket 1

Task queues H/W 
context

H/W 
context

Socket 2

H/W 
context

H/W 
context

Figure 5.11: Task scheduling uses one software worker thread per hardware thread, which contin-
uously process tasks from a set of task queues.

Task scheduling provides numerous opportunities, but also presents several challenges [35,
122, 159, 167]. Among the opportunities are the following. First, task scheduling allows to de-
couple the application’s scheduling from the OS scheduler. The advantage is that the application
can take full control and predictability of its scheduling. Second, it can control task granularity
and scheduling to balance between CPU-intensive and memory-demanding tasks [15]. Third,
task prioritization can support workload management techniques [125].

Some of the main challenges of task scheduling are the following. First, task queues may
have an unbalanced number and duration of tasks. One solution is to use a form of task stealing
in order to load balance worker threads: when a task queue is empty, the worker thread can
search other task queues to steal tasks from. An alternative solution for scheduling parallel loops
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is to distribute batches of loop iterations via shared counters, a method which dispenses with
work queues [57]. Second, tasks may block or sleep in due to synchronization. The OS may
leave a hardware thread unused if it does not have knowledge of other worker threads that it
can schedule while a task blocks. The solution is to detect when a worker thread may become
inactive and schedule another active worker thread in order to avoid underutilization [122].
Third, task granularity can become a challenge for task scheduling. Task granularity can be
correlated with the level of saturation of the machine in order to avoid too fine-grained tasks
that can present significant scheduling overhead, but also avoid too coarse-grained tasks that
can decrease parallelism [122].

5.2.3 COORDINATEDDATAPLACEMENTANDTASK SCHEDULING
In this section, we continue with describing the design of NUMA-aware execution engines.
NUMA-awareness spans two dimensions that need to be coordinated: (a) scheduling tasks onto
sockets and (b) placing data across sockets. The design of the task scheduler should allow for a
task to have an affinity for a socket. The task scheduler, for example, can employ a pool of worker
threads and a task queue per socket. Inter-socket task stealing may be employed. With respect
to data placement, DBMS need to know where its data structures are placed and take their
location into account when scheduling tasks onto sockets. By coordinating scheduling and data
placement, DBMS can prefer local memory accesses, avoid unnecessary bandwidth bottlenecks,
and become NUMA-aware [118].

With respect to data placement, NUMA-aware DBMS fall into two broad categories:
(a) static solutions and (b) adaptive solutions. Static solutions do not attempt to modify data
placement in order to optimize the performance of the running workload. They are suitable for
workloads that are known in advance, but cannot necessarily handle efficiently ad-hoc work-
loads. Adaptive solutions are best suited for ad-hoc workloads that the system needs to execute
in a NUMA-aware fashion, but may incur an overhead in analyzing the workload at hand and
may need fine-tuning to adapt to fast-changing workloads [118].

A lot of DBMS that do not mention advanced NUMA optimizations, and indirectly rely
on the first-touch policy for data placement, fall in this category [118]. A further example is
HyPer [91], which chunks and distributes “morsels” of data across the sockets. The basic archi-
tecture of HyPer is shown in Figure 5.12, with an example of a server with two sockets (red and
blue) and a query that joins tables R, S, and T with hash-joins. For the query execution, HyPer
first creates the hash tables for tables S and T. Then each worker thread takes a morsel from
the bigger relation R from its respective socket and passes it through the hash tables to evaluate
the join and outputs the joined tuples to a NUMA-aware local result buffer. The “Dispatcher”
component is actually HyPer’s task scheduler, with task stealing enabled.

In the realm of adaptive solutions for data placement, ERIS [83] is a NUMA-aware stor-
age manager that efficiently supports shared scans and shared index lookups. The design of
ERIS is shown in Figure 5.13. ERIS uses task scheduling so that each worker thread, called
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Autonomous Execution Unit (AEU), is assigned a specific partition of a data object to service.
The real power of ERIS comes from its dynamic load balancing. It dynamically detects changes
to the workload, and rebalances the partitions across worker threads in order to improve the
performance of the overall workload on the NUMA server.

In contrast to HyPer and ERIS, which both heavily partition data across sockets, a re-
search prototype on top of SAP HANA [124] proposes to avoid unnecessary partitioning due to
overhead in query processing. An adaptive data placement strategy is proposed that first prefers
to move data across sockets, and partitions data only when necessary in order to balance ac-
tive data and local accesses across sockets. An example is shown in Figure 5.14. The authors
further propose that inter-socket task stealing should also be adaptive: tasks with a high mem-
ory throughput should not be stolen across sockets, or else there is overhead due to saturated
interconnects and sockets.

Dispatcher

Z

a

…

…

A

16

…

…

B

8

…

…

C

v

…

…

B

8

33

10

5

23

C

v

x

y

z

u

Z

b

…

…

A

27

…

…

B

10

…

…

C

y

…

…

A

16

18

27

5

7

B

8

33

10

5

23

A

16

7

10

27

18

5

7

5

…

…

…

…

…

Z

a

c

i

b

e

j

d

f

…

…

…

…

…

Result

store

HT(T)
HT(S)

R
store

probe (8)

morsel

morsel

probe (16)

probe (27)

�
�

probe (10)

Figure 5.12: HyPer distributes morsels of data across sockets, and uses NUMA-aware task schedul-
ing. (Based on Figure 1 of Leis et al. [91].)



5.3. CONCLUSIONS 73

…
… …

NUMA-Op�mized High-Throughput Data Command Rou�ng

Monitoring

Local Memory Manager
Local Memory 

Mul�processor 1

Par��on
Transfer Local Memory Manager

Local Memory 
Mul�processor M

AEU
Core 1 Core N Core 1 Core N

AEU AEU AEU

Load

Balancer

Figure 5.13: The design of ERIS. (Based on Figure 3 of Kissinger et al. [83].)

5.3 CONCLUSIONS

To summarize this chapter, there are two basic dimensions that DBMS need to consider when
scaling-up OLAP workloads on modern multicore servers. First, DBMS need to exploit shar-
ing opportunities across concurrent queries, by employing reactive and proactive sharing tech-
niques, in order to avoid redundant work, reduce contention for resources, and improve overall
performance. Second, DBMS need to be NUMA-aware and consider the non-uniformity of
the underlying multisocket multicore server. DBMS need coordinated data placement and task
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Figure 5.14: Adaptive data placement by first moving data and then partitioning data [124].
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scheduling in order to favor local memory accesses over remote memory accesses and avoid
unnecessary memory bandwidth bottlenecks.



PART III

Conclusions
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C H A P T E R 6

Outlook
In this chapter, we outline a few of the most prominent future directions of databases on mod-
ern and novel hardware. These future directions may require a substantial redesign of database
systems in order to fully exploit the potential of novel hardware and answer the challenges posed
by emerging workloads.

One of the major opportunities for improving efficiency of data management systems
is utilizing specialized hardware inspired by the rise of dark silicon (see Section 6.1). Namely,
increasing power requirements of modern multicores make keeping all cores powered on difficult
and many researchers propose different types of accelerators that can be used instead of general
purpose cores.

Another trend includes changes in traditional memory and storage hierarchy and im-
proved processor capabilities that have potential to radically simplify the design of data manage-
ment systems. Non-volatile RAM, whose potential we discuss in Section 6.2, offers persistence
almost at the latency ofmainmemory thus eliminatingmajor source of latency in the critical path
of OLTP applications that require durability and alleviating the need to find other processing
to overlap the latency of making data durable. Similarly, hardware transactional memory (sur-
veyed briefly in Section 6.3) reduces the complexity of thread synchronization, especially for
short critical sections.

Finally, increasingly complex applications built on top of data management platforms re-
quire both efficient processing of mixed OLTP and OLAP workloads and improving the energy
efficiency of the database system (see Section 6.4).

6.1 DARK SILICONANDHARDWARE SPECIALIZATION

Looking ahead, a significant challenge is the rise of dark silicon [52, 53]. Even if twice the
transistors fit in a unit of area according to Moore’s law, the voltage required to power them
does not decrease proportionally. This trend is depicted in Figure 6.1. In the near future, parts of
the silicon will not be able to be powered. The unusable area of the chip is called “dark silicon,”
depicted with a black color in Figure 6.1.

The main idea of how dark silicon can be exploited is hardware specialization. Figure 6.1
depicts an example of specialized cores on the chip, visualized with different colors. The spe-
cialized cores can be dynamically cherry-picked based on the task at hand while the rest of the
silicon remains dark and not powered.
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Figure 6.1: Trends of transistor scaling and supply voltage, based on Hardavellas et al. [52, 53] (left).
How to exploit dark silicon with hardware specialization (right).

This direction has already been explored in a variety of different ways. Kocberber et al. [85]
propose specialized cores for accelerated hash-joins, focusing on the hash index lookups. Wu
et al. [166] design a collection of heterogeneous ASICs, with an instruction set, focusing on
analytical operations. Their experimental results, however, show decreasing benefits with higher
data sizes. Mueller et al. [100] propose the use of FPGAs for data analytics and streaming.
Johnson et al. [65] set a vision of putting some database operations on FPGAs for transactions.
Finally, Putnam et al. [126] propose reconfigurable data centers using FPGAs, and showcase
how Bing’s search can be accelerated.

One of the more unexplored questions around hardware specialization is how to easily and
efficiently utilize the novel hardware? The whole software stack, including the OS and the appli-
cations, needs to be adapted in order to exploit hardware specialization. Compilers can be helpful
in generating specialized code dynamically for heterogeneous hardware environments [73, 84].

6.2 NON-VOLATILERAMANDDURABILITY
I/O is one of the main factors that limits throughput of OLTP systems regardless of their multi-
core scalability. In well-tuned systems with sufficiently large main memory, the only I/O in the
critical path occurs when writing logs. The emergence of non-volatile RAM (NVRAM) [110]
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has inspired many researchers to reconsider the techniques for achieving durability, mainly
throughwork in two directions: (a) by optimizing the algorithms for write-ahead logging (WAL)
and (b) by doing away with WAL and instead designing durable data structures.

One approach for taking advantage of NVRAM is by re-architecting group commit pro-
tocol to use NVRAM as a staging buffer for a batch of transactions [110]. This technique offers
attractive improvements even with small amounts of NVRAM. A more elaborate passive group
commit approach takes this idea further by making log buffers durable, using global sequence
numbers and a distributed log design [162]. Finally, non-volatile logging techniques aim to
minimize the overhead of logging for each individual transaction [61].

On the side of durable data structures, proposals include a write atomic cache-aware B-
tree design [27] and a family of in-memory recoverable data structures [31]. While these data
structures show good promise, using their full potential requires rethinking other components
of the system. One such approach is suggested in conjunction with the write behind logging
protocol proposal [11].

6.3 HARDWARETRANSACTIONALMEMORY
Transactional memory was introduced byHerlihy andMoss over 20 years ago [60]. In their sem-
inal paper, they argue that lock-free data structures avoid common problems locking techniques
exhibit, such as priority inversion, convoying, and deadlocks, and that transactional memory
makes lock-free synchronization as efficient as the lock-based one. They define a transaction as
a sequence of instructions that is atomic and serializable, and argue that it can be implemented
as a straightforward extension of the cache coherence protocol. Interestingly, two early com-
mercial implementations use completely different implementations of hardware transactional
memory compared to the original proposal. Sun’s prototype Rock processor relies on specula-
tive execution to implement best-effort HTM [37], while IBM’s BlueGene/Q processor uses
multiversioned last-level cache with unmodified cores and L1 caches for the same purpose [161].

Intel Transactional Synchronization Extension (TSX) is the new instruction set that ap-
pears in Intel’s Haswell line of processors and enables transactional memory support in hardware.
It is closer in spirit to the original HTM proposal than the previous commercial implementa-
tions. TSX instructions are implemented as an extension of the cache-coherency protocol, so
they keep track of what memory addresses are accessed at a cache-line granularity. Current im-
plementation is limited to the L1 data caches that are used to store both read and write sets of
a transaction. The associativity of the cache (8 in current processors) as well as the size of the
cache limits the size of these sets. An eviction of a write address from the cache always causes an
abort. At the same time, a read address may be evicted from the cache before a transaction ends
without causing an abort, due to limited support in cache coherence protocols for the private
L2 caches.

TSX instructions can be used in two ways, through Hardware Lock Elision (HLE) and
Restricted Transactional Memory (RTM) modes. Hardware Lock Elision is a legacy compatible
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API inspired by speculative lock elision (SLE) technique that improves performance of lock-
based programs when critical sections could have been executed without locks [128]. Restricted
transactional memory provides Haswell specific instructions XBEGIN, XEND, and XABORT
that allows explicit control over hardware transactions.

Hardware transactional memory (HTM) is a very promising approach to efficient syn-
chronization that has inspired a lot of recent research following Intel’s implementation in the
Haswell line of processors. Nevertheless, it is not a silver bullet, especially for scalability chal-
lenges in mature software systems.

For example, recent research has shown that HTM is attractive for low contention sce-
narios and can be combined with spinlocks to implement an efficient lock manager in a database
system [157]. It can also improve performance of operations on common tree index structures
[72], however using it for acceleration of many types of critical sections in a mature system
exposes severe limitations with respect to duration and size of critical sections and can even
decrease the performance of the system [25]. Hence, efficiently utilizing HTM requires a fun-
damental redesign of the OLTP system components.

The HyPer team has proposed a very low overhead concurrency control mechanism that
combines timestamp ordering with short hardware transactions [92]. Finally, a recent proposal
demonstrates that a design tuned for Intel’s HTM implementation can offer performance com-
parable to a state-of-the-art mainmemory transaction processing systemwith fine-grained locks
while having lower code complexity [163].

6.4 TASK SCHEDULINGFORMIXEDWORKLOADSAND
ENERGYEFFICIENCY

From the software side, two novel requirements that database designers are called to satisfy
are the efficient processing of mixed OLTP and OLAP workloads, and improving the overall
energy efficiency of the database. For both of these requirements, related work shows that task
scheduling (see Chapter 5) can be a useful and helpful technique in satisfying them.

With respect to mixed workloads, DBMS were, until recently, categorized into OLTP-
oriented solutions, which process transactions on fresh operational data, and OLAP-oriented
solutions which work on a replicated outdated version of the operational data to process heavy-
weight analytical workloads. Nowadays, this separation is not suited for realtime reporting. Or-
ganizations increasingly need analytics on fresh operational data to gain a competitive advantage
or obtain insight about fast-breaking situations [5, 106, 125]. Examples [125] can include on-
line games that make special offers based on non-trivial analysis [24], liquidity and risk analysis,
which benefit from fresh data while also requiring complex analytical queries [112], and fraud
detection analyzing continuously arriving transactional data [104]. For this reason, real-time
reporting has resulted in the development of DBMS that efficiently support mixed OLTP and
OLAP workloads on a common schema [112]. Examples include main-memory DBMS such
as SAP HANA [40] and HyPer [76]. It has been shown that there are three major factors affect-
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ing the performance of mixed workloads while the number of concurrent clients is scaled [125]:
(a) data freshness; (b) transactional and analytical query flexibility; and (c) scheduling. Schedul-
ing has been shown to be of major significance for the performance of mixed workloads. Typi-
cally, DBMS handling mixed workloads, such as SAP HANA [40] and HyPer [76], suffer from
the “house effect”, whereby an increasing number of heavyweight analytical queries overshadows
the performance of concurrent lightweight transactions [125]. Task scheduling combined with
workload management features, such as task prioritization, has been proposed as a potential so-
lution to toggle the performance of mixed workload toward OLTP or OLAP as needed [125].
Another solution that has been recently proposed to support a high isolation of OLTP and
OLAP performance is the logical separation of analytical queries and transactional updates us-
ing a single snapshot replica along with batch scheduling of queries and updates [96].

With respect to energy efficiency, dynamic task scheduling has been proposed to improve
the overall energy efficiency of the workload, which encapsulates both performance and energy
consumption, by dynamically toggling hardware features [121]. Such features include the dy-
namic voltage and frequency scaling (DVFS) features for each processor, which can regulate
the operation frequency and thus energy consumption of processors, Turbo Boost, which can
be applied on a few cores to overclock them when possible, and the different C-states or sleep
modes, that provide different energy savings and speeds of sleeping and waking up [121]. A cal-
ibration phase is proposed to measure the performance and energy characteristics of operators
under different parameters, such as number of threads, scheduling strategies and data place-
ments. By using the resulting calibration curves, and measuring hardware counters at run-time,
DBMS can make decisions on the task scheduling and data placement for the query mix and
their respective operations in order to improve the general energy efficiency of the workload.
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C H A P T E R 7

Summary
Ever-increasing amounts of data captured with rapid rise in a variety of applications analyzing
that data fuel the steady development of data management systems. Modern hardware offers in-
creasing core counts, faster memories, and network interfaces, however, the changes in hardware
architectures prevent software systems from automatically benefiting from hardware innovation.
In this book, we set out to survey the challenges posed by modern multicore processors to data
management software that prevent it from fully exploiting available processing power, both in
the vertical dimension (core features and cache hierarchy) and the horizontal dimension (hard-
ware parallelism and memory bandwidth).

In this book, we review several pieces of the literature that relate to the aforementioned
dimensions. The most essential concepts are summarized in Figure 7.1. The figure contains the
concepts of the hardware on the upper level, and the correlated software concepts on the bottom
level that bridge the gap between hardware and software.

Our key takeaway is that in order to bridge the gap between software and hardware,
DBMS needs to consider efficiency along the following three axes: exploiting hardware, work
scheduling, and achieving scalability.

Exploiting hardware. Extracting the best performance from the modern hardware requires
considering multiple facets of hardware in a holistic fashion. First, one should use all microar-
chitectural features, such as instruction level parallelism, SIMD, and multithreading, of each
core that is powered on. Ideally, all of these cores should be used in order to amortize the idle
power. Finally, one should efficiently access cache and memory hierarchy both on single socket
and multisocket systems. It is important to keep in mind that most of the underutilization of
cores comes from the fact that they stall because they are not provided as efficiently as possible
the necessary instructions and data.

Workscheduling. Scheduling is a significant factor affecting the performance of database work-
loads. DBMS need to look at operations at the right task granularity while scheduling them in
order to be able to make optimal decisions about memory management and resource utilization.
Moreover, instructions and data require locality at different levels in the memory hierarchy;
instructions need L1-I whereas data needs local RAM or LLC. Finally, it is important to en-
sure that memory bandwidth between processor and RAM as well as between processors is not
saturated unnecessarily.
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Figure 7.1: Summary of the hardware and software concepts we reviewed.

Achieving scalability. If DBMS are scaling-up efficiently on the current generation of hard-
ware, this does not necessarily guarantee that they will scale-up efficiently on the next generation
of hardware. Current performance characteristics do not forecast future performance behavior
as data sizes and processing capabilities scale. Data management systems need to ensure that all
their critical sections and communication points in the code avoid unbounded communication
and maximize locality whenever possible.

Recently, there has been a flurry of interesting research results aimed at designing data
management systems that fully exploit capabilities of modern hardware. Modern multicores
processors have opened many research directions, a selection of which we highlight in this book.
However, recent advances in storage and memory systems, as well as heterogeneous computing
architectures, partly inspired by dark silicon, in addition to increasingly varied data management
operations offer many more research opportunities.
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