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Preface

Comme quelqu’un pourroit dire de moy que j’ay seulement faict icy
un amas de fleurs estrangeres, n’y ayant fourny du mien que le filet a les lier.

“Essais”, Livre III, Chapitre XIII
Michel de Montaigne

Public Health is defined as health promotion by population related measures. This is in contrast to the aims of
medicine with its diagnostics and therapy which focus on the individual patient’s health. Approaches to Public
Health are apparently developing at different speeds in the various countries of the world. But there is a common
feeling that the improved health of most of our people can only be achieved if aspects of prevention and health
promotion are considered and practiced more successfully than curing the subjects’ symptoms and diseases.

For the Encyclopedia of Public Health I have selected editors for the following fields. These I consider to be
relevant disciplines for dealing with Public Health (in alphabetical order):

1. Biostatistics
. 13. Health Promotion
2. Dental Public Health
. 14. Health Technology Assessment
3. Disaster Aftermath . ,
. . 15. Indigenous People’s Health
4. Epidemiology . . .
. 16. Infectious (transmissible) Diseases
5. Ethics .
. 17. Migrant Health
6. Family Health .. . ..
. 18. Nutrition and Physical Activity
7. Health Behavior 19. Occupational and Environmental Health
e . upati vi
8. Health Care and Rehabilitation 20, Pre eIr)l tion
. . . venti
9. Health Economics (Burden of Disease)

21. Public Health Genetics
22. Public Health Law
23. Public Mental Health

10. Health Information
11. Health Management
12. Health Policy

I was pleased to recruit for these areas 23 Field Editors, each of whom wrote a synopsis of their area or expertise
and who are collectively responsible for producing nearly 300 essays and around 2000 definitions. Maximum
quality was ensured by Field Editors recruiting experts in their field to write the essays. Ultimately, 152 scientists
from 17 countries became authors of this book. I am sincerely thankful to all of them for enabling us to finalize
the Encyclopedia of Public Health in a very timely fashion.

Dresden, April 2008 Wilhelm Kirch
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|
Aboriginal

Synonyms

Native; Indigenous

Definition

Term is used to denote people inhabiting a region before
settlers arrival, i.e. before colonization. Usually it is
used for native people in Australia and Oceania.

Cross-References

» Indigenous Health Care Services
» Indigenous Health, South America

|
Aboriginal People

» Indigenous Health — Australooceaninan
» Indigenous Health, North America

|
Aborigines

» Indigenous Peoples

|
Abortion

Synonyms

Miscarriage; Pregnancy loss

Definition

Abortion refers to the spontaneous (miscarriage, still-
birth) or induced termination of a pregnancy with

expulsion of the embryo or fetus. Abortion may be
induced either medically or surgically. Unsafe abor-
tions are a major cause of maternal deaths around the
world. Legalization of abortion reduces significantly
the number of unsafe abortions and consequently the
case-fatality rates.

|
Abortive Plague

Synonyms

Mild course of plague; Mild course of Black Death

Definition

Abortive plague is a very mild infection with Yersinia
pestis. The patients develop mild fever and a slight
swelling of the lymph nodes. Nevertheless, abortive
plague induces the building of antibodies. Thus the
individual achieves immunity against the other forms
of plague.

|
Absence From Workplace

» Absenteeism

|
Absenteeism

Synonyms

Absence from work; Absence from workplace

Definition
Absenteeism is a general term for habitual absence

from a duty or obligation. In occupational health, it
refers to nonattendance when expected to work, for any



2 Absolute Liability in Tort

reason at all, medical or otherwise. Absence from work
is not really a medical phenomenon. It can be viewed
as a “social” disease of workers that is symptomatic of
underlying faults in their » working environments, and
it falls within the realm of occupational health. Sick-
ness absence is a convenient term for absence from
work attributed to sickness or injury and accepted as
such by the employer or social security system. Sick-
ness absence is a complex phenomenon and is not nec-
essarily the same as the health status of the individu-
al or sickness in a society. Some sickness absence and
some absenteeism for other reasons may be regarded
as objectively necessary and, therefore, acceptable and
normal. Absenteeism becomes abnormal — in medical
terms, “pathological” — when it is excessive. This may
refer to workday loss or frequency of absence.

|
Absolute Liability in Tort

» Strict Liability

|
Absolute Risk

Definition

Absolute risk is the probability of an event in a popula-
tion under study.

Cross-References

» Risk

|
Absorption

Definition

Absorption is the process of a (pharmacological) sub-
stance entering the body.

|
Accelometer

Definition

Measuring device for acceleration.

|
Accidents at Work

» Occupational Accidents

|
Accuracy

Synonyms

Preciseness; Precision

Definition

Accuracy refers to the closeness of the measured val-
ue and true value. In most cases the true value is not
known. In practice best estimate of true value is marked
as “reference”, “criterion” or “gold standard”. If best
estimate of true value do not exist, then accuracy errors
cannot be quantified. Accuracy is influenced by both
» precision and » bias.

The gold standard in laboratory measurements is
defined by the referent laboratory. In diagnostic tests the
gold standard is the best criteria or standard on which to
base a final diagnosis — true disease status (estimation
of diagnostic accuracy is shown in the essay “» Mea-
surement”).

In statistical estimation, accuracy is the deviation of an
estimate from the true population value (parameter val-
ue).

|
Acid Deposition

» Acid Rain

|
Acid Precipitation

» Acid Rain

|
Acid Rain

Synonyms

Ecosystem acidification; Acid deposition; Acid precip-
itation
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Definition

Acid rain is a popular term for the effect that certain air
pollutants, combined with atmospheric moisture, have
on almost the entire ecosystem — soil, water resources,
and pertaining flora and fauna in certain highly pollut-
ed areas of the world. It means that ecosystem acid-
ification is a regional effect of air pollution, and the
final consequence in a series of chemical reactions. It is
nowadays one of the most serious environmental prob-
lems. Complex chemical processes include atmospheric
precipitation of acid substances (acid rain), and consec-
utive chemical changes in soil components and water
resources, often microbiologically induced. Adverse
environmental consequences are often noticeable (e. g.
damage to vegetation, especially in forestlands; and
erosion of structures built of stone), but human health
impairments, due to environmental degradation, are
also possible. The main causes of ecosystem acidifi-
cation are partly natural processes (e. g. volcano erup-
tions), but mainly anthropogenic influences during the
19th and 20th century (o0il and coal combustion). Acid
rain was described for the first time in Manchester
(England) during 1852, and was a consequence of coal
burning (high sulfur dioxide [SO;] emissions). In the
20th century, acid rains in south Italy were the con-
sequence of the volcanic activity of Vesuvius (hydro-
gen chloride (HCI) emission). Other important pollu-
tants are nitrogen oxides (NO and NO»), present world-
wide in the air over highly polluted industrial and/or
urban areas. These effects of acid rain have been report-
ed mainly in highly industrialized regions of Western
Europe, eastern parts of North America, and in south-
east China, but also in some other areas of the world
due to transboundary transport of pollutants.

|
Acquired Imnmunodeficiency Syndrome

» Acquiring Social Identity
» AIDS
» HIV-Infection and AIDS

|
Acquiring Social Identity

Synonyms

Socialization

Definition

The process of teaching an individual or a group of indi-
viduals about how to behave according to the norms
and values of a group. This process may occur indi-
rectly at a societal level through exposure to different
media (e. g. books, film, television). It may also occur
at the group, interpersonal level through interaction and
modeling of the behavior of individuals in a person’s
everyday life (e.g. schoolmates, co-workers, friends,
parents). It may also be achieved more directly through
instructional media and teaching by persons in positions
of power or authority (e. g. parents, teachers, employ-
ers).

|
Action Area

» Health Promotion, Fields of Action

|
Active Flu Immunization

» Influenza Vaccination, Active

|
Active Flu Vaccination

» Influenza Vaccination, Active

I
Active Influenza Inmunization

» Influenza Vaccination, Active

|
Active Noise Control

Synonyms

Noise cancellation; Active noise reduction; Antinoise

Definition

Active noise control is a method of » noise reduction
that analyzes the waveform of the background noise
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using a computer, then generates a sound wave with the
same amplitude and the opposite polarity to the origi-
nal sound. These waves cancel out in a process called
destructive interference, and the result is a reduction in
the amplitude of the perceived noise. The first patent for
an active noise control system was granted to inventor
Paul Lueg in 1934, for describing how to cancel sinu-
soidal tones in ducts by phase-advancing the wave and
canceling arbitrary sounds in the region around a loud-
speaker by inverting the polarity. By the 1950s, systems
were created to cancel the noise in airplane cockpits.
Antinoise is used to reduce noise in working environ-
ments with earplugs, and bigger noise cancellation sys-
tems are used for engines or tunnels.

|
Active Noise Reduction

» Active Noise Control

|
Active Smoking

Definition

Active smoking refers to the voluntary inhalation of
mainstream tobacco smoke (smoke inhaled directly
from a cigarette).

|
Active Surveillance

Definition

In this context active surveillance means that depart-
ment of health officials proactively call physicians’
offices to ask if they have identified any cases of
a particular disease; in this instance, the information
required is detailed because the disease is often not
well understood and the » surveillance system provides
a means of collecting information that may help identi-
fy its causes or risk factors. Active surveillance is more
expensive than » passive surveillance and it is typically
reserved for relatively infrequent but important infec-
tions or events.

|
Activities of Daily Living

Definition

Activities of daily living (ADLs) are the most basic and
fundamental functions of self-care, and they are used
to describe the functional status or » functional abil-
ity of a person, usually with reference to older peo-
ple or people needing long-term care. There are sev-
eral dimensions of ADLs and people are classified as
independent or dependent on each of them. These func-
tions are bathing, dressing, using the toilet, transferring
in and out of beds or chairs, continence, and eating. As
continence is more indicative of a physiological state
than a function, it is often removed from the ADL mea-
sures. Another term, “instrumental activities of daily
living” (IADLs), describes activities that are not neces-
sary for fundamental functioning but needed for inde-
pendence in the respective environment or community.
This includes activities like cooking, cleaning, laundry,
shopping, making and receiving telephone calls, driving
or using public transportation, and taking medicines.

|
Activity

Definition

Execution of a task or action by an individual.

|
Activity-Based Bugdets

Definition

Activity-based budgets are a method of financing hos-
pitals based on their specific level of activity. Accord-
ing to the specific functions of a hospital, activity relat-
ed budgets are annually established to reimburse hospi-
tals for the treatment of their patients. As » prospective
budgets activity-based budgets do not generally incor-
porate incentives for the hospital to spend less than the
budget fixed before. Under the persisting financial con-
straints in the hospital sector, many countries during the
last 20 years changed their financing method for hospi-
tals towards » per-case payments based on » diagnosis
related groups (DRGs).
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|
Activity Limitations

» Impairment and Disability

|
Actors in Health Promotion

» Health Promotion Actors

|
Actuarially Fair Premiums

» Risk-Related Premiums

|
Acute Care Bed

Synonyms

Curative care bed

Definition

Acute care beds are beds in hospitals available for cur-
able care for patients, where the principal clinical intent
isto—

* manage labor (obstetric),

e cure non-mental illness,

» provide definitive treatment of injury,

» perform surgery,

* relieve symptoms or reduce severity of non-mental
illness or injury,

* protect against exacerbation and/or complication of
non-mental illness and/or injury that could threaten
life or normal functions,

» perform diagnostic or therapeutic procedures.

|
Acute Health Effects

Definition

A health hazard may produce serious, immediate and
direct effects. These are called acute effects. Some
health effects result from short-term exposure to a high
concentration of a health hazard. The illnesses, diseases
and other conditions that can result from health haz-

ards are often referred to collectively as health effects
or adverse health effects.

|
Acute Intoxication

Definition

A condition that follows the administration of a psy-
choactive substance resulting in disturbances in lev-
el of consciousness, cognition, perception, affect or
behavior, or other psycho-physiological functions and
responses. The disturbances are directly related to the
acute pharmacological effects of the substance and
resolve with time, with complete recovery, except
where tissue damage or other complications have
arisen. Complications may include trauma, inhalation
of vomitus, delirium (» delirium tremens), coma, con-
vulsions, and other medical complications. The nature
of these complications depends on the pharmacological
class of substance and mode of administration.

|
Acute Life-Threatening Infections

MONIKA KORN

Klinik fiir Kinder und Jugendmedizin,
Friedrich Ebert Krankenhaus,
Neumiinster, Germany

hkorn80663 @aol.com

Synonyms

Highly dangerous infectious diseases; Infectious dis-
eases with a critical course

Definition

Acute life-threatening infectious diseases are character-
ized by the fact that they can take a lethal course within
a few hours or a couple of days. The pathogens or their
toxins can cause a cardiocirculatory shock, a failure of
the functions of the central nervous system, respiratory
insufficiency or multiorganic failure.

Basic Characteristics
Reasons for Life-Threatening Courses of Infections

Whether an infectious disease takes a life-threatening
course or not, depends on various factors. The sever-
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ity of an infection is determined by the virulence of
the pathogens and the organs or organic systems that
are involved; deadly courses have to be feared in cas-
es where impairment of vital functions or multiorgan-
ic failure occur. The development of serious infections
is facilitated by a weakened immune status or under-
lying (chronic) disease. Further important aspects are
the prophylactic and therapeutic possibilities. Avoid-
able severe or even deadly courses can occur due to
a neglect of preventive measures, especially due to
missing active vaccinations (» immunization, active).
Other reasons for a treatable disease taking a lethal
course can be a lack of effective drugs (due to a short-
age of resources), or the late onset of therapy. The quick
introduction of treatment is highly significant in cas-
es of infections with toxin-building germs, like tetanus,
» anthrax infection and » gas gangrene. If there is no
therapy against a number of infecting organisms or their
toxins one has to be prepared for a lethal outcome.
» Hemorrhagic fevers belong to this category of infec-
tious disease.

Sepsis

A sepsis is an inflammatory reaction, which involves
the whole organism (SIRS = systemic inflammatory
response syndrome). Characteristic symptoms are bac-
teremia, tachycardia, abnormal rapid breathing (tachyp-
nea), a changed body temperature (fever or hypother-
mia) as well as changes in white blood cell count
(>12/nl or <4/nl). The various pathogens have typ-
ical places of entrance, like wounds, the respiratory,
the urinary or the gastrointestinal tracts. From there
they reach the circulatory system and spread into oth-
er organs. In 70-80% cases of sepsis, gram-negative
bacteria are responsible, and in 20-30% gram-positive.
Poisons (toxins), which are set free by the bacteria, play
an important role in the course of the sepsis. During
the destruction of gram-negative germs endotoxins are
released, and in the case of gram-positive pathogens
exotoxins are released. Staphylococci are responsible
for the » staphylococcal toxic-shock syndrome (TSS)
and streptococci for the » streptococcal toxic-shock
syndrome (STSS). In sepsis, substances, which medi-
ate inflammations (cytocines, interleukines), start a cas-
cade process that leads to a condition of life-threaten-
ing shock. A complex impairment of immunological,
endocrinological, cardiovascular and metabolic func-

tions results. Uncontrollable cardiocirculatory prob-
lems (extreme decrease of blood pressure), serious
coagulation defects (consumption coagulopathy, dis-
seminated intravascular coagulation = DIC) and or-
ganic failure of the lungs and kidneys are respon-
sible for the lethal course of septic shock. Besides
combined antibiotic treatment, surgical interventions
(drainage of abscesses, removal of necrotic material)
as well as intensive care measures (intravenous sub-
stitution of volume deficits, cardiocirculatory thera-
py, application of oxygen, mechanical ventilation) may
be required. A typical example of an infectious dis-
ease leading to septic shock is meningococcal sepsis,
which is also known as » Waterhouse-Friderichsen syn-
drome.

Encephalitis

Encephalitis is the inflammation of brain tissue. Most
frequently, the pathogens reach the brain via the blood
vessels (hematogenic); some germs can also get into
the central nervous by nerve tracts. Besides fever and
headache, impairment of central nervous functions,
cerebral seizures, neurological failure (pareses), im-
paired consciousness or changes in behavior are all pos-
sible symptoms of encephalitis. Therapy depends on the
pathogen responsible. Even if treatment is possible and
the course of the infection is not lethal, encephalitis is
always a serious condition. Neurological defects can
persist, which is not only a severe burden for the patient
and his relatives but also may lead to the need for cost-
ly follow-up treatments. An extremely dreaded infec-
tion is herpes-simplex encephalitis. Without treatment,
it takes a lethal course in about 70% of cases. Progno-
sis depends on the level of consciousness at the onset
of therapy. A lethality of 20-50% has to be assumed in
cases of » Japan encephalitis. The prognosis is also bad
when encephalitis occurs as a complication of » malar-
ia or » measles.

Meningitis

Meningitis is an inflammation of the membranes that
envelop the central nervous system. Diagnosis is con-
firmed by an examination of cerebrospinal fluid. In gen-
eral, the micro-organisms come from the nose-throat
area and reach the meninges from the blood vessels. In
most cases, the course of a viral meningitis is not harm-
ful. Of the bacterial inflammations of the meninges 60—
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70% occur in childhood. In newborns, impaired breath-
ing is the most conspicuous symptom. In older babies,
fever, vomiting and agitation predominate. From the
age of one year, meningitis is characterized by fever,
headache, vomiting and nuchal rigidity (meningism);
cerebral seizures and an impairment of conscious-
ness can appear. Bacterial meningitis demands antibi-
otic therapy; from the age of four weeks, ceftriax-
one, a 3rd generation cephalosporine, is the preferred
form of treatment. Even though a great number of
pathogens can cause meningitis, after the seven weeks
of age only three pathogens are of clinical relevance:
Neisseria meningitidis (meningococci), Streptococcus
pneumoniae (pneumococci) and Haemophilis influen-
zae type B (Hib). Pneumococci are responsible for 6—
20% of meningitis deaths; meningococci or Hib cause
less than 5%. Possible long-term effects are impaired
hearing, impaired motor and neurophysiological devel-
opment, cerebral seizures and pareses.

Tetanus

Tetanus is caused by Clostridium tetani, a toxin- and
spore-building bacterium, which exists worldwide and
is found in the soil. Usually, infection is due to dirty
wounds. In newborn babies, the navel is the main route
of entry. Following an incubation period of 3 days to
3 weeks, in newborns after a short interval, tetanus
infection is primarily characterized by muscular spasms
and increased muscle tonus. The mouth cannot be
opened completely, and a characteristic facial expres-
sion results, called “risus sardonicus”. The cardiac mus-
cle is damaged. Furthermore, hyperactivity of the sym-
pathic nervous system and impairment of carbohydrate
metabolism develop. After the onset of the disease, only
» symptomatic therapy can be carried out. To avoid
a further build up of toxins, excision of the wound
has to be performed. Death is primarily due to respi-
ratory insufficiency and cardiovascular complications.
Although 57 countries are known to have a high risk of
tetanus, 90% of all infections occur in only 27 of them.
The highest incidence of tetanus is found in the Middle
East (Irag, Yemen), in Africa, South Asia (Afghanistan,
Bangladesh, India, Nepal, Pakistan), East Asia and in
the Pacific region (China, Indonesia, Cambodia). The
risk of a tetanus infection is extremely high if non-
immunized women give birth to children under insuf-
ficient hygienic circumstances (http://www.who.int/

vaccines/en/neotetanus.shtml). Through wounds (for
example, when cutting through the umbilical cord) bac-
teria can reach the blood circulation of mothers and
newborn babies. Every year about 250000 newbornes
and 30 000 women die after birth due to a tetanus infec-
tion. In newborn babies the infection takes a lethal
course in 70%. Thus it is responsible for 14% of deaths
in newborns. Prognosis, depends on the onset interval;
if this interval is less than 24 hours, lethality is 100%.
However, tetanus lethality is also high when the dis-
ease occurs later in life. Depending on the incubation
period, it is 25-60%. The most important prophylactic
measure is active tetanus vaccination (» tetanus vacci-
nation, active). Under certain circumstances, a passive
tetanus vaccination (P tetanus vaccination, passive) or
a » simultaneous vaccination is indicated. To prevent
tetanus, it is necessary to carry out births under good
hygienic conditions.

Rabies

Rabies is a viral infection with a deadly course, which
is transmitted by the bite of an infected animal or by
contact with contagious spittle. Animals with suspected
rabies, show abnormal behavior: thus pets can be
aggressive, while wild animals appear tame and trust-
ing. The average incubation time of rabies is 3—8 weeks;
it is shorter in injuries near the head than in those dis-
tant from the head. Initially, the virus affects muscle
cells and then later passes along the nerve tracts to
the brain. Finally, it gets into the salivary glands. In
humans the course of rabies shows three phases. At
the onset of the disease there are nonspecific symp-
toms like fever and exhaustion, the area of the bite
is very sensitive to pain. During the following acute
neurological phase, fear and agitation appear as well
as changes in the frame of mind (aggressions, depres-
sions). As swallowing induces pharyngeal cramps, the
patients become afraid of drinking. To avoid swallow-
ing, they let the spittle flow out of their mouths. Even
the perception of water — visually or acoustically —
leads to agitation and cramps. This state, which is typ-
ical of rabies, is called hydrophobia (or aquaphobia,
fear of water). During the final phase of the infection
the cramps decrease and progressive pareses inevitably
lead to death. As there is no chance of cure after the
onset of the disease, therapy should begin immediate-
ly after the patient has been bitten by an animal sus-
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pected of having rabies. An active (» rabies vaccina-
tion, active), and — if necessary — a passive rabies vac-
cination (» rabies vaccination, passive), is carried out.
Persons at risk, like veterinarians and hunters, should
receive an active rabies vaccination as a prophylac-
tic measure. It has to be recommended to be careful
with unknown and, particulary, free running animals
especially, if the animal cannot be caught for exami-
nation. These precautionary measures should also be
taken seriously by travelers in regions with a high
incidence of rabies (http://www.cdc.gov/ncidod/dvrd/
rabies/).

Cross-References

» Anthrax Infection

» Gas Gangrene

» Immunization, Active

» Japan Encephalitis

» Malaria

» Measles

» Rabies Vaccination, Active

» Rabies Vaccination, Passive

» Simultaneous Vaccination

» Staphylococcal Toxic-Shock Syndrome (TSS)
» Streptococcal Toxic-Shock Syndrome (STSS)
» Symptomatic Therapy

» Tetanus Vaccination, Active

» Tetanus-Vaccination, Passive

» Tropical Diseases

» Tropical Diseases and Travel Medicine

» Waterhouse—Friederichsen Syndrome
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Acute and Post-Traumatic
Stress Disorder (PTSD)

Definition

A post-traumatic stress disorder is the only » anxiety
disorder that, per definition, was caused by a traumat-
ic event. Therefore, this diagnosis can only be made if
the person has experienced a trauma and if there are
symptoms from the symptom cluster triad: experience
distressing recollections of the event (e. g. flashbacks or
nightmares), avoidance (e. g. apathy, emotional detach-
ment, avoidance of places or persons connected with
the trauma) and hyperarousal (e. g. insomnia, irritabil-
ity, hyper vigilance). The symptoms of an acute stress
disorder begin during or shortly following the trauma.
Persons suffering from PTSD can also show » disso-
ciation. If the symptoms and behavioral disturbances
of the acute stress disorder persist for more than one
month, and if these features are associated with func-
tional impairment or significant distress to the sufferer,
the diagnosis is changed to post-traumatic stress disor-
der. Post-traumatic stress disorder is further defined in
DSM-1V as having three subforms: acute (<3 months’
duration), chronic (> 3 months’ duration), and delayed
onset (symptoms began at least 6 months after exposure
to the trauma).

Cross-References

» Anxiety Disorders

|
Acute Spasmodic Laryngitis

» Spasmodic Croup

|
Acute Stress Disorder

Definition

Acute psychological damage caused by stress.
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|
Acute Stress Reaction

Definition

An acute » stress reaction is a transient disorder that
develops in an individual without any other apparent
mental disorder in response to exceptional physical and
mental stress. It usually subsides within hours or days.
Individual vulnerability and coping capacity play a role
in the occurrence and severity of acute stress reactions.
The symptoms show a typically mixed and changing
picture and include an initial state of “daze” with some
constriction of the field of consciousness and narrowing
of attention, inability to comprehend stimuli, and dis-
orientation. This state may be followed either by further
withdrawal from the surrounding situation or by agita-
tion and over-activity (flight reaction or fugue). Auto-
nomic signs of panic anxiety (tachycardia, sweating,
flushing) are commonly present. The symptoms usual-
ly appear within minutes of the impact of the stress-
ful stimulus or event, and disappear within two to three
days (often within hours).

Cross-References

» Stress

|
Adaptation

Synonyms

Environmental tolerance

Definition

Environmental tolerance means a process by which an
organism becomes tolerant to a new environment so
that it continues to survive and reproduce. The species
undergoing this evolutionary process gets progressive-
ly modified for a better survival and maintenance.
The adaptive process entails structural and biochemical
changes that may or may not be reversible. On a genetic
basis, it is driven by natural selection in which » alle-
les enhance survival and reproduction, the frequency
of which increases from generation to generation. The
ability of penguins to live in the harsh Antarctic envi-
ronment is one of the classical examples of adaptation.
These birds have solid bones, and packed, water-tight

feathers to stay underwater, flipper-like wings to fly
underwater and insulating blubber to keep them warm.

Cross-References

» Coping Mechanisms
» Vulnerability Concerns
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Adaptive Capacity

Definition

Ability of a system to adjust to changes, moderate
potential damages, take advantage of opportunities, or
cope with adverse consequences.

|
Addiction

» Substance Related Disorders

|
Adequate Understanding

» Informed Consent

|
Adiposity

Synonyms

Obesity; Overweight

Definition

Adiposy is defined as weight more than 20% above
what is considered normal according to standard age,
height and weight tables. According to individual
national studies, the prevalence of obesity in European
countries ranges from 10 to 20% in men, and 10 to 25%
in women.

Cross-References

» Obesity
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|
Adjusted Rates

Definition

Adjusted rates are summary measures of the rate of
morbidity or mortality in a population in which statisti-
cal procedures have been applied to remove the effect of
differences in composition of the various populations.
There are two methods for the adjustment of rates: the
direct method and the indirect method. Direct and indi-
rect refer to the source of the rates.

Cross-References

» Standardized Rate

|
Adjustment

» Standardization

|
Adjustment Disorders

Definition

States of subjective » distress and emotional distur-
bance, usually interfering with social functioning and
performance, arising in the period of adaptation to a sig-
nificant life change or a stressful life event. The stressor
may have affected the integrity of an individual’s social
network (bereavement, separation experiences) or the
wider system of social supports and values (migration,
refugee status), or represented a major developmental
transition or crisis (going to school, becoming a par-
ent, failure to attain a cherished personal goal, retire-
ment). Individual predisposition or vulnerability plays
an important role in the risk of occurrence and the shap-
ing of the manifestations of adjustment disorders, but
it is, nevertheless, assumed that the condition would
not have arisen without the stressor. The manifestations
vary and include depressed mood, anxiety or worry (or
a mixture of these), a feeling of inability to cope, plan
ahead, or continue in the present situation, as well as
some degree of disability in the performance of the dai-
ly routine. Conduct disorders may be an associated fea-
ture, particularly in adolescents. The predominant fea-
ture may be a brief or prolonged depressive reaction, or
a disturbance of other emotions and conduct.

|
Administration

» Management of Occupational Diseases

|
Administration Law

» Administrative Law and Public Health

|
Administrative Act

Synonyms

Administrative order; Administrative deed

Definition

The administrative act is a core legal tool of the state
administration (i. e., the government and its administra-
tive institutions). An administrative act is a physical act
performed or a decision issued by the administration
which is determined to regulate and resolve a specific
case (e.g., to mitigate a public health risk). Such acts
have direct legal effects vis-a-vis the addressee of the
act. Administrative acts include, among others, public
health agency decisions that order the isolation of a per-
son, the closure of a business, the abatement of a nui-
sance or the grant as well as the revocation of a profes-
sional license.

|
Administrative Deed

» Administrative Act

I
Administrative Law and Public Health
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Synonyms

Administration law; Regulatory law
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Definition

Administrative law is the body of legal rules that govern
the exercise of sovereign powers by the state adminis-
tration. Administrative law governs the legal relation-
ships between private subjects (individuals and private
legal entities) and the state administration with respect
to the exercise of sovereign powers. Administrative law
provides the tools and procedures for administrative
practice. It includes the creation and funding of admin-
istrative departments and regulatory agencies. Admin-
istrative law also governs the relationships between the
state administration institutions. Administrative law is
a part of » public law.

Basic Characteristics

Public health law is a branch of administrative law
(Jacobson et al. 2007; Gostin et al. 2007; Grad 1990).
Public health practice is governed by the rules, pro-
cedures and principles of administrative law. As legal
background, administrative law itself is a branch of
public law.

The Branches of Law

When trying to subdivide the laws, in most jurisdic-
tions, three main branches of law can be differentiat-
ed, i.e., » private law, public law and » criminal law
(See Fig. 1). The three branches can be further subdi-
vided into specific sub-fields. For example, private law
includes the law of contracts as well as the law of torts
or family law.

Public law encompasses the legal rules that govern
the relationship between individuals (including private
legal entities) and the state institutions. Therefore, pub-
lic law includes the relationships between individuals
and the legislative powers, the judiciary powers (i.e.,
the courts) and the executive powers (i.e., the govern-
ment and administrative agencies). Accordingly, sub-
divisions of public law include constitutional law and
court procedure laws as well as administrative law. The

Branches of Law

Criminal Law Private law

latter is of particular interest for the practice of public
health, although the former subdivisions are also rele-
vant.

Administrative law is one field of public law; public
health practice and public health law are also attribut-
ed to public law. The qualification of public health law
as part of administrative law has consequences for pub-
lic health practice because administrative law provides
for specific principles, tools and decision-making pro-
cedures.

Actors and Means in Administrative Law

The protagonists of administrative law are the institu-
tions of the state administration. These include the gov-
ernment and all administrative and regulatory agencies.
Therefore, health departments and regulatory agencies
as well as non-regulatory agencies fall in the scope of
administrative law. The central actor of administrative
law is the government. Thus, the government is proba-
bly the most important actor in public health policy and
practice (See also Gostin et al. 2007).

The actors of administrative law are entitled to apply
specific legal means. The governments may promul-
gate regulations that are legally binding. The legislator
grants the government the power to issue regulations
in order to specify general and abstract legal rules. As
such, the government is commonly authorized in many
laws to promulgate regulations to specify “the cur-
rent state of the art”. In addition to regulations (which
are strong legal tools), governments may create stan-
dards and rules to specify technical or scientific terms
and rules. Administrative laws also grant authority to
the governments to create new administrative agencies
and, in doing so, to create the necessary administrative
infrastructure to exercise the state powers.

The government creates administrative agencies and
delegates powers to them within the scope of their
mission (Grad 1990). Consequently, agencies exercise
state powers. Public health agencies belong to the old-

Administrative Law and Pub-
. lic Health, Figure 1 The
Public Law Branches of Law
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est administrative agencies in history (Parmet 2007). In
the exercise of public powers, administrative agencies
are provided with and bound to a certain set of legal
tools:
* They may issue administrative orders (e. g., by order-
ing individuals to stay in hospital);
* They may perform physical acts (e. g., by destroying
a dangerous object);
* They may enact ordinances (e.g., for zoning and
planning purposes);
* They may set standards and make rules (e. g., specify
the “state of the art”);
* They may enter contracts governed by public law.
In addition to these means, administrative agencies in
most jurisdictions are entitled to enforce compliance
with their orders, including the use of coercion (admin-
istrative enforcement). The right to enforcement of its
own orders by applying coercive measures is a char-
acteristic of the exercise of state powers. In contrast,
between individuals and private entities (in private law),
no one is entitled to coercively enforce a right on his
own. In private law, individuals must go to courts and
take legal actions if they wish to enforce a private claim.
Overall, public health law as a branch of administra-
tive law has a powerful set of legal tools at its disposal.
A health department may, for example, order the revo-
cation of a license against a medical doctor and order
the closure of his medical practice. If the doctor defies
the order, the health department may effectuate the clo-
sure of the practice by using coercion. Similarly, if the
health department orders the quarantine or isolation of
certain persons, it is entitled to enforce these orders by
coercively detaining the persons. Instruments of admin-
istrative enforcement are:
» Coercive enforcement penalties in case of non-com-
pliance;
» Execution by substitution if the order addressee fails
to comply; and
* Direct coercion to effectuate the ordered result.
Many practice areas of public health are specialized
fields of administrative law. For example, the regula-
tion of food, pharmaceuticals and chemicals, together
with environmental law, occupational safety law and
infectious diseases control laws are fields in the scope
of special administrative law. Therefore, public health
departments or health-related regulatory agencies are
also entitled to order and enforce public health actions,
and exercise extensive powers vis-a-vis individuals and

private entities. Because of the reach and intensity of
these powers and the possibility of severe intrusion
of the rights of individuals, the administration has to
respect specific principles and rules when exercising
sovereign powers.

Principles and Rules of Administrative Law

The administration has to follow the principle of legal-
ity. The administration may only take measures and
intrude personal rights if there is a legal basis allow-
ing such actions. The administration is not allowed to
act without the act being grounded in law. Particu-
larly, this premise prohibits any kind of arbitrariness.
In addition, the administration is not allowed to act
against existing laws. This includes the administra-
tion’s duty to respect the principle of proportionali-
ty (in German jurisdictions: Grundsatz der Verhdltnis-
madjf3igkeit) between the combated threat and the person-
al and economic consequences of the selected adminis-
trative measures (See for U.S. law Gostin 2000, refer-
ring to the “Means/Ends-Test”). The European Court of
Justice (i. e., the Supreme Court for the European Union
that reviews community law matters) has acknowledged
that the “principle of proportionality” is an element of
primary European Community Law. Obviously, in all
jurisdictions, the administration must perform a careful
legal balancing of the conflicting rights before invading
personal rights and interests. Further, the administration
has to respect and must be consistent with the hierarchy
of laws.

With respect to the administrative decision-making pro-
cess, in most jurisdictions specific administrative pro-
cedure rules exist which are binding to administrative
agencies (e.g., in the U.S. the “Administrative Pro-
cedure Act’, or the German Verwaltungsverfahrens-
gesetz). These procedure laws impose duties in order
to respect the individual’s rights in the course of an
administrative proceeding. Conversely, administrative
procedure laws grant procedure rights to parties subject
to administrative proceedings. These procedure rights
intend to ensure the right to a “fair procedure” before
an administrative order is issued. The administration’s
duty to guarantee a “fair procedure” includes, among
others, the following measures, which must be observed
before an order is released:

* Neutrality of the decision-making procedure with

transparent and clear criteria;
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» Exclusion of potentially partial persons (with con-
flicts of interests) from the proceedings.

e Prior notification to addressees (an individual or
legal entity) of envisioned » administrative acts
(notification must be complete, timely and in writ-
ing);

* » Hearing the addressees of administrative acts and
allowing them to file objections, present their own
facts and evidence and challenge the administrative
findings;

* Allowing addressees access to the underlying pro-
ceeding records;

* Allowing representation before the administration
by legal counsel;

* Providing addressees of administrative acts with rea-
sons for decisions in writing.

When an administrative act is released, the administra-
tive agency must provide the factual and legal justifica-
tion for the particular order (decision reasons). There-
in, the agency must evince that it has considered the
individual case facts, including the hearing results and
the evidence provided by the addressee. These proce-
dural rules are designed to ensure that all state powers
(sovereign powers) must be exercised with a high level
of scrutiny.
In principle, the procedural requirements have to be met
prior to all administrative orders issued by public health
departments. However, in urgent cases or emergencies,
administrative agencies or their officers are exception-
ally relieved from some of the procedural obligations.
In such cases, they may not be obliged to issue the order
with reasons in writing. Notably, such alleviative emer-
gency competencies are also granted by law.
In addition to these procedural requirements, admin-
istrative agencies have to follow substantive decision-
making rules. These substantive requirements are par-
ticularly aimed at the protection of the rights of the
addressees of administrative action. The discussion of
these requirements would extend the scope of this essay
(» legal balancing of conflicting rights).
A final but basic element of administrative procedure
laws is the individual’s right to file opposition proceed-
ings against an administrative order at the next, high-
er level of the administration. This is an institutional-
ized inner-administrative control measure and a right
of the affected individual to appeal the initial order
within the administration at the superior administrative
instance.

Administrative Courts and Judicial Review

Administrative law includes the individual’s right to
appeal administrative decisions in court. The guaran-
tee of judicial review is a central element of democratic
states. As all state powers derive from the people and as
the powers are separated between the legislative, exec-
utive and judicial powers, the people have the right to
challenge administrative decisions in court. This is one
of the constitutional and human rights and is subject to
the Universal Declaration of Human Rights of the Unit-
ed Nations.
Most jurisdictions provide for specialized administra-
tive courts. Additionally, their proceedings are gov-
erned by specific administrative procedure laws in
court, which are complementary to the criminal or civ-
il procedure laws. Within the judicial review, courts
review whether administrative decisions comply with
procedural and substantive legal requirements. Among
the formal aspects, courts assess whether the agency
was competent and legally authorized to order the chal-
lenged action. If the agency lacked sufficient authority,
the courts will reverse the challenged orders regardless
of the desirability or ratio of the order.

The judicial review also comprises the administration’s

decision-making process, which particularly includes

whether:

e The agency has interpreted the authorizing laws
properly;

* The agency has gathered all relevant case facts;

* The agency has weighed the case facts appropriately
(this is also why agencies have to provide reasons for
administrative orders as they must enable the indi-
vidual and the court to understand the administrative
weighing, balancing and judgment);

e The agency has made a sound evaluation of the facts
when assuming that the elements of the executed law
are given (e.g., when determining the existence of
a public health threat). As these decisions rely on
specific expertise and particular case constellations
at the time of the decision, courts regularly acknowl-
edge that the agency officials have a scope of evalu-
ation and judgment.

* The agency — when selecting a legal measure — has
made appropriate use of its discretion (if there was
room for discretion). Here, courts review the discre-
tion use in light of the scope of the agency’s mission
and the public health threats at stake.
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Overall, the judicial review has to assess whether
the challenged administrative order complies with the
underlying substantive and procedural laws. It is an
integral part of administrative law and, as such, also part
of public health law and public health practice.

Forms of Action Outside Administrative Law

Even though they are bound to administrative law, state
agencies are allowed to involve private entities in the
provision of public health services. For example, health
departments may assign certain medical services to spe-
cialized doctors. In recent years, the importance of larg-
er scale public-private cooperations is increasing, par-
ticularly in the realm of public health. In the practice
of health promotion, the use of » public-private part-
nerships to supply these services is increasing. Further
examples of such public-private partnerships exist in
the realm of health services and managed care (See
Jacobson et al. 2007). The inclusion of private entities
in the performance of administrative obligations does
not absolve the administrative agency from its public
responsibilities for the public’s health. The agency has
to ensure through pertinent contractual agreements that
their private partners also provide the services with due
care and respect for the personal rights and interests of
the addressees of their services.

Cross-References

» Criminal Law and Public Health

» Environmental Law and Public Health
» Health Information
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» Labor and Occupational Safety Law
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» Tort Law and Public Health
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Adolescence

Definition

Adolescence is the time of growing up from childhood
to adulthood or the period of life between puberty and
maturity. The age span is defined differently, depend-
ing on the conceptualization of adolescence. The World
Health Organization (WHO) defines adolescence as the
period between the ages of 10 and 19 years. Adoles-
cence is a transitional stage of development involving
intense biological, social and psychological changes.
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Definition

Adolescence is defined as the period between childhood
and adulthood when multiple developmental process-
es occur. These areas of development include physical
growth, pubertal maturation, cognitive transitions, and
psychosocial and social maturation. Early, middle, and
late adolescence are defined in pediatrics by sub-cate-
gories of chronological age: early adolescence is char-
acterized as ages 11-14; middle adolescence, ages 15—



Adolescent Health and Development 15

17; and late adolescence as 18-21 years of age. How-
ever, young people between the ages of 10 and 24 years
are considered, especially in light of the fact that the age
at which young people assume adult roles is increas-
ing globally. Although chronological age is an impor-
tant indicator of adolescent development and provides
an objective and practical measure, it does not account
for individuals on different developmental trajectories
in terms of physical, cognitive, and psychosocial matu-
ration.

The notion of “adolescence”, defined as an exploratory
period between childhood and adulthood when young
people typically have few responsibilities, has been said
to be relevant mainly to advanced economies; young
people (both men and women) in other parts of the
world move directly from childhood to taking on adult
roles. However, as compared with 20 years ago, there
is evidence that a large number of young people (the
total population of 10-24 year olds is estimated to have
reached 1.5 billion worldwide by 2005) are now enter-
ing adolescence earlier and healthier, are more likely to
stay in school longer, to postpone entry into the labor
force, and to delay marriage and childbearing (Nation-
al Research Council and Institute of Medicine 2005).
A focus on adolescence is therefore gaining more atten-
tion worldwide. The need to help young people transi-
tion to successful adult roles such as work, citizenship,
marriage, and parenthood is being advocated.

Basic Characteristics
Adolescent Development

Physical Growth and Maturation Adolescents ex-
perience rapid acceleration in physical growth (increase
in height and weight; » physical maturation), and
pubertal and sexual maturation (> pubertal matura-
tion), including further development of reproductive
organs and development of secondary sexual charac-
teristics (such as breast development in girls, genital
development in boys, and pubic hair in both). Age at
» menarche is the most commonly reported indica-
tor of sexual maturity in girls. Other physical mani-
festations include changes in body composition, and
the quantity and distribution of fat and muscle. There
are also changes in circulatory and respiratory systems
which lead to increased strength and tolerance for exer-
cise. The growth spurt occurs about 2 years earlier in
girls compared with boys. These physiological changes

occur between the ages of 9 and 16; however, there is
inter-individual variation in the timing and tempo of
these events (Steinberg 1993).

Cognitive Transitions From early adolescence
onwards, adolescent thinking is characterized by in-
creased knowledge, multi-dimensional thinking, and
the ability for hypothetical reasoning (» cognitive
development). Piaget described a shift from concrete to
abstract thinking (such as the ability to see various sides
of an issue and the perspective of others). The ability to
think abstractly is made possible by cognitive advances
that emerge between the ages of 11 and 20 years (Keat-
ing 1990). A liability of this developmental shift can be
an overestimation of abilities.

Psychological and Social Transitions Adolescents
grapple with issues of identity development, achieve-
ment, autonomy, intimacy, and sexuality during the
adolescent period (» psychosocial development). The
process of identity formation can take various paths
(with a variable degree of exploration, seeking of alter-
natives, and sense of commitment), and some of these
tend to be more adaptive than others. There are multiple
domains of self-evaluation and self-description includ-
ing scholastic and athletic achievement, and physi-
cal appearance, etc. The process of individuation, and
increasing autonomy during this period, although cul-
turally variable, can be the basis of potential conflict
with authority figures, including parents. There is a line
of research studying the effectiveness of different types
of parenting style on teens, including democratic, auto-
cratic and permissive styles, which allow a different
degree of autonomy and negotiation. The choice and
effectiveness of the various styles may be based on cul-
tural preferences and social context.

Adolescence is a time of life when people expand their
circle of significant others to include peers and other
adults (» social transition). Young people also begin
to navigate through social institutions such as school.
Parents, guardians, teachers, classmates, and friends are
important socializers. Social acceptance and integration
become salient, and we see the development of friend-
ships; in particular with larger » peer groups and/or
more intimate relations, such as in close friendships.
There is a shift from same sex to opposite sex interest,
and young people may begin dating, experience roman-
tic relationships and become sexually active.
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Adolescent Health

Good physical and mental health, as well as the knowl-
edge and means to sustain good habits, are key for
healthy development in adolescents as many health
compromising behaviors emerge during this period. It
is known that the major causes of mortality and mor-
bidity in youth are behavior related, and therefore can
be prevented. In the United States, for example, youths
between the ages of 15 and 25 are more likely to suf-
fer from unintentional injuries (such as motor vehi-
cle accidents, drowning and sports/recreational-related
incidents), homicide, violent crimes, and suicide. Oth-
er health related problems that are prevalent in youth
include alcohol use, tobacco use, illicit drug use, obe-
sity/weight problems, eating disorders, teenage preg-
nancy and childbearing, and sexually transmitted infec-
tions, including HIV. There are regional variations in
causes of death; for example, HIV/AIDS is the main
cause of death in youth in Sub-Saharan Africa, where-
as deaths from non-communicable diseases are more
prevalent in other regions, as discussed earlier (Nation-
al Research Council and Institute of Medicine 2005).
Pregnancy and childbirth-related mortality and morbid-
ity due to early childbirth (in Sub-Saharan Africa and
South Asia) and abortion (in all developing regions)
are substantial. Health compromising behaviors have
a grave impact on individuals, societies and economies
in the long-run.

Mental health illnesses pose a major burden of disabil-
ity worldwide. In the US, mental and addictive dis-
orders (including anxiety disorders, disruptive disor-
ders, mood disorders, and substance use disorders) are
prevalent in one out of five 9—17 year olds (USDHHS
1999). Mood disorders such as depression, for example,
are known to be associated with academic, social, and
behavioral problems (including suicide) during adoles-
cence. Risk factors such as poverty, violence, and trau-
ma, among others, contribute to mental illness in youth
worldwide. There is a need to address the stigma asso-
ciated with adolescent mental health. Global policies
that will integrate mental health policy into the over-
all healthcare system and assess the global treatment
gap are programmatic challenges are being advocat-
ed by the World Health Organization (WHO) (WHO
2005). It is important to promote preventive interven-
tions, as they have been shown to cause sustained reduc-
tion of depression and feelings of hopelessness, but also
aggressive and delinquent behavior, and alcohol, tobac-
co and drug use (WHO 2003).

Health Interventions

Steps can be taken to help young people navigate suc-
cessfully through the multiple transitions and influences
of adolescence, and remain healthy. Different approach-
es have been undertaken to understand and enable pos-
itive health and development in youth. These include
developmental, ecological, and life cycle approaches,
among others. Contemporary developmental theory and
research stresses the dynamics of individual-context
relations in understanding behavior and developmental
change. Ecological approaches address the individual-
level (such as timing of puberty, temperament, and
age), micro-level (the immediate relationships such as
parents, peer, and teachers), environmental (the home,
school, and neighborhood), and broader macro-level
influences and forces (such as cultural factors, poverty,
political instability, and the media) that influence ado-
lescent health and development for successful interven-
tion. The life cycle approach requires the understand-
ing that promoting and sustaining the health and devel-
opment of youth begins in childhood, and continues
throughout the life of individuals. It is useful to end
with the WHO conceptual framework, which presents
a wide array of enabling factors that begin early in life
to promote healthy adolescent development. These fac-
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tors include promotion of healthy behaviors, life-long
learning and education during adolescence, preceded
by good nutrition, a safe environment, and healthy
development, beginning in childhood (The World Bank
Group 2006).

Cross-References

» Cognitive Development

» Menarche

» Peer Group

» Physical Maturation

» Psychosocial Development
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Adoption Studies

Definition

The adoption studies approach is used to separate child-
hood rearing effects from genetic effects by studying
the similarity of adopted children with their biological
and foster parents. These studies are the most successful

in populations where adoption records are systematical-
ly collected. The first step in this type of investigation is
the identification of affected parents and control parents
who have given up children for adoption. In the next
stage, the frequency of disease in the children is then
compared between the affected and control groups.

|
Adult Family Homes

» Assisted Living Facilities

|
Adult Foster Care

» Assisted Living Facilities

|
Adult Tuberculosis

» Post Primary Tuberculosis

|
Advanced Reproductive Technologies

Definition

Advanced reproductive technologies are medical treat-
ments or procedures designed to enhance a wom-
an’s fertility, such as in-vitro fertilization. Advanced
reproductive technologies are commonly referred to as
assisted reproductive technologies.

Cross-References

» Infertility
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Adverse Drug Reaction

Synonyms

Side effect; Adverse effect; Adverse events

Definition
An adverse drug reaction (abbreviated ADR) is a term
to describe the unwanted, negative consequences some-

times associated with the use of different medications.
It includes a wide range of outcomes that can be toxic,
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physical or psychological reactions to a drug. The reac-
tion may be allergic, predictable or unpredictable. The
scientific discipline that focuses on the study of ADRs
is pharmacovigilance.

Cross-References
» Side Effect

|
Adverse Effect

Synonyms

Adverse events; Adverse outcome; Complication; Side
effects

Definition

Adverse effects are harmful and undesired effects
resulting from either medication or interventions like
chemotherapy or surgery. Adverse effects that result
from medication are called » side effects when those
effects are secondary to the main or therapeutic effect
of the drug, sometimes due to unsuitable or incorrect
dosage or procedure. Adverse effects from medical pro-
cedures may occur in the course of surgery, like infec-
tion, hemorrhage, inflammation, scarring, loss of func-
tion, or changes in local blood flow. Non-surgical pro-
cedures like high intensity radiotherapy might result in
burned skin, for example. Adverse effects can cause
reversible or irreversible changes.

Cross-References

» Adverse Drug Reaction
» Side Effect

|
Adverse Events

Definition

An adverse event (AE) is any adverse change in health
or “side-effect” that occurs in a person during a clini-
cal trial or within a pre-specified period after dosing of
a drug is complete. Not every adverse event is causally
related to the treatment being studied, but researchers
must report all adverse events to the relevant regu-
latory authority in the country where the drug is to
be registered. Adverse events categorized as “serious”

(for example death, illness requiring hospitalization,
events deemed life-threatening, etc.) must be report-
ed to the regulatory authorities immediately, whereas
minor adverse events are merely documented in the
annual summary sent to the regulatory authority.

Cross-References

» Adverse Drug Reaction
» Adverse Effect
» Side Effect

|
Adverse Outcome

» Adverse Effect

|
Adverse Selection

Definition

Adverse selection refers to a situation in which individ-
uals are able to purchase health insurance at a premium
that is below actuarially fair premiums. Adverse selec-
tion occurs because of » information asymmetries: con-
sumers are better informed about their health status than
health insurers are. The consequence of adverse selec-
tion of unregulated health insurance markets is market
instability.

|
Advertising

Definition

Adpvertising in this context refers to “Direct to consumer
advertising” about pharmaceuticals.

|
Advising

» Social/Emotional Support

|
Advocacy

Synonyms

Health advocacy; Public health advocacy; Health lob-
bying
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Definition

Advocacy is the act of arguing or pleading in favor

of an issue or an idea that is thought to enhance the

well-being of another person, a group or a popula-

tion. It involves campaigning for political, regulatory

or organizational change on the local, district or nation-

al level. The goal of advocacy is to create conditions

that are conducive to health. Since the determinants

of health are multisectoral, advocacy, too, must extend

well beyond the health sector. Advocacy for health and

lobbying in the political arena should be an integral part

of any health promotion effort. Key strategies are:

* Educating policy makers: e.g. by distributing fact
sheets

* Creating advocacy coalitions: mobilizing support
from colleagues, academics, institutions, groups

* Media advocacy: strategic use of media to advance
the initiative, thereby enhancing visibility and credi-
bility of the campaign

 Judicial advocacy: health professionals offer support
in filing a lawsuit and take on the role of an expert
witness

e Community advocacy: mobilizing the community to
advocate for its own health concerns.

|
Advocacy for Health

Synonyms

Advocate

Definition

There are two possible roles, and thus definitions, in

advocacy:

1. The act of directly representing or defending others;
championing the rights of individuals or communi-
ties through direct intervention or through » empow-
erment.

2. A combination of individual and social actions
designed to gain political commitment, policy sup-
port, social acceptance and systems support for
a particular health goal or programme.

Advocacy, particularly in the latter sense, is one of

the three » health promotion action strategies of the

» Ottawa charter and may be taken by and/or on behalf

of individuals and groups. It can take many forms

including the use of the mass media, the new infor-

mation technologies, political lobbying and communi-
ty mobilization to create coalitions of interest around
defined issues. Health professionals have a major
responsibility to act as advocates for health at all lev-
els in society.

|
Advocate

Synonyms

Advocacy for health

Definition

Good health is a major resource for social, economic
and personal development and an important dimension
of quality of life. Political, economic, social, cultur-
al, environmental, behavioral and biological factors can
all favor health or be harmful to it. » Health promo-
tion action aims at making these conditions favorable
through advocacy for health.

|
Affective Disorders

UWE RUHL

Institut fiir Psychologie, Universitit Gottingen,
Gottingen, Germany

uruhl @uni-goettingen.de

Definition

In affective disorders, the fundamental disturbance is
a change in mood to depression (with or without associ-
ated anxiety) or to elation (> mania). The mood change
is usually accompanied by a change in the overall level
of activity; most of the other symptoms are either sec-
ondary to, or easily understood in the context of, the
change in mood and activity. Most of these disorders
tend to be recurrent (> recurrent depressive disorder)
and the onset of individual episodes is often related to
stressful events or situations.

Basic Characteristics
Introduction

Hippocrates was one of the first to use the term “melan-
choly”, literally meaning ‘“black bile”, to describe
depressive symptoms. Usually, sadness accompanies
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tragic situations; for example, the death of a loved one
or loss of employment. Everyone will experience such
sad phases during their lifespan and everyone will expe-
rience other common symptoms of depressive disorders
during times of stress; for example, problems with con-
centration, sleep disturbances, and changes in appetite.
However, a depressive disorder differs both qualita-
tively (e.g., much more pervasive) and quantitatively
(i.e., longer duration) from “normal” sadness or reac-
tions to stress. Thus, actual definitions of depressive
disorders (e.g. according to DSM-IV, ICD-10) define
a severity threshold (depending upon a specific num-
ber of symptoms) and a minimum duration (2 weeks).
Major depression is associated with female gender,
lower social status, and stressful life events (e. g., hos-
pitalization for a serious illness, pregnancy, death of
a close relative, divorce). Depression can strike a per-
son at any age (Cave: even small children!). Major
Depressive Disorder (MDD) is very highly associated
with potential morbidity and mortality (suicide, med-
ical illness, disruption in interpersonal relationships,
substance abuse, and lost work time).

» Dysthymia is a “chronic” form of depression. It is
defined by its subsyndromal nature (i. e., fewer than the
five persistent symptoms required to diagnose a major
» depressive episode are present) and a protracted dura-
tion of at least 2 years for adults. The symptoms of dys-
thymia alone do not meet the criteria for Major Depres-
sion and low mood is the primary symptom.

Patients with bipolar disorders (» bipolar affective dis-
order) suffer from depressive episodes and/or man-
ic/hypomanic episodes (i. €., bipolar I and bipolar II dis-
orders). A manic syndrome is defined as a period of
unusual and extreme good mood or extreme irritabili-
ty. Manic patients often show a decreased need to sleep
and strong hyperactivity. Episodes of » hypomania are
typical. Bipolar disorders are associated with signifi-
cant morbidity and mortality rates.

» Cyclothymia is also marked by manic and depres-
sive states. Oscillation of high and low moods is typical.
However, those phases are neither of sufficient intensity
nor duration to merit a diagnosis of bipolar disorder or
MDD.

Epidemiology

Depressive disorders are more common in women than
in men (female/male ratio = 1.5-2/1). One year preva-

lence rates of depression in European countries are esti-
mated between 1.9% (Netherlands and Great Britain;
Bijletal. 1998; Jenkins et al. 1997) and 8.3% (Germany
Jacobi et al. 2004). Dysthymia affects about 2% of the
adult population per year; women seem to be slightly
more affected than men. The one year prevalence esti-
mate of bipolar disorders in adults is 0.9% (Pini et al.
2005). Almost 2% of the adult population suffers from
bipolar disorders (i.e., lifetime prevalence, Kessler et
al. 1994). Because the costs in existing economic stud-
ies are based on a » top-down approach (and depend on
assumptions in terms of resource use), it is impossible
to assess the exact economic burden. Depressive dis-
orders have a high economic burden due to their high
prevalence and their association with high disability in
acute depressive phases (e. g., lost workdays, reduced
working capacity). Unipolar major depression is one
of the 10 leading diseases of the global disease burden
(Lopez et al. 2000).

Pathophysiology/Etiology

The pathophysiology of MDD has not been clearly
defined. Different studies have suggested a disturbance
in CNS serotonin (i.e., 5-HT). Norepinephrine (NE)
and dopamine (DA) are other important neurotrans-
mitters for MDD (“monoamine hypothesis”). However,
this hypothesis is not sufficient to explain the complex
symptoms of depression. One problem is that many
other neurotransmitter systems are altered in depres-
sive disorders (e. g., GABA and acetylcholine). Anoth-
er problem is that improvement of monoamine neuro-
transmission with medication and lifting of the clinical
signs of depression do not prove that depression is actu-
ally caused by defective monoamine neurotransmis-
sion. Accordingly, in different studies, no objective bio-
logical markers exist that correspond definitively with
the disease states of bipolar disorder (» bipolar affec-
tive disorder), » dysthymia, and » cyclothymia. Over-
all, the etiology of affective disorders is multimodal
(e. g., biological factors, psychosocial factors, stressful
life events) with a strong genetic component.

Consequences

The relationship between depressive disorders and
comorbidity of other mental disorders (especially anx-
iety disorders, i.e. » generalized anxiety disorders,
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» panic, » agoraphobia, and » post-traumatic stress
disorders) as well as physical illness is well established.
Patients suffering from bipolar disorders frequently
show comorbid anxiety disorders and substance use dis-
orders. Accordingly, dysthymic disorders are associat-
ed with higher rates of comorbid substance abuse. Sui-
cide is the most severe complication of major depres-
sion. Depressive disorders account for about 20 to 35%
of all deaths by suicide (Angst et al. 1999). Men are
much more likely to succeed in committing suicide than
women (ratio about 4:1). However, women » attempt
suicide about four times more often than men.

Treatment

Antidepressant medication and/or cognitive-behavioral
psychotherapy have the strongest evidence for the
treatment of depressive disorders. In severe depres-
sions (with or without psychotic symptoms), patients
are mostly treated with antidepressants and cognitive-
behavioral psychotherapy. Antidepressants should be
changed if there is no clear effect (after an addition-
al attempt of dose increase) within 4 to 6 weeks.
Accordingly, revisions to a psychotherapeutic treatment
plan should be considered, including the addition of
antidepressant medication, if there is no symptomat-
ic improvement within 3 or 4 months of therapy. Fur-
ther, to reduce relapse rates, anti-depressive medica-
tion should be used routinely for at least 6 months after
remission (i. e., continuation phase therapy). Cognitive-
behavioral psychotherapy is also important for relapse
prophylaxis. In recurrent depressive patients (> recur-
rent depressive disorder), either antidepressants or spe-
cial medication for relapse prophylaxis and mood sta-
bilization, respectively (e. g., lithium, valproate), may
be used for years (i.e., maintenance phase therapy).
Such maintenance pharmacotherapy is typically recom-
mended for individuals with a history of three or more
» depressive episodes, chronic depression, or bipolar
disorder.

Cross-References

» Depressive Episode

» Dysthymia

» Hypomania

» Mania

» Recurrent Depressive Disorder
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Affective Personality Disorder

» Cyclothymia

|
African Trypanosomiasis

» Sleeping Sickness
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Synonyms

Mitigation strategies

Definition

Various aspects of attitude towards risk after a disaster.

Basic Characteristics

Improvement of information about hazards is badly
needed for raising awareness and enhancing the con-
sultative process that leads to a hazard (» mitigation
strategies). Only informed stakeholders can make ratio-
nal decisions about the choice of strategy in an objective
and rational cost-benefit framework. Informed citizens
are likely to behave in a way that is compatible with
disaster management activities.

Experience has demonstrated that repeated occurrence
of a disaster in the same place within a relatively short
time might enhance the positive learning effect. For
example, there were two large floods on the Rhine,
in December 1993 and January 1995. The maximum
water levels in Cologne were of comparable magni-
tude (the second being actually even a little higher),
but the values of the damage caused by each of the two
floods differed largely. The damage in the second (high-
er) flood was considerably lower. Occurrence of the first
flood raised awareness and triggered actions towards
improvement of the flood preparedness system, based
on the lessons learned. The first flood was still fresh in
memory when the second flood occurred just a year lat-
er.

Misconceptions and myths about natural disasters and
flood protection are deeply rooted in society — for the
general public, politicians, and decision-makers alike.
It is of utmost importance to dispel and rectify miscon-
ceptions and counter-productive “principles” that are
held throughout political and social systems, such as
the short-memory principle, where implementation is
called the rule of hydro-illogical cycle with regards to
floods and droughts. Flood (or drought) occurrence trig-
gers high expenditures on flood (or drought) protection
(» mitigation strategies). Yet, memory fades and, after
some time without flood (or drought), the willingness to
pay for costly preparedness systems drastically decreas-
es. It is not easy to communicate this truth effectively
to the electorate and decision-makers, whose term of

office is short. A major natural disaster may not be like-
ly to occur during decision-makers’ terms of office.
Efficient actions aimed at raising awareness are of
utmost importance for a disaster preparedness system
(» mitigation strategies). There is a systemic lack of
experience with a natural disaster of extreme dimen-
sions. Among over 50 fatalities of the 1997 flood in
Poland, many could have been avoided were the aware-
ness better. Most flood fatalities in the US are related
to vehicles whose drivers underestimate the danger and
get trapped. Alone, car drivers obeying simple rules of
conduct could help reduce the number of fatalities in
many flood events.

The media may play an essential role in raising aware-
ness and providing information. The » risk percep-
tion is to a large extent determined by media cover-
age. In some cases, an atmosphere of risk is created
and warmed up by the media (e. g. the impacts of the
Three Mile Island accident, where the actual damage
was low).

Risk perception involves the beliefs, attitudes, judg-
ments, and feelings of individuals, as well as their wider
social and cultural values and disposition towards haz-
ards (being risk-prone, risk-neutral, or risk-averse). It
also depends on age, gender, education, and past trau-
matic experiences.

In many areas, river levees (dikes) are the principal
flood defenses. Existence of properly dimensioned and
maintained levees, which adequately protect adjacent
areas against small and medium floods, creates a mis-
conception — an unjustified feeling of complete safety
among the riparian population. When a dike breaks dur-
ing an extreme flood, the damage may be higher than
it would have been without a dike. The Netherlands,
a country remembering the tragedy of coastal flooding
in 1953 and which has a large part of the country locat-
ed in depressions, below the mean sea level, has higher
safety standards (flood protection design) than any oth-
er country in the world. Yet, even in the Netherlands,
safety levels are now re-examined to account for glob-
al change effects. Building flood risk consciousness
among the public and rectification of misconceptions,
such as false feelings of absolute safety, is of paramount
importance. No matter how high a flood design is, there
is always a possibility that a greater flood will occur,
inducing losses. Should dikes be designed to withstand
a 100-year flood or a 500-year flood? The latter solution
would give a better (but still incomplete) protection, but
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is far more costly (prohibitively costly in most places,
with the Netherlands being a notable exception as it is
embarking on high safety standards with design values
of 1250-, 4000-, and 10 000-year events for protection
against river, large river, and coastal flooding). Water
managers in a few countries, including the Netherlands,
Australia, the UK, and the USA have begun to consid-
er the implications of climate change explicitly in flood
protection. Measures to cope with the increase of the
design discharge for the Rhine in The Netherlands from
15 000 to 16 000 m>3/s must be implemented by 2015
and an increase in the design discharge to 18 000 m?/s
is planned in the longer term due to climate change.
Disaster risk communication is a difficult issue, espe-
cially communication of uncertainties, which requires
assistance in understanding. When issuing warnings —
communicated messages that a hazard is producing spe-
cific risks for a particular segment of the population —
the response depends on the source, channel credibility,
and past experience (relevance and accuracy of earlier
warnings). People are likely to heed warnings if past
warnings did not “cry wolf.”

Cross-References

» Mitigation Strategies
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|
Age-Dependency Ratio

Definition

The age-dependency ratio is a summary measure of age
composition in a population that incorporates specif-
ic assumptions about “productive” and “unproductive”
groups. Age-dependency ratios represent the relative
numbers of dependents to supporters in the population.
The child dependency ratio compares the population of
children (0-14 years) to the working age (15-64 years)
population, while the aged dependency ratio compares
those aged 65 years and over to the same working-age
reference group. The total age-dependency ratio com-
pares the combined youngest and oldest population to
the intermediate working age group.

However, the use of chronological age alone for clas-
sifying individuals as “dependent” or “productive”
assumes a uniformity of contribution in each age group
which is unlikely to be accurate. For example, contin-
ued education may delay economic contribution for the
intermediate group, and persons may continue to be
economically productive past age 65. Where detailed
data on employment and economic activity are lacking,
age-dependency ratios are nonetheless a helpful esti-
mate of economic dependency.

|
Agency Theory

Definition

Agency theory refers to a situation where one person
(the agent) makes decisions on behalf of another per-
son (the principal), usually because of asymmetry of
information (» information symmetry). In » health eco-
nomics, agency theory is applied to the relationship
between the physician (the agent) and the patient (the
principal).
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|
Agenda 21

Definition

Agenda 21 is a plan of action for the preservation of
the Earth that was adopted at the UN conference on
the environment and development at Rio de Janeiro in
1992. No fewer than 181 countries signed the docu-
ment. Agenda 21 not only aims to solve environmental
problems but also covers economic and social injustice
in the world. Democracy, equality and the fight against
poverty play an important role. It is a comprehensive
blueprint of action to be taken globally, nationally and
locally by organizations of the UN, governments, and
major groups in every area in which humans impact on
the environment. The number 21 refers to the 21st cen-
tury.

|
Agent (of Disease)

Definition

A factor, such as a microorganism, chemical substance,
or form of radiation, whose presence, excessive pres-
ence, or (in deficiency diseases) relative absence is
essential for the occurrence of a disease.

|
Age-Specific Fertility Rate (ASFR)

Definition

Age-Specific Fertility Rate (ASFR) represents the
annual number of births to women in a particular age
group per 1000 women in that age group. It is used
for comparisons in fertility behavior at different ages,
» fertility at different ages over time and fertility across
countries or populations.

|
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Synonyms

Elderly and health; Health of the elderly; Older people
and health

Definitions

Population aging, the demographic process by which
older persons become a proportionally larger share of
the total population, is associated with changing pat-
terns of mortality, morbidity, and disability (UNPD
2002). In the older population different aspects of
health have to be considered. » Gerontology, the sci-
entific study of the biological, psychological, and soci-
ological phenomena associated with old age and aging,
and » geriatrics, the branch of medicine that focuses on
health promotion and the prevention and treatment of
disease and » disability in later life, both deal with the
well-being of older people.

Basic Characteristics

A gradual » demographic transition — from patterns of
high fertility and high mortality to patterns of lower fer-
tility and later mortality — has been underway across
the globe. Lower birth rates and growing longevity have
led to an overall increase in both the absolute number
and relative proportion of older people in the general
population. By 2002, the population of individuals 60
years and over reached 626 million, or 10 percent of
the total world population. Of these, nearly 70 million
are among the oldest-old, aged 80 or over. The older
population is projected to expand rapidly in the coming
decades, more than tripling its current size and reaching
2 billion by 2050. The oldest-old population is expect-
ed to grow more than 5.5 times to reach 379 million by
2050. Decreasing fertility rates contribute to the predic-
tion that older individuals will at that time constitute 21
percent of the total world population, twice their current
proportion and equal to the number of predicted chil-
dren. The proportion of the oldest-old will quadruple
to 4 percent by the same year (UNPD 2003). Women
constitute the majority of older people in most coun-
tries (Velkoff, Lawson 1998).

The demographic changes are linked with » epidemi-
ologic transitions, in particular a shift in the leading
causes of death away from infectious, acute diseases
in early life towards chronic and degenerative illness-
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es in mid- and later life. Given the increase in total
» life expectancy, a number of gerontological theories
addressing the implications of increased longevity for
population health have emerged, each proposing differ-
ent relationships between old-age mortality, morbidity,
and disability, or limitations in performing activities of
daily living. (For a review, see Agree, Freedman 1999)
The theories range from the most pessimistic — in which
delayed mortality is translated to increased years of life
with disease and disability — to the most optimistic, in
which morbidity and disability are compressed towards
the end of life, increasing the healthy proportion of
total life expectancy. More nuanced perspectives rec-
ognize the complexity, mutability, and inter-connected-
ness of the processes determining morbidity, disabili-
ty, and mortality, and suggests a continuous dynamic
relationship between them. International trends in mor-
tality and disability outcomes are mixed, supporting
a dynamic model of longevity and health in later life
that is influenced by a multitude of biomedical, envi-
ronmental, and social factors.

» Population aging is an aggregate mark of human suc-
cess in reducing fertility, improving living conditions,
and curbing risks of death through innovations in public
health and medicine. However, insufficient prepared-
ness for the needs of an aging population on the part of
health and social service providers is a challenge con-
fronting societies at all levels of development.

Geriatric Health

Aging populations have higher rates of chronic disease
and » disability, and the likelihood of having multi-
ple co-morbidities rises significantly with age. In high
and low-income countries alike, ischemic heart disease
and cerebrovascular diseases are the leading causes of
death. In more developed nations, cancers (lung, colon,
rectum, stomach, and breast), chronic obstructive pul-
monary diseases, diabetes mellitus, and Alzheimer’s
Disease and other dementias are also among the most
prevalent causes of death. A range of chronic and
adult-onset conditions including depression, hearing
loss, alcohol-use disorders, osteoarthritis, schizophre-
nia, bipolar disorders, and chronic obstructive pul-
monary diseases are among the leading causes of glob-
al disability (Murray et al. 2001). Chronic diseases may
contribute to the gradual loss of senses such as sight
and hearing, to impaired mobility, to increased risks of

falls and fractures, and to disability in the performance
of activities of daily living.

As » senescence, or the slowing-down of physical sys-
tems that takes place as the body ages, progresses,
a range of physical and mental capacities is weak-
ened. Age-related mental illness, especially dementia,
are particularly difficult to cope with for both patients
and caregivers alike. Dementia is a condition of irre-
versible decline in cognition, functioning and behavior.
Alzheimer’s disease (AD) accounts for approximate-
ly 60-70% of dementia cases, with vascular dementia
accounting for the majority of the rest. The prevalence
of AD is estimated to be 8—15% in persons over 65. The
primary risk factor for dementia is age, with the preva-
lence doubling for every 5-year age group after the age
of 65 and reaching as high as 39 percent after age 90
(Jorm, Jolley 1998).

Chronic diseases exact a heavy burden on older adults
due to associated long-term illness, diminished qual-
ity of life, and increased health care costs. Although
the risk of disease and disability clearly increases with
advancing age, poor health is not an inevitable con-
sequence of aging. A healthy lifestyle (including reg-
ular physical activity, a nutritious diet, and avoidance
of tobacco) is the recommended course for prevention.
Screening for early detection is also recommended for
those illnesses (e. g. some cancers, diabetes and its com-
plications, etc.) for which a course of treatment is avail-
able.

Aging and Pharmacotherapy

Older people are particularly susceptible to the risks of
medication use. Age-related loss of physiologic reserve
leads to pharmacokinetic changes and increases inter-
individual variability. The loss of renal function, for
example, decreases the clearance of common drugs in
older people, while the loss of lean body mass and fat
mass leads to an altered volume of drug distribution.

Polypharmacy — the use of multiple (usually 5 or more)
medications —is a common issue since geriatric patients
frequently have multiple co-morbidities each treated
with one or more medication. Furthermore, some med-
ications bring about » side effects that then lead to
the prescription of additional drugs to treat the added
symptoms. Polypharmacy increases the potential of
drug interactions, adverse drug reactions, and the use
of inappropriate medications, or drugs that should be
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avoided in certain doses, disease states, or in combina-
tion with other drugs (Hanlon et al. 2001).

Care-Giving

Historically, older people in need of assistance received
care from younger family members. However, previ-
ously high levels of mortality and fertility meant that
the proportion of individuals reaching older ages was
relatively small while a larger pool of children and rel-
atives was available to share care-giving responsibil-
ities. More recently, the proportion of the population
at older ages has been expanding as the numbers of
younger family members available to provide care has
been shrinking.

Women — wives, daughters, daughters-in-law, nieces
and granddaughters — have traditionally provided the
bulk of family care-giving and continue to do so despite
rising levels of labor force participation. Older people
are as likely to provide care as they are to receive it,
and in developing and developed countries alike, spous-
es are the main caregivers for both men and women.
Because of the sex differential in longevity, however,
women are more likely than men to find themselves
without a spouse and to be living alone when they need
care (Velkoff, Lawson 1998).

A relatively small proportion of older people — between
1 and 10 percent — reside in institutions in developed
nations (Velkoff, Lawson 1998). There has been grow-
ing concern — though not much documentation — that as
networks of family caregivers shrink the rate of institu-
tionalization among older people may rise. Additional
concerns about the quality and cost of institutional care
are garnering attention in many countries.

Aging in Developing Nations

In developing nations a rapid » demographic transi-
tion has outpaced economic development. Since 1980,
developing countries have been home to a larger pro-
portion of the world’s population of persons aged 60
and above than their industrialized counterparts (Lloyd-
Sherlock 2000). By 2000, 249 million people, or 59%
of the world’s 65 years of age and over population lived
in developing countries (US Census Bureau 2001).
According to demographic projections, by 2050, more
than three-quarters of the world’s older people will
be living in developing countries. By 2050 develop-
ing countries will posses a similar age structure to

today’s more industrialized nations. Older people will
then comprise over 30% of the population in East Asia,
more than 20% of the population in Southern Asia and
Latin America, and approximately 10% of the popula-
tion in Africa (UNPD 2003).

Though they are among the most disadvantaged pop-
ulations in developing nations, older people have not
been prioritized by international aid agencies. Eighty
percent of older people in developing countries have no
regular incomes, and approximately 100 million old-
er persons live on less than a dollar a day. Older peo-
ple in developing regions are often excluded from eco-
nomic development, healthcare and education programs
due to age limits and discrimination and humanitari-
an agencies often fail to identify older people as a tar-
get in the planning and delivery of services in con-
flict areas (Help — Age International 2002). While inci-
dence of chronic and age-related disease has been ris-
ing rapidly in developing nations, there is a lack of pro-
fessionals in geriatric medicine, preventing older adults
from receiving the health care they need (Keller et al.
2002).

Though norms of filial piety are still strong in many
developing countries, changes in family structures and
co-residence patterns are rendering traditional support
networks more vulnerable. Recognizing the need for
increased awareness and action on issues related to
global aging, the Second World Assembly on Aging
adopted the Madrid International Plan of Action in
2002. The Plan calls on governments, non-governmen-
tal organizations, and the international community to
adopt the concept of “a society for all ages,” to end
age-based discrimination and abuse, and incorporate
the concerns of older people into national and interna-
tional economic and social development policies (Unit-
ed Nations Programme on Ageing, 2002). The forma-
tion of implementation and monitoring strategies for the
Plan is now in progress.

Cross-References

» Age-Dependency Ratio
» Demographic Transition
» Disability
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» Geriatrics
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» Life Expectancy
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» Population Aging
» Senescence
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Agoraphobia

Definition

The ancient term agoraphobia is translated from Greek
as fear of an open marketplace. Accordingly to the
International Classification of Disease of WHO (ICD-
10), agoraphobia is characterized as the fear or avoid-
ance of crowds, public places, traveling alone, etc. At
least two symptoms of psycho-physiological agitation
(e. g. tachycardia, fear of losing control) have to appear
simultaneously. The psychological stress for persons

suffering from agoraphobia is significant, especially as
most realize that their safety-seeking behavior is exag-
gerated. Most people develop agoraphobia after the
onset of » panic disorder. Agoraphobia is best under-
stood as an adverse behavioral outcome of repeated
panic attacks and the subsequent worry, preoccupation,
and avoidance.

Cross-References

» Anxiety Disorders

|
Agreement

Synonyms

Contract

Definition

Agreement for two measurement procedures is exam-
ined in the absence of a gold standard, and it refers to
the closeness of two measured values, not to whether
those values are correct or not. Inter-rater agreement
(inter-rater reliability) for two or more raters is a mea-
sure of the closeness of the raters’ decisions. When the
result of measurement is binary data, the agreement is
estimated by » proportion of agreement or » kappa
coefficient, and in the case of continuous data agree-
ment is estimated with » Pearson’s correlation coeffi-
cient (Pearson’s r) or with intraclass correlation coeffi-
cient.

Cross-References

» Contract

| AHRQ

Definition

The Agency for Healthcare Research and Quality
(AHRQ) is the lead US Federal agency charged with
improving the quality, safety, efficiency, and effective-
ness of health care. As one of 12 agencies within the
Department of Health and Human Services, AHRQ
supports health services research that will improve the
quality of health care and promote evidence-based deci-
sion making. Information from AHRQ’s research helps
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people to make more informed decisions and improve
the quality of health care services. AHRQ was former-
ly known as the Agency for Health Care Policy and
Research.

|
Aid Agency

» Humanitarian Agency

|
Aid Organization

» Humanitarian Agency

|
AIDS

Synonyms

Infection with the human immunodeficiency virus;
Acquired immunodeficiency syndrome; HIV-infection;
HIV/AIDS

Definition

HIV (human immunodeficiency virus) is a retrovirus
that primarily infects vital components of the human
immune system such as CD4* T cells (a subset of T
cells), macrophages and dendritic cells. It impairs the
body’s ability to fight infection and certain cancers.
HIV infection is diagnosable by antibody or antigen
testing. Treatment aims to suppress HIV replication
by combinations of drugs that inhibit HIV enzymes.
Any of a list of illnesses that, when occurring in an
HIV-infected person, leads to a diagnosis of AIDS, the
most serious stage of HIV infection. AIDS is also diag-
nosed if an HIV-infected person has a CD4 count below
200 cells/mm?, whether or not that person has an AIDS-
defining condition. The Centers for Disease Control and
Prevention (CDC) published a list of AIDS-defining
conditions in 1993. The 26 conditions include can-
didiasis, cytomegalovirus disease, Kaposi’s sarcoma,
mycobacterium avium complex, pneumocystis carinii
pneumonia, recurrent pneumonia, progressive multifo-
cal leukoencephalopathy, pulmonary tuberculosis, inva-
sive cervical cancer, and wasting syndrome.

Cross-References

» HIV (Human Immunodeficiency-Virus)-Infection
» HIV-Infection and AIDS

|
AIDS-Defining Diseases

» AIDS-Defining Symptoms

|
AIDS-Defining Symptoms

Synonyms

AIDS-defining diseases; AIDS-defining illnesses; Op-
portunistic infections in AIDS

Definition

The term “AIDS-defining diseases” are the so-called
opportunistic infections, which do not appear in im-
munocompetent individuals, and particular tumors. The
tumors are Kaposi’s sarcoma, a tumor of the connec-
tive tissue, and non-Hodgkin’s malignant lymphoma.
Opportunistic infections can be caused by viruses, bac-
teria, fungi or parasites. Typical AIDS-associated viral
infections are cytomegalovirus and herpes infections.
The bacterial infection, which most frequently occurs
in connection with HIV-infection, is tuberculosis (> S.
tuberculosis and other mycobacterioses). Fungal dis-
eases, which have to be mentioned, are Candida-infec-
tions and cryptococcoses. A parasitic disease typical for
AIDS is pneumonia caused by Prneumocystis carinii. In
1980 the so-called “wasting-syndrome” was identified;
it is characterized by a loss of body weight of more than
10%, tiredness, persisting diarrhea and fever.

Cross-References
» HIV-Infection and AIDS

|
AIDS-Therapeutics

» Fusion Inhibitors

» Non-Nucleoside Reverse Transcriptase Inhibitors
(NNRTI)

» Nucleoside and Nucleotide Reverse Transcriptase
Inhibitors (NRTIs)

» Protease-Inhibitors (PI)
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|
Ailment

Synonyms

Disease; Illness

Definition

Disease represents impairment of the normal state or
functioning of the body as a whole or of any of its
parts. Some diseases are acute, producing symptoms
that last short period of time, for example, flu, pneu-
monia. There are also chronic disorders, such as, arthri-
tis, hypertension, etc. that last for a long time. Dis-
eases are usually classified according to cause. Exter-
nal factors that produce disease are infectious agents,
including bacteria, viruses, fungi, but also disease may
occur as a consequence of different chemical and phys-
ical agents such as drugs, poisons, radiation. Some dis-
eases are inherited and some of them acquired due to
environmental, infectious and various lifestyle factors.
Also, many diseases are attributed to emotional distur-
bances. Most diseases occur as a result of an interac-
tion between the body and the environment. In ancient
times disease was ascribed to supernatural, spiritual,
and humoral factors.

|
Ainu (Japan, Russia)

» Indigenous Health, Asian

|
Airborne Particles

» Suspended Particles

|
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Definition

Air quality refers to the physical, chemical, and biolog-
ical characteristics of air, both in outside space and in

enclosed spaces, such as most industrial settings, other
non-industrial working places, and residencies. Air pol-
lution is the abnormal presence of various substances
(gases, vapors or particles) in the air in sufficient con-
centrations such that accumulated substances lead to
poor air quality and affect human health, living matter
and other materials. These substances may be released
into the air by natural processes or by human activities.

Basic Characteristics

Air is a mixture of gases, water vapor, solid and liquid
airborne particles in a wide range of concentrations that
range from essential for life to chemically inert. Some
of them are even hazardous, but are normally present
in low concentrations. Air is what constitutes Earth’s
atmosphere and it is present as an almost transparent,
thin envelope around our planet. The atmosphere sig-
nificantly determines the necessary conditions for vari-
ous forms of life on Earth, and also shapes and modifies
the subtle combination of environmental factors that we
call climate.

The normal chemical composition of dry air in the
troposphere is as follows: major gases are nitrogen
and oxygen (78,09% and 20,94 %, respectively, by vol-
ume); minor gases are argon (0,93%) and carbon diox-
ide (0,03%); and trace gases (the whole group totaling
0,01%) are neon, helium, methane, krypton, hydrogen,
nitrogen oxides, ozone, ammonia, and sulfur dioxide.
Water vapor content in the low atmosphere is highly
variable, ranging from less than 1% to 5-6% by vol-
ume.

Air quality may range widely from quite good (satis-
factory) to poor, in various degrees. Air quality is good
when there is normal chemical composition of air with-
out significant variations in physical (or physico-chem-
ical, e.g. radiological) and biological characteristics.
Air quality is poor and detrimental if air is odorous
and stale, if physical parameters are out of optimal val-
ues, or if air is polluted by chemicals of various ori-
gin. The main physical characteristics of air that affect
air quality are temperature, humidity, air velocity, and
radiant heat. Biological origins of air quality deterio-
ration include bacteria, viruses (humans are the main
sources in indoor spaces), fungi (molds), insects (fleas
and cockroaches), arthropods (e. g. » house dust mites),
mammals (e. g. home pets — their excreta, hair, dander
or feathers), and plants (pollen grains). There are two
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main groups of sources of air pollution — natural, and
artificial or man-made sources.

Natural Sources of Air Pollution

Over the millennia it has been in existence, the atmo-
sphere has been relatively balanced and stable in com-
position, being polluted mainly by natural processes.
Like now, natural sources of pollution have been vol-
canic eruptions, forest wildfires, biochemical release of
pollutants from soils and oceans, soil erosion, wind-
storms, lightning, and plant pollen release, etc. Natural
sources are much stronger than artificial ones, but pol-
lutants are usually diluted or widely dispersed over the
whole atmosphere, often far from human habitation.

Artificial Sources of Air Pollution

During the last 150-300 years, which have seen agri-
cultural and industrial revolutions, human technology
has reached a point where it is disturbing the global
balance of the atmosphere. Man has begun to pollute
air in a much stronger manner than ever before. Pollu-
tion has been caused by an enormous output of harm-
ful substances into the atmosphere, emitted from a vari-
ety of stationary or mobile sources. These artificial or
man-made sources are usually situated inside human
settlements or close to them; for this reason, they are
much more threatening to human health than natural
sources. The most important sources of pollution are:
a) power and heat generation objects (e. g. fossil fuel
power stations, domestic combustion appliances, and
biomass burning); b) industrial objects (smelteries and
foundries) and agricultural activities; c) transportation
(motor vehicles with internal combustion); d) waste
sites (the burning or spontaneous evaporation of pollu-
tants out of dumps); and e) Other human activities pro-
ducing gases, vapors or aerosols (fumigation, spraying,
etc.).

Ambient or Outdoor Air Pollution

Major pollutants are slightly different throughout the
world, depending on the predominance of pollution
sources locally. However, the six major types are the
organic pollutants carbon monoxide and hydrocarbons,
and the inorganic pollutants nitrogen oxides, sulfur
dioxide, particulates, and low ozone. » Smog, a con-
traction of the words smoke and fog, is a common term

used to indicate the presence of a mixture of multi-
source pollutants in the air around large human settle-
ments.

Indoor Air Pollution

Indoor space is the interior of each working or residen-
tial building in the commercial, public or private sec-
tors, not including industrial working interiors or out-
door space. Indoor spaces are: a) private residences; b)
non residential, commercial and public buildings, e. g.
offices, libraries, cinemas, indoor market places, restau-
rants, hospitals, schools and indoor sport arenas, and c)
transportation, e. g. the interior of private cars, buses,
aircrafts and subways.

The indoor environment is now more significant for
health considerations than the outdoor environment.
Concerns about potential public health problems due to
indoor air pollution are based on epidemiological evi-
dence that urban residents spend approximately 90% of
their time indoors. By such activity patterns, they have
more exposure to harmful agents that exist indoors. The
most important pollutants are nitrogen oxides, volatile
organic compounds, formaldehyde, carbon monoxide,
ozone, and » suspended particles. If tobacco smoking
is not restricted, a mixture of dangerous pollutants may
be detected. Inside many indoor spaces, airborne aller-
gens such as dust mites are present, and sometimes even
the radioactive gas radon. Carbon dioxide is a marker of
indoor air pollution rather than a specific pollutant.

Adverse Effects of Air Pollution

Enormous and continually increasing rates of outdoor
air pollution may have significant consequences on the
quality of air, human health and the whole environment.
Local, regional and even global environmental effects
are well known and scientifically proven. Considering
local health effects, increased morbidity and mortality
rates are reported among vulnerable population groups
in highly polluted areas. Usually registered are: a) upper
respiratory tract illnesses; b) lower respiratory tract ill-
nesses (bronchitis, asthma and pneumonia); ¢) malig-
nant diseases of the respiratory tract; d) ocular mucous
membrane illnesses and complaints; and e) decreased
resistance to common allergens. Effects on the local
climate are also pronounced as climate characteristics
change significantly over polluted areas.
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Over certain regions of the Earth, air pollution induces
ecosystem acidification and acid deposition (» acid
rain), with both noticeable adverse environmental con-
sequences (e.g. damage to vegetation), and human
health impairments. Air pollution has also led to dete-
rioration of the atmosphere on a global scale. The
most important global consequences are ozone layer
depletion in the stratosphere (ozone holes), and the
greenhouse effect. As a consequence of ozone layer
depletion, the amount of harmful short-wave ultravi-
olet reaching the Earth’s surface has been enhanced.
The » greenhouse effect (global warming of the atmo-
sphere) is mainly a result of carbon dioxide and
methane being released into the atmosphere due to
burning of fossil fuels and farming practices, respec-
tively.

During the last decade of the 20th century, the US
Environmental Protection Agency consistently ranked
indoor air pollution among the top five risks for health
impairments in general population groups. There is
mounting evidence that exposure to polluted indoor air
is the cause of excessive morbidity and mortality. The
main health consequences of indoor air pollution are
grouped into a) » specific building- and home-relat-
ed illnesses (SBRI), and b) » chemical sensitivity syn-
dromes.

Cross-References

» Acid Rain

» Chemical Sensitivity Syndromes

» Greenhouse Effect

» House Dust Mites

» Smog

» Specific Building- and Home-Related Illnesses
» Suspended Particles
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» Indigenous Health, Asian

|
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» Indigenous Health, North America

|
Albertus Magnus (1200-1280)

Definition

One of the most accepted Christian preachers during the
middle ages. He was granted ‘holy’ status by Pope Pius
XTI in 1931 and was recognized as a teacher in church
practices.

|
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» Alcoholism
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Definition

Different forms of alcohol have different functions: as
part of cleaners, fuel, medicine, etc. Worldwide the sub-
stance ETHANOL is well known as a component of dif-
ferent alcoholic beverages. These beverages differ not
only in taste, look and quantity of alcohol, but also with-
in various populations the forms of usage are very dif-
ferent too. People use alcohol as a luxury, as part of
their lifestyle; integrated into daily life, to cope with
stressful situations for example. The general level of
alcohol consumption of a population depends on socio-
cultural factors, availability, production, trade, the dis-
tribution network and the regulations concerning sale.
Therefore, throughout the world, there is a wide varia-
tion between countries and regions in forms and rates
of alcohol consumption. For national health planning it
is helpful to monitor trends of per capita production of
beer, wine and spirits in different regions as well as per
capita alcohol consumption of the population in general
and in social groups in particular.

At the individual level alcohol consumption can be dis-
tinguished in three general forms: moderate drinking,
heavy drinking and excessive drinking that is linked
with dependence on alcohol. These different forms of
alcohol consumption are integrated into individual dai-
ly lives, and misuse is connected with alcohol relat-
ed problems. The terms “alcohol-related problems” and
“alcohol problems” refer to the damaging consequences
of alcohol consumption and the various adverse effects
not only on the individual drinker but also on the family
and society at large.

Trends in Rates of Alcohol Consumption

There have been considerable increases in average rates
per capita alcohol consumption in recent years. Cer-
tain countries show a high rate of increase in per capita
consumption of each category of alcoholic beverage. In
considering the changing trends of consumption with-
in a given population it is necessary to take account
of changing demographic structures (» data collecting).
For instance, in many developed countries the popula-
tion is aging and the average consumption level is much
lower than in developing countries with a younger pop-
ulation, and, whereas most females may not drink, the
average consumption level of adult males may be four
times that of the total population.

Although in alcohol-producing areas the dominant type
of alcoholic beverage consumed is the type produced in
that area and accounts for most of the increase in con-
sumption, the use of additional beverage types also con-
tributes significantly to the increase. In countries with
traditional wine drinking, for instance, there has been
a marked increase in consumption of beer and spir-
its, whereas in countries where beer was the preferred
drink, the consumption of wine and spirit has become
more general.

Socio-Cultural Factors

Socio-cultural factors are involved in both the causes

and the consequences of moderate and heavy drinking.

Such factors also determine whether or not the conse-

quences of drinking are labeled as problems (» cultur-

al beliefs). Among the factors that have been studied

are the cultural beliefs about the value and symbolic

functions of alcohol and the consequences of drinking,

drinking contexts (such as use in rituals, functions, pub-

lic and family occasions) and use of alcohol by different

social and occupational groups.

Possible alcohol culture effects are:

¢ drinking is integrated into the community, not a ban-
ished or discredited conduct;

¢ drinking is an act of common life and not a private
behavior;

 drinking is part of given rituals;

¢ drinking rules are made with common sense;

e drinking rules have a strong authority derived from
common knowledge and shared experiences;

e drinking rules give rhythm (quality, quantity, fre-
quency) and good order;

 drinking is not allowed everywhere and every time —
given a place and special time, so it has a start and
an end.

* drinking rules keep drinking in a frame and give ori-
entation;

e drinking rules take no responsibility away but
demand it from everyone.

That is why in any population where alcohol is socially

acceptable there is a far higher percentage of moderate

drinkers than of heavy drinkers.

When a positive alcohol culture prevails, alcohol con-

sumption can be a beneficial experience within a sup-

portive and protective environment; physical and men-

tal health problems are minimized. With changing
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socio-cultural conditions, resulting partly from the
impact of opposing cultures, many forms of socio-
cultural control seem to be breaking down: alternative
customs are being followed, the limits of acceptable
behavior and drinking are no longer clear and rapid
increases in alcohol consumption are occurring in some
population groups.

Socio-Demographic Groups

To understand the effects of alcohol consumption with-
in a given population, consideration has to be given to
specific socio-cultural situations and variations between
population groups and the way social control is main-
tained and strengthened. The relaxation of cultural con-
trols and emancipation of certain socio-demographic
groups probably account in part for the increasing num-
ber of young people and women taking up drinking
and often running the risk of suffering from the adverse
effects of alcohol consumption and of causing alcohol
problems.
To understand the dominant patterns of drinking, for
instance in women and young people, it is necessary
to have a look at the specific functions that alcohol
consumption has in each of these socio-demographic
groups. Drinking patterns in youth groups are not com-
parable with the drinking patterns in groups of adults,
and the risks and alcohol-related problems are not the
same.

Developmental factors affecting alcoholic consumption

in youths:

* Special motives to start: come together, have fun
together, feelings of social get-together.

» Special functions of drinking: access to peer-groups,
bonding rituals, mimicking adult behavior, feeling
male, feeling strong.

» The effects of strong drinking: often there is a stand-
still in developmental progress.

It is known that alcohol problems disappear as develop-
ment progresses, so strong drinking is normally quit by
the time youngsters grow to adulthood. Finally addic-
tion seldom starts early in youth; that means help and
support for young drinkers is more educational than
therapeutic.

Alcohol Related Problems

Alcohol problems affect the health and development of
individuals and nations and have political, economic

and social implications. Alcohol problems may be the
consequence of either acute episodes of heavy drinking
or of prolonged drinking (» drug abuse). The develop-
ment of alcohol problems can be viewed in the perspec-
tive of the public health model as complex interaction
between the agent (ethanol), the host (drinker) and the
environment (physical, mental and socio-cultural set-
ting, the family and the general community).

Consequences of Acute Episodes of Heavy Drinking

e Short-term impairment of functioning and control,
with aggressiveness and accident proneness

* Exposure to climatic conditions and physical disor-
ders

* Arrest for drunkenness

* Alcohol poisoning

Consequences of Prolonged Heavy Drinking

* Increase risk of certain disorders, including liver cir-
rhosis, certain cancers, cardiovascular diseases and
brain atrophy

e Aggravation of other physical disorders, e. g. malnu-
trition

e Prolonged impairment of functioning and control
with increased proneness to accidents and impair-
ment of working capacity

¢ Alcohol dependence syndrome

e Alcoholic psychosis

* Premature death

* Suicide

Possible Concomitants

Loss of friends, of family, of self-esteem, job, means of
support and liberty.

Evidence is accumulating that a number of pathological
conditions may however be related to the consumption
of a small amount of alcohol, and may cause a much
greater burden on the community than resulting from
the alcohol dependence syndrome (costs of illness —
utilities).

Preventing and Managing Alcohol
Related Problems

If health is to be looked upon as an integral part of eco-
nomic and social development measures to solve alco-
hol problems must be part of general health programs
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and must be planned with the primary care approach in
mind; responding to alcohol problems must be a joint
responsibility of people and government.

Prevention

* Reducing the availability of alcohol beverages (con-
trol of distribution, price regulation)

* Reducing the demand for alcohol (information and
education on alcohol and alcohol problems, inform
about the upper “safe” level of daily consump-
tion. Restrictions on advertising, moral and religious
forces)

* Additional preventive measures (control measures
focus on limiting the amounts of alcohol avail-
able to the drinker, educational measures concen-
trate on building up the host’s resistance and reduc-
ing demand for alcohol, measures might be devel-
oped from consideration of links between the puta-
tive drinker and his environment).

Treatment

* Treatment and management of persons identified as
being “alcoholics” and “heavy drinkers”

* Family support

* Management in occupational settings (initiated dis-
cussions with key personnel in a range of occupa-
tional settings to identify and reduce alcohol prob-
lems)

* Programs related to traffic safety (legislation regard-
ing drinking and driving, high-risk drivers).

Alcohol Policies in a Health Context

A policy statement concerning alcohol availability and

problems may be seen as an essential contribution to the

formulation of national health policies, strategies and

plans of action. It may be valuable to formulate at a high

level the principles that should underlie the action to

be taken and to establish priorities and strategies. The

following have to be considered:

* Value of policy statement

* Focus on substance abuse or on alcohol problems

 Participation in policy development (range of partici-
pants, community involvement, coordinating bodies)

* Constraints on policy formulation and implementa-
tion

* Information needed for policy formulation

* Preparation to implement a national policy.

Cross-References

» Cultural Beliefs
» Data Collecting
» Drug Abuse
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Alcohol Dependency

» Alcoholism

I
Alcohol Induced Delirium

» Delirium Tremens

T
Alcoholism

Synonyms

Alcohol abuse; Alcohol dependency

Definition

Alcohol abuse and dependency are commonly called
alcoholism. Alcohol intoxication can cause irritabili-
ty, violent behavior, feelings of depression, and in rare
instances hallucinations and delusions. Longer-term,
escalating levels of alcohol consumption can produce
tolerance as well as such intense adaptation of the body
that cessation of use can precipitate a withdrawal syn-
drome usually marked by insomnia, evidence of hyper-
activity of the autonomic nervous system, and feelings
of anxiety.

|
Alexithymia

Synonyms

Emotional inarticulateness
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Definition

This is a word that is frequently used in counseling and
psychotherapeutic circles to denote the supposed inabil-
ity of men to experience and/or express affect adequate-
ly. It literally means to be without words for desire. It is
often used in an adjectival sense as in the assertion that
men tend to be alexithymic in comparison to women.
This usage seems to focus on an enduring state of a man
or a trait of men rather than used to describe a par-
ticular response to a specific situation or circumstance.
What might be more accurate is to stay that men, like
women, can be at a loss for words at certain times and
places. For most men, a tendency towards alexithymia
might be more an indication of the lack of perceived
safety than an accurate denotation of facility with lan-
guage and self-awareness. Its use should be limited to
those cases which actually warrant the use of the word
in terms of individual diagnosis after observing the per-
son in a wide rage of settings.

|
Allele

Synonyms

Allelomorph

Definition

Diploid organisms like humans carry two copies of each
autosomal chromosome (paired homologous chromo-
somes) and thus, also two copies of every autosomal
gene. One of the paired chromosomes (one of the two
copies of a gene) of an individual is transmitted by the
father, the other by the mother. The sequence (order of
base pairs) of the two copies of a gene does not have to
be completely identical due to normal variation (» poly-
morphisms) or » mutations. Alleles are the different
(alternative, non-identical) forms of a gene or DNA
sequence at a specific genomic/chromosomal position
(locus). An individual can only possess two alleles at
each specific position on a pair of homologous chromo-
somes, but a group or population may contain a lot of
different alleles at a certain locus.

|
Allelomorph

» Allele

|
Alliance

Synonyms

Partnership; Cooperation

Definition

An alliance for health promotion is a partnership
between two or more parties that pursue a set of agreed
upon goals in health promotion.

|
Allopathic Medicine

» Western Medicine

|
Alpha Error

Synonyms

Type I error

Definition

An alpha error is an error that results if a true null
hypothesis is rejected or if a difference is concluded
when no difference exists between comparison groups.
In most research, it is desirable that the probability of
making such an error is lower than 5%.

Cross-References

» Type I Error

|
Altayans

» Indigenous Health, Asian

|
Alternative Hypothesis

Synonyms

Research hypothesis
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Definition

The Alternative Hypothesis represents a statistical
statement indicating the presence of an effect or a dif-
ference. It is the opposite of the null hypothesis. Since
the statement of the research typically predicts an effect
or difference, the researcher generally expects the alter-
native hypothesis to be supported based on rejection of
the null hypothesis. It is represented by the notation H 4 .

|
ARternative Medicine

Synonyms

Traditional medicine; Holistic medicine

Definition

Alternative medicine encompasses techniques of treat-
ment and prevention of disease that are regarded by
modern, Western medicine as scientifically unproven
or unorthodox. Alternative medicine includes different
therapies such as chiropractic, homeopathy, acupunc-
ture, herbal medicine, massage therapy, aromatherapy,
naturopathy and many others. Although many alterna-
tive therapies have been successfully used for a long
time in the treatment of disease, the scientifically ori-
ented modern medical establishment is often strongly
opposed to the use of alternative medicine.

Cross-References

» Complementary Medicine
» Holistic Medicine
» Traditional Medicine

|
Altitude Sickness

Synonyms

Mountain sickness; Altitude illness

Definition

Altitude sickness is a medical condition caused by
acute exposure to high altitudes. It usually occurs at

altitudes of 2500-3000m with the following symp-
toms: headaches, nausea, vomiting, fatigue, dizziness,
insomnia, excitability, breathing difficulties, regurgita-
tion, and peripheral edema (swelling of hands, feet,
and face). Acute mountain sickness can progress to
pulmonary edema or cerebral edema with high lethal-
ity. Altitude acclimatization is the prevention of alti-
tude sickness; it is the process of adjusting to decreas-
ing oxygen levels at higher elevations. In addition,
acetazolamide and drinking large amounts of water are
suggested. Injections of steroids are used in cases of
pulmonary edema, and inflatable pressure vessels are
used to relieve and evacuate severe mountain-sick per-
sons.

|
Alveolar Bone

» Alveolar Process

|
Alveolar Process

Definition

The alveolar process is the thickened ridge of the jaw-
bones that contains the teeth and the tooth sockets (alve-
oles) in which the » roots of each tooth are held. The
bone forming the alveoles is called alveolar bone.

|
Ambulant or Inpatient Service

» Secondary Care

|
Ambulatory Care

» Outpatient Care

|
Ambulatory Health Care

» Outpatient Health Care
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|
Ambulatory Surgery

Synonyms

Outpatient surgery

Definition

Ambulatory surgery is surgery that does not require an
overnight stay in a hospital and is therefore performed
in an outpatient setting such as a physician’s office or
an ambulatory surgical center. Ambulatory surgery has
become more popular in recent years for » cost con-
tainment reasons, especially in the case of minor surgi-
cal procedures that where formerly performed in more
costly hospital settings.

|
Amebiasis

Synonyms

Amebic dysentery; Infection with Entamoeba histolyti-
ca

Definition

Although Entamoeba histolytica is an intestinal par-
asite, which can be found worldwide, infections pri-
marily occur in tropical regions. Contagious cysts are
shed in the stool. After ingestion of fecally contaminat-
ed material — in most cases foodstuff — cysts develop
into trophozoites in the bowel. Frequently, the infec-
tion is asymptomatic; in some cases symptoms like
flatulence or mild diarrhea occur. When there is great
number of amoeba, more serious symptoms can appear,
like bloody diarrhea, abdominal cramps, fever and
headache. In severe cases there might be a perforation
of the intestinal wall and peritonitis. If the parasites
reach the liver via the portal vein they can cause an
abscess. This abscess can burst into the abdominal cav-
ity, the chest cavity or the pericardial sack. Entamoeba
histolytica can be detected in the stool. Treatment con-
sists of metronidazole, tinidazole or diloxanide furoate
administration; in intestinal perforation dihydroemetin
is additionally administered. The most important means
of prophylaxis of amebiasis is compliance with hygien-
ic rules.

Cross-References

» Amebic Dysentery

|
Amebic Dysentery

Synonyms

Infection with Entamoeba hystolyticum; Amebiasis

Cross-References

» Zoonotic and Parasitic Infections

I
American Indian

» Indigenous Health, North America

|
American Trypanosomiasis

Synonyms

Chagas disease

Definition

Chagas’ disease is tropical parasitic disease typical for
South and Central America caused by the parasite Try-
panosoma cruzi. It usually affects children and young
adults and is transmitted by the feces of infected insects,
typically the assassin bug. Most of those infected have
mild symptoms, such as fever and swelling and redness
around the eyes, but from 10% to 30% develop chronic
disease that may result in serious or fatal inflammation
of the brain and heart tissues. There is no vaccine and
no satisfactory treatment for chronic cases.

Cross-References

» Chagas Disease

|
Aminoglycoside Antibiotics

Synonyms

Aminoglycosides
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Definition

Aminoglycoside antibiotics are bacteriostatic, that
means they impede the bacteria’s growth. This is
achieved by a change in the permeability of the bacteri-
al cell wall or disturbances of metabolism. The highest
efficacy is seen for gram-negative germs. In comparison
with other antibiotics, aminoglycosides have only a nar-
row therapeutic range. Overdose may result in damage
to hearing, the organ of equilibrium or the kidneys (oto-
and nephrotoxic side effects). Nevertheless, especially
in a severe septic course of a disease, aminoglycosides
are indispensable antibiotic therapy. Apart from local
application as salves or drops (which can, for example
be used for infections of the eyes), aminoglycosides can
only be given parenterally.

|
Analgesics

Synonyms

Pain medications; painkillers

Definition

Analgesics is a term which describes different class-
es of substances that reduce pain. They can be distin-
guished into » opiods and non-narcotic analgesics (e. g.
aspirin, diclofenac). Some non-narcotic analgesics con-
tain more than one active ingredient and some are com-
bined with caffeine or codeine.

Cross-References

» Non-steroidal Anti-inflammatory Drugs (NSAIDs)

|
Amnesic Syndrome

Definition

A syndrome associated with chronic prominent impair-
ment of recent and remote memory. Immediate recall
is usually preserved and recent memory is character-
istically more disturbed than remote memory. Distur-
bances of time sense and ordering of events are usu-
ally evident, as are difficulties in learning new materi-
al. Confabulation may be marked but is not invariably
present. Other cognitive functions are usually relatively
well preserved and amnesic defects are out of propor-
tion to other disturbances.

Cross-References

» Substance Induced Disorders

|
ANAES

Definition

The Agence Nationale d’ Accréditation et d’ Evalua-
tion en Santé HAS (ANAES) is the French healthcare
accreditation and assessment agency, with comparable
responsibilities to the » AHRQ in the USA.

|
Analysis of Categorical Data

» Analysis of Frequencies

|
Analysis of Frequencies

GORAN TRAJKOVIC

School of Medicine, University of Pristina,
Kosovska Mitrovica, Serbia

goranty @yahoo.com

Synonyms

Analysis of categorical data; Categorical data analysis

Definition
Analysis of frequencies is applied on data obtained

from individuals categorized into mutually exclusive
categories according to one or more variable.

Basic Characteristics

Analysis of frequencies is applied in analysis of data
originating from qualitative variables and in analysis of
data originating from quantitative variables when such
data are converted into grouped data. In the analysis
of frequencies, several different procedures are applied
depending on the aim of the study. » Goodness-of—
fit tests are applied when the aim is comparison of
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sample frequencies against expected frequencies that
are based on theory or previous research. » Tests of
homogeneity are applied when the aim is comparison
of frequencies from different samples. » Tests of inde-
pendence are applied when the aim is to test associa-
tion between two variables based on data given in the
form of frequencies. A » chi-square test is usually used
for testing hypotheses in these situations. This test is
used to evaluate the significance of differences between
observed and expected frequencies. The formula for the
chi-square test statistic is:

Y
X2:Z(0EE),

where O is the observed frequency and E is the expect-
ed frequency. Expected frequencies equate to a null
hypothesis, by which we assume that the observed fre-
quencies do not deviate significantly from the expect-
ed ones (Altman 1990). The value of the test statistic
will follow the chi-square distribution with a specified
number of degrees of freedom, and the null hypothesis
is rejected when the chi-square statistic is equal to or
higher than the critical value for the specified number
of degrees of freedom and level of significance (usually
0.05 or 0.01).

Goodness of Fit Tests

The significance of differences between the frequencies
of particular categories occurring in a sample and the
expected frequencies can be assessed with the use of
the chi-square » goodness-of-fit test (McKillup 2000).
In this test, expected frequencies are assessed based
on previous research, theory, or the assumed statisti-
cal model of distribution of the observed variable. Data
is presented in the form of a simple table (distribution
by one variable). The number of degrees of freedom is
r— 1, where r is the number of categories or class inter-
vals.
Assumptions for the application of the chi-square
goodness-of-fit test are (Cochran 1952; Siegel 1956):
1. If the test includes only two categories (r — 2r = 2)
of the variable under consideration, each expected
frequency should be no less than 5;
2. For r>2, there should be no more than 20% of the
expected frequencies that are less than 5; otherwise,
neighboring categories should be merged.

Analysis of Frequencies, Table 1 Blood groups: chi-square
goodness-of-fit test between observed frequencies and expected fre-
quencies

Blood Observed Expected M

group frequencies (0)  frequencies (E)

0 55 62.3 0.855

A 59 54.5 0.378

B 19 16.9 0.251

AB 7 6.3 0.078

Total 140 140.0 x% =1.562
Example 1:

The aim of the study was to compare current and previ-
ous data on blood group frequency. Current data were
obtained from a sample of 140 persons. Previous stud-
ies have shown that the relative frequencies of blood
groups are as follows: group O — 44.5%, group A —
38.9%, group B — 12.1%, group AB — 4.5%. By mul-
tiplying these percentages (expressed as proportions)
with sample sizes in the actual study, expected frequen-
cies (E) were obtained. Thus, for example, the expect-
ed frequency of blood group A was 0.389 x 140 =
54.5. Observed and expected frequencies are presented
in Table 1. The significance of differences between these
frequencies was tested with the chi-square goodness-
of-fit test. The number of degrees of freedom used was
r—1=4—-1=23.

The chi-square statistic was less than the critical value
(x£ = 1.56 < ngj = 7.82), so it was concluded
that blood group frequencies in the study described did
not show any statistically significant difference from the
expected.

The chi-square goodness-of-fit test is also applied to
check whether a certain mathematical model is suitable
for studying a phenomenon. In this context, observed
frequencies are compared with the frequencies expect-
ed based on an assumed model, such as normal, bino-
mial, or Poisson distribution. The number of degrees
of freedom is calculated as r—1, where r is the num-
ber of group or class intervals. If parameters of the sta-
tistical model are not known (e. g. arithmetic mean or
parameters of binomial and Poisson distribution), but
have to be assessed based on sample data, the num-
ber of degrees of freedom is reduced by the number of
parameters assessed in that way. The null hypothesis
states that the assumed model “fits” the data. If the val-
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ue of the chi-square statistic is higher than the critical
level, the null hypothesis is rejected and the alternative
accepted, stating that the assumed model does not “fit”
the data, and therefore it is not suitable for studying the
phenomenon. Alternatives to the chi-square goodness-
of-fit test are the » Kolmogorov-Smirnov test or Lil-
liefors normality test.

Contingency Table Analysis

The significance of a difference between the observed
and the expected frequencies, presented in the form of
» contingency table, can be assessed with the use of
the chi-square » test of homogeneity and the chi-square
» test of independence (LeBlanc 2004). The manner of
calculation for these two tests in » contingency table
analysis is the same, the only difference being the con-
cept and manner of sampling. Depending on the num-
ber of categories of tested variables, a contingency table
can have different numbers of rows and columns. The
smallest contingency table is 2 x 2, when the tested vari-
ables are dichotomous, that is, with only two categories
each (e. g. yes-presence or no-absence of some charac-
teristics). The frequencies need to be put into the table
format given in Table 2:

The expected frequency for the given cell in the contin-
gency table is calculated according to the formula:

expected value of a cell

= (row total) x (column total)/(table total) .

The number of degrees of freedom is calculated as df =
(r-1)(c-1), where r is the number of rows in the contin-
gency table (number of categories of the first variable),
and c is the number of columns in the contingency table
(number of categories of the second variable).

In the chi-square test of homogeneity, two or more sam-
ples are selected from the population according to one
classification criterion. If the classification is dichoto-
mous, there will be only two samples. Sample sizes,

Analysis of Frequencies, Table 2 General contingency table format

Variable 2
Yes No

Total

Variable 1 Yes a b a+b
No ® d c+d
1N a+c  b+d  a+b+c+d

a, b, ¢, d — observed frequencies

which are marginal frequencies under the classification
criterion according to which the groups are formed, are
controlled by the researcher. The null hypothesis states
that populations are homogeneous regarding the pro-
portions of categories of the second variable, or second
classification criterion. If the null hypothesis is rejected,
it is concluded that the above proportions are different
in the observed populations.

Example 2:

In a prospective cohort study, there were two samples.
The first group comprised 50 subjects from the smoking
population, and the second group comprised 60 sub-
Jects from the non-smoking population. The incidence
of acute respiratory infection during the three winter
months was monitored. The null hypothesis stated that
the populations of smokers and non-smokers are homo-
geneous regarding the proportion of persons suffering
acute respiratory infections in winter. The results are
shown in Table 3.

The percentage of persons who suffered from acute res-
piratory infection was 52% and 28%, in the groups of
smokers and non-smokers, respectively. The chi-square
statistic based on the data in Table 3 was 6.42. Since
this value was higher than the critical value ( x§ =
6.42 > Xg_on = 3.84), the null hypothesis was reject-
ed, and it was concluded that the proportion of persons
suffering from acute respiratory infections during the
winter period is larger in the smoking population.

The chi-square test of independence is used to test the
independence of two variables i. e. to assess the signif-
icance of their association (hence the name, chi-square
test of association). In this situation, the researcher has
control over the total sample size, while marginal fre-
quencies are random quantities. For all units of the ran-
dom sample, categories of both variables are registered
and frequencies are presented in a contingency table.
Testing the independence of variables serves to assess if

Analysis of Frequencies, Table 3 Smoking status and acute respi-
ratory tract infection in prospective cohort study

Acute respiratory tract infection
Yes No Total
Yes

No

Total

Smoking
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Analysis of Frequencies, Table 4 Smoking status and acute respi-
ratory tract infection in cross-sectional survey

Acute respiratory tract infection
Yes No Total
Yes
No

Total

Smoking

the distribution of one variable is conditionally depen-
dent on the distribution of the second variable. The null
hypothesis states that the variables are independent. If
the null hypothesis is rejected, it is concluded that the
variables are dependent, i.e. that there is association
between them.

Example 3:

In a cross-sectional study, a sample was formed of 90
subjects from the general population. Information on
smoking status was obtained for every subject (smoker
or non-smoker), as well as data on whether the subjects
had suffered from acute respiratory infection during the
previous winter. The null hypothesis stated that smok-
ing status and suffering acute respiratory infection are
independent variables, i. e. that there is no association
between them. The results are shown in Table 4.

The chi-square statistic based on the data in Table 4 is
5.68. Since this value is higher than the critical value
(x02 = 5.68 > X03.05,1 = 3.84), the null hypothesis was
rejected and it was concluded that smoking status and
suffering from acute respiratory infection are dependent
variables, i. e. that there is association between them.

Same variables are analyzed in both ways, e. g. in both
the second and third example — smoking status and suf-
fering from acute respiratory infection — but with dif-
ferent aims and designs of studies. In the third example,
the researcher only controlled total sample size, and did
not have control over the selection of two samples from
the two populations. It was therefore impossible to test
the homogeneity of the populations, but it was possible
to test the dependence of the two variables.
In 2x2 contingency tables, assumptions for applying
the » chi-square test are as follows (Cochran 1954;
Siegel 1956):
1. When the total frequency in the contingency table is
more than 40, the chi-square test can be applied if
all the expected frequencies are > 1.

2. When the total frequency in the contingency table is
between 20 and 40, the chi-square test can be applied
if all the expected frequencies are > 5.

3. When the total frequency in the contingency table is
less than 20, the test cannot be applied.

If these assumptions are not met, » Fisher’s exact test

can be applied.

In contingency tables larger than 2 x 2, assumptions for

applying the chi-square test are as follows (Cochran

1954; Siegel 1956):

1. None of the expected frequencies should be < 1.

2. No more than 20% of cells should have an expected
frequency < 5.

If the above assumptions are not met, neighboring cat-

egories should be merged, thus reducing the number of

rows or columns. Merging of neighboring categories

can continue to the dimensions of the smallest table,

which is 2 x 2.

Measures of Association in Contingency Tables

When the null hypothesis of independence of two vari-
ables is rejected, it is useful to have a measure of the
strength of this dependence (association). Several mea-
sures of association can be calculated for data in contin-
gency tables. Some of these coefficients and the man-
ner of calculating them (Indrayan and Sarmukaddam
2000), using the example of the data in Table 4, are:

e Phi (¢) coefficient:

2 [5.68
o= % = 222 =025
N 90

* Contingency coefficient:

2
oo | XN sesc0
1+ x2/N _ \ 1+5.68/90

The contingency coefficient is not a good parallel
with the correlation coefficient since its value nev-
er reaches 1 and depends on table dimensions.

e Cramer’s V:

v X*/N
minimum (r — 1, ¢ — 1)

2/5.6?/9020_25

e (dds ratio:

2235
=2.83

a-d
OR:—:—_
b-c 17-16
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Analysis of Frequencies from Paired Samples

When data originates from » paired groups (matched
samples or dependent samples), appropriate tests are
McNemar’s test (for two paired groups) and Cochran’s
Q test (for more than two paired groups).

Analysis of Relationship between Exposure
to Risk Factor and Occurrence of Risk Event

In epidemiological studies, the result is often frequen-
cy of exposure to the » risk factor or occurrence of
the risk event (e.g. disease, injury, or death). Risk is
defined as the proportion of the population at risk that
was affected by the risk event during the observation.
Relative risk is the ratio of risk of the group that is
exposed to the risk factor and risk of the group that is
not exposed. In cohort studies, risk and relative risk can
be estimated directly (Katz 1997; Timmreck 2002). In
Example 2, the cohort study, exposure to smoking as
a risk factor was observed, and the occurrence of acute
respiratory infection was a risk event. The risk of suf-
fering from acute respiratory infection in the group that
was exposed to smoking and the risk in the group that
was not exposed was as follows:

Riskexposed = a/(a + b) = 26/(26 + 24) = 0.52

Riskunexposed = ¢/(c +d) = 17/(17 + 43) = 0.28
The risk difference (attributable risk) was:
AR = Riskexposed —Riskunexposed = 0.52—0.28 = 0.24
The relative risk (risk ratio) was:

RR = Riskexposed/Riskunexposed = 0.52/0.28 = 1.8

The risk of suffering from acute respiratory infection
during the winter months is therefore 1.8 times higher
in the group of smokers compared with the group of
non-smokers.

The attributable risk percent in the exposed was:

AR%exposed =
[(RiSkexposed - RiSkunexposed) / RiSkexposed]
— [(0.52 — 0.28)/0.52] = 0.46

In case-control studies and cross-sectional studies, it
is not possible to calculate the relative risk directly, but
it is possible to calculate the odds-ratio, which can be
taken as an estimate of relative risk (Schechtman 2002).

Analysis of Frequencies, Table 5 Acute respiratory tract infection
and smoking status in retrospective case-control study

Smoking
Yes No
Yes

Acute respiratory
tract infection No
Total

Example 4:

In a retrospective case-control study, there were two
samples of subjects, divided based on whether they had
an acute respiratory infection in the previous three win-
ter months. The first group consisted of 70 subjects who
had an acute respiratory infection in the previous three
winter months, and the other group consisted of 80 sub-
Jjects who did not have an acute respiratory infection in
the same period. Information regarding smoking status
was then obtained from the subjects. The null hypoth-
esis stated that populations of persons who had and
those who did not have acute respiratory infections are
homogeneous with regard to the proportion of smokers.
The results are presented in Table 5.

The percent of smokers was 59% and 38% in the groups
of people who had and who did not have acute respi-
ratory infections, respectively. This difference was sta-
tistically significant (xé = 6.65 > X3.05,1 = 3.84).
The odds-ratio was OR = 3539 = 2.36 (95% CI 1.22~
4.54). The conclusion was that there is a significant sta-
tistical association between smoking and contracting
acute respiratory infections during the winter months.

Cross-References

» Chi-Square Test

» Contingency Tables Analysis

» Fisher’s Exact Test

» Goodness of Fit Test

» Kolmogorov-Smirnov Test

» Paired Groups Design

» Risk

» Test of Homogeneity, Chi-Square
» Test of Independence, Chi-Square
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|
Analysis of Variance

» ANOVA

|
Analytical Studies

» Observational Studies

|
Analytic Method

» Observational Studies

|
Anangu (Northern South Australia)

» Indigenous Health — Australooceaninan

|
ANCOVA

Synonyms

Covariance models

Definition

Models containing some quantitative and some quali-
tative explanatory variables, where the chief explanato-
ry variables of interest are qualitative and the quanti-
tative variables are introduced primarily to reduce the

variance of the error terms. Analysis of covariance —
ANCOVA - combines features of ANOVA and regres-
sion. It augments the ANOVA model containing the
factor effects with one or more additional quantitative
variables that are related to the response variable. The
intention is to make the analysis more precise by reduc-
ing the variance of the error terms.

|
Ancylostomiasis

Synonyms

Infection with Ancylostoma Duodenale

|
Andamanese (India)

» Indigenous Health, Asian

I
Anemia

Synonyms

Deficiency of erythrocytes

Definition

Deficiency of erythrocytes refers to a reduction of
red blood cells (erythrocytes) and/or dysfunction or
decreased concentration of hemoglobin (the oxygen-
carrying protein in the red blood cells) and/or decreased
hematocrit (packed cell volume; volume percentage of
red blood cells in the blood) resulting in reduced vital-
ity. Causes of anemia may be in the production of
red blood cells (hematopoiesis), the function of the
cells, or an excessive destruction of red blood cells
(hemolysis). Chronic and severe bleeding, pregnancy,
infections, cancer and malnutrition may induce anemia.
Signs and symptoms of anemia may be shock, fatigue,
reduced vitality, dyspnea, tachycardia and angina pec-
toris.

|
Anesthesiology

Definition

Anesthesiology is the field of medicine specialized in
the application of drugs and other agents that cause
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insensibility to pain. It involves preoperative evalua-
tion, intraoperative and postoperative care and super-
vision, and the management of the systems and person-
nel that are required to support the different activities.
The subspecialties within anesthesiology include car-
diothoracic anesthesiology, critical care, neuroanesthe-
sia, obstetrical anesthesiology, pain management, pedi-
atric anesthesiology, and ambulatory anesthesia.

|
Anitiviral Drugs

» Virustatics

|
Anopheles Mosquito

Synonyms

Malaria transmitting mosquito

Definition

There are about 400 species of the Anopheles mosquito,
60 of which transmit malaria. An infection is only
caused by the females of the species as they feed on
blood; males only sip nectar and fruit juice. Anophe-
les mosquitoes are primarily found in tropical and sub-
tropical regions, where they live and breed near stag-
nant water. Mosquitoes cannot exist above an altitude
of 2000-2500m. They are predominantly night-active
and — most frequently — bite indoors between sundown
and sunrise. To spread malaria, two blood meals with-
in a specific timescale are necessary. On the first bite of
an infected source, the mosquito takes up the plasmodia
in the blood, which then develop inside the insect. With
the second blood meal, plasmodia are transmitted to the
human host.

|
Anorexia

» Eating Disorders

|
Anorexia nervosa

Definition

Persons suffering from anorexia nervosa show self-
inflicted, substantial weight loss and retention of weight

that is too low for their age (BMI <17.5kg/m? in
adults), or insufficient weight gain, accompanied by the
conviction that one is overweight despite being under-
weight. Anorexia nervosa occurs most often at the age
of 14.

Cross-References

» Eating Disorders

|
ANOVA

Synonyms

Analysis of variance

Definition

A test for significant differences between multiple
means, achieved by comparing variances. It concerns
a normally distributed response (outcome) variable and
a single categorical explanatory (predictor) variable,
which represents treatments or groups. The term analy-
sis of variance refers not to the model but to the method
of determining which effects are statistically signifi-
cant. Major assumptions of ANOVA are the homogene-
ity of variances (it is assumed that the variances in the
different groups of the design are similar) and normal
distribution of the data within each treatment group.

|
Antagonism

Definition

Antagonism represents the situation in which the com-
bined effect of two or more factors is smaller than pre-
dicted by the causal model being used. Antagonism is
opposite of synergism.

|
Anterior Horn Cell Disease

» Motor Neuron Diseases

|
Anthelminthic Drugs

» Anthelminthic Therapy
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|
Anthelminthic Therapy

Synonyms

Anthelminthic drugs; Medicinal treatment of worm
infections; Therapeutics against worm infections

Cross-References

» Therapy of Infectious Diseases

|
Anthrax Infection

Synonyms

Infection with Bacillus anthracis

Definition

Anthrax is an infection with the spore- and toxin-build-
ing Bacillus anthracis. The disease primarily occurs in
wild and domestic ruminants and is most frequent in
warm countries. Anthrax can be transmitted to humans
by direct contact with infected animals, breathing in
of spores or ingestion of contaminated animal prod-
ucts. Incubation period ranges between a few hours
and a couple of days. Without therapy or if treatment
is induced too late, the course can be lethal within
2-3 days. Depending on the place of entrance, infec-
tion leads to skin anthrax, lung anthrax or gastroin-
testinal anthrax. Purulent vesicles develop on the skin
and bloody swellings (hemorrhagic edema) are found
in the inner organs. Surgical intervention is not allowed
in cases of skin anthrax as the risk of spreading the tox-
ins and causing sepsis increases. Lethality is assumed
to be 5-20% in skin anthrax, 25-60% in gastrointestinal
anthrax and >90% in lung anthrax. Therapy should be
carried through with gyrase inhibitors (ciprofloxacin);
alternatives are penicillin G, tetracyclin, erythromycin
and chloramphenicol. Bacillus anthracis has been used
in biological warfare, for example, in 2001, letters
were sent in the United States, which contained a pow-
der contaminated with Bacillus anthracis. People who
opened the letters were put at risk of breathing in the
spores, being infected and dying of lung anthrax.

|
Antibiotic-Resistant Bacteria

Definition

Antimicrobial resistance (insensitivity) is the ability
of a microorganism to prevent an antimicrobial (e. g.,
antibiotic) from working against it. Resistance to par-
ticular antibiotics can develop naturally. The use of
an antibiotic for any infection, in any dose and over
any time period forces bacteria to either adapt or die
in a phenomenon known as “selective pressure”. The
microbes that adapt and survive carry genes for resis-
tance that can be transferred between individuals. When
an antibiotic is given, it kills the sensitive bacteria
but any resistant bacteria can survive and multiply.
Microorganisms that are not killed or inhibited by an
antibiotic are called “antibiotic resistant”. If a bacteri-
um carries several resistance genes, it is called multire-
sistant.

|
Antibodies

Synonyms

Immune globulins; Immunoglobulins

Definition

Antibodies or immune globulins are proteins which
react specifically against substances foreign to the
organism. Their structure was described first in 1959
by G. Edelmann and R. Porter. From all immune glob-
ulins the types IgG, IgM, IgD, IgA and IgE can be dif-
ferentiated. While IgD and IgE do not play a role in
the defence of infectious diseases, IgA has an important
function concerning non-specific defence mechanisms,
particularly in viral infections. The immune globulins
of the types G and M interact specifically with the dif-
ferent pathogens. As IgM is responsible for the pri-
mary immune response, it is the first immune globulin
detected in the blood after contact with a pathogen. IgG
is produced a little later. This type of immune globu-
lin, which reacts very specifically against the antigen,
becomes part of the immune memory. If there is a new
contact with the same pathogen defence mechanisms
are quickly available. In contrast to IgM antibodies,
antibodies of the IgG type can pass through the placen-
ta and thus protect the unborn baby in the womb from
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a number of infectious diseases (see also » nest protec-
tion).

Cross-References

» Immunization, Passive

|
Antibodies Transferred During Pregnancy

» Nest Protection

|
Antifungal Therapeutics

» Antimycotics

Definition

Antimycotics are used to treat fungal infections of
the skin and the mucous membranes and systemic
mycoses. Several groups of substances with different
effects are available. The polyen-antimycotics ampho-
tericin B and nystatin are effective against dermato-
phytes and yeasts by influencing the synthesis of the
fungal cell membrane. Substances, which belong to the
group of azole antimycotics, are clotrimazole (against
yeasts and cryptococcosis), ketoconazole (for local and
systemic mycoses) as well as miconazole and flucona-
zole (both against yeasts and dermatophytes). Azole
antimycotics influence different parts of the fungal
metabolism. Flucytosine, which also interferes with
metabolic processes of the fungus, is used parenteral-
ly in systemic yeast infections (candidiasis) and crypto-
coccosis.

|
Antifungal Therapy

» Antimycotics

|
Antimycotic Therapy

» Antimycotics

|
Anti-HIV Medications

» Fusion Inhibitors

» Non-Nucleoside Reverse Transcriptase Inhibitors
(NNRTT)

» Nucleoside and Nucleotide Reverse Transcriptase
Inhibitors (NRTIs)

» Protease-Inhibitors (PI)

|
Antimycotic Drugs

» Antimycotics

|
Antimycotics

Synonyms

Drugs against mycoses; Drugs against fungal infec-
tions; Antimycotic therapy; Antimycotic therapeutics;
Antifungal therapy; Antifungal therapeutics

|
Antinoise

» Active Noise Control

|
Antioxidants

Definition

There are natural antioxidants like vitamin C, vita-
min E, carotinoids and artificial citrates. They are used
in food, pharmaceuticals and in synthetic materials to
avoid the oxidation (reaction with aerial oxygen or oth-
er oxidize chemicals) of sensitive molecules. Mostly
they act as scavengers. Because natural antioxidants
delay or advert the growth and development of many
cells they possibly block the development of cancer.
A lot of antioxidants which decrease the hazards of can-
cer are found in fruit and vegetables. And they also
make aggressive oxygen particles harmless. It is sup-
posed that a high intake of fresh fruit and vegetables
has a protective effect against the development e. g. of
cancer.
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|
Antipyretics

» Non-steroidal Anti-inflammatory Drugs (NSAIDs)

|
Antiretroviral Medications

» Fusion Inhibitors

» Non-Nucleoside Reverse Transcriptase Inhibitors
(NNRTTI)

» Nucleoside and Nucleotide Reverse Transcriptase
Inhibitors (NRTIs)

» Protease-Inhibitors (PI)

|
Antisepsis

» Antiseptic

|
Antiseptic

Synonyms

Antisepsis; Disinfectant; Disinfection of surfaces

Definition

Word-for-word translated from Greek an antiseptic is
a substance used against putrefaction. Disinfectants
reduce the amount of germs on surfaces. Antisepsis
involves the disinfection of areas, materials and objects
as well as disinfection of skin and wounds.

|
Antiviral Agents

» Virustatics

|
Antiviral Substances

» Virustatics

|
Antiviral Therapy

» Virustatics

|
Anxiety Disorders

MICHAEL LINGEN
University of Gottingen, Gottingen, Germany
mlingen@gwdg.de

Synonyms

Panic disorder; Agoraphobia; Social phobia; Specif-
ic phobia; Simple phobia; General anxiety disorder
(GAD); Obsessive-compulsive disorder (OCD); Acute
and post-traumatic stress disorder (PTSD); Hypochon-
dria; Health anxiety; Health phobia

Definition

Fear and anxiety are not primarily pathological, but
ubiquitous phenomena necessary for life and survival.
It is only in its extreme form that anxiety becomes
problematic. Anxiety is a feeling of apprehension
and fear characterized by physical symptoms such as
palpitations, sweating, and feelings of stress. Anxi-
ety disorders are a cover term for a variety of mental
disorders in which severe anxiety is a salient symp-
tom. Unlike the relatively mild, brief anxiety caused
by a stressful event such as an exam or a business pre-
sentation, anxiety disorders are chronic, or can become
chronic, or grow progressively worse if not treated, and
are pathologically associated with other mental disor-
ders.

Basic Characteristics
Epidemiology

Anxiety disorders rank among the most frequent psy-
chological diseases. 1-2% of the total population are
affected by an anxiety disorder in need of treatment.
Epidemiological studies concluded that the lifetime
prevalence of anxiety disorders is 14% (Regier 1998).
The 12-month prevalence of anxiety disorders is 12.0%,
» specific phobias are most frequent (7.8%), followed
by » panic disorders (12-month prevalence: 2.3%;
Wittchen and Jacobi 2005). The lifetime prevalence of
panic disorders is estimated to be 3-5 percent (Far-
avelli et al. 2005). General anxiety disorder (GAD)
shows a lifetime prevalence of 5% in adults (Ballenger
et al. 2001). Prevalence rates of GAD are highest in
middle-aged women (>45 years).
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Aetiology

In a general model, anxieties can be explained as a con-
sequence of a dysfunctional interpretation of events,
which go hand in hand with a behavior that more
and more strengthens the dysfunction (e. g. avoidance).
According to this model, the ill-making interpretations
are the result of individual, relatively stable convictions
and doctrines. These are triggered by specific situa-
tions, physical reactions or thoughts that influence the
(consequently very selective) processing and interpre-
tation of information. Most patients, for example, over
estimate dangers and underestimate their own capaci-
ty to deal with them. As soon as a perceived danger
is assessed, a number of negative, automatic thoughts
build up (e. g. self-doubt, sceptic predictions). This pro-
cess of building up can be described as a vicious circle:
signs of an assumed dysfunction enhance the percep-
tion of violability and influence the situational cogni-
tions and the dysfunctional attempts to cope with it;
these consist mainly in avoidance and safety-seeking
behavior. Consequently, the person is convinced that
only this behavior will avert the dreaded catastrophe.
Experiencing that the catastrophe did not occur or per-
ceiving that the situation could only be managed with
this behavior, suppresses the development of function-
al assessments and behaviors. The term “safety-seeking
behaviors” (Salkowskisk 1991) refers to every behavior
used to avoid the dreaded event (e. g. diction or voice
modulation of socially insecure people, always carrying
a mobile phone or medication by people with panic dis-
orders). Cognitive-behavioral therapy therefore stress-
es the need to modify this safety-seeking behavior;
the behavioral-therapeutic approach also distinguishes
between risk-factors (genetic precondition, life story),
triggering or releasing factors (stages or events of life
that were particularly stressful) and maintaining condi-
tions (e. g. self-energizing processes based on self-eval-
uation and assessment of events as catastrophic, leading
to avoidance).

From a psycho-dynamic point of view, in contrast,
the symptoms of anxiety are seen as a result of inner
conflicts or of deficits of the so-called self-structure,
depending on the underlying concept. According to the
conflict model, the psychological defense of unaccept-
able emotions (e.g. aggressive or egoistic impulses)
leads to a massive inner conflict which in turn “is fright-
ening” in the original sense. According to this mod-

el, people would rather suffer from anxiety than have
a conflict with their consciences, an external authority
or other images of themselves; they, however, are not
aware of this inner conflict. The deficit model, on the
other hand, assumes that the anxiety cannot be fought
efficiently because of a weak ego, which then leads to
increasingly strong appearances of anxiety in the form
of symptoms. The continuous failure of psychological
defenses in the face of increasingly trivial stimuli there-
fore leads to frequent and massive bouts of anxiety.

Consequences

In most anxiety disorders spontaneous remission is very
rare. On the contrary, these disorders tend to become
chronic at an early stage and sufferers have a high prob-
ability of developing a second anxiety disorder (up to
50%) or a depression (up to 50%). A common combi-
nation is anxiety disorder and substance abuse (up to
40%); this, however, in most cases, has to be regard-
ed as an unsuccessful attempt by sufferers to treat their
anxiety themselves. It is quite common that an anxi-
ety disorder finds its expression in somatic symptoms
(e.g. stomach ache) which are mistaken for symp-
toms of a physical disease and consequently wrongly
treated. This in turn can lead to feelings of insecuri-
ty in the patient and in extreme cases result in a kind
of vicious circle of increasing anxiety and increasing
somatic symptoms.

Treatment

Until a few years ago, anxiety disorders had been
regarded as difficult to treat. In recent years, howev-
er, newer and more effective therapeutic strategies have
been developed. For all forms of anxiety disorders, psy-
chotherapy is the method of choice. The benefit or lack
of an additional treatment with medication is still under
debate. The benefit of a pharmaco-therapy as an inter-
im solution before the onset of psychotherapeutic meas-
ures is undisputed. A permanent therapy with medica-
tion (e.g. antidepressants, benzodiazepines), however,
is not always appropriate, as it prevents the establish-
ment of functional interpretations and coping strate-
gies and is also probably not quite harmless because of
potential addictions (as in the case of benzodiazepines).
The general objective of psychotherapy for anxiety dis-
orders is an adequate reduction of symptoms, a gener-
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al psychological and physical improvement and, at the
same time, an increase in the quality of life.
Behavioral-therapeutic measures for the treatment of
anxiety disorders are based on the realization that anxi-
eties are mainly influenced by learning processes, main-
taining conditions (e.g. morbid gain in the form of
social care) and distorted interpretations. Consequent-
ly, the specific therapeutic approach focuses on chang-
ing these conditions, e. g. confrontation with anxiety-
eliciting stimulus, relaxation techniques, etc.

A decisive focus in which the psychoanalytical thera-
py differs from cognitive-behavioral approaches is the
psychoanalytical handling of the therapeutic relation-
ship with its specific interactions that are governed by
the patient’s unconscious conflicts. The objective is
that these unconscious conflicts, which are inextricably
linked to previous relationships, can be experienced and
dealt with in the present relationship with the analyst.

Cross-References

» Acute and Post-Traumatic Stress Disorder (PTSD)
» Agoraphobia

» Dissociation

» General Anxiety Disorder (GAD)

» Hypochondria

» Obsessive-Compulsive Disorder (OCD)

» Panic Disorder

» Social Phobia

» Specific Phobia
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|
Anxiolytics

» Hypnotics and Sedatives

|
Appraisal

» Evaluation, Models

|
Approximal Surfaces

Definition

The approximal surface of a tooth is the part of the
crown that faces an adjacent tooth in the dental arch.
Usually the approximal surfaces of the adjacent teeth
touch punctiform (contact point), therefore forming
a wedge-shaped interdental space that is difficult to
reach for cleaning.

|
Aquinas, Thomas

Definition

Thomas Aquinas was born in Italy in 1225 and died
in March 1274. He is known as one of the greatest
philosophers and theologians in history. The Italian
man belongs to the most important Catholic teachers;
he is the principal agent of philosophy of the high mid-
dle age.

“Arising From Habit”

» Ethics and Religious Aspects

|
Aristoteles

Definition

A prominent advocate of philosophical reasoning. He
was involved in the Natural Sciences and a very for-
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ward thinker of the wider European world on religious
history. He became involved in several other disciplines
that he had formed himself and/or greatly influenced.

I
Arithmetical Skills Disorder

Synonyms

Specific developmental disorder of scholastic skills

Definition

The main feature is a specific and significant impair-
ment in the development of arithmetical skills that is
not solely accounted for by mental age, visual acuity
problems, or inadequate schooling. During school age,
emotional and behavioral problems are often associated
with arithmetical skills disorder. Such disorders often
continue into adolescence.

|
Artemether/Lumefantrine (Riamet®)

Definition

Lumefantrine is derived from the alkaloids of the
bark of the South American cinchona tree (quinine
and quinidine). Its effect results from the impairment
of the metabolic processes in plasmodia. Artemether,
which is extracted from Artemisia annua (Quingha-
$0s0), impairs parasitic enzymes as well. The sub-
stances are effective against all forms of malaria,
therapy is performed for three days. Side effects are
headache, sleeplessness, dizziness and gastrointestinal
symptoms.

|
Arthritis

Definition

Arthritis is a group of chronic conditions characterized
by joint inflammation. It is one of the leading caus-
es of disability in people older than 55 years. There
are more than 100 types of arthritis, with osteoarthritis
and rheumatoid arthritis among the most prominent.
Although the various forms of arthritis are quite differ-
ent from each other, they produce common symptoms
which include sore, stiff, inflamed, and painful joints.
There are different causes for arthritis; for some types

theses are not even fully explored. Rheumatoid arthritis
is an autoimmune disorder in which the immune system
begins to act abnormally. Osteoarthritis occurs follow-
ing trauma or infection of the joint, or as a result of
aging. Usually, the first line of treatment is medication
to reduce inflammation, swelling, and pain. The medi-
cation is often supported by physical therapy that might
reduce the rate of deterioration of the joints. Surgery is
only applied for the most severe cases.

|
Artifactual Association

» Spurious Association

|
Artificial Neural Network

Synonyms

Neural network

Definition

An analytic modeling technique modeled after the
(hypothesized) processes of learning in the cognitive
system and the neurological functions of the brain.
It is capable of predicting new observations (on spe-
cific variables) from other observations (on the same
or other variables) after executing a process of so-
called learning from existing data. Artificial neural net-
works (ANN) are nonlinear and capable of modeling
extremely complex functions by creating connections
between processing elements — the computer equiva-
lent of neurons. For example, the onset of a particu-
lar medical condition could be associated with a very
complex (e. g., nonlinear and interactive) combination
of changes on a subset of the variables being moni-
tored (e. g., a combination of heart rate, levels of var-
ious substances in the blood, respiration rate). Neural
networks have been used to recognize this predictive
pattern so that the appropriate treatment can be pre-
scribed. A distinction can be made between two differ-
ent types of ANN —networks designed for supervised
learning tasks (e.g., Multilayer Perceptron, Bayesian
networks, Genetic algorithms) and networks primari-
ly designed for unsupervised learning (Self Organizing
Feature Map (SOFM, or Kohonen) networks).
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|
Ascariasis

Synonyms

Ascaridosis; Roundworm infection

Definition

Roundworms are spread worldwide; in Africa more
than 90% of the population is infected. Worm eggs can
survive in the soil and stay contagious for a long time
(up to years). People are infected by ingestion of con-
taminated foodstuff (containing worm eggs). A trans-
mission by flies is also possible. In the intestines the
eggs free their larvae. The larvae penetrate the intesti-
nal wall, reach the liver via the portal vein and then get
into the pulmonary circulation. Penetrating the alveolar
wall, the larvae reach the bronchial system, the wind-
pipe and then the pharynx. Here they are swallowed
again and reach the intestines where they develop into
adult worms. The females are 30-40cm long, the males
12-30cm. Shedding the eggs with the stool closes the
developmental cycle. The larvae can cause inflamma-
tory reactions in the various organs, moreover, ascari-
asis is responsible for general symptoms like a lack of
appetite, stomach pain and nausea. In severe cases an
ileus can develop, or worms can be vomited. The infec-
tion can be diagnosed by detection of worm eggs in
the stool, or when worms are expelled with the feces.
Ascariasis can be cured by pyrantel, mebendazole or
albendazole.

|
Ascaridosis

» Ascariasis

|
Asepsis

» Sterilization

|
Assessment

» Evaluation
» Evaluation, Models
» Measurement

» Measurement: Accuracy and Precision, Reliability
and Validity

|
Assessment and Mitigation

» Risk Management

|
Assessment of Work Ability

Synonyms

Fitness for work assessment

Definition

Assessment of work ability is an objective assessment
of the health of employees in relation to their specific
jobs, in order to ensure they can do the job and will
not be a hazard to themselves or others. The assess-
ment should always be conducted with reference to the
specific job the worker holds or intends to hold. The
reasons for assessment of work ability are numerous,
such as the application or consideration for entry into
employment and assignment to a specific job, the need
to avoid diseases becoming chronic, return to work after
sick leave, or assessment for social benefits.
Assessment of work ability must be specifically job-
related, with judgments of fitness being based on the
principle that the employees’ state of health in rela-
tion to their individual jobs will not be hazardous to
themselves or others. It is preferable that these activities
should be undertaken by individuals who are specially
trained or well experienced in occupational medicine.
Assessment of work ability, according to the defini-
tion of work ability, usually involves the measurement
of activities related to personal care, mobility, senso-
ry perception, communication, recreation, socializing,
and intimacy. It is also related to mental and intellectual
status, psychological distress, individual work environ-
ment, various occupational requirements, and even per-
sonal demographic characteristics. Assessment of work
ability is a difficult task and probably cannot be per-
formed by a single individual. Available methods that
measure certain dimensions of work ability, such as
functional capacity, physical performance components,
or physical work performance, are generally considered
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to be hardly sufficient measurements of the real work
ability.

Occupational health service personne are in an excel-
lent position to make an assessment of work ability as
they have access to both medical and workplace data.
The work ability index (WAI), developed by the Finnish
Institute of Occupational Health, is an instrument, with
high validity, which can provide an integrated number
useful for comparative longitudinal study and follow-

up.

|
Assessment of Workplace Hazards

Synonyms

Workplace hazards measurements

Definition

Assessing health hazards involves the measurement of
the concentration of potentially hazardous agents in the
workplace to evaluate whether or not there is a risk of
exposure (» workplace hazards).

Once a potential hazard has been recognized in the
workplace, the next step is to assess it to determine if
it is possible for a worker to be exposed and/or deter-
mine if exposure is at a harmful level. The exposure of
workers to the agent must be evaluated to see if there is
a risk of injury to their health. If so, a control will be
needed.

Exposure means being in contact or exposed to a poten-
tially hazardous agent for a determined period of time.
Some agents can cause health effects even though the
period of exposure is very short. Others are harmful
only if exposure is for a prolonged or excessive peri-
od of time. In both cases, the higher the exposure level,
the greater the potential for harm.

|
Assisted Living Facilities

Synonyms

Residential care facility; Personal care home; Domicil-
iary care facility; Adult foster care; Adult family homes

Definition

Assisted living facilities offer private rooms or apart-
ments to people who are not able to live on their own but

are still independent enough that they do not yet need
the continuous care of a » nursing home. The facilities
offer meals, housekeeping assistance, assistance with
» activities of daily living, assistance with medication
administration, social activities, and 24-hour support by
trained staff. Usually, assisted living facilities have the
mission of offering personal autonomy, independence,
and privacy to often frail elderly people in order to pro-
vide homelike settings for them. Facilities that were
built in the recent past are more likely to cater for the
specific requirements of disabled people.

|
Association

Synonyms

Correlation; (Statistical) dependence; Relationship

Definition

An association is a statistical dependence between two
or more events, characteristics, or other variables. An
association is present if the probability of occurrence
of an event or characteristic, or the quantity of a vari-
able, depends upon the occurrence of one or more other
events, the presence of one or more other characteris-
tics, or the quantity of one or more other variables. The
association between two variables is described as pos-
itive when the occurrence of higher values of a vari-
able is associated with the occurrence of higher values
of another variable. In a negative association, the occur-
rence of higher values of one variable is associated with
lower values of the other variable.

|
Association Studies

Definition

The association studies approach is based on show-
ing a higher or lower » allele frequency among cas-
es and controls, candidate genes presumed to include
the disease-causing alleles are then studied. Although
two types of genetic association studies are described
(family- and population-based), the rationale is simi-
lar, ascertainment of mutation related to disease risk
in genomic screening by identification chromosomal
regions shared by patients.
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|
Associative or Classical

and Operant Conditioning

» Conditioning Model

|
Asymmetric Information

» Information Asymmetry

|
Asymmetry of Information

» Information Asymmetry

T
Atheism

Definition

The word Atheism is derived from the Greek adjective
‘atheas’ and when translated means ‘without God’. An
atheist believes that the failings of the world can be
found in the manner in which religious practices are
conducted. It denies any presence of a god (or gods)
and a transcendent power.

|
Atmospheric Condition

» Climate and Microclimate

|
Atovaquon + Proguanil (Malarone®)

Definition

Atovaquon interferes with the transport of elec-
trons inside the plasmodia, proguanil impairs protein
metabolism. The combination of both substances is
effective against all forms of malaria. Treatment is car-
ried out for three days. As water solubility of ato-
vaquon is poor, it should be taken with a fatty meal
to improve intestinal resorption. Side effects of the
drugs are headache, cough and gastrointestinal symp-
toms (primarily vomiting and diarrhea).

|
Attention Deficit Disorder (ADD)

» Attention Deficit / Hyperactivity Disorder (ADHD)
» Hyperkinetic Disorder

|
Attention Deficit Hyperactivity Disorder
(ADHD)

Synonyms

Hyperkinetic disorder

Definition

Accordingly to ICD-10, ADHD is characterized by an
early onset (usually in the first five years of life), lack of
persistence in activities that require cognitive involve-
ment, and a tendency to move from one activity to
another without completing any one, together with dis-
organized, ill-regulated, and excessive activity. Chil-
dren with ADHD have difficulty paying attention to
details and are easily distracted by other events that
are occurring at the same time; they find it difficult
and unpleasant to finish their schoolwork; they put off
anything that requires a sustained mental effort; they
are prone to make careless mistakes, and are disorga-
nized, losing their school books and assignments; they
appear not to listen when spoken to and often fail to
follow through on tasks. The symptoms of hyperactiv-
ity may be apparent in very young preschoolers and
are nearly always present before the age of 7. Such
symptoms include fidgeting, squirming around when
seated, and having to get up frequently to walk or run
around. Several other abnormalities may be associat-
ed. Children with ADHD are often reckless and impul-
sive, prone to accidents, and find themselves in disci-
plinary trouble because of unthinking breaches of rules
rather than deliberate defiance. Their relationships with
adults are often socially disinhibited, with a lack of nor-
mal caution and reserve. They are unpopular with oth-
er children and may become isolated. Impairment of
cognitive functions is common, and specific delays in
motor and language development are disproportionate-
ly frequent. Secondary complications include dissocial
behavior and low self-esteem.
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|
Attention Deficit/Hyperactivity Syndrome
(ADHS)

» Attention Deficit / Hyperactivity Disorder (ADHD)

|
Attributable Risk (AR)

Definition

Attributable risk (AR) is the proportion of the incidence
of a disease in exposed individuals that is due to expo-
sure. It is the incidence of a disease in the exposed
population that would be eliminated if exposure were
eliminated. It can be calculated as rate difference (the
rate in the exposed group minus the rate in the unex-
posed group) or risk difference (the difference between
the risks in the exposed and unexposed groups). When
the level of risk in both exposed and unexposed groups
is the same, the risk difference is 0. If an exposure is
harmful (e. g., cigarette smoking), the risk difference is
expected to be greater than 0. If an exposure is pro-
tective (e. g., vaccine), the risk difference will be less
than 0.

The AR is sometimes referred to as attributable risk in
exposed individuals because it is used to quantify the
risk that can be attributed to exposure in the exposed
group. The AR is the measure of association that is most
relevant when making decisions for individuals.
Attributable risk percent (AR%) is the percent of the
incidence of a disease that is due to exposure in exposed
individuals. It is the percent of the incidence of a dis-
ease in the exposed population that would be eliminated
if exposure were eliminated.

|
Attributable Risk Fraction

Definition

The attributable risk fraction is an epidemiological
parameter. If there are several causes for the develop-
ment of a health problem, the attributable risk fraction
describes the percentage of the risk that is due to a cer-
tain risk factor, e. g. the percentage of risk for lung can-
cer caused by smoking.

|
Attributable Risk Proportion

Synonyms

» Population Attributable Risk (PAR)

Definition

The term “attributable risk™ describes the proportion of
disease that can be attributed to exposure to a » risk fac-
tor (> hazard) that persons in a population have expe-
rienced. Population attributable risk (PAR) is the risk
of a specified disease or other outcome of interest in
a defined population that can be attributed to an expo-
sure of interest. The PAR is the incidence rate of a con-
dition in a specified population that is associated with
or attributable to exposure to a specific risk factor (haz-
ard).

The PAR in a total population is the proportion of the
incidence or risk of a disease that can be attributed to
exposure to a specific risk factor; this means the dif-
ference between the risk in the total population and the
risk in the unexposed group.

The PAR in occupational health is the percentage of
a given illness or outcome that could be prevented if
the occupational factor causing or contributing to the
illness or outcome was eliminated.

|
Atypical Anorexia nervosa

Definition

Atypical anorexia nervosa disorders are disorders that
fulfill some of the features of » anorexia nervosa but in
which the overall clinical picture does not justify that
diagnosis. For instance, one of the key symptoms, such
as amenorrhoea or a marked dread of being fat, may
be absent in the presence of obvious weight loss and
weight-reducing behavior.

Cross-References

» Eating Disorders
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|
Atypical Bulimia nervosa

Definition

Atypical bulimia nervosa disorders are disorders that
fulfill some of the features of » bulimia nervosa, but in
which the overall clinical picture does not justify that
diagnosis. For instance, there may be recurrent bouts
of overeating and overuse of purgatives without signif-
icant weight change, or the typical overconcern about
body shape and weight may be absent.

Cross-References

» Eating Disorders

|
Atypical Mycobacteria

» MOTT (Mycobacteria Other than Tuberculosis)

|
Audiogram

Definition

An audiogram is a graph showing hearing level as
a function of frequency, as measured by an audiome-
ter. The vertical lines on an audiogram represent pitch
or frequency. The most important pitches for speech
are 500-3000Hz. The horizontal lines represent loud-
ness or intensity. A reading of 0 dB on an audiogram
denotes the hearing threshold level regarded as the
normal audiometric standard at that frequency. Points
below zero on the scale denote louder threshold lev-
els, whereas those above, expressed in negative deci-
bels with respect to the zero level, are less intense lev-
els that, because of individual hearing differences, some
people may normally hear. The softest sound a person
is able to hear at each pitch is called the threshold and is
recorded on the audiogram. Thresholds of 0-25dB are
considered normal (for adults).

|
Audit

» Evaluation, Models

|
Auditory Hallucinations

» Psychotic Disorders

|
Autochthonous

Synonyms

Endemic; Native; Indigenous

Definition

Endemic disease — the constant presence of a disease
or infectious agent within a given geographic area or
population group; may also refer to the usual prevalence
of a given disease within such area or group.

Cross-References

» Native

|
Autochthonous Population

Synonyms

Natives; Original inhabitants

Definition

Autochthonous population is a general and more neu-
tral term for natives or original inhabitants of a country
or region. The term ‘autochthonous’ is used to avoid
static ideas implied in terms like ‘native’ or ‘original’.
The terms ‘allochthonous’ population and ‘immigrants’
can be seen as synonyms. The difference between
autochthonous and allochthonous populations is not
absolute — it is a relative one. The difference depends
on both context and time, combined with a range of
variables (e. g., ideas of origin, legal status, social inclu-
sion and status, ethnic or racial background, religion) in
a specific national or regional context.

|
Autologous

Definition
The term “autologous” refers to the source of cells or
tissue for transplantation purposes. Cells are autologous
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when obtained from the same patient who is treated.
Hence, cells present the same surface molecules as the
recipient tissue and are not rejected by the immune sys-
tem. If cells are “allogeneic”, they derive from a geneti-
cally different organism of the same species. Under this
condition, immune responses have to be suppressed by
appropriate medication. “Xenogeneic” transplantation
deals with tissues or cells from individuals that do not
belong to the same species. In humans, such experi-
ments are performed using porcine heart valves. In con-
trast, “xenoplastic” grafts consist of synthetic substrates
such as bone replacement materials.

|
Autonomy

Synonyms

Self-direction

Definition

Autonomy implies respect for the individual and that
individual’s personal rights. The essay “On Liberty”, by
the 19th century philosopher John Stuart Mill, strong-
ly enunciated the autonomy principle. Mill states: “The
only purpose for which power can be rightfully exer-
cised over any member of the civilized Community,

against his will, is to prevent harm to others. His own
good, either physical or moral, is not sufficient war-
rant ... In the part which merely concerns himself, his
independence is, of right, absolute.” This is an absolute
principle in » bioethics.

Cross-References

» Self-Direction

T
Aversion

» Disdain

I
Avian Flu

» Avian Influenza

I
Avian Influenza

Synonyms

Avian flu; Bird flu; Fowl pest; Fowl plague

Cross-References

» Influenza and Avian Influenza



|
Bacille Calmette-Guérin (BCG)
Vaccination

Synonyms

Bacille Calmette-Guérin immunization; Vaccination
against tuberculosis (tbc); Immunization against tuber-
culosis (tbc)

Definition

Immunization against Bacille Calmette-Guérin (BCG)
was developed in the 1930s, using a live, weakened
strain of Mycobacterium bovis, which is similar to the
germ causing tuberculosis in humans (Mycobacterium
tuberculosis). While tuberculosis is no problem in many
countries, and thus vaccination is not recommended
there, it is highly prevalent in other areas of the world.
In countries with high rates of tuberculosis, BCG vac-
cination should preferably be performed at time of birth
as a single intradermal injection. After correct injection,
an induration of the skin and afterwards a small scar
develops at the needle site. The protection rate achieved
by BCG vaccination is 70-80%. In all individuals older
than six months, a tuberculin skin test (Mantoux test)
should be carried through prior to BCG immunization
to find out if the person has already come into contact
with tuberculosis. In this test a small amount of tuber-
culin units is inoculated by an intradermal injection.
The induration has to be measured by a trained per-
son 48-72 hours after administration, with a red lump
>5 mm meaning a positive result. Contraindications for
BCG vaccination are prior tuberculosis, acute illness
with fever, generalized skin disease and immunodefi-
ciency.

» Immunization, Active

|
Bacille Calmette-Guérin Immunization

» Bacille Calmette-Guérin (BCG) Vaccination

|
Background

» Environment

|
Background Meanings

Definition

Background meaning is a personally held, culturally
derived, sense of reality which is taken for granted. It
is often difficult for people to be aware of their mean-
ings and values, but they are always present and give
an approach to life and events which, in good faith, is
thought to be the best.

|
Back-to-Normal

» Recovery Strategies

|
Bacterial Plaque

» Dental Plaque

|
Baghdad Boil

» Leishmaniasis, Cutaneous



58 Bajau

|
Bajau

» Indigenous Health, Asian

|
Baka (Western Africa, Cameroon, Congo,

Gabon, Central African Republic)

» Indigenous Health — Africa

|
Balancing of Legal Interests

» Legal Balancing of Conflicting Rights

|
Balkan Sore

» Leishmaniasis, Cutaneous

|
Bang’s Disease

» Brucellosis

|
Basic Immunization

Synonyms

Basic vaccination

Definition

In order to achieve immunity against one or several
pathogens, it is necessary to administer a certain num-
ber of injections of the » vaccine following a fixed
procedure. The initial implementation of a course of
vaccination is known as basic immunization. Subse-
quent vaccinations serve to boost the immune protec-
tion. Basic immunization is only complete when all of
the vaccinations included in the procedure have been
administered. However, in the case that the recom-
mended time intervals have been exceeded, it is not
necessary to restart the procedure or to repeat the sin-
gle vaccinations. Each vaccination counts. Therefore in
order to complete the basic immunization, it is only
necessary to administer the missing vaccinations.

|
Basic Reproduction Rate

Definition

The basic reproduction rate characterizes the spread
of an infectious disease. It is calculated as R_o=
B xkxD. In this formula 8 is the risk of transmissions
per contact (attack rate), k is the number of potential-
ly infectious contacts of an individual in a certain time
interval, and D is the duration of contagion of an infect-
ed person. When the basic reproduction rate is >1,
a further spread of the disease has to be assumed.

|
Basic Rights

» Human Rights and Public Health

|
Bayes’ Theorem

Bayes’ Theorem allows new information to be used
to update the conditional probability of an event, i.e.,
a formula for revising a priori probabilities after receiv-
ing new information. The revised probabilities are
called posterior probabilities. The formula for Bayes’
Theorem is as follows:

P(Ai/B) =

P(Aj) * P(B/A)
k

> P(A) = P(B/A))
i=1

For example, consider the probability that someone will
develop an intestinal cancer in the next year. An esti-
mate of this probability based on general population
data would be a priori estimate; a revised (posterior)
estimate would be based on both on the population
data and the results of a specific test for this cancer.
Let A1 = the event of a tumor being present, A, = the
event of a tumor not being present, and B = the event
of a positive screening test. If somebody has a tumor,
the screening test has an 85% chance of detecting it,
i.e., P(B/A1) = 0.85. However, it also has a chance of
falsely indicating that a tumor is present when there
is no tumor, i.e., P(B/A) = 0.10. The probability of
a person having a tumor is 0.02, i.e., P(A1) = 0.02. If

the screening test is positive, the probability of having
. 0.02+0.85 _ 0017 _
a tumor is §57,58510.98%0.10 — 0.0170.008 — 0-148-
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|
Bayesian Network

Definition

A probabilistic graphic model to generate hypothesis
using joint probability distributions. This method is
used in gene expression to group similar genes together
for gene expression analysis (> serial analysis of gene
expression).

|
Behavioral Patterns

MARTIN SIEPMANN

Forschungsverbund Public Health Sachsen-
Sachsen Anhalt e. V., Medizinische Fakultiit,
Technische Universitét, Dresden, Germany
martin.siepmann @tu-dresden.de

Definition

Behavioral patterns such as tobacco smoking, excess
alcohol consumption, » substance dependence, inap-
propriate nutrition, lack of » physical activity, failure
to use safety equipment including automobile seat belts,
certain » sexual practices, and failure to follow preven-
tive guidelines and » disease screening are all associat-
ed with elevated risk of disease or death. Causal conclu-
sions have been strengthened, dose/response relation-
ships have been clarified, the influence of many of these
behaviors on overall public health has been quantified,
and scientific guidelines have been formulated.

Basic Characteristics

Risk behaviors rarely occur in isolation, but cluster in
patterns that in combination influence a person’s risk of
disease. Thus, a sedentary life-style in industrial soci-
eties connotes a pattern of mutually influencing behav-
iors such as taking little exercise, eating foods of poor
nutritional value, consuming caloric drinks and pos-
sibly also smoking cigarettes. While these factors do
not determine disease in an inevitable sense, they place
the person at elevated risk of » obesity, high blood
pressure, and subsequently of cardiovascular disease as
well as impairment of » musculoskeletal health. Other
unhealthful behavioral patterns include the connections
among » smoking behavior, malnutrition, and drug tak-
ing, and those among » alcoholism, aggression, vio-

lence and » suicide. Each of these patterns is reinforced
by membership in a social milieu that brings similar
people together, as well as by individual personal traits.
Each pattern also trends to correspond to personal val-
ues and beliefs, which form the connection between
behavior and culture.

Two general explanations have been suggested for
unhealthy behavior. The first theorizes that some peo-
ple are unaware about the harmful effects of substance
abuse, smoking and obesity. An alternative explanation
emphasizes that people engaging in unhealthy behav-
iors do not correctly weigh the health/lifestyle pros and
contras regarding these behaviors (Wagner et al. 2005).
It seems doubtful that the first explanation is rea-
sonable. For example, virtually all women and most
men recognize that lowering weight is desirable from
a health perspective. While it is clear that obese peo-
ple often differ in their energy metabolism from thin
people, it is also obvious that some of the obesity in
the developed countries results from eating foods con-
siderably in excess of the amount that is known to be
healthy. The attempt to control food intake by dieting is
nearly universal at some point in the lifetime of wom-
en in the US and Northern Europe. Studies of incoming
college freshmen women demonstrate that only 8—13%
of women do not adhere to a diet (Krahn et al. 1992).
With the median age of onset of dieting close to age 12,
it is unlikely that the message is not getting to young
women or is reaching them too late (Drewnowski and
Hann 1999). Whether food preferences reflect dietary
habits is an interesting issue. Data from epidemiologi-
cal studies suggest that food consumption patterns show
parallel influences of age, sex, health status, education,
and income (Harnack et al. 1997). Generally, age influ-
ences both food preferences and food intake patterns in
the direction of more healthful diets (Block and Subar
1992).

In the area of substance abuse, there is even more
convincing data, documenting that knowledge is not
the key problem. Studies of several school-based sub-
stance abuse prevention (» prevention and health pro-
motion) programs found that these programs definite-
ly increased student’s knowledge regarding the health
risk of these substances but, unfortunately had no effect
or even increased the rate of substance abuse (Hansen
1992). Therefore, it appears unlikely that a simple lack
of knowledge is what prevents people from avoiding
harmful behavior.
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Another area of research has examined the tendency to
novelty seeking. For example, many adolescents begin
smoking as novel behavior that seems to offer relief
from thinking they are not as “with it” (Pomerleau et al.
1992). People who evidence early alcoholism are sig-
nificantly higher on the dimension of novelty than are
other individuals (Cloninger 1987). At the other end
of the spectrum are those who are focused on avoid-
ing harm (Harkness et al. 1995). Those high in novel-
ty seeking and low in harm avoidance are thought to
be most impulsive. People who are highly impulsive
tend to be vulnerable to the short-term rewards offered
by many high-risk behaviors (Newman and Wallace
1993). In a laboratory reward versus risk situation,
highly impulsive people behave more quickly and give
themselves less time to consider options. Behavioral
intervention programs aim at introducing some delay
in decision-making, so that the participants have some
time to reflect on short-term benefits versus long-term-
harm.

Cross-References

» Alcoholism

» Disease Screening Practices

» Musculoskeletal Health

» Obesity

» Physical Activity

» Prevention and Health Promotion
» Sexual Practices

» Smoking Behavior

» Substance Dependence

» Suicide
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|
Behavior of Nutrition

Synonyms

Nutritional behavior; Eating habits

Definition

Patterns of action cover the conscious control of the
choice and absorption of human » nutrition. Nutritional
behavior is the result of a process of psychological pro-
cessing of all stimulus factors which lead to adoption
or rejection. This process is for the most part learned
behavior and is determined by a complex eating sit-
uation which is characterized by social determinants
like food supply, preparation, classification and social
arrangement.

|
Belmont Report

Definition

In the USA, the National Commission for the Pro-
tection of Human Subjects of Biomedical and Behav-
ioral Research in their document known as the “Bel-
mont Report”, in 1979 underlined three basic princi-
ples to be used to generate specific rules and regula-
tions in response to US research scandals: » respect
for persons, » beneficence, and » justice. Appli-
cations of the general principles to the conduct of
research leads to consideration of the following require-
ments: » informed consent, risk/benefit assessment,
and the selection of subjects for research.
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|
Beneficence

Definition

Beneficence goes back to the » hippocratic oath (4th
BC), which concerned the doctor-patient relationship,
focusing on the physician’s code of conduct. It stated: “I
will use treatment to help the sick according to my abil-
ity and judgment.” To the letter it means “doing good™.
In the modern connotation, it includes other aspects,
like the physician’s duty to refer to another health pro-
fessional when needed, always keep updated with the
latest discoveries and innovations in medical science,
and so on.

|
Benefits

» Outcome

|
Berbers (Northern Africa, Tunisia,

Algeria, Libya, Morroco)

» Indigenous Health — Africa

|
Beta Error

Synonyms

Type II error

Definition

A beta error is an error that results if a false null hypoth-
esis is not rejected or if a difference is not detected
when a difference exists between comparison groups.
This error can happen when the sample size is too small.
Most studies aim to have less than 20% probability of
such an error.

|
Between Subjects Design

» Unpaired Groups Design

|
Bias

ZORANA GLEDOVIC

Institute of Epidemiology, School of Medicine,
University of Belgrade, Belgrade, Serbia
gledovic@sezampro.yu

Synonyms

Bias: Systematic error; Confounding: Bias due to con-
founding; Interaction: Effect modification

Definition

The important issues in deriving causal inferences are:
bias, confounding and interaction.

“Bias can be defined as deviation of results or infer-
ences from the truth, or processes leading to such devi-
ation”.

“Confounding is a situation in which the effects of two
processes are not separated”.

“Interaction is the interdependent operation of two or
more causes to produce or prevent an effect” (Last
2001).

Basic Characteristics

The goal of an epidemiological study is » accuracy
in measurement. Epidemiological studies are prone to
» error. Errors can be either random or systematic.
Since the errors can never be eliminated, much attention
is devoted to minimize them, and to assess their impor-
tance. The principles of study design emerge from con-
sideration of approaches to reduce both types of errors.
Random error is the divergence, due to chance alone,
of an observation on a sample, from the true population
value, leading to lack of » precision in the measurement
of an association. Sources of random error are: individ-
ual biological variation, sampling error and measure-
ment error (Bhopal 2002). Random error can never be
completely eliminated. The best way to reduce it is to
increase the size of the study.

Validity

The validity of a study is usually separated into two
components: internal validity and external validity.

Internal validity implies that the index and comparison
groups are selected and compared in such a manner, that
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observed differences between them on dependent vari-
ables under study may be attributed only to the hypoth-
esized effect under consideration.

External validity concerns validity of the inferences as
they pertain to people outside the study population.
External validity depends on internal validity, which is
its prerequisite, but it depends also on the results of oth-
er studies, theoretical knowledge of the disease process
and related factors, and biological considerations.
Internal validity is the degree to which the results of
an observation are correct for the particular group of
people being studied. Internal validity can be threat-
ened by all sources of systematic error (bias) but can
be improved by good design of a study (Rothman and
Greenland 1998).

There are three main types of biases: selection bias,
information bias and confounding.

Selection Bias

Selection bias occurs when there is a systematic dif-
ference between characteristics of the people selected
for a study and the characteristics of those who are not.
There are a number of reasons for the occurrence of
this type of bias. Common feature for all of them is that
the relationship between the » exposure and disease
observed among those who participate in the study is
different from that for the individuals who would have
been eligible to participate but were unwilling or not
selected by the investigator (Rothman and Greenland
1998).

Example: Selection bias can occur if investigators
include hospital cases or cases under a physician’s care
and exclude those who die before admission to hospi-
tal because the course of their disease was severe, those
with mild symptoms not requiring hospital care, cost of
hospital treatment or other factors.

Information Bias

Information bias occurs whenever the study subjects are
erroneously categorized with respect to either exposure
or disease. The effect of this bias depends on whether
this misclassification is differential or non-differential
(Rothman and Greenland 1998).

Differential misclassification occurs when the propor-
tion of subjects misclassified differ between the study
groups. It can occur when there is any systematic differ-

ence in the soliciting, recording or interpreting of infor-
mation from study participants.

Example: Mothers whose children have had or have
died of leukemia are more likely than mothers of
healthy children (control group in a » case-control
study) to remember details of diagnostic x-ray exami-
nations to which these children were exposed in utero
(recall bias).

The effect of differential misclassification is overesti-
mation of an association even if it does not really exists,
or underestimation or lack of an association when it
really exists.

Non-differential misclassification occurs when inaccu-
racies in the categorization of subjects by exposure
or disease are present in similar proportion in each
of the study group. Such misclassification is often
present because of inaccuracy of most measurements
in biomedicine.

Non-differential misclassification almost always results
in an underestimate of the true strength of the associ-
ation. Some degree of this misclassification is present
in almost all types of epidemiological studies and this
bias may account for some apparent differences in the
results of epidemiological studies (Hennekens and Bur-
ing 1987).

The control of potential biases must be accomplished
by careful study design. Some of design features that
can minimize potential biases are: carefully prepared
» questionnaire (close-ended questions), clearly written
protocol, trained study personnel, the use of multiple
sources of data whenever possible etc.

Confounding

The word confounding is derived from a Latin word
meaning to mix up. The word’s meaning in everyday
language is to confuse or puzzle. Confounding mixes
up causal and non-causal relationships.

Confounding is a major cause of bias in epidemiol-
ogy, and the more difficult one to understand. The
potential for it to occur is whenever the cardinal rule’
compare like-with-like’ is broken. This rule is perhaps
never attained except in experimental research. Com-
paring like-with-like may be achieved in experimental
studies where subjects can be randomly allocated to
one group or another, a technique which employs the
laws of chance to create comparable groups (Bhopal
2002).
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Confounding is one of the most important problems in
observational studies.

Example: In a study of mortality rates, investigators
find that mortality rates in an English seaside resort are
much higher than in a country as a whole. Why might
this be so?

One possible explanation:

A holiday town attracts the elderly, so has a compara-
tively old population.

What is confounding factor in this example?

Age, which is associated with both living in a resort and
with death.

The Control of Confounding

Several methods are available to control confounding,
either through study design or during the analysis of
the results (Hennekens and Buring 1987; Rothman and
Greenland 1998)

The Control of Confounding in Study Design

» Randomization is applicable only in experimental
studies. It is method which ensures that potential con-
founding variables are equally distributed among the
groups being compared.

» Restriction is used to limit the study to people who
have particular characteristics. For example, in a study
on the effects of coffee on pancreatic cancer, partici-
pation in the study could be restricted to nonsmokers,
thus removing any potential effect of confounding by
cigarette smoking.

» Matching ensures that study participants are selected
so that potential confounding variables are evenly dis-
tributed in the groups being compared. For example in
a case-control study each patient with a disease can be
matched with a control of the same sex and age group to
ensure that confounding by sex and age does not occur.

Control of Confounding in the Analysis of Results
» Stratification involves the measurement of the
strength of association in well-defined and homoge-
neous categories (strata) of the confounding variable.
If the confounding variable is age, the association may
be measured in 10-year age groups. Stratification is
often limited by the size of the study and it cannot help
to control many factors simultaneously. In this situa-
tion, mathematical modeling is required to estimate the
strength of the associations while controlling for a num-
ber of confounding variables.

The multivariate modeling involves » logistic model
and analysis of covariance (Rothman and Greenland
1998).

Interaction

According to MacMahon interaction can be defined as
follows: “When the » incidence rate of disease in the
presence of two or more risk factors differs from the
incidence rate expected to result from their individu-
al effects” (MacMahon 1972). The effect can be grater
than that we would expect (positive interaction, » syn-
ergism) or less than what we would expect (negative
interaction, » antagonism).

The problem is to determine what we would expect to
result from the individual effects of the exposures.

In exploring the possibility of interaction, the first ques-
tion is whether an association between exposure and
a disease exists. If it exist, is it due to confounding? If
it is causal, is it equally strong in each of the strata that
are formed on the basis of some other variable? (Gordis
2004).

Example: If the association of smoking and lung can-
cer is equally strong in all strata formed on the basis
of degree of urbanization, there is no interaction. But if
the association is of different strength in different strata
formed on the basis of age, there is interaction.

Conclusion

Biases reflect inadequacies in the design or conduct of
a study and affect its validity. Because of that, biases
need to be assessed and, if possible, eliminated, while
confounding and interaction describe the reality of the
relationships between certain factors and a certain out-
come (Gordis 2004). Such relationships are particularly
important in investigating the role of various factors in
disease causation.

Cross-References

» Accuracy

» Antagonism

» Case Control Studies
» Error

» Incidence Rate

» Logistic Model

» Matching

» Precision

» Questionnaire
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» Randomization
» Restriction

» Stratification

» Synergism
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» Schistosomiasis

|
Binge-Eating Disorder

Definition

The term binge-eating disorder was introduced only in
1990 and involves regular bouts of ravenous eating,
but without fulfilling the other criteria of anorexia or
» bulimia nervosa. Individuals suffering from binge-
eating disorder eat large amounts of food and they
eat much more rapidly than normal. ICD-10 classifies
binge-eating disorder as an “other » eating disorder not
otherwise specified”.

Cross-References

» Eating Disorders

I
Binomial Distribution

Binomial distribution is a discrete probability distribu-
tion of the number of successes in a binomial experi-
ment. A binomial experiment consist of a fixed num-
ber of n independent Bernoulli trials, each of which has

two outcomes, usually labeled “success” and “failure”,
and a constant probability of success from trial to trial.
The term “independent trials” means that the outcome
in one trial does not depend on the outcome of any oth-
er trial. “Success” in binomial experiment is typically
used to designate the occurrence of an event of interest
such as improvement, death and adverse effects.
Binomial distribution is denoted by B(n, p), where n
and p are called parameters of binomial distributions — n
is the number of Bernoulli trials in binomial experiment
and p is probability of success in one Bernoulli trial.
Consequently, the probability of failure is 1-p. Proba-
bility (also called binomial probability) of x successes
in a binomial experiment is given by the binomial for-
mula:

PX=9=aa ="

(L=p)

In this formula n!/(x! (n — x)!) is the binomial coeffi-
cient, which denotes the number of combinations that x
successes can be drawn from # trials.

The mean of the binomial distribution is np, and vari-
ance is np(1-p).

|
Bioactive Substances

Definition
Bioactive substances consist of secondary plant com-
pounds, fiber and special products of fermentation like

lactic acid. In general, it is a matter of nutritional con-
tents that do not belong to nutriments.

|
Biocomputing

» Bioinformatics

|
Bioconcentration

Definition

Bioconcentration considers the uptake of substances
from the non-living environment (soil), while the sec-
ond stage, i. e. biomagnification, describes the uptake of
such substances through the food chain. Both of these
processes happen simultaneously during bioaccumula-
tion. Some chemical contaminants have long half-lives,
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but in other cases derivative chemicals are formed from
decay of primary soil contaminants. Some toxic com-
pounds may stay in a system for a much longer period
of time, and if the input is greater than the rate of bio-
transformation or loss, produce bioaccumulation. For
many fat-soluble and persistent chemicals, biomagnifi-
cation is a dominant factor in the risk they pose; exam-
ples include DDT and lipid soluble poisons, including
tetra-ethyl lead compounds (the lead in leaded petrol).
These compounds are stored finally in the body’s fat,
and when the fatty tissues are used for energy, the com-
pounds are released and cause acute poisoning. Another
important example is the accumulation of Strontium 90,
mistaken by mammalian and human bodies for calcium,
and laid down in the bone tissue, where its radiation can
cause long-term damage.

|
Bioengineering

» Biotechnology

|
Bioethics

Definition

Bioethics is a more inclusive term for » ethics in clin-
ical medicine. It is normative ethics applied to deci-
sion making and public policy in the domains of biolo-
gy, medicine, and health care. It is also concerned with
matters of basic scientific research and with the social
applications of biological knowledge and biomedical
technology. It is a new, broad field of study that has
arisen largely during the last few decades, as new pow-
ers, new choices, and new dilemmas have been opened
up by the biological revolution.

Cross-References

» Ethics in Clinical Medicine
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Synonyms

Computational biology; Biocomputing

Definition

Due the relative young age of the field, there have
been many definitions produced. While bioinformatics
purists emphasize the analysis of large-scale genomic
and transcriptomic data, looser definitions define bioin-
formatics as any intersection of biology and computer
science including analysis of scientific literature, epi-
demiological statistics, etc. Perhaps an inclusive defini-
tion can be proposed:
The application of computational, statistical, and math-
ematical methods to biological information to com-
plement, aid, and expedite scientific discovery and
enhance biological research. The three main aims
include:
1) DATABASE: acquisition, gathering, storage, orga-
nization and management of large-scale data
2) ALGORITHM/TOOLS: development of algorithms
and computational tools to analyze and classify the
data
3) CONCLUSIONS/PREDICTIONS: process, ab-
stract, and integrate the data to make conclusions
and predictions
The data include and are not limited to nucleotide, pro-
teomic, genomic, phylogenetic, chemical, structural,
phenotypical, functional, ontological, and transcrip-
tomic information.

Basic Characteristics

Since the development of protein sequencing by Sanger
in 1955 and the Atlas of protein sequences by Mar-
garet Dayhoff in 1965, there has been a revolution of
high-throughput technologies that generate biological
information on an increasingly large scale. In August
2005, the International Nucleotide Sequence Database
Collaboration announced that the public collections of
DNA and RNA sequences had exceeded 100 gigabas-
es (or 100,000,000,000 bases, or “letters” of the genetic
code), which represent both individual genes and par-
tial and complete genomes of over 165,000 organisms.
In response to this deluge of data, computer scientists
and biologists collaborated in creating a new field of
study named bioinformatics.
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Bioinformatics of Genomes

Bioinformatics is driven by high-throughput technolo-
gies. In 1977, Fred Sanger introduced nucleotide/DNA
sequencing technology (Sanger et al. 1977) and by
1980, the first complete gene sequence for an organ-
ism (FX174) was completed. In 1995, the first complete
» genome, H. influenze genome was completed. The
draft of the human genome was reported in 2001 and
completed in 2003. As of 2006, there are over 350 com-
plete genomes with over 450 more in progress. Bioin-
formatics is thus necessary to organize and analyze all
this data.

Currently, the major databases for genomic informa-
tion include Genbank at NCBI, Ensembl at the Euro-
pean Bioinformatics Institute, DNA Data Bank of Japan
at the National Institute of Genetics, and the UCSC
Genome Browser at UC Santa Cruz.

There are many computational tools and algorithms
that enabled the genomic revolution. Most notably, Jim
Kent’s GigAssembler (Kent 200 1) program enabled the
consolidation of sequence information from over ten
labs to produce the draft human genome for the pub-
lic effort. A computational problem central to sequence
analysis is the alignment and comparison of sequences.
The program was first solved by Needleman-Wun-
sch (Needleman 1970) and current implementations
are based on » multiple sequence alignment (MSA)
algorithm suite named Clustal (Higgins, Sharp 1988).
Another important problem has been the identification
of similar sequences in whole genomic and databases
searches. Current implementations that solve the prob-
lem include BLAST (Altschul et al. 1990), PSI-Blast
(Altschul et al. 1997), and Blat (Kent 2002).

Bioinformatics of Transcriptomes

Besides large-scale sequencing, two other groups of
technologies have revolutionized bioinformatics, name-
ly transcriptomics (» transcriptome) and proteomics.
In 1995, two independent technologies were developed
to measure gene expression on a large-scale: » serial
analysis of gene expression (SAGE) (Velculescu et al.
1995) and microarray (Shena et al. 1995). By 1997, it
was possible to measure the entire transcriptional pro-
file of a complete Eukaryotic genome (Saccharomyces
cerevisiae) on a microarray chip (DeRisi et al. 1997).

Consolidated databases of gene expression include
Array Express repository at the EBI, Gene Expression

Omnibus at NCBI, mouse Gene Expression Database at
Jackson Laboratory, Sym Atlas with Novartis, and the
Stanford Microarray Database.

A large set of different algorithms were developed to
analyze these expression data.

Initial algorithms were based on clustering genes with
similar gene expression together (» clustering algo-
rithms) (Niehrs 1999) while programs incorporated lat-
er methods such as » self organizing maps (Tamayo et
al. 1999), » bayesian networks (Friedman et al. 2000)
and » principal component analysis.

Bioinformatics of Proteomes

Since the development of protein sequencing in 1955
by Fred Sanger, protein research has greatly advanced.
The study of proteomics relies on technologies such
as two-dimensional gel electrophoresis and mass spec-
trometry to identify the entire constitution of proteins
in an organism. The first » proteome was published in
1995 by Wasinger for the smallest known self-repli-
cating organism, Mycoplasma genitalium (Wasinger
et al. 1995). Yeast-two hybrid technology allowed
researchers to identify all the interactions between pro-
teins. Furthermore, as more and more crystal struc-
tures were solved for the different proteins, in 1973, the
Brookhaven Protein Databank was created to store the
data.

The main databases for protein information include
Pfam (Bateman et al. 2000), UCSC Proteome Brows-
er (Hsu et al. 2004), Swiss-Prot, and UniProt (Wu et al.
2006) and many databases exist for specific proteins or
post-translational modifications. The major structural
genomics databases and classification schemes include
Protein DataBank (PDB) at Brookhaven National Labs,
Structural Classification of Proteins (SCOP) (Murzin et
al. 1995), CATH (Pearl et al. 2005) Protein Structure
Classification Database (UCL), and FSSP Database
(Holm, Sander 1996).

The major question in proteomic bioinformatics is the
in silico prediction of structure of proteins, also known
as the » protein folding problem. On all three levels
of primary, secondary, and tertiary structure, numer-
ous methods have been attempted such as comparative
modeling, threading, energy minimization, and ab initio
sequence methods. Various algorithms have also been
developed to query structure databases for similar struc-
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tures, such as DALI Server at EBI and Vector Align-
ment Search Tool (VAST) at NCBI.

Paradigm Shifts in Bioinformatics

In this post-genomic age, with the availability of
large amounts of information on all levels, biological
research is no longer confined to experimental methods
based on single genes. Now, investigators have a wealth
of information at their disposal. The new challenge is
to consolidate, integrate, evaluate, and obtain data from
established sources to generate hypotheses or produce
a set of targets that can then be validated and investigat-
ed using experimental methods.

With more computation resources and more data avail-
able, researcher can now start to think of genes and pro-
teins in relation to the vast network of interactions with-
in the genome and think more in terms of pathways
and systems. Just like biotechnological advances such
as PCR, Western blots, and microarrays have revolu-
tionized biology, future biological research will be inti-
mately involved with bioinformatics databases, tools,
and analyses.

Cross-References

» Bayesian Network

» Clustering Algorithms

» Genome

» Multiple Sequence Alignment

» Principal Component Analysis

» Protein Folding Problem

» Proteome

» Self-Organizing Maps

» Serial Analysis of Gene Expression
» Transcriptome
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» Bioterrorism

|
Biomedical Research

Definition

Biomedical research refers to a class of activities
designed to develop or contribute to generalizable
knowledge in relation to health; it includes medical and
behavioral studies pertaining to human health.

|
Biopiracy

Definition

Biopiracy refers to the appropriation, generally by
means of patents, of indigenous biomedical knowledge
by foreign entities (including corporations, universities
and governments) without compensatory payment.
Biopiracy also refers to various forms of power imbal-
ance between richer and poorer countries which arise
out of poorer countries’ tendencies towards high biodi-
versity and richer countries’ tendencies towards need-
ing or wanting the benefits of that high biodiversity. In
1992, the Convention on Biological Diversity (CBD)
recognized the value of traditional knowledge in pro-
tecting species, ecosystems and landscapes, and incor-
porated regulations regarding access to it and its use.
By 2006, 188 countries had ratified the Convention and
agreed to be bound by its provisions, the largest number
of nations to accede to any existing treaty (the United
States is one of the few countries that has signed, but
not ratified, the CBD).

|
Bioremediation

Definition

Bioremediation can be defined as any process that uses
microorganisms, fungi, or their enzymes to return the

contaminated soils to their original condition. Biore-
mediation may be employed against specific soil con-
taminants (such as degradation of chlorinated hydro-
carbons by exogenous bacteria), or with a more gen-
eral approach, like cleanup of oil spills by the addition
of fertilizers (to facilitate the decomposition by indige-
nous bacteria). There are cost/efficiency advantages to
bioremediation employed in areas that are inaccessi-
ble without excavation. Some examples of bioremedi-
ation technologies are bioventing, landfarming, com-
posting, bioaugmentation, rhizofiltration, and biostimu-
lation. Not all contaminants are easily treated by biore-
mediation; heavy metals such as cadmium and lead
are not readily absorbed or captured by microorgan-
isms. Genetic engineering creates organisms specifical-
ly designed for bioremediation like Deinococcus radio-
durans (the most radio-resistant organism known),
modified to consume and digest toluene and mercury
from highly radioactive nuclear waste. However, the
assimilation of metals such as mercury into the food
chain may worsen matters in the whole biosphere.

|
Biostatistical Design

Definition

Biostatistical design is a unified approach to a common
core of problems of statistical design that are central to
many related fields in the biomedical sciences, in the
health sciences, in the social sciences and in health ser-
vices research led by three fundamental principles: 1)
all problems occur in a system of interconnected pro-
cesses, 2) variation exists in all processes, and 3) under-
standing and reducing variation are the keys of success.
It covers at least the following elements: identification
of the data to be collected (this includes the variables to
be measured, their role in a study, ways of measure-
ment, the number of experimental units, namely, the
size of the study, and the way they were chosen and
followed-up); the design of a comparison/relationship
strategy; an appropriate analytic model for describ-
ing and processing data; and a list of questions to be
answered throughout the study (What inferences does
one hope to make from the study? What conclusions
might one draw from the study? To what population(s)
is/are the conclusion(s) applicable)?


http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf
http://pir.georgetown.edu/pirwww/about/doc/NARuniprot-2006.pdf

Biostatistical Software 69

|
Biostatistical Software

NIKOLA KOCEV

Institute for Medical Statistics and Informatics, School
of Medicine, University of Belgrade, Belgrade, Serbia
nkocev@EUnet.yu

Synonyms

Statistical software; Statistical packages

Definition

Biostatistics — is the application of statistics to the anal-
ysis of biological and » medical data. Biostatistical
software is a suite of computer programs specialized
for statistical analysis of biological and medical data. It
enables people to obtain the results of standard » statis-
tical procedures and statistical significance tests, with-
out requiring low-level numerical programming. Most
statistical packages also provide facilities for data man-
agement.

Basic Characteristics

Nowadays, very often, biostatistics uses general statis-
tical packages, which include many procedures that are
seldom used in the solution of biostatistical problems.
Statistical software used for biostatistics’ problems
should encompass routine procedures, such as: » data
entry and data management; summarizing information
from data in tables and graphs and summary statistics;
probability, probability distribution, randomization of
patients, sufficient sample size to have adequate statisti-
cal power; for making inference from data: confidence
intervals and hypothesis test; specifying « — type error
I, B — type error II and » power analysis; estimating
and comparing mean or differences in mean; comparing
three or more means (ANOVA); estimating and com-
paring proportions; associations and prediction; statis-
tical methods (parametric and nonparametric) for ana-
lyzing survival data; statistical methods for multiple
variables; evaluating diagnostic procedures, time series
analysis, etc.

Bearing in mind that different statistical software’s con-
tain routine procedures more developed than other soft-
ware’s, we are frequently compelled to use more than
one statistical package in the process of solving one par-

ticular biostatistics’ problem. Also, given the moment
in time that we are all living in, statistical software’s
tend to become rapidly outdated forcing software ven-
dors to continually update and correct their product
(often issuing patches or service releases that correct
errors and bugs). Consequently, buyers — via vendor’s
web sites — can provide themselves with information
regarding errors, bugs, macros and add-ons that extend
the capability of the basic package. The same way, they
are offered the possibility of a free 30-day trial of fully
functional new version which enables them to test them
with their own biostatistics’ problems.

All in all, there are no » data management pack-
ages available on the market which are designed and
optimized for biostatics’ softwares, nevertheless, each
package comes with the data entry and data manage-
ment options and it is their functionality that permits
data adjustments for particular statistics’ routine pro-
cedures and for connection with the existing database
systems.

Statistical Software
for Successful Biostatistics’ Problem-Solving

For a successful biostatistics’ problem-solving, it is
possible to use one of the commercial packages, general
public license packages, analysis packages with statis-
tics add-ons, as well as some general purpose languages
with statistics libraries. Consistent with that, some of
the aforementioned are described later.

SAS/STAT® Software
(Www.sas.com)

From traditional analysis of variance and predictive
modeling to exact methods and » statistical visualiza-
tion techniques, SAS/STAT software provides tools for
both specialized and enterprizewide analytical needs.
Key features: analysis of variance, regression, categor-
ical data analysis, multivariate analysis, survival anal-
ysis, psychometric analysis, cluster analysis, nonpara-
metric analysis, survey data analysis, multiple imputa-
tion for missing values, study planning.

SAS/ETS contains popular forecasting methods such
as regression analysis, trend extrapolation, exponential
smoothing, Winter’s method (additive and multiplica-
tive), ARIMA (Box-Jenkins) and dynamic or transfer
function models.
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JMP
(http://www.jmp.com/)

SAS created the JMP desktop statistical discovery soft-
ware, that uses a structured, problem-centered approach
for exploring and analyzing data. The intelligent inter-
face guides users to the adequate analyzes. JMP auto-
matically displays graphs with statistics, enabling users
to visualize and uncover data patterns.

BMDP
(http://www.statsol.ie/html/bmdp/bmdp_home.
html)

BMDP has its roots as biomedical analysis packages
from the late 1960s. It is a comprehensive library
of statistical routines from simple data description
to advanced multivariate analysis, and is backed by
extensive documentation. Each individual BMDP sub-
program is based on the most competitive algorithms
available and has been rigorously field-tested. The
BMDP package contains over 40 interrelated statistical
programs. All of the programs share common instruc-
tions and convenience features to save time and effort.

SPSS
(Www.spss.com)

Data Analysis with Comprehensive Statistics Software,
statistical and » data management package for analysts
and researchers. SPSS for Windows is a modular, tight-
ly integrated, full-featured product line for the analyt-
ical process — planning, data collecting, data access,
data management and preparation, data analysis, report-
ing, and deployment. Using a combination of add-on
modules and stand-alone software that work seamlessly
with SPSS Base enhances the capabilities of this statis-
tics software. The SPSS Programmability Extension™
enables analytic and application developers to extend
the SPSS command syntax language to create proce-
dures and applications — and perform even the most
complex jobs — within SPSS.

StatSoft STATISTICA
(http://www.statsoft.com)

StatSoft’s flagship product line is the STATISTICA
suite of analytic software products. STATISTICA pro-
vides the most comprehensive array of data analysis,

data management, data visualization, and data mining
procedures. Its techniques include the widest selection
of predictive modeling, clustering, classification, and
exploratory techniques in one software platform. The
STATISTICA Visual Basic language that can be used
to write custom extensions.

NCSS and PASS
(Statistical & Power Analysis Software)
(Www.ncss.com)

NCSS software provides a complete, easy-to-use col-
lection of over 200 statistical and graphics tools to ana-
lyze and visualize data.

PASS (» power analysis and Sample Size) software is
an easy-to-use research tool for determining the num-
ber of subjects that should be used in a study, performs
power analysis and calculates sample sizes for over 150
statistical tests.

Mathematica, WOLFRAM RESEARCH
(http://www.wolfram.com/)

Mathematica’s statistics capabilities are part of Mathe-
matica’s standard add-on packages. Like any statistics
package, Mathematica provides a numerical and graph-
ical toolset to illustrate, simulate, and find approximate
numeric solutions to numerical problems.

Matlab
(http://www.mathworks.com/)

MATLAB® is a high-performance language for techni-
cal computing. It integrates computation, visualization,
and programming in an easy-to-use environment where
problems and solutions are expressed in familiar math-
ematical notation.

The Statistics Toolbox, for use with MATLAB®, is
a collection of statistical tools built on the MATLAB
numeric computing environment. The toolbox supports
a wide range of common statistical tasks, from random
number generation, to curve fitting, to design of exper-
iments and statistical process control. The toolbox pro-
vides two categories of tools: Building-block probabil-
ity and statistics functions and Graphical, interactive
tools. The first category of tools is made up of func-
tions that can be called up from the command line or
from an individual’s own applications. Many of these
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functions are MATLAB M-files, series of MATLAB
statements that implement specialized statistics algo-
rithms.

R Project for Statistical Computing
(http://www.r-project.org/)

R is a language and environment for statistical comput-
ing and graphics. It is a GNU project which is similar
to the S language and environment which was devel-
oped at Bell Laboratories (formerly AT&T, now Lucent
Technologies) by John Chambers and colleagues. R can
be considered as a different implementation of S. There
are some important differences, but much code written
for S runs unaltered under R. R provides a broad vari-
ety of statistical (linear and nonlinear modeling, classi-
cal statistical tests, time-series analysis, classification,
clustering, etc.) and graphical techniques, and is highly
extensible. The S language is often the vehicle of choice
for research in statistical methodology, and R provides
an Open Source route to participation in that activity. R
is available as Free Software under the terms of the Free
Software Foundation’s GNU General Public License in
source code form.

Free Statistical Software
(http://statpages.org/javasta2.html)

This page contains links to free software packages
that can be downloaded and installed onto a computer
for stand-alone (offline, non-Internet) computing. They
are listed below, under the following general head-
ings: General Packages: support a wide variety of sta-
tistical analyses; Subset Packages: deal with a specif-
ic area of analysis, or a limited set of tests; Curve
Fitting and Modeling: to handle complex, nonlinear
models and systems; Biostatistics and Epidemiology:
especially useful in the life sciences; Surveys, Testing
and Measurement: especially useful in the business and
social sciences; Excel Spreadsheets and Add-ins: need
arecent version of Excel; Programming Languages and
Subroutine Libraries: customized for statistical calcu-
lations; need to learn the appropriate syntax; Scripts
and Macros: for scriptable packages, like SAS, SPSS,
R, etc.; Miscellaneous: do not fit into any of the oth-
er categories; Other Collections of Links to Free Soft-
ware.

Cross-References

» Data Entry

» Data Management Packages

» Medical Data

» Power Analysis

» Statistical Procedure

» Statistical Visualization Techniques
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Introduction

> Biostatistics is the application of » statistics in
health-related fields, including public health, medicine
and biology, and the development of new tools to study
these areas. Biostatistics constitutes the quantitative
foundation for public health practice and research. It
comprises the reasoning and methods for using » data
as evidence to address public health and biomedical
questions.

Statistics itself has various definitions, but all defini-
tions have as essential components that statistics is
a science of generating information and knowledge
through the collection, analysis and interpretation of
data that are subject to » random variation. It is
a curious amalgam of mathematics, logic and judgment
(Altman 1999). Statistics has its origins in three branch-
es of human activity: first, the study of mathematics
as applied to games of chance; second, the collection
of data as part of the art of governing a country; and
third, the study of errors in measurement, particularly in
astronomy. At first, the connection between these very
different fields was not obvious, however it came to be
appreciated that data are governed to a certain extend
by chance, that decisions have to be made in the face of
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uncertainty and that errors in measurement have a ran-
dom component (Senn 1997).

Biostatistics as a subject is very largely about data.
However, data alone have little significance — to be
meaningful, they must be placed in a context. Biostatis-
tics works with data, yet its goals are: insight, discovery,
exploitation, confirmation, explanation, » prediction,
control and decisions related to problems of human
health and disease, Fig. 1. In order to achieve this, pub-
lic health practitioners and researchers ought to imple-
ment » statistical thinking following three fundamental
principles: 1) all problems occur in a system of inter-
connected processes, 2) variation (> variability) exists
in all processes, and 3) understanding and reducing
variation are the keys of success. It involves an under-
standing of why and how information and knowledge
are generated. This method of inquiry includes recog-
nition and understanding of the entire statistical inves-
tigative process (from asking the questions to data col-
lection, analysis selection, testing assumptions, etc.);
understanding how models » statistical model are used
to simulate » random phenomena and how the data are
produced to estimate probabilities; recognition of how,
when, and why existing inferential tools can be used;
and at last, being able to understand and utilize the con-
text of a problem to plan investigations and draw con-
clusions.

The domain of biostatistics includes: statistical aspects
of public health and biomedical research design (how
and why the data have been collected), descriptive
statistics (description or summarization of a collection
of data) and » inferential statistics (the drawing of
inferences about a pool of data when only a part of the
data are observed). The latter can also be seen as the
modeling of patterns in the data, in a way that accounts
for randomness and uncertainty in the observations, to
draw inferences about the process or » population being
studied.

This synopsis provides an overview of the field of bio-
statistics, setting a context for more specific articles —
essays in this domain. It addresses: the history of bio-
statistics; key terms and concepts fundamental to the
subject of biostatistics; building blocks of biostatis-
tics — » probability, measurement, research excellence
and decision making; survey of biostatistical methods
and its area of specialization; and the current scope of
the field, which is increasingly fragmented into specif-
ic areas of inquiry. The other articles — essays, pro-

vide detailed reviews of different statistical methods
and specifically focused areas of biostatistics.

History of Biostatistics — the Origins, the Foundations
and Important Contributors

The history of biostatistics, in its very large part, is the
history of statistics as well.

The Rise of Modern Statistics

The beginnings of modern statistics are often dated to
the early 20th century due to works of Karl Pearson
(1857-1936) and Ronald Aylmer Fisher (1890-1962).
Near the end of the 19th century, scientists began to
gather a great amount of biological data. They faced
obstacles because their data had so much variation, 1. €.
biological systems were so complex that a particular
outcome had many causal factors. There were already
a body of probability theory, however prevailing scien-
tific wisdom supposed that this theory and actual data
are separate entities and should not be combined (Chen
2003). Due to the work of Karl Pearson, this attitude
was changed, and statistics was transformed from an
empirical social science into a mathematical applied
science. He transformed statistics from a descriptive to
an inferential discipline.

Beside Pearson, another founder of modern statistics
was Sir Ronald A. Fisher. He made numerous original
contributions to almost every branch of statistics includ-
ing, correlation, regression, significance tests, theory of
estimation, analysis of variance, and multivariate anal-
ysis. Indeed many of these and other fields in statistics
were originally developed by Fisher. Pearson who has
been in a long dispute with Fisher (Johnson 1997) used
large samples, which he measured and from which he
tried to deduce correlations. Fisher, on the other hand,
followed William Gosset (1876—1937) in an attempt to
use small samples and, rather than deduce correlations,
find the causes. In the course of developing statistical
methods for design and analysis of the experiments, he
proposed three fundamental principles — the essentiality
of » replication, » randomization and the possibility of
reducing errors by appropriate organization of exper-
iments. For Fisher, statistical analysis and experimen-
tal design were merely two aspects of the same whole,
and they accounted for all the logical requirements of
the complete process of adding to natural knowledge
by experimentation (Chen 2003).
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The new developments in statistical theory brought
about by Fisher’s work have also facilitated the emer-
gence of the modern clinical trial. The first modern
clinical trials were carried out by the Medical Research
Council in the United Kingdom and their prime initiator
was Austin Bradford Hill (1897-1991). The year 1946
marked the first clinical trial with a proper randomiza-
tion on the use of streptomycin in the treatment of pul-
monary tuberculosis. The core element was the random
assignment of subjects to different therapeutic or pre-
ventive options. While randomization does not guaran-
tee comparability of the study groups, it does eliminate
the potential bias that may result from an investigator’s
preconceptions. Randomization makes it impossible to
predict the assignment of the next person enrolled in the
study. The trial involved patients from several centers,
and they were randomized to two treatments — strep-
tomycin plus bed-rest, or bed-rest alone. Disease end-
points were patient survival and radiological improve-
ment evaluated independently (blindly and replicated)
by two radiologists and a clinician. Both were signifi-
cantly better on streptomycin. Hill’s work set the trend
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for future clinical trials where both, the insight of physi-
cian and the statistical design of professional statisti-
cians, were combined.

The emergence of the randomized clinical trials coin-
cided with the change of definition about statistics as
a discipline. Chernoff and Moses in 1959 said, “Years
ago a statistician might have claimed that statistics deals
with processing of data. Today’s statistician will be
more likely to say that statistics is concerned with the
decision making in the face of uncertainty”(» decision
making under uncertainty) (Chernoff 1959).

The Foundation of Statistics

The origins of statistics, however, can be traced back for
centuries. Much of what we now call statistics has been
known by other names since biblical times, and contrib-
utors to the field were not limited to mathematicians.
Long before the birth of Christ, census counts were
taken. Firstly, in order to register the number of peo-
ple, then potential taxpayers, and lately to count disease
events. The counting of disease events, representing the
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idea of relative frequency, can be traced to John Graunt
(1620-1674), who investigated in detail the bills of
mortality in London, and William Petty (1623-1687),
who proposed that a central statistical office be estab-
lished and suggested what uses might be made of the
data collected. Graunt introduced the notion of infer-
ence from a sample to an underlying population and
described the calculations of life expectancy.

Late 17th Century

The origins of probability and statistics as sciences are
usually found in the same period — the late 17th cen-
tury — in the mathematical treatment of the system-
atic study of mortality data, as well as of games of
chance. This period was the age of the scientific rev-
olution and some of the leading scientists, Blaise Pas-
cal (1623-1662), Christiaan Huygens (1629-1694) and
Jakob Bernoulli (1654-1705), gave thought to proba-
bility influencing its further development. Much of the
Pascal and Huygens’ work into probability problems
consisted of deriving mathematical laws in order to enu-
merate ways in which particular types of events may
occur. One well known illustration of such a law, the
binomial law, is given by Pascal’s triangle. The last
of them, Bernoulli, has been designated as a father of
the quantification of uncertainty introducing a theory
of probability in 1713. He demonstrated that because
probabilities could be calculated for ratios of chance
events (such as the fall of sets of dice), it can also
be proved that the greater the number of experiments
(or rolls of dice) the more closely the estimated ratios
would come to the true ratio of their probabilities —
law of large numbers which is central to the science of
statistics.

18th Century

In the first half of the 18th century, probability estab-
lished itself in physics, particularly astronomy, its most
developed branch. The most enduring of these applica-
tions to astronomy dealt with the combination of obser-
vations. The resulting theory of errors was the most
important predecessor of modern statistical inference,
particularly of estimation theory. Abraham de Moivre
(1667—-1754) was the first to state the properties of the
normal curve. Later the celebrated Essay towards solv-
ing a Problem in the Doctrine of Chances by Thomas
Bayes (1702-1761), published in 1763, was the first

attempt to use the theory of probability as an instru-
ment of inductive reasoning; that is, for arguing from
the particular to the general, or from the sample to the
population. The work on conditional probability with
applications to inverse probability defines the postulate
of the celebrated » Bayes’ theorem.

Whereas Bayes excelled in logical penetration, Pierre-
Simon Laplace (1749-1827) was unrivaled for his mas-
tery of analytic technique. A direct result of Laplace’s
study of the distribution of the resultant of numerous
independent causes was the recognition of the normal
law of error and consequently — the » central limit the-
orem. He viewed medical therapy as a domain for appli-
cation of probability and assumed that the summary
of therapeutic successes and failures from a group of
patients could guide the future therapy (Chen 2003).
Carl Friedrich Gauss (1777-1855) was a younger con-
temporary of Laplace and undoubtedly a father of mod-
ern b statistical reasoning. He approached the problem
of statistical estimation in an empirical manner, rais-
ing the question of the estimation not only of proba-
bilities, but also of other quantitative parameters, and
finding solution through the method of maximum like-
lihood. Gauss, further, perfected the systematic fitting
of regression formulae, simple and multiple, by the
method of least squares, which, in the cases to which
it is appropriate, is a particular example of the method
of maximum likelihood. The contrasting figures of
Laplace and Gauss dominated this period and work on
the theory of errors had reached its climax.

Early 19th Century

The first census of population was taken in 1801, and
the Statistical Society of London was established in
1834. This period saw the beginning of a philosophi-
cal literature on probability. The rise of statistical rea-
soning and thinking is connected to John Stuart Mill
(1806-1873), who suggested these processes. In his
view, if conclusions are found to accord with expe-
rience, a hypothesis is verified. Modern views have
put this verification slightly differently: if the hypoth-
esis is not contradicted, it remains a conjectured expla-
nation of a relationship; if the hypothesis is contra-
dicted, in even a single instance, it is rejected. This
period also saw the beginning of the most glamorous
branch of empirical time series analysis — the sunspot
cycle.
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Lambert Adolphe Jacques Quetelet (1796-1874) was
the first to apply statistical analyzes to human biolo-
gy, organize the first statistics conference, and had an
extremely profound effect on the generations that fol-
lowed. He studied the distribution of people’s char-
acteristics observed and, in parallel, the properties of
the normal distribution curve — one of the central con-
cepts in statistics. A prominent physician, Pierre Louis
(1787-1872), following the ideas of Laplace, deemed
that enumeration was synonymous with scientific rea-
soning. In his study of typhoid fever, for which the
data had been collected between 1822 and 1827, Louis
observed the difference in age, the duration of residen-
cy in Paris and the difference between the groups of
patients who died and those who survived. More impor-
tantly, he studied the efficacy of bloodletting as a thera-
py for typhoid fever (Senn 1997). This study raised two
crucial research questions — first being the insufficient
sample size, and second one on choice of the control

group.

Late 19th Century

A few important applied fields opened up in the second
half of the 19th century. Probability found a major new
application in physical science, in the theory of gas-
es, which developed into statistical mechanics. Statis-
tics entered the fields of psychology and economics, as
well. The statistical study of heredity developed into the
science of biometry and many of the advances in statis-
tical theory were associated with this subject. Biostatis-
tical reasoning and modeling were critical in the forma-
tion of the foundation theories of modern biology. After
the rediscovery of Gregor Mendel’s (1822—-1884) work,
the conceptual gaps in understanding between genetics
and evolutionary Darwinism led to a vigorous debate
between biometricians and Mendelians. The work of
Pearson and Fisher (already described), and other bio-
statisticians helped bring together evolutionary biolo-
gy and genetics into a consistent, coherent whole that
could begin to be quantitatively modeled.

Methodological Controversies in the 20th Century

The 20th century is characterized by some major me-
thodological battles. Firstly, there was a disagreement
with regard to the preference for correlational large
scale studies (Pearson) versus experimental small scale
studies (Fisher). The field of experimental small scale

studies witnesses the emergence of a second controver-
sy: Ho testing (Fisher) versus the inclusion of H; and
the concept of Power (Jerzy Neyman (1894—1981) and
Egon Pearson (1895-1980)). Thirdly, Charles Spear-
man’s (1863—1945) belief in one general intelligence
factor, which supposedly was the driving force behind
the development of factor analysis, led to arguments,
which have lasted for several decades, with Louis Thur-
stone (1887-1955) and others who gradually looked
upon factor analysis as just a way of simplifying the
data (Johnson 1997).

Biostatistical Methods in the 20th Century

Biostatistical methods expanded rapidly during the 20th
century. Before the Second World War Andrei Kol-
mogorov (1903-1987) presented an axiomatic basis
for probability and, together with Aleksandr Khinchin
(1894-1959), developed a general theory of stochas-
tic processes; Harold Hotelling (1895-1973) worked
on principal component analysis, canonical correlation
and discriminant analysis. The war generated research
problems which led to Norbert Wiener’s (1894-1964)
work on prediction and Abraham Wald’s (1902-1950)
effort on sequential analysis. After the Second World
War, non-parametric analysis boomed with the work of
Frank Wilcoxon (1892—-1965), William Kruskal (1919—
2005), David Kendall (b. 1918) and John Tukey (1915-
2000). The latter in 1977 presented an exploratory data
analysis (EDA) as an antidote to the ritualized testing
of hypotheses, instead of initially looking at the data.
Sir David Cox’s (b. 1924) 1972 paper on proportional-
hazards regression ignited the fields of survival analysis
and semiparametric inference. At the same time John
Nelder (b. 1924) published a paper on generalized lin-
ear models. In 1976, Gene Glass (b. 1940) published his
article on combining the results of multiple studies and
named this approach meta-analysis. Bradley Efron (b.
1938) introduced bootstrap methods in 1976.

During the late 20th century, rapid improvements in
computer support were essential to the growing role
of empirical investigation and statistical inference. The
changes following the introduction of computers have
been much more radical than those following the use of
mechanical calculating machines at the end of the 19th
century. With the availability of computers tradition-
al activities took less time and new activities became
possible. Statistical tables and tables of random num-
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bers first became significantly easier to generate and
then they disappeared as their function was subsumed
into statistical software packages. Significantly larger
data sets could be assembled and analyzed and exhaus-
tive data-mining became possible. Much more com-
plex models and methods could be used and new meth-
ods have been designed with computer performance in
mind. With the introduction of computer-based meth-
ods for generating pseudo random numbers, much more
ambitious Monte-Carlo investigations (introduced by
John von Neumann (1903-1957)) became possible. The
Monte-Carlo experiment became a model of investiga-
tion on the finite sample behavior of statistical proce-
dures.

Key Concepts and Terms Underlying
the Subject of Biostatistics

Biostatistics depends on certain basic concepts that pro-
vide the necessary fundamentals for more specialized
expertise in any area of statistical analysis. It is imper-
ative to be clear about common terms used in this text
as well. The selected topics illustrate the basic assump-
tions of most statistical methods and represent the com-
ponents of one’s general understanding of the “quanti-
tative nature” of reality (Nisbett et al. 1987).

Data

In general, the term data refers to factual material used
as a basis for discussion and decision making, while in
biostatistics it refers to the material available for anal-
ysis and interpretation. By definition, data are facts,
observations, realizations of one or more underlying
» variables recorded on one or more observational
units.

Data are the results of taking measurements of cer-
tain characteristics or properties of observational units,
which are of interest to us. By observational unit, we
mean the source that imparts the value of the variable.
It may be an individual item (e. g. an object, person or
event) or it may be a collection of items (e. g. house-
hold, litter or set of symptoms). By measurement, we
mean the assignment of numerals to these observation-
al units according to a certain rule. Sources of public
health data are numerous and diverse, but in practice
five main sources are used: facts obtained in the course
of research, certificates of vital and other health-related
events, health surveys, medical records and unobtrusive

data sources (e.g. economic statistics, police reports,
insurance claims).

Data can be either categorical or numerical (other-
wise known as qualitative or quantitative). Categori-
cal data represent the simplest type of observation on
an individual, which is the allocation of that individ-
ual to one of two or many possible categories (e.g.
male/female, smoker/non-smoker, blood group, coun-
try of birth, social class, various staging systems of can-
cer, degree of pain). Numerical data arise either from
counting processes (number of children in family, num-
ber of visits to health care institution, etc.) or through
physical measurements (e. g. height, temperature, blood
pressure). Since statistics deals with numerical data, we
can artificially (codes/ranks) turn categorical data into
numerical data. Still, they would be numerical in name
only, because they do not share any or some of the prop-
erties of the numbers we deal with in ordinary arith-
metic.

The terms data and information are used interchange-
ably in many contexts. This may lead to confusion. Def-
initely, there is a distinction between them. Data are
physical representations of information. Through a con-
text, data become transformed into information (i.e.
when it becomes relevant to a specific decision prob-
lem). That context is a fusion of substantive knowledge
of a topic, methodological approach to gathering the
data and the statistics used to derive meaning.

Variation, Variability and Uncertainty

Biostatistics is very largely about variability (» vari-
ability, variation). Sometimes, it is the variability itself
that is of prime interest, such as when describing the
likely values of some measurement in a group of peo-
ple. However, we are often more interested in detecting
underlying trends which may be obscured by variabili-
ty. The terms variability and variation are often used as
synonymous in the literature. Precisely, the term vari-
ation refers to the differences that are actually present
among the individuals in a population or a sample. It
can be directly observed as a property of a collection of
items. In contrast, variability is a term that describes the
potential or the propensity to vary.

Sources of variation in public health and medical obser-
vations are true biological variation, temporal variation,
measurement error and sampling error. True biologi-
cal variation, which is inherent in natural populations,
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refers to all those factors that tend to make one individ-
ual different from another (e. g. age, sex, race, genetic
factors, diet, socioeconomic status and past medical his-
tory). Temporal variations refer to all those factors that
produce variation in observations within an individual
from one time to another (e. g. emotional state, circadi-
an rhythms). Measurement error concerns all the factors
that tend to produce differences with different measure-
ments of the same phenomenon (e. g. observers, mea-
suring instruments, technician errors, laboratory con-
ditions). Sampling errors occur when estimates are
derived from a sample rather than a census of the pop-
ulation. The sample used for a particular survey is only
one of a large number of possible samples of the same
size and design that could have been selected. Even if
the same questionnaire and instructions were used, the
estimates from each sample would differ from the oth-
ers. This difference, termed sampling error, occurs by
chance, and its variability is measured by the standard
error associated with a particular survey.

The use of biostatistics is essential for making judicious
decisions in the fields of public health and medicine.
Due to variations, the outcomes of these decisions can-
not be predicted exactly — they are always accompa-
nied by an amount of uncertainty. The uncertainties can
be measured, they can be assigned numbers and num-
bers can be interpreted. These numbers are called prob-
abilities. It is thus necessary to be conversant with the
proper techniques for dealing with such variations and
uncertainties.

Although we related the concepts of variation, vari-
ability and uncertainty to human subjects, the similar
considerations apply if one is studying variation from
one country to another (for example in infant mortality
rates), comparing characteristics of the groups of indi-
viduals, or looking at measurements of the same subject
under different conditions.

Variable

A variable is any characteristic (property) of the obser-
vational unit with outcomes (data) that vary from one
observation to the other. A variable may have a different
value out of a specified set of values in different people,
in different places or at different times. Some examples
of variables include the height of adult females, the gen-
der of preschool children, and IQ test score of patients
seen in mental clinics. The variables are often referred

to as random variables when the value of a particular
outcome is determined by chance (i. e. by means of ran-
dom sampling). To represent a particular random vari-
able, statisticians generally use an upper case Roman
letter, say X or Y. The particular value that this random
variable represents in a specific case is often denoted by
the corresponding lower case Roman letter, say x or y.
Any characteristic that does not vary is a constant.
Each variable should be precisely defined, i.e. giv-
en a name (to know exactly what the variable is) and
a description given of how it is measured — operational
definition of a variable. The defined way of measure-
ment in operational definition may produce different
types of numbers, in the sense that some numbers are
assigned different meanings and implications from oth-
ers. There are four scale types, distinguished by the
types of numbers produced by the measurement of
a specific variable: nominal, ordinal, interval and ratio.
There are three main classifications of variables: 1)
quantitative or qualitative; 2) continuous or discrete;
and 3) independent or dependent variables. In the first
classification — the quantitative (numerical) variable is
one that can be measured in the typical, traditional,
sense. For example, we can obtain measurements on
height of adult females or values in mmHg of the vari-
able systolic blood pressure. They can be measured
either on an interval or on a ratio scale. Measurements
made on quantitative variables convey the concept of
amount. The qualitative (categorical) variable has val-
ues (attributes) that are intrinsically non-numerical, but
can be put in a numerical form. For example, gender of
preschool children or social class of citizens in a spe-
cific district. The latter can be ordered or ranked. Such
variables are measured either on a nominal or on an
ordinal scale.

The second classification comprises the distinction
between a continuous and a discrete variable. Some
variables (such as weight, height, reaction time) are
measured on a continuous scale, meaning that there are
an infinite number of possible values these variables can
take. In contrast, discrete variables, such as the num-
ber of children in a household or their gender, can take
only a limited number of values. Categorical variables
are necessarily discrete ones, while numerical variables
may be either continuous or discrete.

The third classification makes a distinction between
an independent and a dependent variable. An indepen-
dent variable is one whose changes relate (sometimes
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cause) other variables to change in value. The indepen-
dent variable is what researcher or nature manipulates —
a treatment, a program, or a cause. Common types
of independent variables, beside manipulated variables,
are subject variables (e.g. age, gender). A dependent
variable is the one that has its values affected by change
in independent variable — effect or outcome. They are
only measured or registered. All other variables that
may affect the dependent variable are called covariates.
Their relationship with the dependent variable, ideally,
should be adjusted before the effects of the specified
independent variables are examined. Common types of
dependent variables are physiological measures (e. g.
heart rate, blood pressure), self-reported measures (e. g.
rating scales, opinion polls/questionnaires), behavioral
measures (e. g. accuracy or speed of response, frequen-
cy of response), etc. A given research can use a sin-
gle dependent variable, two or more separate dependent
variables or a composite dependent variable (several
measures combined into a single dependent variable).
In modern statistics the terms independent and depen-
dent are usually replaced by their statistical equiva-
lents — explanatory and response variable.

Population and Sample

Population (or universe, or target population) is any
finite (e. g. the babies born in Serbia in 2005) or hypo-
thetical (e.g. the babies that will be born in Serbia in
2015) collection of observational units (persons, things,
or measurement values) for which there is an interest at
a particular time. In general, we are interested in differ-
ent numerical characteristics of the population. We get
them in the form of a » parameter—information on sta-
tistical characteristics about populations. Sometimes,
many populations are too large to measure (due to time
and cost); others cannot be measured because they are
partly conceptual. Thus, except for some data collected
by a complete population census, we do not know the
population parameters.

The best one can usually do is to select a subset of
values from a population — sample, to make inferences
about the population based on information contained in
the sample. This is one of the major objectives of mod-
ern statistics. By definition, a sample is a collection of
objects or individuals meant to represent a larger col-
lection (the population). The population on which we
are seeking information is called the target population.

The population to be sampled is called the sample pop-
ulation. The sampling is a process of selecting a sample
from a population.

The innovation made by statisticians was the recogni-
tion that if objects were selected randomly from a pop-
ulation of interest, those selected (the sample) would
be representative of that population, and that measures
of the error resulting from the use of the sample (e. g.
rather than the population) could be computed. In oth-
er words, apart from random error, the information
derived from the sample is expected to be the same had
a complete census of the target population been carried
out.

Parameter and Statistic

A parameter is a summary value (numerical quantity
measuring some aspect of a population values) which
in some way characterizes the nature of the population
in the variable(s) under study. Often, it is a mathemati-
cal function of the population values of the variable(s)
(e. g. the population mean, the population variance, the
population proportion, the population correlation coef-
ficient). Greek letters (u, o2, x, 0, respectively) repre-
sent parameters. The parameters are rarely known and
they have to be estimated.

A » statistic is a summary value (numerical quantity
measuring some aspect of a sample values) calculat-
ed from the observations in a sample (e. g. the sample
mean, the sample variance, the sample proportion, the
sample correlation coefficient). Statistic is usually used
as an estimator of some population parameter. They are
represented by Roman letters (x, s% or sd?, p, 1, respec-
tively).

In general, if we use a statistic (sample information) to
make an inference about a population parameter (in one
of two ways: estimate its value, i.e. provide an point
or interval estimate; or make decisions about its val-
ue, i. e. test a hypothesis about its value), we introduce
an element of uncertainty into our inference. Conse-
quently, it is important to report the reliability of each
inference we make. Typically, this is accomplished by
using a probability statement that gives us a high level
of confidence that the inference is true. Reliability of
the estimate is measured with confidence coefficient (in
interval estimates), and the reliability of the hypothe-
sis testing is measured by the probability of making an
incorrect decision.
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Statistical Model

Most statistical procedures are based on model assump-
tions — that is, one or more assumptions about a vari-
able’s distribution, or how data is selected, or about
» relationships between variables. A model is a repre-
sentation, often in mathematical language, of the essen-
tial aspects of a system, situation, or process. A proba-
bility model is a mathematical model that incorporates
an element of randomness. This contrasts with a deter-
ministic model, in which reliable predictions are made
only on account of observed variables. One of the most
commonly used probability models is the normal, or
Gaussian, probability distribution, of which there are
many examples in biology, medicine, and public health.
Variations in height, blood pressure, and attack rates in
outbreaks of disease are examples of Gaussian distri-
bution. Moreover, the distributions of many test statis-
tics are normal or follow some form that can be derived
from the normal distribution.

A statistical model is a simplified or idealized descrip-
tion of random phenomena, in probabilistic terms, that
is a basis for inferences and predictions. The aim is to
explain available data, thereby learning about the under-
lying processes that have formed these data sets. For
example, a major contribution to our knowledge of pub-
lic health comes from understanding trends in disease
rates and/or examining relationships among different
predictors of health. Biostatisticians accomplish these
analyzes through the fitting of statistical models to data.
The models can vary from a simple straight-line fit to
models with a variety of nonlinear multiple predictors
whose effects change over time.

In addition, worthy of note are three key steps associat-
ed with statistical model building. First, certain assump-
tions are made when a model is chosen, and it is impor-
tant to attempt to verify that these are reasonable. An
obvious common example is the assumption that the
data have an approximately normal distribution, some
form of which appears in most of the models used. Sec-
ond, it is also important to consider how well the model
fits the data. Goodness of fit (» goodness of fit test)
refers to the procedures that assess how well a given
model describes a particular collection of data. Third,
the model that fits the data well should be capable of
being utilized successfully when applied to new data.
Model validation involves an assessment of how the fit-
ted statistical model will perform in practice — that is,

how successful it will be when applied to new or future
data.

There are two principal aspects of the use of statis-
tical models — exploratory and confirmatory. In the
exploratory phase, models are used to describe vari-
ous characteristics of the data that may be important
for understanding it. Confirmatory use is the attach-
ment of probabilities to the characteristics observed to
assure that any conclusion drawn is not merely due to
chance.

Biostatistical Design of Studies

Finally, some of the principles of » biostatistical design
are introduce. This is a reminder that statistics is not an
end in itself, but a tool to be used in investigating the
world around us (van Belle et al. 2004).

Biomedical and public health studies arise in many
ways and the problems studied may be investigated in
a variety of ways. There are several different schemes
for classifying study designs: quantitative or qualitative
studies; primary or integrative studies; experimental or
observational studies; prospective or retrospective stud-
ies, cross-sectional or longitudinal studies; population
or sample studies; studies with or without hypotheses;
etc. Whatever the design of the study may be, it has
to consider at least the following elements: identifica-
tion of the data to be collected (this includes the vari-
ables to be measured, their role in a study, ways of
measurement, the number of experimental units, name-
ly, the size of the study, and the way they were cho-
sen and followed-up); an appropriate analytic model
for describing and processing data; and a list of ques-
tions to be answered throughout the study (What infer-
ences does one hope to make from the study? What
conclusions might one draw from the study? To what
population(s) is/are the conclusion(s) applicable)? The
remaining steps in study performance are: the study is
carried out and the data are collected; the data are ana-
lyzed and conclusions and inferences are drawn; and
the results are used (changing operating procedures,
publishing results, and/or planning a subsequent study).
The only step that lies outside the realm of statistics per
se is the formulation of the problem to be studied. In
all others, different statistical issues, previously men-
tioned in brief, are involved. Some of them are specifi-
cally related to certain types of studies, randomization,
for example, while others are universal.
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Building Blocks of Biostatistics
Probability

The mathematical foundation of statistics lies in the the-
ory of probability, which is applied to problems of mak-
ing inferences and decisions under uncertainty. Though
statistics and probability theory are related, they do dif-
fer significantly. Probability theory is deductive; it is
used for reasoning. Deductive reasoning is powerful in
the manner that the conclusions drawn using deduction
are guaranteed to be true when the premises are true.
Statistical inference is inductive and it is used for learn-
ing. The power of inductive inference is the ability to
draw general conclusions from observations, i.e. gen-
eralizing from the observed information in the sample
to uncertain conclusions regarding the population. The
conclusions made using inductive learning are not nec-
essarily the true ones.

Probability Interpretations In statistics, there are
two broad categories of probability interpretations. Fre-
quentists assign probabilities only to events that are
random, i. e. random variables, which are outcomes of
actual or theoretical experiments. The relative frequen-
cy of occurrence of an experiment’s outcome, when
repeating the experiment, is a measure of the probabili-
ty of that random event — frequency probability (infor-
mally statistical probability). On the other hand, there
are several other interpretations classified as Bayesian
probability. They assign probabilities to any proposi-
tion whatsoever as a way to represent its subjectiv-
ity, even when no random process or population is
involved. Bayesian probability is named after Thomas
Bayes, who proved a special case of what is now called
» Bayes’ theorem. At the heart of Rev Thomas Bayes’
paper titled An essay towards solving a problem in the
doctrine of chances is a simple result that provides
a way of combining a priori distribution for a parameter
with the likelihood to provide a posteriori distribution
for the parameter (Bayes 1763). Three interpretations
can be given to prior distributions: as frequency distri-
butions based on previous data, as objective representa-
tions of what is rationale to believe about a parameter,
or as a subjective measure of what a particular individ-
ual actually believes to be true.

Likelihood The concept of likelihood is central to
both the frequency and the Bayesian theory of infer-

ence. In general use, the word » likelihood is a syn-
onym for probability but in statistics, it has a more spe-
cific meaning — it is the probability of the observed data
given the probability model, which gave rise to the data.
Likelihood is used to compare different possible candi-
date values for the parameters of the model. The one
with the greatest likelihood is considered to be more
likely. Par