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PREFACE

Population as a field of study is concerned with the
membership of human groups and categories in all
their variety and with the processes of change in
membership. Interest in populations and popula-
tion change can be found across a wide array of dis-
ciplines in the social and biological sciences—from
history and economics to epidemiology and genet-
ics. In addition, population issues have numerous
political and ethical ramifications.

The Study of Population

The study of population has a history as old as the
study of society itself. Its origin as a distinct field,
however, is usually traced to the classical era of polit-
ical economy and in particular to the writings of
Thomas Robert Malthus (usually T. R. Malthus,
sometimes Robert) in the late eighteenth and early
nineteenth centuries. Malthus’s prominent place
does not derive from his popular (largely unfound-
ed) repute as an anti-populationist but rests on his
acute and wide-ranging empirical investigations of
comparative demographic regimes, exploring how
economic, social, and cultural circumstances influ-
ence demographic behavior and outcomes. Separate
precursors of the modern-day subject lie in the
“political arithmetic” of John Graunt and other
scholars a century before Malthus, out of which
came the systematic treatment of mortality through
life tables and actuarial analysis, and in the mathe-
matics of population change and renewal, dating
from the eighteenth century. Additional, later, fac-
tors shaping the field came from the domain of pub-
lic policy: social Darwinism and eugenics (an influ-
ence later to be regretted); hygiene and public
health; measures toward women’s emancipation;
and the discourse of human rights.

vii

The core of population studies is the subject (to
many practitioners, the discipline) of demography
or demographic analysis, focusing on the quantita-
tive dimensions of population change and its expla-
nation—a subject that can readily extend beyond
human populations to other animate and even inan-
imate collectivities. Demographic analysis makes
substantial use of applied mathematics and statisti-
cal theory. The numbers that make up its feedstock
derive from longstanding government concerns with
recording “vital” events (births, marriages, deaths),
from the periodic complete enumeration of a coun-
try’s inhabitants through censuses of population,
and, in recent decades, from a large and elaborate
survey-taking industry.

These threads of theory, analysis, and policy, in
various combinations, form the modern tapestry of
population studies. The emerging shape of the field
can be observed in the proceedings of the successive
quadrennial conferences of the International Union
for the Scientific Investigation of Population
Problems, an organization set up in the 1920s, and
its successor, the present-day International Union for
the Scientific Study of Population. Various entries in
this encyclopedia, notably those treating the history
of demography and population thought, offer a
fuller description of the evolution of the subject.

Surveys and Appraisals of the Population
Field

The first formal stocktaking of the field of popula-
tion was the volume Traité de démographie, by
Adolphe Landry and collaborators (Paris, 1945).
This important and pioneering treatise was never
translated into English. Alfred Sauvy, one of Landry’s
co-authors, published his two-volume Théorie



viii PREFACE

générale de la population (Paris: Presses universitaires
de France) in 1952 and 1954—a study whose ambi-
tion was signified by the Keynesian echoes of its title.
(A one-volume English translation, General Theory
of Population, appeared in 1969.) For an English-
speaking readership the first large-scale overview of
the field was The Study of Population: An Inventory
and Appraisal, edited by Philip M. Hauser and Otis
Dudley Duncan (Chicago: University of Chicago
Press, 1959)—a large and impressive work that still
repays reading. In some 30 chapters, well-known
scholars surveyed the elements of demography, the
status of demographic research in major countries,
and the place of demography in the various more
established social science disciplines.

The scope of demography—concepts, the insti-
tutional makeup of the field, and a who’s who of
demographers—was laid out by William Petersen
and Renee Petersen in their 1985 Dictionary of
Demography. Around the same time, the first special-
ized encyclopedia on the subject, the International
Encyclopedia of Population, edited by John A. Ross,
was issued (New York: The Free Press, 1982). More
recently, a number of assessments of the field of pop-
ulation have been occasioned by anniversaries.
Special journal issues comprising articles that survey
the state of demographic research appeared on the
50th anniversary of Population (the journal of the
Institut national d’études démographiques, Paris) in
November-December 1995, and of Population
Studies (Population Investigation Committee,
London School of Economics) in November 1996;
and on the 30th anniversary of Demography (the
journal of the Population Association of America) in
November 1993.

Population matters have some place in each of
the three multi-volume encyclopedias of the social
sciences—published in 1930-1935, 1968, and
2001—although perhaps limited by demography’s
uncertain status as a discipline. (The 2001 encyclo-
pedia accepted it as “possessing a kind of disciplinary
integrity.”) Various specialized encyclopedias—on
aging, bioethics, economics, the environment, and so
on—necessarily also give appreciable space to popu-
lation. In economics, what was once a strong interest
in population slowly waned over the course of the
twentieth century, typified by the drop from two full
chapters on the subject in F. W. Taussig’s Principles of
Economics (1911), the standard university text of the
early decades of the century, to a few passing para-
graphs in Gregory Mankiw’s 1998 Principles. Much
of the modest population content of The New

Palgrave (1987), a current encyclopedic authority on
economics, is concerned with the microeconomics of
the family.

The Encyclopedia of Population

What is the need for an encyclopedia of population
at this time? One answer would be that the world’s
population growth is far from over, with continuing
and far-reaching effects on human society and the
natural environment. Even though birth rates have
declined quite steeply across much of the world,
another two billion people are expected to be added
to the existing six billion in the period 2000-2030—
almost as many as were added in 1970-2000, the
peak period of the “population explosion.” Large
regions of the world are still characterized by perva-
sive poverty, poor health conditions, and intractable
problems of development—each with significant
demographic dimensions.

But the main reason this encyclopedia is called
for is the enlargement of the scope of the subject. In
the 1980s, population issues seemed to many people
to connote little else but rapid population growth and
measures to curtail it. Today, population growth is
one concern among many. Even a partial listing sug-
gests the breadth of this expanded range of interest:
the entrenchment of very low fertility and the grow-
ing problems of old-age support; the retreat from
marriage and the diversification of family forms; new
medical technologies affecting reproduction and
longevity; the AIDS epidemic and the resurgence of a
number of other infectious diseases; increased South-
North migration and refugee movements; the press
for women’s equality and fuller reproductive rights; a
widened array of environmental effects, notably cli-
mate change; and global shifts in the relative popula-
tion sizes of countries. The evolutionary bases of
human development and behavior have received
renewed attention, with insights drawn from radical
advances in genomic research and from comparisons
with other species. Many of these topics have ethical
debates associated with them—longstanding, like
abortion and asylum-seeking, or newfound, like
genetic engineering and animal rights. Along with
such contemporary issues, research on population
history and prehistory has proceeded apace, settling
some controversies and raising others. All this is ter-
ritory staked out by the Encyclopedia of Population.

The Encyclopedia of Population is directed both
to professionals in the population sciences reading
outside their immediate areas of expertise and to



other social scientists, college students, advanced
high school students, and the educated lay reader.
Catering to this range of readership is challenging.
An effort is made to avoid material and jargon that
would require prior specialized knowledge, but with-
out losing significant detail through undue simplifi-
cation. (Characterizations of persons named in the
text of articles by their nationality or profession are
included for the same reason, even when such infor-
mation would be well known to many users.) Where
a topic requires technical treatment, it receives it, or
the reader is referred to appropriate further sources.
However, the Encyclopedia is not intended to serve
as a textbook on its field. If it has an ambition
beyond the utilitarian it is to push out the bound-
aries of the subject—an ambition that stands in con-
trast to that implicitly set by the Population
Association of America, whose journal prominently
defines its scope as being “the statistical study of
human populations.”

Not a few topics in population studies are con-
tentious, either in terms of research findings or, more
basically, in terms of their political and ethical prem-
ises or implications. Unsurprisingly, the various
authors writing on matters related to such topics may
often take differing positions. We have not sought to
suppress those differences, but rather to ensure a
rough overall degree of balance among the articles.

The Encyclopedia contains 336 articles by a total
of 278 authors. The contributors are all accom-
plished scholars, their expertise spanning a wide
range of fields: biology, demography, economics,
geography, history, law, philosophy, political science,
public health, sociology. Many of the articles are
short entries of 500-1000 words of text; only a rela-
tively few are longer than 3000 words. Within this
range, length is roughly dictated by the scope of the
topic; the level of technicality is governed by what is
required to explain it.

Among the short entries are 60 biographies of
persons selected from those whose work has been
important in the development of population studies,
whether or not they were seen (or saw themselves) as
“population” people. Compiling such a list entails
many somewhat arbitrary choices and no two lists
would be the same. In the present case, contributors
to technical demography will be less in evidence in
the encyclopedia than persons whose work has been
influential in the development of population
thought more broadly. Invidious choice among

PREFACE ix

presently active scholars has been avoided by includ-
ing only persons born in or before 1930, or deceased.

A thematic overview of the Encyclopedia of
Population is given in the Topical Outline, which fol-
lows the List of Authors in the frontmatter . The
Outline may be particularly helpful to students who
wish to find population-related information relevant
to their studies in other fields but who do not have in
mind a particular topical entry. A student in envi-
ronmental studies, for example, could narrow his or
her search within the sixteen articles listed under the
heading Environment and Resources; a political sci-
ence student might scan the eleven articles listed
under Political Demography, and perhaps also the
ten under Population Policy.

The Population Tables at the end of the second
volume presents four summary tables showing sta-
tistics on population size, rates of change, area, and
density, by country, for countries of 10 million pop-
ulation and over. (These countries contain over 90%
of the world’s population.)

We hope readers of the Encyclopedia will find in
it much material that is new to them. A test of such a
work, in addition to its reference function, is the
extent to which it repays browsing and offers the
casual serendipitous discovery or insight. Inevitably,
occasional gaps in coverage will be found. Some of
these may reflect particular editorial decisions; oth-
ers result from nondelivery of promised articles (the
proportion of such defaults, some 7%, is relatively
low for enterprises such as this). We would hope, like
the editors of The New Palgrave (p. x), that “such
errors of omission and commission . . . are unbiased,
in almost every sense of the word.”

Our main acknowledgment is of the encyclope-
dia’s contributors, for their work and sometimes for
their forbearance of editorial intrusiveness.
Assistance from members of the committee of
Editorial Advisors is also much appreciated. At
Macmillan Reference, Jill Lectka, Monica Hubbard,
and Nicole Watkins were efficient and congenial
counterparts; to them also should go credit for ensur-
ing that the project kept not too far behind its sched-
ule. At the Population Council, Robert Colasacco
provided administrative and secretarial assistance.
The overall institutional support of the Population
Council was an essential factor in the undertaking.

PauL DEMENY
GEOFFREY MCNICOLL
NEw YORK, MARCH 2003
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TOPICAL OUTLINE

The classification of articles that follows provides a thematic view of the encyclopedia’s contents,
depicting overall coverage in the various familiar divisions of the field of population studies. It is
also intended to assist the user, whether researcher or browser, in locating articles broadly related
to a given topic. This purpose would be defeated if articles that clearly belong under more than one
category were listed only once. For example, Sex Selection might be sought under either Ethical
Issues or Reproduction and Birth Control. To prevent the listing from becoming too large, howev-
er, only articles where the case for multiple entry is compelling (about one in six) are so treated.
Where two categories are closely related, such as Mortality and Health on the one hand and Disease
and Disability on the other, articles appear in only one of them. A more detailed means of finding
cognate material is through the list of cross-references shown after each article. For finer-grained
access to the encyclopedia’s contents, the index should be consulted.

Biographies are not included among the articles listed in the substantive classification. They appear
in the subsequent list, ordered by date of birth and grouped by the century in which the subject’s
main work was done.
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ABORIGINAL DEMOGRAPHY
See Indigenous Peoples

ABORTION

See Induced Abortion; Spontaneous Abortion

ABSTINENCE

Abstinence is a state of nonengagement in sexual re-
lations, whether voluntary or involuntary. It applies
to a situation prevailing for months or years, or to
a recurring situation, as in periodic abstinence. Ab-
stinence can serve to regulate sexual activity per se,
or to regulate one of the outcomes of sexual activity:
fertility and transmission of disease. Abstinence is
typically a function of age, sex, marital status, fecun-
dity status, and fecundability status. Sociocultural
factors influence the prevalence of abstinence, either
through these characteristics or by direct influence
on sexual activity (e.g., observance of celibacy,
virginity, cessation of childbearing at grand-
motherhood).

Abstinence prevails before sexual maturity.
Where sexual maturity precedes regular exposure to
intercourse, abstinence depends on customs regulat-
ing age at marriage and tolerance of sexual inter-
course before marriage. Abstinence before and out-
side marriage is often related to gender. Women
abstain more than men, most often to reduce the
risk of pregnancy outside marriage, which is not tol-
erated in many societies.

In marriage, voluntary abstinence by women
tends to occur during menstruation and pregnancy,
and after delivery. Otherwise abstinence occurs prin-
cipally among women for contraceptive reasons,
taking three forms: periodic abstinence methodically
timed to coincide with ovulation; postpartum absti-
nence to delay a subsequent pregnancy; and terminal
abstinence to cease childbearing. Involuntary absti-
nence occurs also among women, influenced by
their marital status (single, divorced, widowed) and
duration of marriage (frequency of sexual relations
declines with marriage duration).

Historically, abstinence was practiced in order
to confine fertility to marital unions and to regulate
marital fertility, often in conjunction with other tra-
ditional methods of fertility regulation such as with-
drawal (coitus interruptus), abortion, or even infanti-
cide. It occurs less for these purposes today, except
in Africa. In the 1980s and 1990s, abstinence was
recommended, particularly to young persons, as a
means of reducing HIV/AIDS transmission, but the
extent to which this advocacy has altered behavior
is not clear.

Historically, long durations of postpartum ab-
stinence were practiced in Africa. Regardless of re-
ported reasons, abstinence improved survival
chances of newborns by protecting breastfeeding
from curtailment by a subsequent pregnancy. Long
durations of abstinence are still found in West
Africa; they have shortened substantially in East
Africa, and are intermediate in length in Central and
Southern Africa.

Postpartum abstinence makes a contribution to
nonsusceptibility to the risk of pregnancy and thus
lowers fertility, complementing the effect of lacta-
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tional amenorrhea (suppression of menstruation).
In 22 comparative country surveys in sub-Saharan
Africa around 2000, abstinence duration exceeded
lactational amenorrhea in only six cases. However,
the nonsusceptible period was lengthened by absti-
nence in all cases, because many women who abstain
are not protected by amenorrhea (the reverse also
holds). In the surveys, amenorrhea ranged from 8 to
19 months, postpartum abstinence from 2 to 22
months. On average in the 22 countries, an absti-
nence duration of eight months extended amenor-
rhea by four months.

Four of ten women reporting current abstinence
in African surveys are not practicing abstinence to
prevent a subsequent pregnancy: An unknown pro-
portion of this nonspecific abstinence may be invol-
untary. Similarly, in six national surveys in Europe,
among all women 20 years and older, from one in
four to three in four women who practice abstinence
do so for nonspecific reasons that may be largely
involuntary.

See also: Birth Control, History of; Fertility, Proximate
Determinants of.
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ACCIDENTS

In more precise language, accidents should be re-
ferred to as “unintentional injuries.” The contention
over the use of the word accident has to do with the

TABLE 1

Global Incidence of Mortality from Unintentional
Injury (Ul), by Cause and Sex, 2000

Percent

Type of injury Males Females Total  of total
(thousands)

Road traffic accidents 931 329 1,260 37.0
Poisoning 204 112 315 93
Falls 170 113 283 8.3
Fires 104 135 238 7.0
Drowning 301 148 450 13.2
Other Ul 553 304 857 252
Total 2,262 1,141 3,403 100.0

SOURCE: WHO (2001).

issue of preventability. In common usage, the term
accident implies that the event was random and non-
preventable. But for “accidents,” whether resulting
in death or lesser injury, such an implication is in-
correct, hence the term accident is best avoided. In
June 2001, the British Medical Journal took the posi-
tion of “Banning the inappropriate use of ‘accident’
in our pages” (Davis, p. 1,320). Injuries may be in-
tentional or unintentional. This article focuses on
the latter category.

Definition

Injury events are those in which “(1) injury occurs
over a relatively short period of time—seconds or,
at most, minutes, (2) the harmful outcome was not
sought, and (3) the injury resulted either from one
of the forms of physical energy in the environment
(kinetic, chemical, thermal, electrical, or ionizing ra-
diation) or because normal body mechanisms for
using such energy were blocked by external means
(such as drowning)” (Waller, p. 8). Unintentional
injuries may be described simply as “unforeseen in-
cident(s), where the intent to cause harm, injury
or death was absent, but which resulted in injury”
(International Classification of External Causes of

Injury).

How Injury Is Classified

The World Health Organization’s (WHO) Interna-
tional Classification of Diseases (ICD) specifies
codes for diseases and injury. Injury, unlike diseases
or natural causes, is captured by two distinct sets of
codes, those for the nature of the injury and those
for the external causes of the injury. For external
causes, a single code is assigned that combines both
the intentionality or manner of the injury and the
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TABLE 2

3

Age-Adjusted Death Rates per 100,000 Population for Leading Causes of Unintentional Injury in Selected Developed
Countries

New
United States France Canada Denmark Zealand Israel Australia

1999 1998 1996-98 1998 1994-98 1993-97 2000
Motor Vehicle and Traffic 14.7 13.3 9.4 8.4 14.7 10.5 9.0
Poisoning 43 0.9 2.5 25 0.5 0.1 4.1
Falls 3.9 4.8 3.9 16.1 3.5 1.1 2.5
Suffocation 1.8 3.9 1.2 1.0 1.1 1.0 1.1
Drowning 1.3 0.9 1.4 0.6 2.6 0.7 1.2
Fires 1.2 0.7 0.9 0.9 0.9 0.5 0.5
All Unintentional 33.4 36.1 26.3 32.6 26.9 20.2 25.2

Note: Rates are age-adjusted to the European Standard 2000 population. In Denmark, the rate for falls is much higher than in other countries because of

the inclusion of “fractures, cause unspecified” within the category for falls.

SOURCE: Individual country vital statistics offices.

mechanism or cause of the injury. The intent of inju-
ry takes precedence in the classification, with mecha-
nism of injury being coded within an intent catego-
ry. The manner of the injury can be unintentional
or “accidental,” intentional (including self-inflicted
and assault injuries), or of undetermined intent. For
data presentation purposes, a standard framework
based on groupings of ICD external cause of injury
codes allows for data to be examined separately by
intent as well as by mechanism.

The ICD is limited because it is a one-
dimensional code system (a single code describing
intent and cause) and because external cause codes
often lack the specificity needed for designing or
monitoring injury prevention and control activities.
Hence, injury professionals around the world, under
the auspices of the World Health Organization, have
worked to develop a new multidimensional system
for classification, the International Classification of
External Causes of Injury (ICECI). The ICECI has
the flexibility of coding in settings where minimal
data are available as well as in those settings with
great detail.

Scope

WHO estimated that there were 3.4 million uninten-
tional injury deaths worldwide in 2000, accounting
for 6 percent of all deaths and for two-thirds of all
injury deaths. Deaths of males comprised 2.3 mil-
lion, or two-thirds, of the unintentional injury
deaths. Table 1 shows the main causes of death from
unintentional injury, on a global basis and catego-

rized by gender, in 2000. There is relatively little re-
gional variation in unintentional injury mortality,
with crude death rates ranging from lows of 44 to 50
deaths per 100,000 population per year in the Amer-
icas, the Western Pacific, and the Eastern Mediterra-
nean to highs of 69 in Africa and Southeast Asia.
Within-region variation can be much higher, how-
ever, and was most pronounced in Europe where
mortality ranged from an average of 34 in countries
with very low child and adult mortality to 117 where
adult mortality was very high. In every region except
for Europe, road traffic accidents accounted for 30
to 40 percent of all unintentional injury mortality.
In Europe they accounted for 24 percent, with
deaths from poisoning accounting for 21 percent.

Table 2 shows the unintentional injury death
rates in the United States and selected other devel-
oped countries. To facilitate comparisons the rates
here and below are age-standardized to remove the
effects of differences in age distribution. In each
country with the exception of Denmark, motor-
vehicle traffic deaths were the leading cause of unin-
tentional injury.

U.S. Fatal Injuries

In 1999, 97,860 persons resident in the United States
died as the result of an unintentional injury. The
death rate in 1999, 35.9 deaths per 100,000 popula-
tion, was 23 percent lower than in 1979 and 54 per-
cent lower than in 1950 (see Figure 1). Unintention-
al injury ranked as the fifth-leading cause of death
for all ages in 1999, accounting for 4 percent of all
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FIGURE 1
Age-Adjusted Unintentional Injury and Motor Vehicle Traffic Injury Death Rates: U.S., 1950-2000
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FIGURE 2

Unintentional Injury Death Rates by Age: United States, 1999
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deaths. (The four causes ranked above it were diseas-
es of the heart, malignant neoplasms, cerebrovascu-
lar diseases, and chronic lower respiratory diseases.)
In contrast, homicide (16,889 deaths) and suicide
(29,199 deaths) did not rank in the top ten causes
of death.

Among all causes of death in the United States,
unintentional injury ranked fourth among males
and seventh among females, and third to fifth across
racial and ethnic groups. By age, unintentional inju-
ry was the leading cause of death for persons 1 to 34
years of age, ranked second for those 35 to 44, and
ranked third for persons 45 to 54. As seen in Figure
2, the age distribution of unintentional injury in-
cludes three relatively distinct peaks—for infants, for
older teens and young adults, and among the elderly.

Motor-vehicle traffic injuries continue to be the
leading cause of unintentional injury death for per-
sons 1 to 74 years of age. Between 1979 and 1999,
declines in death rates from motor-vehicle traffic in-
juries were responsible in large part for the overall
decline in unintentional injury mortality. For in-
fants, suffocation causes more deaths than other
kinds of unintentional injury, and for persons 75
years and older, falls rank highest. For persons 25 to
54, poisoning is one of the leading causes of uninten-
tional injury death.

Nonfatal Injuries

Nonfatal unintentional injuries are more difficult to
measure than fatal injuries because, unlike the case
of deaths, there is no complete count of them. Usu-
ally nonfatal injuries are measured by nationally rep-
resentative sample surveys, primarily of medical re-
cords. Estimates rely on what is written in the
patient’s medical record, and because health-care
providers are often under time pressure, documen-
tation of intent can easily be affected. When intent
is not precisely stated, coding often defaults to “un-
intentional.” Thus, estimates of unintentional injury
based on surveys are likely to have an upward bias.

In the United States in 1999, there were an esti-
mated 29.3 million visits to emergency departments
for unintentional injuries, accounting for about 30
percent of all emergency department visits. In gener-
al, visit rates were higher for the younger and older
populations than for the middle-aged. Falls were the
leading external cause of emergency department vis-
its, followed by motor-vehicle traffic injuries, inju-
ries from being struck by or against an object or per-
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son, and injuries from instruments used for cutting
or piercing.

Hospital admissions for unintentional injuries
are less frequent than emergency department visits.
In the United States, during 1998-1999, approxi-
mately 6 percent of emergency department visits for
an unintentional injury resulted in an admission to
the hospital with percentages ranging from about 3
to 4 percent for those younger than 45 years to up-
wards of 25 percent for those 75 years and older.
Falls and motor-vehicle-related injuries are the lead-
ing external causes of unintentional injury resulting
in hospitalization.

Estimates of the numbers of unintentional inju-
ries and deaths in the United States are produced by
the National Center for Health Statistics of the Cen-
ters for Disease Control and Prevention (CDC). Ad-
ditional data on nonfatal injuries are produced by
the National Electronic Injury Surveillance System
(NEISS) of the U.S. Consumer Product Safety Com-
mission. Prevention of unintentional injuries and
deaths falls within the activities of the CDC’s Na-
tional Center for Injury Prevention and Control.

See also: Causes of Death; Disability, Demography of;
Disasters.
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Lois A. FINGERHUT

ACTION THEORY IN
POPULATION RESEARCH

Understanding social institutions and social behav-
ior, the province of social theory, is clearly relevant
to explaining population dynamics. Demographers,
however, make little systematic use of social theory.
Conversely, the enormous volume of demographic
research conducted since the 1950s has had little im-
pact on the development of social theory. A more
fruitful interchange between demography and social
theory would benefit both fields. This entry reviews
a major part of social theory—action theory—and
appraises its relevance to explaining demographic
change, in particular, fertility transition.

Action theory is concerned with the role of
human agency in the development and maintenance
of institutional structures and with the meaning of
human action “from the actor’s point of view.” Its
intellectual roots run deep in Western cultural histo-
ry, but modern approaches derive largely from the
seminal work of the German sociologist Max Weber
(1864-1920). The following sections focus on the
work of more recent theorists in the Weberian
tradition: Talcott Parsons, Jiirgen Habermas, and
Anthony Giddens.

Talcott Parsons

The American sociologist Talcott Parsons (1902—
1979) was probably the world’s preeminent sociolo-
gist during the 1950s and 1960s. His theory of action
was intended to provide a basic conceptual frame-
work for unifying the social and behavioral
sciences as well as explaining the development of the
distinctive organizational features of modern socie-
ties.

Parsons defined action as the structures and
processes through which human beings form mean-
ingful intentions and, more or less successfully, im-
plement them in specific situations. The basic unit
of analysis is the unit act, which involves an actor (an
individual or a collective), an end (a future state of
affairs to which the action is oriented), a situation
consisting of means (aspects over which the actor
has some control) and conditions (aspects over
which the actor has no control), and a normative
orientation (because means and ends typically are
not chosen at random but take into account shared
meanings and standards).

These elements of action were seen by Parsons
as being invariably organized as systems, with sub-



systems nested within larger systems. Cultural, so-
cial, personality, and behavioral systems were viewed
as different fundamental types of action systems,
each with its own distinctive organizing principles.
Patterns of shared meaning—referred to as norma-
tive culture—are institutionalized in a society’s so-
cial systems and internalized in its individual mem-
bers’ personalities.

Parsons claimed that his theory was the culmi-
nation of theoretical developments immanent in the
major traditions of Western social theory. The
Anglo-French positivistic tradition, for instance,
privileged scientific knowledge as the only valid way
to apprehend reality, with the result that it reduces
the subjective meaning of action either to rational-
scientific knowledge or to deviations from that stan-
dard in the form of error and superstition. The Ger-
man idealistic tradition, according to Parsons, was
better able to deal with the meaning of action in
cases where it diverges from rational-scientific
knowledge. Parsons’s theory, building on Weber,
was an attempt to synthesize these insights within a
single comprehensive framework.

How might Parsonsian action theory bear on ef-
forts to explain changes in fertility behavior? Classi-
cal demographic transition theory, which explains
changes in fertility behavior in terms of “adaptive re-
sponse to the requirements of an age of modern sci-
ence and technology” and treats normative elements
as simply “slowing the process of social change”
(Notestein, p. 351), has many of the hallmarks of
positivistic-utilitarian theory. The criticism during
the 1980s and 1990s of transition theory’s unilinear
view of social change and neglect of cultural factors
is anticipated by Parsons almost point by point in his
critique of the positivistic-utilitarian system 50 years
earlier in The Structure of Social Action, first pub-
lished in 1937. The cultural theories of fertility
change put forth during those decades to overcome
these limitations often exhibit what Parsons de-
scribed as the complementary shortcoming of ideal-
istic theories of action: although they avoid reifying
science and technology and treat cultural factors as
structuring the choices involved in fertility behavior,
they fall short in their treatment of the conditions of
action.

Demographers nonetheless need a theory of be-
havior that goes beyond Parsonsian action theory.
Demography lies at the intersection of the social and
biological sciences. Fertility outcomes are a result of
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both biological and behavioral factors acting in com-
bination, and so fertility behavior has to be analyzed
in a framework like that developed by Kingsley Davis
and Judith Blake (1956), which embraces both in-
tentional behavior and unintentional biological pro-
cesses. Parsons’s theory considers human agency se-
lectively only to the extent that it engages the
symbolic or cultural level of representation; it there-
fore drives a conceptual wedge between social sys-
tems composed of meaningful action and popula-
tion systems composed of discrete biological
organisms. Its relevance for developing demographic
theory is therefore circumscribed.

Jiirgen Habermas

The contemporary German critical theorist Jiirgen
Habermas (born 1929) offers an alternative action-
theoretic approach. Like Parsons, he criticizes posi-
tivism for the way it privileges one kind of knowl-
edge and thus reduces the scope of rational action.
In his early work (1971) Habermas distinguished
three kinds of rational-scientific knowledge: (1) the
empirical-analytic sciences, centering on a technical
cognitive interest; (2) the historical-hermeneutic sci-
ences, incorporating a practical cognitive interest
grounded in communication; and (3) the critically
oriented sciences, incorporating an emancipatory
cognitive interest (that is, one aimed at overcoming
irrational restraints).

Critical theory draws on both empirical-analytic
knowledge of nomological (lawlike) regularities in
human action and historical-hermeneutical knowl-
edge of cultural meanings. Habermas’s concept of an
emancipatory cognitive interest is seen as problem-
atic by many commentators, but it has a long intel-
lectual history. Socrates saw self-reflection and dia-
logue as essential to freedom from tyranny and false
beliefs. Habermas examines the conditions and con-
straints for emancipatory communication that are
embedded in social action and modern social insti-
tutions.

Habermas’s later work (1984, 1987) analyzes the
ways in which different types of action can be ratio-
nalized and uses this analysis as a foundation for a
critical account of the development of modern insti-
tutions (and the need for their reconstruction). It is
an enormously complex exercise that spans many
fields in social science, psychology, linguistics, and
philosophy and is widely recognized as one of the
most important achievements of late twentieth-
century social theory.
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What Habermas calls purposive-rational action
can be rationalized by choosing more efficient or
consistent means, but this is quite distinct from the
kind of rationalization appropriate for communica-
tive action. Problems of modernity are seen by Ha-
bermas as deriving from the dominance of rational-
ization processes of the purposive-rational type,
which undermines the conditions for effective ratio-
nalization of communicative action, especially the
institutions needed to support a politically vibrant
public sphere. Modern societies are suffering from
a “colonization of the lifeworld” by systems of pur-
posive-rational action.

Significant links between demography and criti-
cal theory have been most striking in their absence.
For example, in the 1990s there was a shift in the ide-
ology and organization of national family planning
programs from “instrumental” population control
to a client-oriented reproductive health approach
grounded in human rights and a more “dialogic”
approach to provider—client relationships. Demog-
raphers working in this policy field faced a new-
found nexus of issues involving sexual reproduction,
reproductive rights, power, gender, communication,
and individuation. They showed scant awareness
that these were issues of central interest to critical
theory. A plausible reason for this lack of awareness
is the fact that demographers usually focus on in-
creasing people’s freedom from traditional institu-
tions (e.g., increasing the autonomy of women),
whereas critical theorists focus on the less conspicu-
ous loss of freedom engendered by modern “disci-
plinary” institutions such as the state, the market
economy, and even modern medicine.

Knowledge of critical theory would alert demog-
raphers involved with public policy to the ways in
which the rationalization of conduct in one sphere
of life can undermine the chances of appropriate ra-
tionalization in another sphere, particularly if the
broader context of power relations is not taken into
account. Reproductive rights are described in recent
international declarations in terms of “the capability
to reproduce and the freedom to decide if, when and
how often to do so” (United Nations, paragraph
7.2), yet many women in developed countries
(where fertility is below the replacement level) re-
port that they would like more children than they
actually have. Their participation in the market
economy, which is increasingly rewarded, comes at
the cost of time and energy devoted to child rearing.
Removing gender inequality and giving people tech-

nical control over the number and timing of the chil-
dren they produce are not sufficient conditions for
people to have the number of children they want.
This realization may push demographers into the
kind of value-driven analysis enjoined by critical
theorists, which relates individual behavior to politi-
cal economy and communication.

Anthony Giddens

The works of Parsons and Habermas are couched in
what to many people is impenetrable prose. More
accessible are the works of the British sociologist An-
thony Giddens (born 1938). In discussing action
theory, Giddens adopts a less systematic, more eclec-
tic approach—he calls it structuration theory—
several features of which have resonance for demo-
graphic research. First, he focuses on the embodied
conduct of actors and gives serious attention to the
space and time dimensions (acknowledging the con-
tribution of time geographers such as Torsten
Higerstrand). Second, he treats actors as “knowl-
edgeable” (in their practical consciousness) about
what they do. Third, he avoids many of the pitfalls
associated with the conventional action-structure
dualism by arguing, “Structure only exists in so far
as people do things knowledgeably and do them in
certain contexts that have particular consequences”
(Giddens and Pierson, p. 81). Thus, institutions are
reproduced through the repeated interactions of ev-
eryday life and are both enabling and constraining
for human agency. Giddens, however, is of limited
help in operationalizing these concepts by, for exam-
ple, shedding light on the ways in which institutional
factors may contribute to falling birthrates.

The Need for an Integrated Theory

None of the versions of action theory to date has in-
tegrated causal and interpretive analysis satisfactori-
ly. An important research program in action theory
is to develop a perspective on embodied action that
would allow one to distinguish the different ele-
ments of action in order to clarify which ones are re-
lated causally and which ones are related in terms of
schemas of meaning. The analysis of fertility behav-
ior not only stands to gain from this program but
would provide an ideal empirical case for testing and
refining an integrated theory.

Social Theory and Demographic Narratives

As this brief review has tried to show, there are links
and potential links between demography and social



theory that have been underutilized by both sides.
The Dutch demographer Dirk van de Kaa has
characterized 50 years of demographic research on
fertility as the development of a series of verbal
theories from various disciplinary perspectives that
attempt to explain some “central action” apparent
in the data by locating it in “a setting which allows
for an easy interpretation of that action” (van de
Kaa, p. 389).

What is striking in many of these “anchored
narratives” is the care and precision that go into data
collection and analysis and, by contrast, the almost
casual manner in which theoretical perspectives and
orientations are borrowed and used to fashion inter-
pretive narratives. Theory building in demography
has not kept pace with the amassing of data, and
what theory there is tends to focus on fragmentary
issues and “‘subnarratives” rather than showing how
all the elements fit together. Action theory has no
ready-made answers for demographic questions, but
it does present a wealth of analytical insight that can
be dedicated to that task.

See also: Culture and Population; Social Institutions.
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ADRIAN C. HAYES

ACTUARIAL ANALYSIS

The origins of the actuarial profession can be traced
to the late-seventeenth and early-eighteenth centu-
ries when leading mathematicians were prevailed
upon to compute the cost of annuities and life insur-
ances. Many of the early great names of mathematics
contributed in this way. The first professional body
(the Institute of Actuaries) was established in Lon-
don in 1848. Since that time, the professional inter-
ests of actuaries have widened to include pensions,
general (property and casualty) insurance, health in-
surance, finance, and a wide range of “non tradi-
tional” problems, for which their quantitative skills
and understanding of risk are readily applicable
(e.g., pricing electricity supplied to a national grid).
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Mortality

Most very early life tables were used and/or prepared
in connection with life annuities and life insurance.
The Equitable Assurance Society, which established
long-term life insurance on a scientific basis in 1762,
for example, used James Dobson’s life table (based
on London Bills of Mortality between 1728 and
1750) and Richard Price’s table of 1783 (based on
death records for a parish in Northampton). Price
later constructed a life table from the population and
deaths in Sweden, the first national life table ever
made. The standard life table symbols still used in
the twenty-first century were adopted as part of the
International Actuarial Notation as early as 1898.
Government actuaries continue to prepare the offi-
cial national life tables of many countries, including
Australia, the United Kingdom, and the United
States.

Within a national population there is a consid-
erable degree of mortality heterogeneity. Persons ac-
cepted for life insurance tend to have mortality that
is lower than that of the national population over
much of the age span because they are generally bet-
ter educated, more affluent, and subject to medical
scrutiny by the insurer. Purchasers of life annuities
have even lower mortality as no one expecting to live
only a relatively short time would purchase a life an-
nuity. Because of these and other differences be-
tween the mortalities of the various subpopulations,
many different types of life tables are regularly pre-
pared, covering, for example, nonsmoker insured
lives, smoker insured lives, super-select insured lives,
annuitants, members of pension funds, actively em-
ployed persons, age retirees, and persons who have
retired because of ill health. Large insurance compa-
nies often can prepare their own life tables on the
basis of their own experience, and those tables reflect
their own standards of underwriting. Only a small
proportion of life tables are ever published.

Standard tables based on confidential data col-
lected from groups of insurers are prepared and re-
viewed regularly by the various actuarial profession-
al bodies. More recent standard tables tend to be
published on the Internet.

Finding a suitable life table for use in a develop-
ing market is a problem faced by many actuaries of
the twenty-first century and requires considerable
judgment. Actuaries usually have to rely on insur-
ance tables prepared for similar products in another
market that is believed to have similar characteris-

tics. If national life tables are available, they may be
used as collateral information. The collection of
local insurance mortality data is a high priority.

Temporary Initial Selection

The mortality of persons recently selected for life in-
surance is normally lower than that of other insured
lives of the same attained age who were selected in
earlier years. For this reason, since the mid-
nineteenth century, when the first life tables based
on the combined mortality experience of several in-
surers were constructed, actuaries usually have esti-
mated mortality rates that take account of both age
at selection and duration since selection. The mor-
tality rate of persons selected at age x who have been
insured for ¢ years and are now aged x + ¢ is denoted
by g+ (the +0 is suppressed when ¢ = 0).

In theory, therefore, separate life tables are re-
quired for each age at selection. The effects of tem-
porary initial selection tend to disappear after several
years, however, so that lives the same attained age
that are selected at different ages eventually develop
mortality rates that are indistinguishable. When the
effect of temporary initial selection has worn off, the
insured lives are said to be “ultimate lives” and their
mortality is given by the “ultimate life table” with
mortality rates [g,], where y is the attained age. In
other words, once the temporary initial selection has
disappeared (the duration t is greater than or equal
to the select period), qxjsr = Gpe-1j4er1 = Qrx—2j+1+2 =

..=gq,where y = x + 1.

For pragmatic reasons, British actuaries have
tended to use very short select periods, whereas their
North American colleagues have used longer periods
(up to 15 years). If one uses common ultimate (I,)
values for the latter part of all the distinct life tables
(corresponding to various ages at selection and du-
rations in excess of the select period) and chooses
appropriate radices (I[;), survivorship values can be
represented concisely as in Table 1. Based on this
table, for example, the probability that a select life
aged 47 will die before age 50 is 1 — 32,670/32,975
= 0.00925, the probability that a life now aged 47
who was selected at age 46 will die before age 50 is
1 — 32,670/33,020 = 0.01060, and the probability
that a life now aged 47 who was selected on or before
his or her forty-fifth birthday will die before age 50
is 1 — 32,670/33,045 = 0.01135.

Temporary initial selection also is observed in
other situations. Persons who have retired more re-



cently because of ill health, for example, tend to have
mortality that is higher than that of the survivors of
those who retired from ill health earlier, but again,
the effect wears off with duration since retirement.

The technique is a convenient one that could be
applied in a number of demographic situations, such
as immigrant mortality, where the mortality of re-
cent immigrants differs from that of the host popu-
lation but gradually approaches the same level.
Other possible applications include the study of the
mortality of divorced and widowed persons, with the
age at selection being the age at which the person be-
came divorced or widowed.

Effects of Lifestyle and Medical Conditions

A number of life insurance companies formed in the
nineteenth century distinguished between persons
who abstained from alcohol and nonabstainers. Ac-
tuary Roderick Mckenzie Moore (1904), for exam-
ple, was able to produce separate life tables for the
two groups and investigate the effects of transitions
between the two classes. Such a distinction normally
would not be made in the twenty-first century, al-
though “excessive” consumption might be taken
into account at the underwriting stage.

Although the standard insurance life tables re-
ferred to above are usually for lives insured on nor-
mal terms, persons in less than perfect health can
often obtain insurance on special terms. In deter-
mining the terms, company actuaries work along-
side experienced medical officers, making use of a
wealth of international data on the effect on mortali-
ty of many different medical conditions, personal
habits (tobacco, alcohol, and drug consumption, ex-
ercise, etc.), and fitness, including weight to height
measures. The data come from a wide range of
sources: clinical trials, longitudinal studies of whole
communities, special longitudinal studies for partic-
ular diseases, surveys, and cancer registries. A two-
volume reference work entitled Medical Risks—
Trends in Mortality by Age and Time Elapsed (Lew
and Gajewski 1990), for example, provides an exten-
sive description of many different conditions and
advice on the relative mortality of persons suffering
from those conditions. The major international life
reinsurance companies produce their own electronic
rating manuals to advise client insurers on the rating
of impaired lives, and special investigations are un-
dertaken from time to time by actuarial professional
organizations.
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TABLE 1

Extract from a British Insurance Life Table: Select
Period Two Years

Select Age Age
[x I ! g ! a2 [x1+2
0 34,481 34,461 34,440 2
1 34,457 34,438 34,419 3
2 34,434 34,417 34,399 4
3 34,413 34,397 34,380 5
45 33,180 33,122 33,045 47
46 33,084 33,020 32,934 48

47 32,975 32,904 32,810

48 32,852 32,774 32,670 50

SOURCE: Institute of Actuaries and Faculty of Actuaries
(1975).

Improvements in Mortality

Improvements in mortality can undermine the fi-
nancial viability of companies that sell life annuities.
For this reason, actuaries have long been interested
in measuring mortality improvements and estimat-
ing future mortality. Projected generation life tables
are required, as annuities will be taken out at dif-
ferent ages in the same calendar year. The sim-
plest commonly used approach has been to observe
the annual rates of improvement in g values over
time and then to extrapolate the g rates by using im-
provement factors at each age, although other ap-
proaches are also adopted. In most cases the actuar-
ies’ assumptions have led to underestimates of
improvement.

Variation of Mortality with Age

Since the eighteenth century mathematical “laws” of
mortality have been explored in an attempt to facili-
tate the otherwise very tedious life contingencies cal-
culations essential for pricing and valuing life assur-
ance and annuity contracts. The mathematician
Abraham de Moivre was possibly the first to do this
(in 1725), but the most celebrated early develop-
ment was that of mathematician and Fellow of the
Royal Society Benjamin Gompertz (1825), modifica-
tions of which have been proposed ever since. The
model allows many quick approximate calculations
that are remarkably accurate even with mortality ta-
bles that are not strictly of the Gompertz shape. Ac-
tuary T. N. Thiele, in 1872 proposed a model appli-
cable over the whole age span, as did demographer
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Larry Heligman and actuary John Pollard (1980).
Actuaries David Forfar and David Smith (1987) ap-
plied the latter model in 1987 to all 26 English Life
Tables to project the English Life Tables for 1991.
The projected mortality rates for females turned
out to be very good, but those for the males were less
satisfactory.

A variety of models were studied by actuary
Wilfred Perks in 1932, who noted the effects of het-
erogeneity, and variants of his models were used to
graduate (smooth) British standard tables in the
1950s and 1960s. Other more generalized formulas
that have been used in more recent British standard
tables are discussed in Forfar et al. (1988).

Mortality Heterogeneity

In recent years some life insurance companies have
begun marketing policies to super-select lives, per-
sons with characteristics that tend to make their
mortality extremely low even compared with those
accepted for life insurance under normal conditions.
In doing so, the companies are attempting to exploit
the considerable mortality heterogeneity that exists
in any national population. Actuaries are therefore
becoming very interested in measuring heterogenei-
ty and understanding its underlying causes.

Morbidity

Before the development of the welfare state in the
early twentieth century there was little financial se-
curity for those who were sick and unable to work;
they had to depend on charity or small payments to
the destitute from the local parish. “Friendly Socie-
ties” began to proliferate, providing small benefits in
times of need to members in return for small weekly
contributions. In this way workers in particular oc-
cupations and regions were able to support each
other. Actuaries were soon required to ensure that
these mutual institutions were financially viable and,
as a result, became involved in sickness investiga-
tions. The largest and most thorough of these studies
was the Manchester Unity investigation of 1893—
1897, and the tables derived by actuary Alfred Wat-
son (1901) showing age-specific proportions sick
were used extensively (with adjustments) well into
the twentieth century.

Employers in most developed countries of the
twenty-first century offer some level of income
maintenance for short periods of sickness, for exam-
ple, a certain number of days of full pay while sick,

with the number of allowable days generally increas-
ing with length of service. National sickness schemes
also may pay basic income benefits. A need for pri-
vate sickness and disability insurance remains, par-
ticularly for the self-employed, and insurers offer a
wide range of products designed for specific mar-
kets. As with mortality, the actuarial professional bo-
dies coordinate the collection and analysis of mor-
bidity data and the preparation of standard tables of
incidence and recovery. More recent standard tables
tend to be published on the Internet. The major in-
ternational reinsurers also provide underwriting
manuals for their clients.

Competing Risks

The first detailed study of competing risks was
done by the British actuary William Makeham
(1874), although some of the ideas can be traced to
eighteenth-century Swiss mathematician Daniel
Bernoulli, who attempted to estimate the effect on
a population of the eradication of smallpox. Make-
ham’s approach was to extend the concept of the
“force of mortality” (which was well known to actu-
aries of that time) to more than one decrement, and
he noted the essential independence between the dif-
ferent decrements implied by his analysis.

Actuaries who have used multiple decrement ta-
bles ever since have almost invariably assumed inde-
pendence between the “competing risks.” Important
applications include pension schemes, where active
employees may be depleted by a number of different
decrements (death, resignation, termination, ill-
health retirement, and age retirement), and mortali-
ty analysis, where mortality rates for certain causes
may be changed to take account of trends or to an-
swer “what if” questions about possible future
changes in mortality.

The formulas relating the decrement rates in a
multiple decrement table to those in the associated
single decrement tables or with other multiple decre-
ment tables (e.g., tables with fewer decrements) de-
pend on the manner in which the decrements oper-
ate. In cause of death analyses, for example,
decrements in the related single cause tables often
are assumed to be spread evenly over the year of age.
Formulas derived under this assumption may not
necessarily be transferable to other situations, such
as pension funds, where certain events may be con-
centrated at birthdays. There is an extensive litera-
ture on this topic, and attempts have been made to
deal with dependence between decrements.



Multiple decrement tables belong to a very spe-
cial class of the Markov process, and more general
Markov chain processes are often required in mor-
bidity studies, because persons can recover from
their illnesses.

Population Modeling: HIV/AIDS

The HIV/AIDS epidemic that started in the 1980s
caused considerable alarm in the insurance industry,
particularly in respect to policies providing death
benefits, those providing income replacement dur-
ing illness, and medical and health policies. Actuar-
ies in various countries therefore began modeling
the development of the disease in the community at
large and the numbers at risk or already HIV-
positive in the insuring subpopulation.

Crucial to the modeling of the insurance process
were assumptions concerning the numbers of exist-
ing policyholders at risk and the numbers already in-
fected and the numbers and sizes of new policies that
would be issued to persons in those categories once
the community and the insurers reacted to the epi-
demic. A major concern was the possibility of high-
risk groups and those already HIV-positive selecting
against the insurers (taking out a disproportionate
amount of insurance). Because the diffusion of the
disease differed from country to country and be-
cause legislation controlled the extent to which in-
surers were permitted to discriminate between dif-
ferent groups in their underwriting, a model
developed in one country was not necessarily imme-
diately transferable to another.

Improved community awareness and safer sexu-
al practices in developed countries ultimately caused
the spread of HIV/AIDS and the effects on insurers
to be less serious than had been projected.

Population Modeling: Genetic Testing

Almost since the dawn of life insurance, insurance
companies and their actuarial advisers have sought
genetic information from those applying for life in-
surance by asking details about survivorship and
cause of death of family members. With the recent
rapid developments in genetics considerably more
information about the likely survivorship and mor-
bidity of an individual can be provided by a genetic
test. A person who has taken a test may be aware that
he or she is more likely to die younger or be subject
to increased ill health. Serious ethical questions
ensue. Should insurers be permitted to demand ge-
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netic tests? If not, should an individual who has
taken a genetic test be required to reveal the results
to the insurer under the basic insurance principle of
utmost good faith (uberrima fides)? If such informa-
tion is available only to the proposer, there is a seri-
ous risk of selection against the insurer, to the detri-
ment of the company and others insured with it.

There are also serious privacy issues. Genetic in-
formation about an individual also provides infor-
mation about that individual’s relatives. Such indi-
rect genetic information also can be used to select
against an insurer. For example, a person may sub-
mit to a genetic test and learn that he or she bears
an undesirable gene. Knowing this, that person
might advise a sibling to take out insurance, and
the sibling could justifiably claim not to have under-
gone a test.

Even in situations where no genetic test has
been undertaken, an insured life may take one and,
after learning that he or she does not have deleteri-
ous genes, discontinue the insurance, leaving the in-
surer with a higher than average proportion of poli-
cyholders with genes associated with increased
morbidity and premature death.

Human rights supervisors, privacy officials, in-
surers, actuaries, insurance regulators and legislators
are grappling with these issues, and actuaries are en-
deavoring to model the underlying genetic processes
in the population and in the insuring subpopulation.

See also: AIDS; Genetic Testing; Gompertz, Benjamin;
Life Tables; Lotka, Alfred; Mortality, Age Patterns
of; Risk.
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ADOLESCENT FERTILITY

In those developed countries where substantial
numbers of young women give birth as teenagers,
adolescent fertility has been a long-standing concern
and is increasingly becoming a concern in the devel-
oping world.

To monitor adolescent childbearing, demogra-
phers commonly rely on two measures. The adoles-
cent fertility rate is the number of births per 1,000
women aged 15 to 19 and is computed from vital
statistics reports or birth history data from fertility
surveys. The proportion of women aged 20 or older
who have had a child by specified ages, usually 15,
18, and 20, is computed from fertility surveys.



Fertility Rates and Trends

Adolescent childbearing declined in the 1980s and
1990s in much of the world, although substantial
numbers of women still gave birth in their teenage
years. In sub-Saharan Africa, according to fertility
surveys conducted in the 1990s, the percentage of
women aged 20 to 24 who gave birth before age 20
ranged from a low of approximately 40 percent in
Ghana to a high of around 70 percent in Chad, Mali,
Niger, and Uganda with most francophone (French-
speaking) countries having elevated rates by com-
parison to the anglophone (English-speaking) coun-
tries. In Latin America and the Caribbean, where
data from fertility surveys were available for only
nine countries, the percentage ranged from a low of
30 percent in Peru to over 50 percent in Nicaragua.
In Asia, in the six countries for which fertility sur-
veys were conducted in the 1990s, Bangladesh stood
out: Just over 60 percent of young women in Bangla-
desh gave birth as teens. This is a considerable de-
cline, however, from the previous generation, when
over three-quarters of surveyed women aged 40 to
44 had had a child before age 20. In India and China,
of women aged 20 to 24, 49 percent and 14 percent,
respectively, reported giving birth as teenagers in
surveys from the early 1990s. There were only five
Middle Eastern/North African countries for which
data were available for the 1990s; in Egypt, just
under one-quarter of 20- to 24-year-olds were
mothers by age 20, compared with 17 percent in Jor-
dan and Morocco, 26 percent in Turkey, and 45 per-
cent in Yemen.

Within the industrialized world in the 1990s, the
percentage of women aged 20 to 24 who had had
children as teenagers ranged from 3 percent in Japan
to 22 percent in the United States. The latter figure
was one of the highest levels in the developed world.
The proportion of U.S. women who give birth as
teenagers is unusually large in comparison to other
wealthy countries—mostly a consequence of less use
and less effective use of contraception. It is also
worth noting that the U.S. adolescent fertility rate
declined less than in Europe between the early 1980s
and the late 1990s.

Adolescent fertility rates in the 1990s range from
a low of 4 births per year per 1,000 women aged 15
to 19 in Japan to a high of over 200 in Niger and
Uganda. Within the industrialized world, there is
also considerable variation. In addition to Japan, low
rates—under 10—are found in western (Belgium,
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Netherlands, and Switzerland), northern (Denmark,
Finland, and Sweden), and southern Europe (Italy,
Spain, and Slovenia). High rates—over 50—are
found in some countries of eastern Europe (Arme-
nia, Georgia, Moldova, and Ukraine) and in the
United States. In 2000 the U.S. fertility rate for age
15 to 19 was 56.5 (50 among whites, 93 among
blacks, and 99 among Hispanics). Within the devel-
oping world, adolescent fertility is highest in sub-
Saharan Africa, but there are also countries in South
Asia and Latin America with teen birth rates of
over 100.

The late-twentieth-century decline in adolescent
childbearing was especially pronounced in certain
sub-Saharan African countries (namely Cameroon,
Kenya, Senegal, and Tanzania), the Middle East/
North Africa, Asia, and the industrialized countries.
In Latin America, adolescent fertility declined in
some countries—notably Bolivia, Guatemala, and
Nicaragua—but rose in others, such as Brazil and
Colombia. Moreover, where declines occurred in
Latin America, they were less rapid than declines in
the fertility of older women. This pattern was in con-
trast to many industrialized countries where the ad-
olescent fertility rate fell faster than the overall fertil-
ity rate. In monitoring trends in adolescent
childbearing, demographers observed that the re-
ported age-specific fertility rate of women aged 15
to 19 declined more than the proportion giving birth
before age 20, indicating that while women in many
countries were still becoming mothers at a young age
they apparently were having fewer births as teen-
agers. Indeed, there are countries—for example,
Burkina FASO, Central African Republic, Ivory
Coast, and Bolivia—where the proportion of women
giving birth before age 20 has remained stable or
even increased slightly since the 1970s but where the
adolescent fertility rate has declined. Potential rea-
sons for this include a rise in the age at first marriage
and a delay in the age at first birth, and an increase
in contraceptive use after the first birth.

Within Marriage Childbearing

There is a perception that most teenage childbearing
takes place prior to marriage. In fact, throughout the
developing world—and in contrast to the situation
in developed countries—the majority of young
women who give birth as teenagers do so within
marriage. Indeed, one reason why adolescent child-
bearing has declined in many developing countries
is that the proportion of women marrying during
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their teenage years has fallen. While substantial pro-
portions of young women give birth out of wedlock
in sub-Saharan Africa and Latin America, premarital
childbearing has not changed or has increased only
slightly in most countries in these two regions.
(There are some noteworthy exceptions in sub-
Saharan Africa, such as Ivory Coast, Kenya, Namib-
ia, Tanzania, and Zambia.) What has increased in
many sub-Saharan countries and in the United
States, although not in Latin America, is the percent-
age of births to teenage girls that are premarital.

Consequences of Adolescent Childbearing

Many observers take it for granted that having a
child during the teenage years is problematic. But
the research on the health, social, and economic
consequences of adolescent childbearing reveals a
complex set of associations. Adolescent mothers are
at much greater risk of poorer health outcomes than
are somewhat older mothers, but this is largely a
consequence of teen mothers on average being
poorer, less well nourished, and less likely to get ade-
quate obstetric care. Indeed cephalopelvic dispro-
portion, a major cause of obstructed labor in devel-
oping countries and a condition that is much more
prevalent among young mothers, is extremely un-
common in developed countries even among teen
mothers because nutrition is adequate, physical
growth is almost completed by the mid-teenage
years, and there is access to adequate delivery ser-
vices, including cesarean section.

Research on the social and economic conse-
quences of teenage childbearing has been conducted
almost exclusively in the United States. The findings
are still far from definitive, in large part because of
the presence of selection bias—namely, that those
who give birth as teens differ systematically in many
respects from those who delay. Outcome measures
that have been focused on by researchers in the
United States include earnings, poverty status, com-
pletion of high school, employment, and subsequent
fertility. There is a consensus that, although early
childbearing has a significant effect on some social
and economic outcomes, researchers in the past
overstated the deleterious effects of teen child-
bearing.

The social environment in the developing world
is quite different from that of the United States,
where most teen childbearing is unplanned or un-
wanted and occurs outside of marriage and where

the opportunity costs of teen motherhood are great-
er. In many poor countries, particularly in rural
areas, early childbearing may benefit a young
woman because it increases her status within the
family. Nonetheless, there is some evidence from
the developing world that as levels of schooling and
the demand for skilled labor rise, adolescent moth-
ers, who are often less well educated, may become
increasingly disadvantaged.

See also: Fertility, Age Patterns of; Fertility, Non-
marital.
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ADOPTION

Adoption has been practiced in many societies
through the centuries, usually in situations where
the birth parents are unable to raise a child or where
natural reproduction has failed to provide some de-



sired fertility outcome. This entry focuses on adop-
tion in modern, low-fertility societies.

Adoption is a legal procedure involving the per-
manent transfer of parental rights and duties in re-
spect to a child from the birth parent(s) to another
person. Legal adoption has been introduced in most
industrialized societies over the past 150 years (in
Massachusetts, legal adoption was introduced in
1851; in England and Wales, in 1926; in Ireland, in
1952). It involves at least three key parties: the
adopted child(ren); the birth parent(s); and the
adoptive parent(s) (sometimes termed the adoption
triangle). Adoption provides a new family for chil-
dren whose parent(s) are unable or unwilling to
care for them, and it also meets the needs of childless
adults.

Traditional Baby Adoption

Rising rates of non-marital fertility after World War
IT led to many unmarried mothers relinquishing
their babies for adoption. In England and Wales in
1968, there were 24,831 adoptions—of which 14,461
(58%) involved “illegitimate” children adopted by
non-relatives: more than one in five babies born
outside marriage were adopted in the 1960s. By 1984
the number of such adoptions had fallen to 2,910.
The widespread availability of reliable contracep-
tion, the legalization of abortion, and an increased
acceptance of single parenthood resulted in few sin-
gle mothers relinquishing their babies.

In other European countries, within-country
adoption of non-relative children had virtually
ceased by the end of the twentieth century: in the
Netherlands, numbers fell from 747 in 1970 to 54 in
1995; in Norway, from 411 to 90. In Sweden in 1995,
there were only 34 non-relative adoptions of Swed-
ish children.

Special Needs Adoption and Permanency

In-country adoption continues in the United King-
dom and the United States, and it has expanded in
the cases of older children in the public care system
and those with serious physical, intellectual, or emo-
tional problems. In the United States, the term per-
manency planning was widely used in the early 1970s
in reference to this kind of adoption. The practice
was formalized in the 1980 Adoption Assistance and
Child Welfare Act. In 1998 some 36,000 children
were adopted from the public care system, and 86
percent of adopters received public subsidies. Adop-
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tion allowances were also introduced in the United
Kingdom in the 1980s. In both countries, govern-
ment policy is to increase the number of such adop-
tions, and this has been accompanied by a rise in
contested adoptions where courts have, in some in-
stances, dispensed with the consent of birth parents.

Stepparent Adoption

The increase in divorce rates in many Western coun-
tries during the late twentieth century led to a rise
in second marriages where stepparents (usually step-
fathers) sought to adopt their partner’s birth chil-
dren. In England and Wales, the number of steppar-
ent adoptions peaked in 1974 when there were
14,805 adoptions of children where one partner in
the adopting couple was a parent of the adoptee.
New legislation (the 1975 Children Act) sought to
discourage such adoptions; the Houghton Commit-
tee Report, on which much of the act is based, ar-
gued that stepparent adoption should not be used as
it often involved the birth mother adopting her own
legitimate child, removing all parental rights from
the birth father. By 1984 the number of stepparent
adoptions had fallen to 2,650. Two decades after the
1975 Children Act, stepparent adoptions still ac-
counted for about half of the 5,000 adoptions re-
corded each year in England and Wales. In the Unit-
ed States in 1982, stepparent adoptions made up 42
percent of the 127,441 adoptions.

Adoption Criteria

In most countries legal adoption is only permitted
for married couples, but in the United Kingdom, the
Adoption and Children Bill debated in Parliament in
2002 has been amended to allow unmarried couples
in a stable union to adopt jointly; this would extend
to gay and lesbian couples. Adoption by a single per-
son is becoming more common and, in practice, this
has allowed one of a cohabitating couple to adopt
with the understanding that a partner would become
a caregiver, albeit without (adoptive) parental rights.
Prospective adopters must be of a minimum age,
and an upper age limit (often as young as 40) is often
imposed for those wishing to adopt an infant. Older
couples have often turned to intercountry adoption
if they did not want an older or handicapped child.
Most agencies also have criteria in relation to in-
come and housing conditions.

Transracial Adoption

Transracial adoption (TRA) in the United States and
United Kingdom has almost always meant the adop-
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TABLE 1
Intercountry Adoptions in Selected Receiving
Countries, 1989 and 1998
1989 1998
Adoptions Adoptions

Total per 1,000 Total per 1,000
Country number births number births
United States 7,948 2.0 15,774 42
France 2,383 3.0 3,777 53
Italy 2,332 3.8 2,263 4.4
Germany 1,088 1.6 1,819 24
Sweden 883 94 928 10.8
Switzerland 509 6.2 686 8.6
Netherlands 642 3.7 825 4.6
Norway 578 1.0 643 1.2
Denmark 468 9.4 624 9.9
United Kingdom n/a n/a 258 0.4
SOURCE: Kane (1993); Selman (2002).

tion of an African-American or West Indian, Asian,
Native American, or non-white Hispanic child by a
white family. TRA became common in the United
States in the 1960s as fewer white babies were avail-
able for adoption, but from the mid-1970s opposi-
tion to the practice mounted. Adoption of Native
American children was subsequently restricted by
legislation. Transracial adoption of black children
has remained controversial in the United States and
the United Kingdom, with both strong supporters
and strong opponents of the view that black children
should only be adopted by black parents, even if
there is a lack of available black adopters and the al-
ternative to being placed with white adopters is to
remain in an institution. In the United States, the
1994 Multiethnic Placement Act made consideration
of race in adoptive placements impermissible.

Intercountry Adoption

Intercountry adoption, which can be seen as a form
of migratory behavior, originated in American phi-
lanthropy toward devastated countries after World
War II. Later the Korean and Vietnam Wars resulted
in many adoptions to the United States, Sweden, and
other countries. The decline in infants available for
domestic adoption made intercountry adoption an
attractive option for childless couples; in Northern
Europe, it was often the only option. Reports of
child trafficking and large payments for newborn ba-
bies led to international concern, culminating in The
Hague Convention on Protection of Children and
Co-operation in Respect of Intercountry Adoption,

which was concluded and signed by 63 states in
May 1993. By 2002 the Convention had been ratified
by 37 countries. However, scandals continued—
including accusations of child-trafficking in Guate-
mala and of profiteering by officials in Romania. At
the end of the twentieth century, the incidence of in-
tercountry adoption was highest in mainland Eu-
rope, although the number of such adoptions was
greatest in the United States (see Table 1).

Global numbers of intercountry adoption
reached some 20,000 a year in the late 1980s and
then began to decline. The fall of the Ceausescu re-
gime in 1989 led to many adoptions from Romania
in 1990-1991, and in the mid- and late 1990s a
growing number of very young children were adopt-
ed from China (almost all of them girls) and Russia.
By the end of the century, the total intercountry
adoption movement was approaching 35,000 a year.
The number of foreign children adopted in the Unit-
ed States rose further from 15,774 in 1998 to 19,327
in 2001. Table 2 shows the major sources of children
(a large majority of them infants) in the 1980s and
1998.

Low Fertility Countries as States of Origin

Although intercountry adoption often is character-
ized as the movement of children from poor, over-
populated countries, some states of origin have had
low fertility levels (e.g., Germany after World War
II). In the late 1990s, three of the four most impor-
tant sources of children—Russia, China, and South
Korea—had fertility below replacement level, as did
Romania, and had fertility rates lower than some
states receiving children from these countries. Many
other Eastern European countries such as Belarus,
Ukraine, and Kazakhstan, which became major pro-
viders of infants for the United States from 1998,
also have low fertility rates.

In Search of Origins

In most low-fertility countries, legal adoption has
been marked by secrecy and stigma. Before the last
quarter of the twentieth century, most countries re-
fused adopted persons access to information about
their origins. The United States has a long tradition
of sealed records, and even in 2000 a majority of its
states did not allow the adoptee access to identifying
information.

In England and Wales, the 1975 Children Act
gave the right of access to their original birth records
to all adopted persons over the age of 18. This right



TABLE 2

ADOPTION 19

Intercountry Adoptions to Western Countries by Major Source Countries, 1980-1989 and 1998

1980-1989
(annual average) 1998
Adoptions per

Number of 1,000 births Number of Adoptions per
Country adoptions in 1989 Country adoptions 1,000 births
South Korea 6,123 5.4 Russia 5,064 5.4
India 1,532 <0.1 China 4,855 0.24
Colombia 1,484 2.5 Vietnam 2,375 1.4
Brazil 753 0.5 South Korea 2,294 3.4
Sri Lanka 682 1.0 Colombia 1,162 1.2
Chile 524 3.0 Guatemala 1,143 29
Philippines 517 0.4 India 1,048 0.04
Guatemala 224 0.8 Romania 891 4.4

SOURCE: Selman (2002)—adoptions to 10 receiving countries; Kane (1993)—adoptions to 13 receiving countries.

has been exercised widely, and it is estimated that a
majority of those adopted by non-parents will seek
information about their origins over their lifetime.
In 1991 an Adoption Contact Register was estab-
lished, enabling adopted persons and birth relatives
to indicate an interest in meeting each other.

In New Zealand, the 1985 Adult Adoption In-
formation Act gave adopted persons the right to
their original birth certificate at age 20. Birth parents
also have a right to ask for information about their
children, although either party can veto the trans-
mission of information.

By the beginning of the twenty-first century,
adoption was much more open. In the United States,
adoption of infants increasingly involves birth
mothers meeting with (and even choosing) their
child’s adoptive parents. Research by Harold Grote-
vant and Ruth McRoy indicates that contact between
birth parents and adoptees may continue after place-
ment, and appears to have no detrimental effect.

See also: Infertility; Reproductive Technologies.
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PETER SELMAN

AFRICAN-AMERICAN
POPULATION HISTORY

In the course of four and a half centuries after 1492
some 9.5 million Africans arrived in the Western
Hemisphere. Until the 1820s more Africans crossed
the Atlantic than did Europeans, and Africans and
their descendants outnumbered Europeans and their
descendants in most of the new American colonies
until the early nineteenth century. The balance
would shift with the arrival of over 48 million
Europeans in the period from 1830 to the 1920s, al-
though African forced migration continued until the
early 1860s.

The Destinations

Africans were not brought in equal numbers to all
regions of the Americas but tended to be concentrat-
ed in zones that had few American Indian laborers
and had rich virgin lands that could be used to grow
commercial export products for European con-
sumption. In light of the fact that all the Africans
were involuntary migrants and were purchased for
work purposes, it is no surprise that they were con-
centrated in the plantation agricultural zones that
produced sugar, cotton, and coffee for European
markets. The two biggest centers of African slave res-
idence were the West Indies, which absorbed some
4.4 million African slave immigrants—the last arriv-
ing in Cuba in the 1860s—and Brazil, which took in
some 3.9 million Africans until the slave trade ended

in that region in 1850. North America probably ab-
sorbed some 361,000 Africans before the trade ended
there in 1808, with most of the forced migrants com-
ing in the late eighteenth century. The other 834,000
Africans who arrived in America went to continental
Spanish America and the Guyanas.

Despite this concentration of Africans in key ex-
port centers, there was no region of the Americas,
from Hudson Bay to the Rio de la Plata, that did not
contain Africans and their descendants. In colonial
Spanish America, which had a competing group of
American Indian laborers, Africans tended to be
concentrated in urban areas and often made up half
the local populations. Everywhere else they lived pri-
marily in the rural areas and even worked in gold
mines in Brazil and the northeastern South Ameri-
can interior.

Population Growth

As a result of the fact that the slave trade carried pri-
marily adults and males to the Americas, most resi-
dent African populations in the New World experi-
enced negative growth rates. As the slave trade
declined or was abolished, most of those slave popu-
lations finally began to achieve positive growth rates.
With fewer adults and males arriving, the native-
born populations, with their balanced sex ratios,
began to replace themselves in sufficient numbers to
cause the resident slave populations to grow. This
occurred in the West Indies and in Brazil as well, de-
spite the steady out-migration of slave women and
children through manumission.

To estimate the population of Africans and their
descendants in the Americas at the end of the eigh-
teenth century, one must include both slaves and
“free persons of color,” as manumitted slaves and
Africans were called in most American slave socie-
ties. Combining these two groups gives a very rough
population estimate of over 4.3 million persons of
African descent at that time. Slaves numbered close
to 3 million persons, of whom 1.1 million lived in
the West Indies, another 1 million resided in Brazil,
271,000 in lived in mainland Spanish America, and
575,000 resided in the United States. There were al-
most 1.3 million free persons of color at that time,
of whom 212,000 resided in the Caribbean, 400,000
in Brazil and 650,000 in Mainland Spanish America,
and some 32,000 in the United States

Although all native-born slave populations had
positive reproductive rates and those rates became



dominant with the end of the slave trade, the United
States was unique in the rapidity of the growth of its
slave population. By the 1860s the United States had
3.9 million slaves and 488,000 free colored persons.
By the time of the first national census of Brazil in
1872 that country had a free colored population of
4.2 million persons along with 1.5 million slaves, for
a total of 5.7 million Afro-Brazilians. Cuba and
Puerto Rico by then had 412,000 slaves and 474,000
free colored persons. Counting just these three slave
regions in the middle of the nineteenth century gives
a population of 5.8 million slaves and 5.2 million
free persons of color. Clearly these 11 million Afro-
Americans do not account for the total number in
the Americas, considering that the descendants of
slaves in mainland Spanish America probably num-
bered another million.

Racial Categories

Until the end of slavery or the establishment of re-
publican governments in most regions of the Ameri-
cas careful records were kept on people of African
origin and descent. However, that systematic exami-
nation of race changed, with most census takers no
longer listing color or race in their enumerations of
populations. It thus becomes extremely difficult
from the late nineteenth century onward to estimate
the size of the African-American populations. Added
to the problem of a lack of enumerations is the ques-
tion of the definition of groups. Miscegenation be-
tween the races was common to all American socie-
ties from the very beginning. Thus, to the original
African group were added mulattoes and other ad-
mixtures of whites, Africans, and American Indians.
In most American societies it was assumed that this
mixed element formed a new racial category, distinct
from whites and Africans. Only in the United States
were these people of mixed origins exclusively asso-
ciated with the “black” population.

Therefore, defining who is “black” or of Afri-
can-American descent has become a complex social
and political problem. Are people with mixed ori-
gins white or black? Are they European or African-
American in origin? Finally, in almost all the Ameri-
can republics that did list color in the census, color
is almost always self-defined and is much influenced
by local societal definitions of color, class, and local
patterns of racial prejudice. Thus, the size of the
populations of African origin is almost impossible to
determine with precision.
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This situation is reflected in the few attempts
made to categorize this population throughout the
Americas. An estimate for all the Americas in 1992
gave a minimum figure of 64 million persons and a
maximum of 124 million persons of African descent,
which represented, respectively, 9 percent and 17
percent of the total American hemispheric popula-
tion. An earlier attempt in 1983 estimated that
whites in the Americas made up roughly 36 percent
of the total population, Indians some 10 percent,
and blacks just 6 percent, with the rest being of per-
sons of mixed origin. Illustrative of this problem is
the case of Colombia. A more recent study has ar-
gued that “there is no precise data on the size of the
Afro-Colombian population. The government tends
to minimize the number, putting it at about 30 per-
cent of the total population, or approximately 10.5
million individuals” (Archbold 2000, p. 3).

For the two largest populations of African-
Americans there are some reliable data. In the Unit-
ed States, which has the most rigid definition of who
is African-American or black, the census of 2000
counted 34.6 million persons of this color, excluding
black Hispanics, in the total population. When per-
sons who list more than one race are included, the
figure rises to 36.4 million. The National Household
Survey of Brazil carried out in 1999 estimated that
39.9 percent of the population of 160 million Brazil-
ians consisted of mulattoes (63.8 million persons)
and 5.4 percent (8.6 million) consisted of blacks.
Using a U.S. definition of the population of African
origin would give Brazil approximately 72.4 million
persons of this origin if mulattoes are to be classified
as blacks rather than whites or as a class by them-
selves.

Migration within the Americas

Although the traditional plantation areas were zones
with high densities of African populations, the aboli-
tion of slavery in most regions led to an out-
migration of ex-slaves as early as the beginning of
the nineteenth century. As long as there were eco-
nomic opportunities in the labor market or farming
land was available, ex-slaves refused to work on the
traditional plantations. In many cases their initial
migration was delayed by competition from the for-
eign-born workers who arrived in large numbers
until the 1920s. However, even before the decline of
this competitive migration, ex-slaves were moving to
new regions and new countries in large numbers. It
is estimated that between 200,000 and 250,000 black
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West Indians permanently moved to Panama and
the United States in the period from 1881 to 1921.

By the twentieth century those migrations
would become more common everywhere. In the
1950s and 1960s over 300,000 black West Indians
moved to Britain. In the United States the African-
American population moved out of the South in
large numbers after 1910 in what has come to be
seen as a great internal migration. Whereas 90 per-
cent of this African-American population resided in
the southern states in 1900 and was 83 percent rural,
by 1990 only 53 percent resided in the South and
only 13 percent of these people were classified as
rural residents. By the census of 1980 over 4 million
southern-born blacks were residing outside the
states of their birth. There were also migrations
within Brazil beginning in the 1910s with major in-
terregional movements of northeastern residents to
the central and southern parts of the country, which
had an impact on the color ratios in those formerly
more European regions.

Conclusions

One can conclude that since abolition, the popula-
tion of African descent in the New World has be-
come both less concentrated and less rural than it
was in the nineteenth century. It can be stated in
very broad terms that the majority of the population
of the Americas, according to very broad definitions
of color, is primarily nonwhite and that a high pro-
portion of that population can claim some relation-
ship with the 9.5 million Africans who were brought
to America by the Atlantic slave trade.

See also: Racial and Ethnic Composition; Slavery, De-
mography of.
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HEerBERT S. KLEIN

AGE MEASUREMENT

In most countries, throughout the year following
their seventh birthday a child who was asked “How
old are you?” would say he or she is seven years old.
In demographic terminology, this response repre-
sents the child’s age last birthday or age in completed
years. Other possible definitions of age include “age
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Age 52 53 54 55 56 57
Count 129 93 96 163 88 72

SOURCE: Shryock and Siegel (1971).

Age Heaping: Population Counts (in ‘000) by Age for the Range 52-65 Years, in the 1960 Census of the Philippines

58 59 60 61 62 63 64 65
93 72 279 31 50 40 34 102

at the nearest birthday” and “age next birthday”;
these definitions are no longer used in censuses or
surveys. The term exact age is applied to the time
elapsed since birth: an infant born on April 20, 2000,
attains age 2.03 years on May 1, 2002. An East Asian
practice of reckoning age involves assigning age one
at birth and then increasing it by one at each subse-
quent New Year. The East Asian age, thus calculated
using the lunar calendar (the lunar year is shorter
than the solar year by a few days), may exceed the
corresponding Western age by as much as three
years for the elderly beyond the age of 70 years.
Given the East Asian age, the animal year of birth,
and whether the birthday falls between the New
Year’s day and the census or survey date, the West-
ern age can be calculated. In situations where a di-
rect question on age is unlikely to produce useful an-
swers, a person’s age may be calculated as the
difference between the year of the census or survey
and the reported year of birth.

The United Nations’ recommendation for the
1970 round of population censuses was to use the
following definition of age: “the estimated or calcu-
lated interval of time between the date of birth and
the date of the census, expressed in completed years”
(United Nations 1967, p. 41). The recommendation
indicates that information on age can be collected by
asking a direct question on age, one on the date of
birth, or both.

Errors in Age Data

The frequency distribution of age may show irregu-
larities (see Table 1), which may be real, reflecting
past patterns of mortality (e.g., age-selective war ca-
sualties), fertility (e.g., a baby boom, birth heaping
in auspicious years and deficits in inauspicious
years), or migration, or may reflect errors in the data
resulting from omission, multiple inclusion, or inac-
curacy in reported age. Notice the tendency in Table
1 for the counts to peak at ages ending in 0 and 5,
and to a lesser extent in ages ending in 2 and 8. Such

heaping patterns reflect digit preference, the tenden-
cy to report ages ending in certain digits.

The pattern of digit preference varies among so-
cieties, and it also depends on the procedure used in
collecting age data. The use of a question on date of
birth, in combination with a direct question on age,
tends to reduce such irregularities in the age data.
When age is estimated as the difference between the
census or survey year and the reported year of birth,
age heaping occurs because of the preference shown
for years ending in certain digits (such as 1900, 1910,
1920, and so on). Similar problems arise when age
data are obtained by attempting to pinpoint the year
of birth with reference to a list of historical events.

Age heaping has an inverse association with lit-
eracy level. The tendency to prefer ages ending in 0
and 5 is, however, widespread. Certain age prefer-
ences are no doubt culturally determined (e.g.,
the tendency found in some countries to avoid the
number 13).

The term age shifting refers to deliberately giving
an inaccurate age or date of birth. The elderly are
prone to exaggerate their age, particularly if old age
brings with it higher status; young men may under-
state or overstate their age, if by doing so they stand
to benefit in some way (e.g., avoid or, as the case
may be, qualify for military duty).

Correction Methods Applicable to Age Data

The importance of obtaining accurate information
on age stems partly from the fact that many demo-
graphic features—such as reproductive behavior and
geographic mobility—show distinct age patterns.
Deficiencies in age data may lead to misleading pat-
terns of such characteristics. The use of age groups
for cross-classifications partially overcomes the
problem.

In choosing age groups, it is advisable to have
the “preferred” ages (displaying marked heaping)
located toward the middle of each interval rather
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than at the end points. By centering the age groups
at distribution peaks, the adjacent, depleted ages are
brought within the interval.

If interest centers on the age distribution itself,
rather than in cross-tabulations involving age as one
of the variables, then techniques such as graduation
can be used to produce age distributions smoothed
over the observed irregularities.

Requirements for Improved Age Reporting

There are essentially three requirements for correct
age reporting.

1. Availability of information: A respondent
unsure of his or her age is unlikely to give
the correct response to a query about age. In
populations with complete birth registration,
the age data tend to be more accurate, other
things being the same. Also, the data are of
better quality in population segments of
higher literacy levels.

2. Use of appropriate methods of data
collection: As mentioned, following a direct
question on age by one on the date of birth
may improve the data quality. Also, when
the enumerators are free to adjust the
responses (e.g., to hide digit preferences), the
final age data may reflect to a large extent
variation in the procedures used for
adjustment.

3. Use of appropriate data processing and
reporting procedures: The quality of the
collected data may be excellent, but the
reported age distribution still may be
inaccurate, if, for example, only the year of
birth, not the exact date of birth, is used at
the tabulation stage.

See also: Data Assessment; Estimation Methods, Demo-
graphic.
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KrisHNAN NAMBOODIRI

AGE STRUCTURE AND
DEPENDENCY

Every individual is some particular age. Populations
are collections of individuals, and rather than being
some particular age, populations are characterized
by the frequency distribution of the ages of the indi-
viduals who constitute them. This is called the popu-
lation age distribution or age structure. The age
structure can be summarized in various ways, for ex-
ample, by the average or median age of the popula-
tion. A population with a low median age is called
“young,” and one with a high median age is called
“old.” One can also define life cycle stages, such as
youth, working age, and old age, and describe the
age structure by the percentage of the population in
each of these categories, for which various age
boundaries are used. Thus one can speak of the pro-
portions of the population below age 15 or 18 or 20;
proportions between one of these ages and ages up
to 60 or 65; and proportions above ages 60 or 65.
With reference to these same life cycle stages, so-
called dependency ratios may be calculated. The
ratio of the elderly to the working age population is
the old age dependency ratio, the ratio of youth to
the working age population is the child or youth de-
pendency ratio, and the sum of these two is the total
dependency ratio.

Some of these measures are shown in Table 1 for
the years 1950 to 2000, along with United Nations
projections to the year 2050, for the more developed
countries (DC) and the less developed countries
(LDC), the countries being classified according to



their economic status in 2000. In every year, the DCs
have a higher median age than the LDCs, with a
smaller proportion of children and a higher propor-
tion of the elderly. Evidently, aging has already af-
fected the LDCs as well as the DCs; the phenomenon
is not restricted to the industrial nations. The aging
of the DC populations is shown by the projected in-
crease in their median age by about 18 years from
1950 to 2050, and by the corresponding increase for
the LDC populations by about 14 years.

Stable Population States

The age structure of a population is shaped by the
past history of births, the past age distributions of
deaths, and the age characteristics of net migrations.
Consider first the case in which net migration is al-
ways zero at all ages (a closed population, on net),
and age-specific fertility and mortality rates have
been unchanging for a long time—about a century
or more. In this case, it can be shown that the popu-
lation will converge to a so-called stable state, in
which the percentage age distribution is constant
over time, and the population and every age group
grow at the same constant exponential rate. Further-
more, this stable population age distribution is inde-
pendent of the population age distribution that ex-
isted a sufficiently long time ago—again, about a
century. That is, the particular features and shape of
the initial age distribution tend to be forgotten as
time passes, and the eventual age distribution de-
pends only on the constant age-specific fertility and
mortality rates. Depending on those rates, a stable
population can have a constant growth rate within
a wide band of particular values, and the rate can be
positive, negative, or zero. A stationary population
is a stable population with a zero growth rate.

Members of a population who are now age x
were born x years ago and have survived for x years.
In a stable population, the number of births grows
at the exponential population growth rate. In a
growing population, the number of births x years
ago will be smaller than the number of births today,
and the higher the population growth rate, the smal-
ler will be the generation born x years ago relative
to the generation born in the current year. The op-
posite will be true if the growth rate is negative and
the population is shrinking. Indeed, the rate of pop-
ulation growth is the most important determinant
of the age distribution of a closed, stable population.
The age distribution, however, is also affected by
mortality, which determines the proportions of
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TABLE 1

Age Structure for Developed and Less Developed
Countries, 1950-2050

1950 1975 2000 2025 2050

Median Age (yrs)

DC 28.6 30.9 37.4 441 46.4
LDC 21.4 194 24.3 30.0 35.0
Percent less
than age 15
DC 27.3 24.2 18.3 15 15.5
LDC 37.6 411 32.8 26 21.8
Percent age
60 and older
DC 1.7 15.4 19.4 28.2 335
LDC 6.4 6.2 7.7 12.6 19.3

SOURCE: United Nations (2002).

births that survive to each age x. The lower the mor-
tality rate, the higher will be the proportions surviv-
ing from birth to older ages.

Nonstable and Irregular Population
Distributions

For a given level of mortality, higher fertility will al-
ways be associated with faster population growth
and therefore with a younger stable age distribution
in a closed population. Mortality differences, howev-
er, have two contradictory effects. On the one hand,
lower mortality makes a stable population older by
increasing the proportions surviving from birth to
older ages. On the other hand, lower mortality tends
to make a stable population younger, because it
raises the population growth rate (for a given level
of fertility). When the initial level of mortality is
high, the net outcome of lower mortality is to make
a population younger. When the initial level of mor-
tality is low, lower mortality tends to make a popula-
tion older. For intermediate initial levels, the effects
of lower mortality are mixed, sometimes leading to
higher proportions of both youth and of elderly and
sometimes hardly changing the age distribution at
all. These different effects of mortality decline are
observed in real-world situations as well as in the hy-
pothetical stable populations. For example, Table 1
shows that the LDC population in 1975 had a youn-
ger median age than it did in 1950, as well as a higher
proportion of children and lower proportion of el-
derly. Mortality declined rapidly from 1950 to 1975,
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illustrating how falling mortality can make a popula-
tion younger.

Many actual population age distributions are
highly irregular rather than smooth and geometric
like those of stable populations. Irregular distribu-
tions can come about in several major ways. The
populations of a number of industrial countries, for
example, experienced a baby boom from the late
1940s through the mid-1960s, followed by subse-
quent baby busts. These changes in fertility created
large bulges and hollows in the population age dis-
tributions as the affected birth cohorts reached
higher ages. The changing relative sizes of cohorts
had important consequences for average wages, un-
employment rates, and prospects for promotion,
and they eventually will exert differential fiscal pres-
sures through public pension and health-care sys-
tems. Population age distributions can also be heavi-
ly marked by traumatic events such as major wars or,
for example, China’s disastrous famine resulting
from the Great Leap Forward (an economic plan
launched in the late 1950s). Such crises cause heavy
mortality that is sometimes concentrated at certain
age and sex groups, and they also lead to sharp re-
ductions in fertility and therefore in the size of gen-
erations born during and immediately after the cri-
sis. When a population age distribution is strongly
distorted by influences such as these, the distortions
simply age with the population, moving up from
younger to older ages as time passes. For example,
the effects of both World War I and World War II
are still clearly apparent in the age pyramids (as the
conventional graphic representation of age distribu-
tions are labeled) of many European countries. A
third cause of irregular age structure is age-focused
patterns of immigration and emigration. These are
more frequently seen in a sharp differential at the
local rather than the national level. Often such pat-
terns occur in towns with universities, prisons, army
bases, or retirement communities. A fourth cause is
emigration of the younger population from some
rural areas, which leaves behind an elderly popula-
tion. Some characteristic age pyramids are shown in
Figure 1.

Not only do distorted age structures tend to per-
sist over time as the population ages; they also can
be transmitted to the stream of new births through
the processes of reproduction, as echoes. If some
generations are unusually large, because of an earlier
baby boom, for example, then when the members of
those generations enter their peak reproductive ages

they will themselves generate an unusually large
number of births, given typical levels of fertility. In
this way they create another bulge in the age distri-
bution, albeit a somewhat smaller one than the first.
Formal analysis shows that populations with nonst-
able age distributions but which are subject to cons-
tant age-specific fertility and mortality will tend to
move in cycles about one generation (25 to 30 years)
long as they converge to stability. This result can be
generalized to populations that are constantly sub-
jected to random perturbations. Historical time se-
ries of baptisms often show evidence of such cycles.
Sometimes, however, there is negative feedback in
the renewal process, so that large generations of
young adults experience adverse economic condi-
tions and consequently have lower fertility and give
birth to smaller, rather than larger, generations. In
this way cycles longer than one generation may be
generated; these are known as Easterlin cycles.

Consequences of Population Age
Distributions

In many contemporary societies, there is particular
interest and concern about the process of population
aging and rising old age dependency ratios, because
these factors will affect the cost per worker of sup-
porting the elderly retired populations. Some ana-
lysts suggest that governments should seek to raise
fertility in order to reduce and postpone population
aging. Others propose to alleviate population aging
through increased immigration, because immigrants
are typically younger than natives and have higher
fertility. But analysis shows that any gains from such
a policy would be short lived and smaller than most
people expect, because immigrants grow old them-
selves and require support. Only constantly acceler-
ating rates of immigration achieve much effect, and
such policies cannot be sustained for long. As an ex-
ample, the U.S. Bureau of the Census reported the
old age dependency ratio and the median age in 1995
to be .21 and 34.3 years, respectively. The Census
Bureau projected these quantities to the year 2050
under low and high immigration assumptions that
differed by more than a million immigrants per year.
With low immigration, the Census Bureau projected
that, by 2050, the old age dependency ratio would
rise to .38 and the median age to 38.8 years. With a
million more immigrants per year, these figures were
projected to be only slightly lower at .35 and 37.6
years. The additional 55 million immigrants would
have a big effect on population size but only a small
effect on population aging.
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FIGURE 1
Population Age Pyramids, Select Populations, 2000
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source: Germany, Nigeria, and United States. Ages 0-59 are estimates from United Nations Population Division, World Population
Prospects: The 2000 Revision, Volume 1I: The Sex and Age Distribution of Populations (2001), Annex Table 2: Ages 60 and over are
estimates from World Population Aging 1950-2050, United Nations Population Division (2002), Annex Table I11.2; Sun City, AZ:
"American Factfinder," U.S. Census Bureau, table P12. Sex by Age, from Census 2000 Summary File 1.

Population age distributions have a range of so-
cioeconomic consequences, because people’s behav-
iors, abilities, and entitlements all vary with age.
These variations reflect biological changes over the
life cycle, but in addition they reflect somewhat arbi-
trary institutional age categories and individual

choices in response to various preferences and in-
centives. On the biological side, it appears that
health and vitality at the older ages have been in-
creasing over time, so that working life could be ex-
tended to older ages. This option, however, is appar-
ently not commonly viewed as desirable, because
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actual ages at retirement have declined by five to ten
years over the twentieth century in industrial coun-
tries. These declines are due in part to the desire for
more leisure as incomes rise, pensions becoming
more common, and financial institutions making
saving easier. It is also clear, however, that the struc-
tures of both public and private pensions provide
strong incentives for early retirement, and that this
has contributed to the decline. This trend slowed or
slightly reversed in the 1990s in many countries.

The boundary age for dependency in youth also
reflects a number of factors, most notably the length
of time spent in formal education, that influence the
age at which the workforce is entered. These age
boundaries for youth and old age correspond rough-
ly to directions of flows of intergenerational trans-
fers, through the family and through the public sec-
tor. The public sector in industrial countries
provides pensions and health care for the elderly and
education for youth. The size of these public transfer
programs for the young and the old swamps the
transfers to those of working age. Private transfers
in most industrial countries consist mainly of paren-
tal support of children and assistance from the elder-
ly to their adult children and grandchildren through
transfers made prior to death and through bequests.

As the population age distribution changes,
pressure on those who make these transfers is re-
laxed or intensified. Population aging often goes
with reduced fertility, resulting in not only a reduced
need for public and private transfers to children but
also a greatly increased need for transfers to the el-
derly for health care and pensions. A generalized fis-
cal dependency ratio can be calculated as follows.
The numerator is determined by weighting each
population age group by the costliness of public
transfers it receives, with the denominator equal to
the level of taxes that age group pays. Holding these
weights fixed, one can then see how the fiscal depen-
dency ratio changes over time for demographic rea-
sons alone. For the United States, for example, the
federal fiscal support ratio has been projected to in-
crease by 56 percent from 2010 to 2075. This means
that in order to provide the same set of age-specific
benefits, age-specific tax rates financing intergenera-
tional transfers would have to be raised by 56 per-
cent. Alternatively, if age-specific tax rates financing
transfers were held constant, then benefits received
as transfers would have to be scaled back by 36
percent.

See also: Aging of Population; Cycles, Population; Gen-
erational Accounting; Intergenerational Transfers; Old-
est Old.
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AGING AND LONGEVITY,
BIOLOGY OF

Most strains of mice live an average of 1,000 days;
dogs live approximately 5,000 days; and humans, in
low mortality countries, live about 29,000 days
(around 80 years). The average duration of life of a
species and the age-specific rate of increase in the
risk of death is calibrated to each species’ unique
pattern of growth, development, and reproduction.
These linkages between longevity and growth and
development are the cornerstone of the scientific
understanding of the biology of aging and death and
the duration of life of humans and other sexually re-
producing species. This entry presents a brief discus-
sion of the biology of aging with emphasis on its im-
plications for human longevity.

Causes of Aging

In its simplest form, aging may be thought of as the
accumulation of random damage to the building
blocks of life—especially to DNA, certain proteins,
carbohydrates, and lipids. The damage begins from
conception, occurs in a largely random fashion
throughout the body, and accumulates with time,
eventually exceeding the body’s self-repair capabili-



ties. The damage gradually impairs the functioning
of cells, tissues, organs, and organ systems, resulting
in the increased vulnerability to disease and a rise in
the physical, physiological, and psychological mani-
festations of aging.

There are many agents of damage including,
ironically, the life-sustaining processes involved in
converting the food we eat and fluids we drink into
usable energy. The primary energy generators of
cells are the mitochondria. As they perform their
usual function, the mitochondria emit oxidizing
molecules known as free radicals that exist for only
a fraction of a second. Although free radicals con-
tribute to several important biological processes
(e.g., cell communication, immune response), they
are also a destructive force. Most of the damage
caused by these highly reactive molecules is fixed by
the body’s impressive mechanisms for surveillance,
maintenance, and repair. However, unrepaired
damage accumulates and causes injury to the mi-
tochondria and other parts of the cell and extracellu-
lar environment.

The process of aging makes us ever more sus-
ceptible to the common fatal diseases that we tend
to associate with growing older, such as the in-
creased risk of heart disease, stroke, and cancer. Even
if medical interventions were to eliminate the major
remaining killer diseases, the aging process would
continue unabated—making the saved population
ever more susceptible to a new set of diseases ex-
pressed at even later ages. Aging contributes to a
wide variety of non-fatal diseases and disorders such
as arthritis, loss of vision and hearing, muscle and
bone loss, and a reduction in skin elasticity. It should
be noted that aging is not a genetically programmed
process that plays itself out along a rigid time frame.
Instead, aging can be viewed as an inadvertent by-
product of living beyond the biological warranty pe-
riod for living machines, which in the case of sexual-
ly reproducing species means surviving beyond the
end of the reproductive life span.

Forecasting Life Expectancy

How much higher can human life expectancy rise?
This question has been the subject of debate among
actuaries and demographers for centuries; it has
taken on a new practical significance in modern
times because it affects the future solvency of the
age-entitlement programs found in all modern wel-
fare states. There is a wide range of estimates: Their
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lower bound accords with the view that life expec-
tancy for human populations (males and females
combined) is unlikely to exceed the mid to high 80s;
others claim that there is no biological reason why
life expectancy cannot rise indefinitely in the future.
The sections that follow present the basic arguments
of the three main schools of thought that have con-
tributed to this debate.

Extrapolation Models

Scientific forecasts of the survival of individuals and
populations began with the practical work of actuar-
ies employed by life insurance companies. Benjamin
Gompertz (1779-1865), in an article published in
1825, first identified a common age pattern to the
dying-out process. The formula developed by Gom-
pertz showed that the force of mortality among hu-
mans increases exponentially from about age 20 to
85. Interestingly, Gompertz’s formula provides an
accurate characterization of the timing of death not
just for humans but also for a variety of other spe-
cies. When the U.S. Social Security program was cre-
ated in the 1930s, actuaries needed to make forecasts
of the annual number of beneficiaries that would
draw benefits from the program. They did so by sim-
ple extrapolation: If, for example, life expectancy at
birth had increased by two years in the previous two
decades, it was projected to increase by another two
years in the subsequent two decades.

During the next five decades, using this model,
the Social Security Administration (SSA) consistent-
ly underestimated the speed with which mortality
was declining. The SSA actuaries also believed that
the average achievable life expectancy was con-
strained by biological limits to life, and that there
was reason to assume that the population of the
United States was approaching those limits. This
view was supported by the demographic predictions
at that time that the rise in life expectancy at birth
would soon begin to tail off.

Toward the end of the twentieth century, the
opposite problem occurred—the SSA began to over-
estimate the rise in life expectancy. The actuaries, as
before, chose as the basis for their forecast a relative-
ly narrow time period. In the earlier projection this
introduced a conservative bias, but in the 1970s de-
clines in death rates at middle and older ages were
exceptionally rapid. Extrapolation of such rapid
gains turned out to be unrealistic.

The extrapolation model, with its implication
that life expectancy for humans will continue to rise
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far into the future, is frequently used. In a 2002
study, Jim Oeppen and James Vaupel remark that
the historic rise in life expectancy is one of the most
regular biological events ever observed, and argue
that there is reason to believe this trend will continue
throughout the twenty-first century. They project
that life expectancy for humans in low mortality
populations will rise to 100 years by the year 2060.

The advantages of the extrapolation method are
that it is parsimonious, observation-based, and easi-
ly adjusted to reflect new developments in popula-
tion health and aging. Ample evidence in the scien-
tific literature suggests that when used over relatively
short time frames, it has been a highly reliable pre-
dictor of trends in life expectancy.

Extrapolation also has weaknesses. Much of the
rise in life expectancy in the twentieth century came
from declining death rates before age 50. Future rises
will have to come mainly from declining death rates
at middle and older ages—the prospects for which
may not be soundly gauged based on what happened
in the earlier period. The absence of biological infor-
mation as an input to projecting mortality is another
problematic feature of extrapolation.

Biodemographic Views of Aging

An alternative approach to forecasting mortality
draws on insights from the biodemography of aging.
Biodemography is an effort to merge the scientific
disciplines of biology (including evolutionary biolo-
gy, genetics, and molecular biology) and demogra-
phy and actuarial science in order to understand the
biological forces that lead to consistent and predict-
able age patterns of death among sexually reproduc-
ing species. Although the intellectual roots of biode-
mography date back to the nineteenth century with
the search for the “law of mortality,” it is only in
modern times that biodemographic reasoning has
been used to inform mortality forecasts.

According to evolutionary theory, there is a fun-
damental link between the force of natural selection
and the timing of reproduction among sexually
reproducing species. The timing of death in pop-
ulations is thought to be calibrated to the timing
of genetically fixed programs for development, mat-
uration, and reproduction. Further, the onset and
length of the reproductive window (i.e., for females,
the time between menarche and menopause) is
thought to influence the rate of increase in the death
rate from biological causes—a theoretical underpin-

ning of evolutionary theory that has since been em-
pirically demonstrated.

The main forces that influence the death rates
of humans at high life-expectancy levels are those as-
sociated with the regulation and pathogenesis of in-
trinsic disease processes; biochemical changes that
contribute to senescence; and biodemographic
forces that influence the speed with which life expec-
tancy rises.

In their 1996 study, Bruce Carnes, S. Jay Ol-
shansky, and Douglas Grahn reasoned that the dem-
onstrated linkage between the timing of reproduc-
tion and senescence could be used to inform and
improve forecasts of human life expectancy. If each
species has fixed programs for growth and develop-
ment, there should be relatively fixed age patterns of
intrinsic (biologically-caused) mortality: a species-
specific “intrinsic mortality signature.” This biode-
mographic perspective yields a practical upper
bound on human life expectancy of 88 years for fe-
males and 82 years for males (85 years for males and
females combined). Exceeding that boundary, ac-
cording to this argument, would require modifying
the biological rate of aging itself—a technological
feat that, although theoretically possible in the fu-
ture, is currently beyond the reach of science.

Extreme Forecasts of Life Expectancy

According to some claims, advances in the biomedi-
cal sciences will be so dramatic in the coming dec-
ades of the twenty-first century that life expectancies
of 150 years or higher may be attained in the life-
times of people living in 2002. It has even been sug-
gested that it is currently possible to modify the rate
of human aging, and that immortality is a realistic
goal for the twenty-first century. The suggestion that
medical science is on the verge of discovering the se-
cret to the fountain of youth and that humanity is
about to extend life dramatically has been made re-
peatedly throughout history, with each proclama-
tion contradicted by subsequent experience. What
has encouraged many people in the early years of the
third millennium to be newly optimistic about the
prospects of greatly extending average human life
expectancy is that scientists now have pieced togeth-
er important elements of the puzzle of aging. Also,
investigators can claim legitimately that they have
experimentally increased the duration of life of a va-
riety of organisms. If it is possible to extend the life
of experimental animals, the argument goes, then it
should also be possible to make humans live longer.



Advances in the biomedical sciences may well
continue to postpone death (“manufacture survival
time”) by treating the primary fatal manifestations
of aging, such as cardiovascular diseases and cancer,
but no scientific evidence to date suggests that the
rate of aging of any animal has yet been modified.
Highly optimistic projections of life expectancy have
been supported by evidence of a falling risk of death
from major diseases of old age and by the apparent
effects of substances like the human growth hor-
mone (GH) on some manifestations of aging. (The
latter results have been wrongly interpreted by the
proponents of extreme forecasts of life expectancy as
a reversal of aging. However, the benefits disappear
once GH treatment is stopped; there is even some
evidence from animal models to suggest that GH has
a life-shortening effect.) In short, there is no theoret-
ical or scientific evidence to support the claims of
anticipated dramatic increases in human life expec-
tancy based on existing scientific knowledge.

Conclusion

Questions about the biology of aging and the average
longevity of populations have always been of great
fascination to scientists and the lay public. The on-
going research of gerontologists from a broad range
of scientific disciplines has, in the early twenty-first
century, produced a more complete understanding
of the underlying biological forces that contribute to
aging and the duration of life. Moreover, scientists
have succeeded in experimentally extending the life-
span of several non-human organisms, leading some
to believe it is only a matter of time before the same
will be done for humans.

The significant advances that have been made in
understanding the biology of aging are rarely incor-
porated into the assumptions governing estimates of
future longevity. This may have the effect of making
contemporary demographic forecasts of human life
expectancy overly optimistic—that is, unless ad-
vances in the biomedical sciences proceed at a faster
pace than in recent decades.

See also: Biodemography; Biology, Population; Evolu-
tionary Demography; Gompertz, Benjamin; Life Span;
Oldest Old.
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AGING OF POPULATION

The aging of population (also known as demograph-
ic aging and population aging) is a term that is used
to describe shifts in the age distribution (age struc-
ture) of a population toward people of older ages. A
direct consequence of the ongoing global fertility
transition (decline) and of mortality decline among
people of older ages, population aging is expected to
be among the most prominent global demographic
trends of the twenty-first century. Population aging
is progressing rapidly in many industrialized coun-
tries, but developing countries whose fertility de-
clines began relatively early also are experiencing
rapid increases in the proportion of elderly people.
This pattern is expected to continue, eventually af-
fecting the entire world.

Population aging has many important socioeco-
nomic and health consequences, including an in-
crease in the old-age dependency ratio. It presents
challenges for public health (in particular, the in-
creasing burden of health care costs on national
budgets) as well as for economic development (such
as the shrinking and aging of the labor force and
the nonviability of pay-as-you-go social security
systems).

Defining and Measuring

Because the study of population aging often is driven
by concern about the burden it imposes on retire-
ment systems, the aging of population often is mea-
sured by increases in the percentage of people in the
retirement ages. The definition of retirement ages
varies, but a typical lower cutoff number is 65 years.
A society is considered relatively old when the pro-
portion of the population age 65 and over exceeds
8 to 10 percent. By this standard the proportion of
elderly people in the United States was 12.6 percent
in 2000, compared with only 4.1 percent in 1900; it
is projected to increase to 20 percent by the year
2030.



A related measure of population aging is the el-
derly dependency ratio (EDR): the number of indi-
viduals of retirement age divided by the number of
those of working age. For convenience working age
may be assumed to start at 15 years, although in-
creasing proportions of individuals pursue their ed-
ucation beyond that age, remaining financially de-
pendent (on the state or, increasingly, their parents)
or borrowing against their own future incomes. The
ratio of the elderly dependent population to the eco-
nomically active (working) population also is known
as old-age dependency ratio, age-dependency ratio,
or elderly dependency burden and is used to assess
intergenerational transfers, taxation policies, and
saving behavior.

Another indicator of the age structure is the
aging index (sometimes referred to as the elder—
child ratio), which is defined as the number of peo-
ple age 65 and over per 100 youths under age 15. In
2000 only a few countries (Germany, Greece, Italy,
Bulgaria, and Japan) had more elderly persons than
youths (that is, an aging index above 100). By 2030,
however, the aging index is projected to exceed 100
in all developed countries, and the indexes for sever-
al European countries and Japan are expected to ex-
ceed 200. In the United States the index was 57 in
2000; by 2030 it is projected to rise to 109. Aging in-
dexes are much lower in developing countries than
in the developed world, but the proportional rise in
the aging index in developing countries is expected
to be greater than that in developed countries.

These indicators of population aging are head-
count ratios (HCRs); that is, they simply indicate the
number of individuals in large age categories. These
indicators fail to take into account the age distribu-
tion within the large categories, in particular among
the elderly. When the fertility and mortality trends
responsible for population aging have been fairly
regular over time, population growth is positively
correlated with age: The oldest age groups are grow-
ing fastest. This implies that if the proportion of the
population over age 65 is increasing, within that 65-
and-over population the proportion over age 80, for
example, is also increasing. Health, financial situa-
tion, and consumption patterns may vary greatly be-
tween 65-year-olds and 80-year-olds, but this heter-
ogeneity in the elderly population is concealed in
simple ratios.

Increasing attention is paid to the “oldest olds”
(typically defined as persons age 80 and over), a cate-
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gory that is expanding rapidly. The number of cente-
narians, a longtime subject of curiosity, is growing
even faster: Estimated at 180,000 worldwide in 2000,
it could reach 1 million by 2030.

The second class of indicators of population
aging include the standard statistical measures of lo-
cation: the median, mean, and modal ages of the
population. The median age—the age at which ex-
actly half the population is older and half younger—
is the most widely used indicator. For the year 2000
the median age in the United States was 36 years, a
typical value for most developed countries. The me-
dian age for Africa was 18 years. Because it is more
sensitive to changes at the right-hand tail of the age
distribution (the oldest old ages), the mean age of
population may be preferred to the median age in
studying the dynamics of population aging.

Because population aging refers to changes in
the entire age distribution, any single indicator may
be insufficient to measure it. The age distribution of
a population is often very irregular, showing scars of
past events (wars, depressions, etc.), and cannot be
described by only one number without a significant
loss of information. Changes in the age distribution
also may occur in a very irregular fashion over the
age range, hence much information would be lost in
a single-index summary.

A more adequate approach to describing popu-
lation aging is through a set of percentiles. Alter-
natively, a graphical approach may be used that
involves analyzing population pyramids. Demogra-
phers commonly use population pyramids to de-
scribe both age and sex distributions of populations.
Youthful populations are represented by pyramids
with a broad base of young children and a narrow
apex of older people, and older populations are
characterized by more uniform numbers of people
in the age categories.

Demographic Determinants

To understand the demographic factors that cause
population aging, demographers often refer to the
stable population model. This model assumes that
age-specific fertility and mortality rates remain cons-
tant over time, resulting in a population with an age
distribution that eventually ceases to change: It be-
comes “stable.” Conversely, the model suggests that
in a population closed to migration any change
in age structure, population aging in particular,
can be caused only by changes in fertility and
mortality rates.
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The influence of changes in fertility rates on
population aging may not be obvious at first sight.
With everything else held constant, however, a fertil-
ity decline reduces the size of the most recent birth
cohorts relative to the previous birth cohorts, reduc-
ing the size of the youngest age groups relative to
that of the older ones.

The effects of changes in mortality rates on pop-
ulation aging appear more intuitive but are in fact
ambiguous. Reductions in mortality rates do not
necessarily contribute to population aging. More
specifically, declines in the mortality rates of infants,
children, and persons younger than the population’s
mean age tend to lower that mean age. Clearly, a re-
duction of neonatal mortality—death in the first
month of life—adds individuals at age zero and thus
should lead to the same alleviation of population
aging that an increase in childbearing does.

Population aging thus is related to the demo-
graphic transition, the processes that lead a society
from a demographic regime characterized by high
rates of fertility and mortality to one characterized
by lower fertility and mortality rates. In the course
of this transition, the age structure is subjected to
different influences. In the typical sequence the tran-
sition begins with successes in preventing infectious
and parasitic diseases that most benefit infants and
young children. The result is an improvement in life
expectancy at birth. Fertility, however, tends to re-
main unchanged, thus producing large birth cohorts
and an expanding proportion of children relative to
adults. Other things being equal, this initial decline
in mortality generates a younger population age
structure.

After initial and sometimes very rapid gains in
infant and child mortality have been achieved, fur-
ther mortality declines increasingly benefit people of
older ages and eventually are accompanied by fertili-
ty declines. Both changes contribute to a reversal of
the early effect of mortality decline on the age struc-
ture, and this synergy is known as the double aging
process. Most developed countries today are experi-
encing such a process, but further analysis suggests
that their history of declining mortality is the domi-
nant factor in current aging.

Mortality declines continue in these countries:
Indeed, the decrease in mortality rates among those
age 85 years and over has accelerated since the 1950s.
This latest phase of mortality decline, which is con-
centrated in the older age groups, is becoming an

important determinant of population aging, particu-
larly among women.

The rate of population aging may be modulated
by migration. Immigration marginally slows popula-
tion aging (in Canada and Europe, for example) to
the extent that immigrants are younger than the
population average and have higher fertility than do
the native-born. However, emigration of working-
age adults accelerates population aging, a phenome-
non that can be observed in some Caribbean coun-
tries. Population aging in those countries also is ac-
celerated by the immigration of elderly retirees from
other countries and the return migration of former
emigrants who are above the average population age.

Dynamics

The current level and pace of population aging vary
widely by geographic region and usually within re-
gions as well, but virtually all nations were experi-
encing growth in the number of elderly residents at
the beginning of the twenty-first century (for select-
ed regions and countries, see Table 1). The propor-
tion of the world population age 65 and over in-
creased from 5.2 percent in 1950 to 6.9 percent in
2000. In Europe, however, the proportion was 14.7
percent in 2000. The highest proportions used to be
found in Northern Europe (e.g., 10.3 percent in
Sweden in 1950), but by 2000 they were in Southern
Europe (e.g., 18.1 percent in Italy).

The proportions of elderly people are lower out-
side of Europe, with the notable exception of Japan,
where this figure increased from 4.9 percent in 1950
to 17.2 percent in 2000. The age structure of the
United States continues to be influenced by the large
birth cohorts of the baby boom (people born from
1946 through 1964) who are not yet age 65. The pro-
portion of the elderly population in the United
States, which was 12.3 percent in 2000, remains
low compared to the average in other developed
countries.

Population aging has the following notable
features:

1. The most rapid growth occurs in the oldest
age groups: the oldest old (80-plus or 85-
plus years) and centenarians (100-plus years)
in particular. In other words, population
aging is becoming “deeper,” with a
disproportionately rapid accumulation of
particularly old and frail people.

2. Population aging is particularly rapid among



women, resulting in “feminization” of
population aging (because of lower mortality
rates among women). For example, in the
United States in the population 65 years and
older in 2000 there were 20.6 million women
and 14.4 million men, or a ratio of 143
women for every 100 men. The female-to-
male ratio increases with age, reaching 245
for persons 85 and over.

3. Another consequence of lower female
mortality is the fact that almost half of older
(65-plus years) women (45%) in 2000 were
widows, living without spousal support.

4. Population aging also causes changes in
living arrangements, resulting in increasing
numbers of older people living alone (about
30% of all noninstitutionalized older persons
in 2000 lived alone in the United States).

5. Because older persons usually have lower
income and a higher proportion of them live
below the poverty line, population aging is
associated with poverty, particularly in
developing countries.

Twenty-First Century Projections

Population aging in the future will depend on demo-
graphic trends, but most demographers agree that
the fertility and mortality changes that would be re-
quired to reverse population aging in the coming
decades are very unlikely to occur. According to the
2000 United Nations medium population projec-
tions, population aging in the first half of the twenty-
first century should exceed that of the second half of
the twentieth century. For the world as a whole, the
elderly (65-plus) will grow from 6.9 percent of the
population in 2000 to a projected 19.3 percent in
2050 (Table 1). In other words, the world average
would be higher in 2050 than the current world
record.

All regions are expected to see an increase, al-
though it should be milder in some regions, such as
Africa, where the projected increase is from 3.3 per-
cent in 2000 to 6.9 percent in 2050. However, in
Latin America and the Caribbean the increase is pro-
jected to be from 5.4 percent in 2000 to 16.9 percent
in 2050, higher than the current European average.
The projected increase is even more spectacular
in China: from 6.9 percent in 2000 to 22.7 percent
in 2050.

Although population aging thus is becoming a
worldwide phenomenon, the most developed coun-
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TABLE 1

Percentage of Population at Ages 65 and Older

Percent
Major Area, Region, and Country 1950 2000 2050
World 52 6.9 19.3
Africa 32 33 6.9
Latin America and the Caribbean 37 54 16.9
China 45 6.9 227
India 33 5.0 14.8
Japan 49 17.2 36.4
Europe 8.2 14.7 29.2
Italy 83 18.1 359
Germany 9.7 16.4 31.0
Sweden 10.3 174 304
United States 83 12.3 211

Note: Estimated and projected percentages of the elderly (65 + years) in
selected areas, regions, and countries of the world: 1950, 2000, and
2050. ("Medium projection.")

source: United Nations (2001).

tries probably will continue to be the forerunners.
The United Nations projections for 2050 suggest
that there will be 29.2 percent of elderly persons in
the European population as a whole but more than
30 percent in a number of individual European
countries (such as Italy) and perhaps as much as 36.4
percent in Japan. Again, the projected increase ap-
pears less dramatic in the United States: from 12.3
percent in 2000 to 21.1 percent in 2050.

There is uncertainty in any projection, but it is
important to note that previous population projec-
tions underestimated rather than overstated the cur-
rent pace of population aging. Before the 1980s the
process of population aging was considered to be a
consequence of fertility decline alone, and it was pre-
dicted that the pace of population aging would de-
crease after stabilization of fertility rates at a low
level. The rapid decline in old-age mortality that was
observed in developed countries in the last decades
of the twentieth century significantly accelerated
population aging. At the beginning of the twenty-
first century, old-age mortality trends are becoming
the key demographic component in projecting the
size and composition of the world’s future elderly
population.

Current and future uncertainties about chang-
ing mortality may produce widely divergent projec-
tions of the size of tomorrow’s elderly population.
For example, the U.S. Census Bureau’s middle-
mortality series projection suggests that in the Unit-
ed States there will be 14.3 million persons age 85
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and over in the year 2040, whereas the low-mortality
(high life expectancy) series implies 16.8 million. Al-
ternative projections, using assumptions of lower
death rates and higher life expectancies, have pro-
duced estimates ranging from 23.5 million to 54 mil-
lion persons age 85 and over in 2040.

Social and Economic Implications

Although population aging represents a success story
for humankind (survival to old ages has become
commonplace), it also poses profound challenges to
public institutions that must adapt to a changing age
structure.

The first challenge is associated with the marked
increase in the older retired population relative to
the shrinking population of working ages, which
creates social and political pressures on social sup-
port systems. In most developed countries rapid
population aging places strong pressure on social se-
curity programs. For example, the U.S. social securi-
ty system may face a profound crisis if radical modi-
fications are not enacted. Cuts in benefits, tax
increases, massive borrowing, lower cost-of-living
adjustments, later retirement ages, and combina-
tions of these elements are being discussed as the
painful policies that may become necessary to sus-
tain pay-as-you-go public retirement programs such
as Medicare and Social Security. Privatization and
shift to a funded scheme in retirement programs are
also considered as potential options to cope with
population aging.

Population aging also presents a great challenge
for health care systems. As populations age, the
prevalence of disability, frailty, and chronic diseases
(Alzheimer’s disease, cancer, cardiovascular and
cerebrovascular diseases, etc.) is expected to increase
dramatically. Some experts are concerned that
human society may become a “global nursing
home” (Eberstadt 1997).

The aging of the population is a global phenom-
enon that requires international coordination of na-
tional and local actions. The United Nations and
other international organizations have developed
recommendations that are intended to mitigate the
adverse consequences of population aging. These
recommendations include reorganization of social
security systems; changes in labor, immigration, and
family policies; promotion of active and healthy life-
styles; and more cooperation between governments
in resolving the socioeconomic and political prob-
lems posed by population aging.

On the positive side, the health status of older
people within a given age group has been improving
over time. More recent generations have a lower dis-
ease load. Older people can live vigorous and active
lives until a much later age than they could in the
past and, if encouraged to be productive, can be eco-
nomic contributors to society. Moreover, current in-
tensive biomedical anti-aging studies may further
extend the healthy and productive period of human
life in the future.

See also: Age Structure and Dependency; Fertility,
Below-Replacement; Life Span; Mortality Decline; Old-
est Old; Second Demographic Transition.

BIBLIOGRAPHY

Administration on Aging. 2001. A Profile of Older
Americans: 2001. Washington, D.C.: U.S. De-
partment of Health and Human Services.

De Grey, Aubrey D. N., Leonid Gavrilov, S. Jay Ol-
shansky, L. Stephen Coles, Richard G. Cutler,
Michael Fossel, and S. Mitchell Harman. 2002.
“Anti-aging Technology and Pseudoscience.”
Science 296: 656—656.

Eberstadt, Nicholas. 1997. “World Population Im-
plosion?” Public Interest 129: 3-22.

Gavrilov, Leonid A., and Natalia S. Gavrilova. 1991.
The Biology of Life Span: A Quantitative Ap-
proach. New York: Harwood Academic.

Kinsella, Kevin, and Victoria A. Velkoff. 2001. An
Aging World: 2001. U.S. Census Bureau, Series
P95/01-1. Washington, D.C.: U.S. Government
Printing Office.

Lutz, Wolfgang, Warren Sanderson, and Sergei
Scherbow. 2001. “The End of World Population
Growth.” Nature 412: 543-545.

Preston, Samuel H., Christine Himes, and Mitchell
Eggers. 1989. “Demographic Conditions Re-
sponsible for Population Aging.” Demography
26: 691-704.

Preston Samuel H., Patrick Heuveline, and Michel
Guillot. 2001. Demography: Measuring and
Modeling  Population  Processes.  Oxford:
Blackwell.



United Nations. 2001. World Population Prospects:
The 2000 Revision. New York: United Nations.

LeoNID A. GAVRILOV
PAaTRICK HEUVELINE

AIDS

Acquired Immune Deficiency Syndrome (AIDS) was
first noticed and described in the United States in
1981, initially in homosexual men. Further cases in
hemophiliac patients were reported in 1982. The
publication of accounts of this new disease in the
newsletter Morbidity and Mortality Weekly Reports
triggered responses from physicians in other devel-
oped countries who had recently come across similar
constellations of symptoms, which indicated a
breakdown of the immune system in individuals
who had no known exposure to radiation or im-
munosuppressant drugs.

Origins of HIV

The Human Immunodeficiency Virus (HIV) that is
the cause of AIDS was first isolated by Luc Montag-
nier at the Pasteur Institute in Paris in 1983. HIV is
a retrovirus, which means that it stores its genetic in-
formation as RNA, stimulating the production of
DNA copies of its genome when it enters a host cell.
A systematic testing of stored serological samples
carried out in the late 1990s in a search for the
origins of this disease revealed the earliest docu-
mented occurrence of HIV dating from 1959. This
was in a blood sample taken from a male subject
“L70,” one of a number of hospital patients from
Western and Central Congo seen in Leopoldville in
that year.

HIV is believed to have arisen as a result of an-
cestral viruses crossing the species barrier, from
chimpanzees and monkeys to man. Such crossovers
are believed to have occurred at least twice, with the
more virulent strain, HIV-1, originating from a sim-
ian immunodeficiency virus (SIV) of chimpanzees,
and HIV-2 coming from an SIV usually found in
sooty mangabey monkeys. Modeling studies based
on the genetic diversity of the HIV viruses, reported
by B. Korber and colleagues, estimate that the spe-
cies crossover occurred between 1920 and 1940. It is
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believed that the virus was present in isolated human
populations in rural Central Africa from this time,
and began to spread more widely in the 1960s and
1970s, as a result of wars, tourism, and social
changes linked to modernization, which all contrib-
uted to increased population mobility.

In the 1980s and 1990s HIV/AIDS was identified
in every region of the world. UNAIDS, the Joint
United Nations Programme on HIV/AIDS, has esti-
mated that 42 million adults and children worldwide
were infected with HIV by the end of 2002. Of this
number 29 million (70%) were living in sub-
Saharan Africa. Table 1 shows the estimated num-
bers of infected persons in each of the world’s major
regions at the end of 2002.

Etiology and Disease Progression

HIV spreads by direct contact through body fluids.
This may occur during sexual intercourse, or as a re-
sult of mother-to-child transmission during preg-
nancy, delivery, or breastfeeding. The virus may also
be transferred in blood used for transfusions, or in
blood products, such as the clotting factor supplied
to hemophiliacs. Finally, it can be spread by unsteri-
lized hypodermic needles and surgical instruments,
so outbreaks among injectable drug users (IDU) are
common where injecting equipment is shared. In the
1990s it was speculated that the species transfer may
have occurred as a result of live polio vaccine being
cultivated in infected primate livers, but this theory
has been discounted, as no traces of the virus were
found in stored vaccine samples. However, mass
vaccination campaigns could have helped to spread
the virus in the 1960s, if needles were reused during
the campaigns, or left behind and subsequently
reused in poorly equipped hospitals. The virus is
very fragile: it cannot survive outside of the human
host cell and cannot be spread by insect bites, by
casual touching, or by sharing of food utensils or
clothes.

Both HIV-1 and HIV-2 target specific cells of
the immune system: the T-cells, which are the
human body’s main immunological defense against
infection. Primary infection with HIV in an adult
usually results in rapid multiplication of the virus in
the lymph system, and a rapid decline in T-cells. An
immune response is usually provoked within four to
six weeks, and after this time antibodies to HIV can
be detected in the blood. The disease then enters a
latent phase, which has a median duration of around



38 AIDS
TABLE 1
Selected Characteristics of the HIV/AIDS Epidemic, by World Region, End of 2002
Adults & children Adult Percent of HIV Main modes of
Epidemic Adults & children newly infected prevalence positive adults transmission for adults
started living with HIV/AIDS with HIV rate*(%) who are women living with HIV/AIDS **
Sub-Saharan Africa late ‘70s
early ‘80s 29.4 million 3.5 million 8.8 58 Hetero
North Africa and
Middle East late ‘80s 550,000 83,000 0.3 55 Hetero, IDU
South and South-
East Asia late ‘80s 6.0 million 700,000 0.6 36 Hetero, IDU
East Asia and Pacific late ‘80s 1.2 million 270,000 0.1 24 IDU, Hetero, MSM
Latin America late ‘70s
early 80’s 1.5 million 150,000 0.6 30 MSM, IDU, Hetero
Caribbean late ‘70s
early 80’s 440,000 60,000 24 50 Hetero, MSM
Eastern Europe and
Central Asia early ‘90s 1.2 million 250,000 0.6 27 IDU
Western Europe late ‘70s
early ‘80s 570,000 30,000 03 25 MSM, IDU
North America late ‘70s
early ‘80s 980,000 45,000 0.6 20 MSM, IDU, Hetero
Australia and New Zealand late ‘70s
early ‘80s 15,000 500 0.1 7 MSM
Total 42 million 5 million 1.2 50
*The proportion of adults aged 15 to 49 living with HIV/AIDS
**Hetero - heterosexual transmission; IDU - transmission through injecting drug use; MSM - sexual transmission among men who have sex with men
SOURCE: UNAIDS (2002a).

nine years in the absence of treatment in developing
and developed countries alike. During this latent
phase the number of T-cells declines steadily. Even-
tually, the immune system is so compromised that
it is no longer able to respond adequately to a range
of infections and cancers, such as Kaposi’s sarcoma,
that usually pose little threat to healthy individuals.
Once such clinical manifestations of AIDS occur,
death follows rapidly: in the studies reviewed by ]J.
T. Boerma and colleagues, survival times of five to
nine months were reported in developing countries,
9 to 26 months in developed countries.

In infants, the disease usually progresses much
more rapidly, because the immature immune system
cannot respond adequately in the primary infection
phase. Median survival time of infected infants in
the absence of treatment is around two years.

HIV mutates rapidly both within an infected in-
dividual and across individuals as the infection
spreads in a population. The resulting diversity of
forms makes it difficult to develop an effective vac-
cine, and ensures the rapid emergence of drug resis-
tant forms.

Epidemiological Evidence

On a national basis, AIDS epidemics are character-
ized as generalized if HIV prevalence exceeds 1 per-
cent in the adult population aged 15-49. In develop-
ing countries, almost all the evidence for HIV
prevalence levels in the general population comes
from the anonymous screening of blood samples ob-
tained from pregnant women in antenatal clinics. As
a consequence there is very little direct evidence on
HIV prevalence among men. Subject to the resulting
uncertainties in assessing prevalence levels, UNAIDS
estimates that only 5 of the 45 countries of sub-
Saharan Africa did not have generalized epidemics
by 2000. Adult prevalence had already reached over
20 percent in Southern Africa, and lay between 10
percent and 20 percent in most of Eastern and Cen-
tral Africa. Western African countries, especially
those where HIV-2 is the predominant strain, gener-
ally had lower rates, between 2 percent and 5 per-
cent. In the first years of the twenty-first century,
HIV prevalence was either stagnant or increasing all
over Africa, except for Uganda, where the epidemic
appeared to have passed a turning point, with a de-



cline in prevalence from 14 percent in the early
1990s to around 8 percent at the end of the decade.

The other region with a generalized epidemic is
the Caribbean, where adult prevalence was over 1
percent by 2001 in nine countries. Southeast Asia as
a whole had a prevalence of 0.6 percent in 2001, but
in three countries, Cambodia, Myanmar, and Thai-
land, adult prevalence was over 1 percent, though in
Thailand a strong downward trend was evident by
this time in the general population. The future
course of the epidemic in Asia will be largely deter-
mined by trends in the most populous countries,
India and China, in both of which HIV infection is
concentrated in the high-risk groups (sex workers
and IDU) and in particular regions. (Six states in
India recorded prevalence levels over 1 percent in
2001; Yunan province in China recorded an increase
from 6 percent to 10 percent between 2000 and 2001
in prevalence among sex workers.)

The sub-populations most strongly affected by
the epidemic vary widely by region, as shown in
Table 1. In high-income industrialized countries by
2002, most of the persons living with HIV were men
who had sex with men (MSM) or IDU. Eastern Eu-
rope and Central Asia have epidemics that are con-
centrated among IDU—but these are among the fas-
test growing epidemics in populations that are
difficult to monitor.

There is evidence, summarized by M. Caraél
and K. Holmes, that male circumcision is an impor-
tant risk reduction factor. Consistent condom use
has been shown to be effective in reducing sexual
transmission in MSM epidemics in industrialized
countries. Paradoxically, it does not emerge as a pro-
tective factor in community studies in Africa since
condoms are mainly used by those who are already
infected or believe themselves to be at very high risk.
Co-infection with other sexually transmitted diseas-
es has been found to significantly enhance the trans-
mission of HIV.

Population mobility is likely to have been an
important factor in the initial spread of HIV, and is
implicated in the rapid spread of HIV in Southern
African countries in the late 1990s. These countries
had a tradition of male labor migration to mines and
commercial farming estates that encouraged the for-
mation of temporary partnerships and the growth of
commercial sex.
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Demographic Impacts of AIDS in Africa

In the epidemics driven by MSM or IDU, the num-
ber of males infected exceeds that of females by a fac-
tor of two to ten. However, in heterosexually spread
epidemics, the number of infected females generally
exceeds that of infected males. Several factors ac-
count for this: males tend to have more sexual part-
ners than females; HIV transmission from male to
female is more efficient than from female to male;
and most of all, there are more females than males
at risk of infection because of the age difference be-
tween sexual partners and the steeply tapering
youthful age distribution.

In Africa, where generalized epidemics began in
the 1980s, strong evidence of an impact on national
mortality trends was detected in the 1990s. Almost
all African countries lack national vital registration
systems, so cause of death data are not available, and
most of the evidence for trends in age-specific mor-
tality rates comes from census and survey data, ei-
ther from direct questions about household deaths
in the year preceding the survey, or indirect en-
quiries about the survival of relatives. Griffith
Feeney has used mortality data from a variety of sec-
ondary sources to show that adult mortality in Zim-
babwe more than doubled between 1982 and 1997,
spanning the time when HIV prevalence rose from
virtually zero to almost 30 percent.

In the context of the HIV epidemic, the most
widely used indirect estimation techniques, such as
the child survival and orphanhood methods, yield
mortality estimates that are biased downward, be-
cause of the high correlation between the survival of
parents and children. Reports of household deaths
may also be incomplete as households tend to dis-
solve upon the death of the head. However, using
new analytical techniques based on reported survival
of siblings, Ian Timaeus has demonstrated signifi-
cant rises in adult mortality in the most severely af-
fected countries. For example, five Eastern and
Southern African countries that included sibling
survival questions in Demographic and Health Sur-
vey rounds in the late 1990s recorded large increases
in the probability of dying between age 15 and age
60: from an average of 28 percent, five years before
the survey, to 45 percent in the survey year. Estimat-
ed HIV prevalence at the time of the surveys in these
countries averaged 24 percent. By contrast, in five
West African countries, with an average HIV preva-
lence of 2 percent, similar analyses of DHS sibling
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survival data collected in the 1990s indicated a con-
tinuing modest improvement in this index of adult
mortality, from 26 percent to 22 percent over a simi-
lar 5-year period.

The most compelling evidence about the scale
of the impact on mortality comes from longitudinal
community based studies, in which repeated sero-
logical testing is accompanied by demographic sur-
veillance. Studies of this type were established in East
African countries in the early 1990s and subsequent-
ly in Southern Africa. They have shown that mortali-
ty rates among HIV infected adults are 10 to 15 times
the rates observed among uninfected individuals.
The relative risk of mortality among HIV-positive
individuals has been shown to increase with epidem-
ic maturity, as the balance between individuals who
were recently infected and those who have been liv-
ing with the disease for some time shifts in favor of
the latter, who are closer to developing full-blown
AIDS. Duration of survival post-infection in adults
is strongly related to age at infection, with much
quicker progression to AIDS among those infected
at a later age.

Community-based studies rarely provide direct
comparisons of mortality in HIV-infected and unin-
fected children, because of the problems of ascer-
taining the HIV status of a newborn infant. Maternal
HIV antibodies cross the placental barrier much
more readily than the virus itself, and the commonly
available, relatively inexpensive serological tests de-
tect the presence of antibodies rather than virus.
However, such studies have also shown that the
mortality among children of HIV-infected mothers
is between 2.5 and 4 times that observed among chil-
dren of uninfected mothers. Hospital-based studies
(reported by L. Kuhn and Z. A. Stein) have shown
that in the absence of antiretroviral therapy, mother-
to-child transmission of the virus occurs in about 30
percent of cases, suggesting that mortality rates for
HIV infected children could be 5 to 10 times the
rates observed among uninfected children.

Although there is strong evidence on the scale
of excess mortality among HIV infected persons,
considerable uncertainty remains concerning the
number and distribution of deaths due to HIV. Offi-
cial estimates of historical and current deaths in the
worst affected countries are based on models fitted
to incomplete time series of prevalence data from a
limited number of sentinel sites that perform anony-
mous tests on pregnant women. The predominantly

urban character of sentinel clinics means that they
tend to be based in communities with relatively high
HIV prevalence.

HIV also has an impact on fertility, with HIV-
positive women experiencing significantly lower
fertility rates than uninfected women. Biological
explanations for this effect include increased fetal
losses and stillbirths, increased menstrual irregulari-
ties and decreased spermatogenesis in male partners.
Social mechanisms are probably even more impor-
tant, as women who are suspected of being HIV-
positive will find it harder to remarry following wid-
owhood and divorce, both of which occur more fre-
quently among the HIV positive. Community-based
studies have shown that the overall reduction in fer-
tility in HIV-positive women can range from 10 per-
cent to 40 percent, with older HIV positive women
experiencing proportionately larger reductions.
Since HIV lowers fertility, estimates of HIV preva-
lence based on anonymous surveillance of pregnant
women attending prenatal clinics tend to under-
estimate HIV prevalence among women in the
community.

Evidence of an impact of HIV on the population
age structure is harder to find, because of counter-
vailing demographic tendencies. The increased mor-
tality due to HIV slows population growth, which
would tend to make the population structure older.
However, since adults are disproportionately affect-
ed compared to children, their early death tends to
make the age structure younger. At a subnational
level, internal migration, which is very high among
young adults, often masks or exacerbates the impact
on the age structure.

In the worst-affected countries of Southern Af-
rica, where HIV prevalence was estimated to have
passed 20 percent by the year 2000 (Botswana, Le-
sotho, Malawi, Namibia, South Africa, Swaziland,
Zambia, and Zimbabwe), life expectancy is projected
to fall below 40 years. These countries may well ex-
perience periods of negative population growth in
the first few decades of the twenty-first century. This
is particularly likely to occur in populations that
have already experienced significant fertility declines
by the time the HIV epidemic took hold. Estimates
and projections of the effect on population size in
the worst-affected countries, made by the United
Nations Population Division, are shown in Figure 1.
South Africa is an example of a country in which
AIDS is likely to cause negative population growth—
as seen in the projections in Figure 2.



Socioeconomic Consequences

It has been estimated (by Alan Whiteside and Clem
Sunter) that AIDS has caused annual per capita eco-
nomic growth to fall by 0.5 to 1.2 percentage points
in about half the countries of sub-Saharan Africa.
Absenteeism and illness in the work force mean that
employers face increasing costs in recruitment,
training, insurance, and sick pay.

A 2001 report from the UN Food and Agricul-
ture Organization estimates that 7 million farm
workers have died from AIDS-related causes since
1985, and 16 million more are expected to die by
2020, with a consequent decrease in agricultural pro-
duction. Children of families in which the adults are
too sick to work are often taken out of school to
work on family farms and to care for their relatives,
and orphans tend to have low school attendance
rates because the families who care for them cannot
afford an extra set of school fees. Teachers are dis-
proportionately affected by AIDS—in 1999, accord-
ing to UNAIDS, over 15,000 teachers died in sub-
Saharan Africa. Because of the age profile of AIDS
deaths, it is the most productive part of the labor
force that will be lost, and families will lose parents
who have not yet finished bringing up their children.

The health sector has come under severe stress
in many African countries. Public expenditure sur-
veys in 1997 showed that in 7 out of 16 countries
health spending on AIDS exceeded 2 percent of
GDP, and accounted for between 25 percent and 70
percent of the total public health expenditure. This
generally represents spending on treatment of op-
portunistic infections, since most African countries
cannot afford antiretroviral therapy, except possibly
in the one-off doses that are used at delivery to pre-
vent mother-to-child transmission.

Policy Responses

UNAIDS has estimated that US$10 billion per year
will be needed in low- and middle-income countries
to combat AIDS in the first decade of the twenty-
first century.

Official silence and outright denial have para-
lyzed efforts to control the epidemic in many coun-
tries. Uganda, one of the few countries to admit the
problem and encourage public discussion early on,
is the only African country in which there is clear ev-
idence of a decline in prevalence. Policy responses
that have been advocated include education to raise
awareness and promote behavioral change; encour-
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FIGURE 1

Total Population Size with and without AIDS in the
Nine Most Affected Countries*, Estimates and
Projections, 1990-2015
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*Botswana, Kenya, Malawi, Mozambique, Namibia, Rwanda, South
Africa, Zambia, Zimbabwe.
source: United Nations Population Division (1999). World
Population Prospects: The 1998 Revision, Volume 3, New
York: United Nations.

agement of voluntary counseling and testing; the
promotion and social marketing of condoms and the
treatment of other STDs to lower transmission prob-
abilities. Thailand is also widely recognized as a suc-
cess story in the fight against AIDS; there, the key
strategy was the 100 percent condom use campaign
in brothels. Thailand has also recorded a marked de-
crease in the proportion of men having sex with
commercial sex workers.

Treatment with antiretrovirals is in great de-
mand by people suffering with HIV, but is very ex-
pensive and unlikely to do much to stem the spread
of the epidemic in the poorest countries of sub-
Saharan Africa. Vaccines and microbicides offer
more hope as preventive strategies, but major re-
search efforts are still needed in the development of
these medical interventions. Antiretroviral drugs,
such as nevirapine, have had proven success when
administered in single doses to pregnant women and
their newborn infants, but since such treatment does
not affect disease progression in mothers, they can-
not slow the overall development of the epidemic, or
the growth in the number of AIDS orphans.

The demographic consequences of the AIDS ep-
idemic are relatively easy to project if age and sex
specific infection rates can be accurately forecast.
Unfortunately, there is little agreement among epi-
demiologists on robust and widely applicable meth-
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FIGURE 2

South Africa: Population Growth Rate with and
without AIDS, Estimates and Projections, 1980-2015
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ods for projecting long-term trends in infection, and
the data requirements for the more sophisticated
projection tools make them unsuitable for most
countries in sub-Saharan Africa. Relatively simple
models based on fitting parametric curves to ob-
served time series of HIV prevalence in antenatal
clinics have been used successfully by UNAIDS for
short-term projections. Because these simple models
are not structured by sex and age, they are of limited
use in making long-term demographic projections.
In the absence of effective interventions, most ana-
lysts agree that a continuation of the trends observed
in the late 1990s could lead to adult prevalence levels
of over 25 percent in many African countries in the
first decade of the twenty-first century.

See also: Black Death; Diseases, Infectious; Emerging
Infectious Diseases; Epidemics; Mortality Reversals.
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BasiA ZaBa

ALCOHOL, HEALTH EFFECTS OF

In the year 2000, total per capita alcohol consump-
tion was 9.5 liters in the countries in the European
Union, 7.7 liters in Australasia, 7.0 liters in Eastern
Europe, 6.7 liters in North America, 4.1 liters in
Latin America, and 2.3 liters in the rest of the world.
Compared with the figures for 1990, consumption
decreased in the richer regions and increased in the
poorer regions. These estimates are based on 58
countries with reliable data. Alcohol from home
production and other non-registered sources is not
included, although these can be important sources
of alcohol in poor countries. Although wide differ-
ences exist, there is a general trend toward homoge-
nization of per capita alcohol consumption and
of the relative shares of beer, wine, and spirits
worldwide.

Distribution of Alcohol Consumption

The distribution of alcohol consumption in a popu-
lation is typically skewed, with a minority (e.g., 10%)

ALCOHOL, HEALTH EFFECTS OF 43

accounting for the bulk (e.g., 50%) of the total con-
sumption. On average men consume much more al-
cohol than women do. By age, consumption peaks
among young adults and then gradually decreases,
except among alcoholics, who usually increase their
consumption with age (progressively or with fluctu-
ations). Some manage to become ex-drinkers or
moderate drinkers. The proportion of abstainers
varies greatly by country, ranging from as low as
about 10 percent in countries with high alcohol con-
sumption to practically 100 percent in countries that
shun alcohol.

Effects on Health and Mortality

Alcohol intake influences the risk of death, disease,
injuries, and mental illness. In general populations
the relationship between alcohol intake and total
mortality is curvilinear. Abstainers have slightly
higher mortality than do moderate drinkers, and
heavy drinkers have much higher mortality than do
the other two groups. On average mortality among
drinkers equals that among abstainers at the level of
40 grams per day of alcohol for men and 20 grams
per day for women. (One drink contains approxi-
mately 12 grams of alcohol.) The relationship be-
tween alcohol intake and the overall occurrence of
diseases, hospital admissions, and leaves of absence
is also curvilinear.

Mortality among alcoholics after treatment is
from two to six times the level of the general popula-
tion. Such death rates shorten the lifespan of this
group by 6 to 18 years. Excess mortality is due partly
to tobacco use and unhealthy living habits.

Heavy alcohol intake increases strongly the inci-
dence of liver cirrhosis, respiratory and gastrointesti-
nal tract cancer, hemorrhagic stroke, hypertension,
and injuries. Less strong but clear increases can be
found for chronic pancreatitis and cancers of the
liver, colon, and rectum. Heavy drinking also causes
cardiomyopathy, peripheral neuropathy, myopathy,
and hepatitis. Alcohol drinking is not related to
the incidence of ischemic stroke and peptic or duo-
denal ulcers.

Alcohol weakens sensorimotor coordination.
Thus, alcohol use, especially at levels producing in-
toxication, increases the risk of accidents, violence,
and self-harm. The probability of becoming in-
volved in a serious or fatal traffic accident increases
with rising blood alcohol concentration. Some
but not all studies show an exponential increase in
that risk.
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Several studies have found an increased risk
of (female) breast cancer among drinkers com-
pared with abstainers, but the low relative risk
and the multitude of potential confounding factors
make it difficult to draw any firm conclusions about
causality.

The risk of spontaneous abortion, intrauterine
growth retardation, premature birth, and fetal alco-
hol syndrome is increased by alcohol intake. The
available data are not sufficient to indicate whether
there is a safe limit for cognitive developmental defi-
cits. The only absolutely safe course is to abstain
during pregnancy.

Research strongly supports the view that moder-
ate alcohol intake decreases the risk of coronary
heart disease. Compared with abstainers, the lowest
relative risk of coronary heart disease is 22 percent
lower at the level of consumption of 29 grams per
day, according to high-quality studies. Most of the
decrease in coronary heart disease risk is due to an
increase in high-density lipoprotein (HDL) cho-
lesterol. A moderate intake of alcohol seems to de-
crease the risk of dementia, diabetes, and gallstones.
Blood pressure is likely to increase with an alcohol
intake exceeding 25 grams per day. Heavy drink-
ers show increased atherosclerosis, an increased
risk of tachyarrhythmias, and decreased variability
of heart rhythm.

Moderate drinkers have better emotional and
social adjustment and fewer psychiatric hospital ad-
missions than abstainers. These differences may,
however, be due to the inclusion of people with
mental problems in the group of abstainers. Alcohol
is likely to be harmful for the mentally ill because it
may aggravate their symptoms and interfere with
drug treatment.

Some observations suggest that wine may be es-
pecially beneficial for health, but others disagree.
The differences in health effects between alcohol
consumed as beer, wine, and spirits might be ex-
plained by varying drinking patterns related to dif-
ferent beverages.

No definite safe or optimal levels of alcohol in-
take can be ascertained because self-reports of alco-
hol intake tend to be underestimates. Potential bene-
fits and harm from alcohol intake vary between
individuals, depending on their drinking patterns
and other risk factors. For a moderate intake level
and pattern of use, the evidence suggests that the
health benefits outweigh the risks.

See also: Diseases, Chronic and Degenerative; Tobacco-
Related Mortality.
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ANCIENT WORLD,
DEMOGRAPHY OF

The study of classical antiquity traditionally has been
concerned with the history of Greek and Roman civ-



ilization and its sphere of influence in the Mediterra-
nean and beyond from the early first millennium
B.C.E. to the seventh century c.E. and covers socio-
political formations that range from Greek city-
states to the Roman Empire. Owing to the paucity
of quantifiable evidence, demographic conditions in
the ancient world are at best sporadically document-
ed and can be reconstructed only in the most basic
terms. Tombstone inscriptions, skeletal remains,
and literary accounts are the most widely available
sources of demographic information. In addition
several hundred census returns, birth certificates,
and death declarations from Greco-Roman Egypt
have survived on papyrus scrolls.

Mortality

Ancient populations were characterized by high
birth rates and death rates. Mean life expectancy at
birth is conventionally put in a range from 20 to 30
years, although these limits may have differed in par-
ticularly hazardous (e.g., malarial) or healthy (e.g.,
high-altitude) environments. Age records from
some 300 census returns from Roman Egypt (first to
third centuries c.e.) have been used to reconstruct
an age distribution that is consistent with model life
tables that suggest a mean life expectancy at birth of
around 22 to 25 years. Corroborating evidence has
been derived from select cemetery populations, a
Roman schedule used to calculate annuities known
as “Ulpian’s Life Table,” and tombstones in Roman
North Africa. Literary texts suggest comparably low
levels of life expectancy even among the Roman elite.
However, demographic readings of most of these
sources remain controversial: Age records in epi-
taphs are distorted by age and gender preferences,
and skeletal samples may not mirror the age struc-
ture of actual past populations. An alternative read-
ing of the Egyptian census data points to significant
differences between urban and rural populations,
with particularly high attrition rates in large cities.

Local mortality levels were determined largely
by the prevalence of endemic diseases. Seasonal
mortality patterns that are discernible in large sam-
ples of tombstones reveal great regional diversity but
hint only vaguely at the nature of the underlying dis-
ease environment. Attested seasonal fluctuation in
adult death rates is generally more pronounced than
is the case in more recent pre-modern Mediterra-
nean populations and suggests unusually high vul-
nerability to infectious diseases past childhood and
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correspondingly high levels of overall morbidity and
mortality.

The principal causes of death defy quantifica-
tion but are amply documented in ancient medical
literature and other textual sources: Next to ubiqui-
tous gastrointestinal diseases, malaria and tubercu-
losis played a major role. Malaria in particular grad-
ually expanded in low-lying parts of Greece and
Italy. Leprosy began to spread from Egypt during the
Roman period, whereas cholera and louse-borne ty-
phus seem to have been unknown. Smallpox first ap-
peared in epidemic form (possibly in Athens in 430
B.C.E. and probably throughout the Roman Empire
in the 160s through 180s c.e.) but may have become
endemic in late antiquity. Plague, confined to the
southeastern hinterlands of the Mediterranean for
most of this period, erupted in a massive pandemic
in the 540s c.E.

Fertility

Birth rates cannot be directly established on the basis
of ancient sources; under prevailing levels of life ex-
pectancy, the total fertility rate must have averaged
5 to 6 (that is, five to six live births per woman sur-
viving to menopause). The total marital fertility rate
for Roman Egypt has been put at about 8 to 9 and
was probably similar in other parts of the ancient
world. According to Egyptian census returns, 95 per-
cent of freeborn children were born in wedlock.
These documents provide the only quantitative evi-
dence of fertility. The documented maternal age dis-
tribution of childbirths implies a natural fertility re-
gime with a peak in the twenties and continuing
substantial fertility during the thirties and into the
forties and no sign of parity-related birth control. In
principle, early and nearly universal marriage for
women must have necessitated some degree of fertil-
ity control within marriage. Mean birth intervals of
three to four years in Roman Egypt corroborate this
assumption. Cultural preferences for extended
breast-feeding (for up to three years) may have con-
tributed to extended birth spacing. A broad array of
putative contraceptives and abortifacients were dis-
cussed in ancient literature, and at least some of the
recommended chemical agents may have been effi-
cient. In addition postpartum measures such as child
exposure and infanticide appear to have been widely
(although not universally) condoned and were not
curbed until late antiquity. The extent to which fam-
ilies practiced intrusive forms of birth control, expo-



46  ANCIENT WORLD, DEMOGRAPHY OF

sure, or infanticide remains unknowable and con-
troversial.

In the literary tradition, elite families are most
commonly associated with family limitation em-
ployed to preserve their socioeconomic standing.
Evidence of high (i.e., male-dominated) sex ratios
has been taken to indicate a high incidence of sex-
specific infanticide but may only reflect biased re-
cording practices. Whereas the best quantitative
data, from Roman Egypt, indicate neither deliberate
family limitation nor female infanticide, qualitative
accounts for Greece and Rome raise the possibility
of a more widespread application of postnatal mea-
sures in general and discrimination against female
offspring in particular.

Marriage

Greeks and Romans of all classes practiced strict se-
rial monogamy. (Although socially and legally con-
doned forms of concubinage and other sexual rela-
tions of married men facilitated a limited degree of
de facto polygyny, overt polygamy appears to have
been confined to the Macedonian aristocracy.) Child
marriage was not common. Anecdotal evidence for
the age at first marriage in Greece points to 14 to 15
years for women and perhaps 30 years for men.
Tombstone inscriptions for commoners throughout
the western half of the Roman Empire suggest a me-
dian of about 20 years for women and about 30 years
for men, whereas literary texts report earlier mar-
riage among the aristocracy. The census data from
Roman Egypt yield medians of 17 to 18 and 25 years
for women and men, respectively. Women began
marrying around age 12, and almost all had married
by the late twenties; among men, two-thirds had
married by age 30, and 90 percent by age 50. The
documented prevalence of early female and late male
marriage foreshadows the Mediterranean marriage
pattern observed in recent centuries and reveals
broad continuity over time.

Divorce could be initiated by either sex and nor-
mally was not stigmatized or constrained by legal or
religious injunctions. Remarriage was common for
men but rare for women over age 30. In Roman
Egypt two-thirds of men but only one-third of
women were still married at age 50. Before the rise
of Christianity, celibacy did not have favorable con-
notations.

Marriages were commonly virilocal (residence
of a married couple with the husband’s family) and

often entailed the transfer of bridal dowries, which
are best documented for elite circles. Slaves were le-
gally incapable of entering marriages but often
formed de facto unions among themselves. The in-
tensity of endogamy varied along a west-east gradi-
ent. Although consanguineous unions were rare in
Roman culture (with exceptions among the elite),
marriage of first cousins is well attested for Greece
and the Levant. Occasional half-sibling unions are
also known from the Greek world. Roman Egypt in
the second and third centuries c.E. stands out for the
almost unique and still unexplained practice of full
brother-sister marriage that accounts for one-sixth
of all unions known from census returns.

Household Structure

There was no term for the nuclear family. In addi-
tion to parents and children, the Greek oikos and the
Roman familia or domus included other individuals
under the control of the head of the household, such
as coresident kin and slaves. Although literary and
legal texts emphasize the social and legal inclusivity
of the Roman family, funerary commemoration in
the western half of the Roman Empire tends to focus
on the nuclear family. By contrast, evidence from the
eastern Mediterranean points to more complex
households. The Egyptian census data reveal a split
between conjugal and complex households (com-
posed of extended or multiple families) of 51 percent
against 26 percent in the cities and 37 percent against
43 percent in the countryside and a greater presence
of lodgers and slaves in urban households. High
mortality constricted family size. The only known
average is 4.3 members in Roman Egypt. Adoption
was a well-established practice, but its incidence is
unknown except for the fact that it was common
among the Roman elite.

Partible inheritance in Greece and Rome en-
couraged the fragmentation of estates. In Athens
daughters would receive dowries in lieu of an inheri-
tance, but under Roman law they could also formally
inherit. Women generally could own property but
were to varying degrees subject to supervision by
their male guardians. However, the patriarchal char-
acter of ancient households envisaged in the legal
tradition was in practice often qualified by high
mortality and other dislocations.

Population Size

The population totals reported in ancient literature
are frequently shaped by rhetorical stylization and



ignorance. Many are merely symbolic figures, and
reliable references are rare. In classical antiquity the
Mediterranean and adjacent regions experienced
significant population growth, with more rapid ex-
pansion in the west than in the more developed Near
East. After prolonged growth following an initial
slump, by the fourth century B.c.E. the Greek popu-
lation in the Aegean and in settlements in Sicily,
southern Italy, and the Black Sea area may have ap-
proximated five million, divided among up to 1,500
separate communities, most of them with no more
than a few hundred or thousand citizens. Athens, the
largest and best-known Greek city-state, had an
adult male citizen population of around 25,000 to
40,000 and a total population of perhaps 150,000 to
250,000 residents, including aliens and slaves. Peri-
odic census counts from the third to the first century
B.C.E. provide a rough idea of the demographic de-
velopment of the Roman citizenry. A dramatic jump
from 910,000 adult male citizens in 69 B.C.E. to a
total of 4,063,000 in 28 B.C.E. has been interpreted
as a sign of improved coverage or of a switch to the
recording of all Romans instead of adult men only.
Whereas the latter reading suggests an Italian popu-
lation of 5 million to 6 million, the former implies
a total closer to 13 million to 14 million. Although
comparative evidence from later periods lends
credibility to the lower estimate, which is now fa-
vored by most scholars, this issue has not been ful-
ly resolved. The gross population of the Roman
Empire may have peaked at 60 million to 70 million
in the second century c.E., with 50 to 60 percent
residing in the European provinces and 20 to 25
percent each in western Asia and North Africa.
The empire included perhaps 2,000 cities, headed
by the capital city of Rome with about one million
residents.

Although from the late second century c.E. on-
ward recurrent epidemics may have depressed popu-
lation numbers, the eastern part of the empire in
particular remained densely populated into late
antiquity. Only the disintegration of the western
half of the empire in the fifth century and the
onset of plague in the sixth century appear to have
caused substantial demographic contraction. Roman
levels of population density generally were reat-
tained in Europe by the High Middle Ages, but
this did not occur until the nineteenth century in
Greece and the former Asian and African parts of the
empire.
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Population Thought

Demographic thought was poorly developed and
never formally set out in theoretical terms; stereo-
typical moralizing and philosophical abstraction
dominate the record. In the fourth century B.c.E the
Athenian philosopher Plato considered eugenics and
a fixed population size essential ingredients of his
model of an ideal state. In a strongly pronatalist vein,
most other sources stress the desirability of large
populations as an index of military strength and
general vigor. As a logical corollary, the ancient rhe-
torical tradition is permeated by concerns about
supposedly declining birth rates and the resultant
demographic contraction. This anxiety also mani-
fested itself in Roman legislation enacted by the first
emperor, Augustus (27 B.c.E-14 c.E.), to encourage
nuptiality and reproduction by granting privileges to
prolific couples and discriminating against the celi-
bate and the childless, particularly among the elite.
Demographic thinking in early modern Europe was
profoundly influenced by this pronatalist stance. In
late antiquity, Christianity brought a more systemat-
ic condemnation of fertility control and novel sym-
pathy for celibacy.

See also: Disease and History; Historical Demography;
Paleodemography.
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WALTER SCHEIDEL

ANIMAL ECOLOGY

Animal ecology concerns the relationships of indi-
viduals to their environments, including physical
factors and other organisms, and the consequences
of these relationships for evolution, population
growth and regulation, interactions between species,
the composition of biological communities, and
energy flow and nutrient cycling through the
ecosystem. From the standpoint of population, the
individual organism is the fundamental unit of ecol-

ogy. Factors influencing the survival and reproduc-
tive success of individuals form the basis for under-
standing population processes.

Two general principles guide the study of ani-
mal ecology. One is the balance of nature, which
states that ecological systems are regulated in ap-
proximately steady states. When a population be-
comes large, ecological pressures on population size,
including food shortage, predation, and disease,
tend to reduce the number of individuals. The sec-
ond principle is that populations exist in dynamic
relationship to their environments and that these re-
lationships may cause ecological systems to vary dra-
matically over time and space. One of the challenges
of animal ecology has been to reconcile these differ-
ent viewpoints.

Populations depend on resources, including
space, food, and opportunities to escape from preda-
tors. The amount of a resource potentially available
to a population is generally thought of as being a
property of the environment. As individuals con-
sume resources they reduce the availability of these
resources to others in the population. Thus, individ-
uals are said to compete for resources. Larger popu-
lations result in a smaller share of resources per indi-
vidual, which may lead to reduced survival and
fecundity. Dense populations also attract predators
and provide conditions for rapid transmission of
contagious diseases, which generate pressure to re-
duce population size.

Changes in population size reflect both extrinsic
variation in the environment that affects birth and
death rates and intrinsic dynamics that result in os-
cillations or irregular fluctuations in population size.
In some situations, the stable state may be a regular
oscillation known as a limit cycle. Ecological systems
also may switch between alternative stable states, as
in the case of populations that are regulated at a high
level by food limitation or at a low level by preda-
tors or other enemies. Switching between alterna-
tive stable states may be driven by changes in the
environment.

Population Increase

In the absence of the effects of crowding, all popula-
tions have an immense capacity to increase. This ca-
pacity may be expressed as an exponential growth
rate, 7, which describes the growth of a population
in terms of its relative, or percentage, rate of in-
crease, like continuously compounded interest on a



bank account. The constant r is often referred to as
the Malthusian parameter. For a population growing
at an exponential rate, the number of individuals
(N) in a population at time ¢ is N(t) = N(0)e™ where
N(0) is the number of individuals at time 0. Accord-
ingly, the increase in a single time unit is e”, which
is the constant factor by which the population
increases during each time period. The rate of in-
crease in the number of individuals is then given
by dN/dt = rN. The doubling time in years of a
population growing exponentially is ¢, = (In 2)/r,
or roughly 0.69/r.

Estimated exponential annual growth rates of
unrestrained populations range from low values of
0.077 for sheep in Tasmania and 0.091 for Northern
elephant seals, to perhaps 1.0 for a pheasant popula-
tion, 24 for the field vole, 1010 for flour beetles in
laboratory cultures and 1030 for the water flea Daph-
nia. Human populations are at the lower end of this
range, but a realistic exponential growth rate of 0.03
(or slightly above 3% per year) for some human
populations is equivalent to a doubling time of
about 23 years and a roughly thousand-fold increase
in 230 years. Clearly, no population can main-
tain such a growth rate for long. (Expansion at the
estimated annualized rates just cited for the field
vole, flour beetle, and water flea is necessarily utterly
fleeting.)

The exponential growth rate of a population can
be calculated from the schedule of fecundity at age
x (b,) and survival to age x () in a population.
These “life table” variables are related to population
growth rate by the Euler, or characteristic, equation,

o

1= J e™ [.b.dx,

x=0

whose solution requires matrix methods. When the
life table is unchanging for a long period, a popula-
tion assumes a stable age distribution, which is also
an intrinsic property of the life table, and a constant
exponential rate of growth. Thus, assuming constant
birth and death rates, the growth trajectory of a
population may be projected into the future. How-
ever, because populations are finite and births and
deaths are random events, the expected size of a
pop-

ulation in the future has a statistical distribution
that may include a finite probability of 0 indi-
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viduals, that is, extinction. As a general rule, the
probability of extinction decreases with increasing

population size and increasing excess of births over
deaths.

Population Regulation

Balancing the growth potential of all populations are
various extrinsic environmental factors that act to
slow population growth as the number of individu-
als increases. High population density depresses the
resources of the environment, attracts predators,
and, in some cases, results in stress-related repro-
ductive failure or premature death. As population
size increases, typically death rates of individuals in-
crease, birth rates decrease, or both. The result is a
slower growth rate and a changed, usually older,
population. The predominant model used by animal
ecologists to describe the relationship of population
growth rate to population size (or density) is the lo-
gistic equation, in which the exponential growth rate
of the population decreases linearly with increasing
population size:

where 1 is the exponential growth rate of a popula-
tion unrestrained by density (i.e., whose size is close
to 0) and K represents the number of individuals
that the environment can support at an equilibrium
level, also referred to as the carrying capacity of the
environment. Accordingly, the rate of growth of the
population is expressed as

Notice that when N < K, the growth rate is positive
and the population grows. When N > K, the density-
dependent term (1 — N/K) is negative and the popu-
lation declines. When N = K, the growth rate is 0 and
a stable, steady-state population size is achieved.
This depressing impact of density on the population
growth rate is known as negative feedback.

The differential form of the logistic equation
may be integrated to provide a function for the tra-
jectory of population size over time,
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The curve is sigmoid (S-shaped), with the rate of
growth, dN/dt reaching a maximum (the inflection
point) at N = K/2. Because this is the density at
which individuals are added to the population most
rapidly, the inflection point also represents the size
of the population from which human consumers can
remove individuals at the highest rate without caus-
ing the population to decline. Thus, the inflection
point is also known as the point of maximum sus-
tainable yield.

Density dependence can take on a variety of
forms. One of these is a saturation model where the
exponential growth rate remains constant and posi-
tive until a population completely utilizes a nonre-
newable resource such as space, and population
growth stops abruptly. The approach of a popula-
tion to an equilibrium level determined by density-
dependent processes can be altered by environmen-
tally induced changes in the intrinsic rate of popula-
tion growth or in the carrying capacity of the
environment.

Difficulties in finding mates and maintaining
other social interactions at low densities, including
group defense against predators, may also cause the
population growth rate to decrease as density de-
clines (the Allee effect), and, below a certain density
threshold, may even result in population decline to
extinction. This type of response is a positive feed-
back, one that promotes population instability. For
example, after commercial hunting had reduced
populations of the passenger pigeon to low levels,
the decline in social interactions in this communally
nesting species is thought to have doomed it to ex-
tinction.

Populations have inherent oscillatory properties
that can be triggered by time lags in the response to
changing density and which cause populations to
fluctuate in a perpetual limit cycle, with alternating
population highs and lows. In these cases higher val-
ues of r can send a population into unpredictable
chaotic behavior, increasing the risk of extinction. In
a population with continuous reproduction, regular
population cycles occur when there is a lag, often
equal to the period of development, in the response
of a population to its own density effects on the envi-

ronment. When the time lag is of period 7, limit cy-
cles develop when rt exceeds m/2, and the period of
the cycle is 4 to 5 times 7.

Metapopulations

Most natural populations consist of many sub-
populations occupying patches of suitable habitat
surrounded by unsuitable environments. Oceanic is-
lands and freshwater ponds are obvious examples.
But fragmentation of forest and other natural habi-
tats resulting from clearing land for agriculture or
urban development is increasingly creating frag-
mented populations in many other kinds of habitats.
These subpopulations are connected by movement
of individuals, and the set of subpopulations is re-
ferred to as a metapopulation. Metapopulations
have their own dynamics determined by the proba-
bilities of colonization and extinction of individual
patches. A set of simple metapopulation models de-
scribes changes in the proportion of patches occu-
pied (p). When the extinction probability (e) of an
individual patch is independent of p, the rate of loss
of subpopulations is simply pe. The rate of coloniza-
tion is proportional to the number of patches that
can provide potential colonists and the proportion
of empty patches that are available to receive them.
Hence, colonization is equal to cp(1—p), where c is
the rate of colonization.

The metapopulation achieves a steady state of
number of patches occupied when colonization bal-
ances extinction, that is pe = ¢p(1-p), or p = 1—e/c.
In this model, as long as the rate of colonization ex-
ceeds that of extinction, the metapopulation will
persist. In more complex models, particularly when
the probability of population extinction is reduced
by continuing migration of individuals between
patches (which keeps the sizes of subpopulations
from dropping perilously low), the extinction rate
and colonization rate both depend on patch occu-
pancy p. In this case, the solution to the metapopula-
tion model has a critical ratio of colonization to ex-
tinction, below which patch occupancy declines
until the metapopulation disappears. Thus, changes
in patch size or migration between patches can cause
an abrupt shift in the probability of metapopulation
persistence.

Predator-Prey Interactions

The dynamics of populations are influenced by in-
teractions with predator and consumer populations.
Because these interactions have built-in lag times in



population responses, they often result in complex
dynamics. Among the most spectacular fluctuations
in size are those in populations of snowshoe hares
and the lynx that prey on them. Population highs
and lows may differ by a factor of 1,000 over an os-
cillation period of about ten years. Oscillation peri-
ods in other population cycles of mammals and
birds in boreal forest and tundra habitats may be ei-
ther approximately four years or nine to ten years.

The biologists Alfred Lotka and Vito Volterra
independently developed models for the cyclic be-
havior of predator-prey systems in the 1920s. The
most basic model expresses the rate of increase in the
prey population in terms of the intrinsic growth ca-
pacity of the prey population and removal of prey
individuals by predators, which is proportional to
the product of the predator and prey population
sizes. The growth of the predator population is equal
to its birth rate, which depends on how many prey
are captured, minus a density-independent term for
the death of predator individuals. The joint equilib-
rium of the prey and predator populations is deter-
mined by the predation efficiency and the relative
rates of birth and death of the prey and predator, re-
spectively. However, the equilibrium is neutral,
which means that any perturbation will set the sys-
tem into a persisting cycle. More complex models of
predator-prey interactions include a balance be-
tween various stabilizing factors, such as density-
dependent control of either population, alternative
food resources for predators, and refuges from pred-
ators at low prey densities, and destabilizing factors,
such as time lags in the response of the predator and
prey to each other. For the most part, these models
predict stable predator and prey populations under
constant conditions.

Both empirical and experimental studies have
shown that the rate of predation is nonlinear, violat-
ing one of the assumptions of the Lotka-Volterra
model. When predation is inefficient at low prey
densities and predator populations are limited by
density-dependence at high predator densities, there
may be two stable points. One of these is at a high
prey population level limited by the prey popula-
tion’s own food supply, the other at a low prey pop-
ulation level limited by predators. When a prey pop-
ulation, such as a crop pest, is released from predator
control following depression of the predator popula-
tion by extrinsic factors such as climate, disease, pes-
ticides, and so on, the prey may increase to outbreak
levels and become a severe problem. Thus, agricul-
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tural practices that incidentally depress the popula-
tions of natural control organisms can have unwant-
ed consequences.

A special kind of predator-prey model is re-
quired to describe the interactions between para-
sites, including disease-causing organisms, and their
hosts. These models need to take into account the
fact that parasites generally do not kill their hosts,
that the spread of parasites among hosts may depend
on population density and the presence of suitable
vectors, and that hosts may raise defensive immune
reactions. Immune reactions create a time lag in the
responses of parasite and host populations to each
other and may result in strong fluctuations in the
prevalence of parasitic diseases.

Conclusion

The study of animal populations tells us that for any
given set of conditions the size of a population is
limited by the resources available to it. The human
population is no exception. At high densities, the
stresses of poor nutrition and social strife all too
often signal a reduced quality of life.

The study of animal populations has provided
guidelines for the management of nonhuman popu-
lations, including those of domesticated animals,
game birds and mammals, fish stocks, species of
conservation concern, pests, and disease organisms.
In general, fragmentation and simplification of sys-
tems lead to exaggerated population fluctuations
and the development of alternative stable states, and
they may thus increase the probability of epidemics,
pest outbreaks, and extinction. Hunting, overfish-
ing, and overgrazing have led to severe reduction in
some food sources and deterioration of habitat qual-
ity. Controls on populations are so complex that
manipulation of environmental factors in complex
systems often results in unforeseen consequences. In
a classic case, nineteenth-century hunting of sea ot-
ters on the Pacific coast of North America resulted
in the explosion of populations of their sea urchin
prey, which in turn seriously harmed the kelp beds
that serve as important nurseries for fish stocks.
Many such examples show how difficult it is to re-
place natural controls with human management, al-
though the need to maintain a high quality of life for
the human population in an increasingly stressed
environment makes it imperative that we learn to do
this wisely.

See also: Biogeography; Biology, Population.
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RoBERT E. RICKLEFS

ANIMAL RIGHTS

The debate over animal rights revolves around a
simple question: Do any nonhuman animals have
rights? Like many simple questions, this one quickly
becomes complex. What are rights? Do human be-
ings have them? If so, what rights do people have,
and why do people have them?

These questions have divided theoreticians over
the past three centuries and more. Some of these

thinkers (for example, the philosophers John Locke
and Immanuel Kant) maintain that humans have
rights. Others (for example, the philosophers David
Hume and Jeremy Bentham) maintain that humans
do not. The debate has been as intense as it has been
protracted. Not surprisingly, adding animals to the
mix only complicates matters.

The Terms of the Debate

Some things are clear. The debate concerns the
moral rights of animals, not their legal rights. To ask
what legal rights animals have is a straightforward
empirical question that can be answered by using
standard empirical methods (for example, consult-
ing state and federal legislative databases). In 2002
the German Parliament voted to include respect for
animal rights in the Constitution; that same year, the
United States Congress passed legislation that ex-
plicitly excludes rodents and birds from the protec-
tion provided by the animal welfare act.

To ask what moral rights animals have, by con-
trast, is to ask a normative question that no amount
of empirical inquiry can answer. Only normative
reasoning can answer normative questions. The an-
swers with the best arguments on their side are the
ones that should be accepted; they are the ones that
tell people how they should live. Understandably,
who has the best arguments is the question that fuels
the debate.

Fundamental Rights

The fundamental right in dispute is the right to be
treated with respect. To have this right is to occupy
a singularly important position, one that limits
what other people are morally free to do. Those
who have this right (to borrow Kant’s terminology)
are never to be treated merely as means to other per-
sons’ ends.

What Kant’s injunction means in practice is that
harm done to those who possess this right cannot be
justified merely by showing that as a result of that
harm someone else is better off. In other words, the
obligation to respect the rights of the individual are
morally more important than any obligation to ben-
efit others, even society as a whole.

Philosophers have defended a variety of criteria
that explain why people have rights, both the
right to be treated with respect and other, deriv-
ative rights, including the rights to life and bodily
integrity. The standard view (the one favored by



the majority of thinkers) limits rights to moral
agents.

Moral Rights and Moral Agents

Moral agents are rational; they have the capacity to
bring reason to bear on their moral decision making.
Moral agents also are autonomous; they are free to
choose between right and wrong. This is why moral
agents are morally responsible for their acts.

According to the standard view, then, there is an
elegant symmetry between being morally responsi-
ble on the one hand and having moral rights on the
other hand. Only those who are morally responsible
(that is, only moral agents) have moral rights. Once
proponents of the standard view add that, at least
among terrestrial beings, only human beings are
moral agents, their conclusion follows: Only humans
have rights.

There are problems with the standard view,
however. At least as far back as the philosopher Por-
phyry (233-306 c.E.) critics have pointed out that
many human beings (all young children and the se-
riously mentally disadvantaged of any age, for exam-
ple) are not moral agents. Thus, given the standard
view, these humans lack moral rights.

This is no small deficiency. Bereft of rights, these
human beings do not occupy the same moral posi-
tion occupied by moral agents. Since they are bereft
of rights, there is nothing about the moral status of
these human beings that prevents anyone from tak-
ing their lives or injuring their bodies in pursuit of
benefits for others, whether the beneficiaries are the
few or the many.

It is hard to imagine how any friend of humani-
ty could accept this repugnant conclusion. Certainly
serious proponents of children’s rights or the rights
of the mentally disadvantaged cannot accept it.
Their challenge is to find an acceptable alternative
to the standard view.

An Alternative View

A plausible alternative begins with a characterization
of moral patients. Moral patients are individuals
who, though they lack the capacities necessary for
moral agency, can be the object of direct moral
wrongdoing. Young children who are physically
abused by their parents are an example. They cannot
do anything wrong, but grievous wrong can be done
to them.
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Some critics of the standard view use this judg-
ment as a basis for revising that view. Only humans
have rights, but human moral agents are not the only
humans who have rights; human moral patients
have rights too.

The revised standard view, then, is no less hu-
manistic than the standard view (rights are restricted
to humans only), but unlike the standard view, it
avoids the repugnant conclusion. People are not free
to take the life or injure the body of a young child,
for example, just to secure benefits for themselves
or others.

There is a problem with the revised standard
view, however. Few even modestly informed people
believe that all nonhuman animals are, as the philos-
opher René Descartes argued, mindless machines.
On the contrary, most people agree with naturalist
Charles Darwin: Not only do some nonhuman ani-
mals have a mental life, the mental life of some of
them (nonhuman mammals, for example) is signifi-
cantly more developed than what is found in many
human beings.

Advocates of the revised standard view therefore
face a serious dilemma. If they maintain that human
moral patients have rights, it is difficult to see how
they can consistently avoid accepting the same con-
clusion for nonhuman mammals. However, if these
advocates insist that those animals lack rights, it is
difficult to see how they can consistently maintain
that human moral patients have them. Logically, it
seems, advocates of the revised standard view cannot
have it both ways.

Whether or not advocates can escape this dilem-
ma, the challenge they face captures part, although
not the whole, of the spirit of the animal rights de-
bate. It is not difficult to propose a criterion for pos-
sessing rights that nonhuman animals cannot satisfy.
The standard view does that. What is far more diffi-
cult (some would say impossible) is to find a criteri-
on that all human moral patients satisfy but that
every nonhuman animal fails.

Unless such a criterion is devised, the possibility
that at least some nonhuman animals have rights
cannot be summarily dismissed. Instead, the argu-
ments for and against animal rights must be careful-
ly examined with a view to discovering which among
them are the best. That discovery would indicate
which answers people should accept and how people
should live.



54 ANTHROPOLOGICAL DEMOGRAPHY

The Significance of the Answers

Unlike many questions in philosophy, whose an-
swers have no direct bearing on the “real world,” the
questions posed in the animal rights debate are
fraught with practical significance. The answers peo-
ple give have implications for what people should
eat, wear, and do for entertainment; what careers
people should pursue and what values they should
teach their children; and what population policies
they should favor and what development programs
they should support. All this and much more, all of
it touching on some of the most important areas of
human life, is affected by how people answer that
“simple” question: Do any nonhuman animals have
rights? Paradoxically, few questions are more direct-
ly relevant to how people should live.

See also: Environmental Ethics.
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Tom REGAN

ANTHROPOLOGICAL
DEMOGRAPHY

Anthropological demography is an intersection of
two already heterogeneous disciplines. Each has
taken that limited part of the intellectual equipment
of the other that seems to serve it best. Paradoxically,
the segment of anthropology that is most interested
in technical demography (human evolution and
ecology) finds among demographers the smallest in-
terest in its own ultimate goals, while many cultural
anthropologists whose interpretive skills might ben-
efit demography are least interested in or even hos-
tile to it as an empirical enterprise. Nevertheless,
among the like-minded, there has been substantial
progress.

Substantive and Theoretical Content

The intersection of anthropology and demography
may be thought of in two ways: the first substantive,
the second theoretical.

Substantive content. Substantively, the intersec-
tion has two foci:

1. The investigation of demographic topics
and/or the application of demographic
methods in traditional anthropological
contexts. This intersection is occupied by
some archaeologists, biological
anthropologists, evolutionary ecologists, and
a few ethnographers.

2. The application of anthropological methods
or understandings of human behavior to
demographic investigations in any
investigative context. This intersection is
occupied by a growing number of
demographers seeking to improve
generalizations based on sociological or
economic theory, by reference to
anthropological or culture theory.

The range of these two substantive foci can be quite
broad. The first would certainly include ethnograph-
ic, archaeological, or biological anthropological
studies of population and resources, fertility, mor-
tality, migration, and nuptiality (marriage practices)
in nonliterate societies. Such studies in literate socie-
ties would also be included if the investigations were
explicitly anthropological in method (for example,
using intensive ethnographic techniques such as par-
ticipant observation). Studies in historical demogra-
phy that focused on traditional concerns of ethnog-



raphy, such as kinship, family, and household,
would also fall within this category. On the fringes
of these studies, however, lies a mass of traditional
ethnographies dealing in qualitative detail with top-
ics of salient interest in demography: nuptiality, es-
pecially the social relations created or maintained by
marriage alliances; the recruitment of individuals
into social groups in ways that condition reproduc-
tive relationships; the role of fertility in establishing
social status, socialization, and the onset of sexual
activity; gender relations; migration; care of the
aged; and death. To the extent that such studies are
rigorous and contribute to an understanding of de-
mographic processes, per se, they belong in the first
category. Otherwise, their contribution may be in
the second.

Theoretical content. Theoretically, there are two
interests that tend to differentiate some parts of an-
thropology from demography and sociology but that
in an unexpected way ally it with economics. These
interests are:

1. The behavior of systems or aggregates versus
the behavior of actors. Demographers are
typically interested in populations, although
they are obliged sometimes to consider the
constituent actors (as when seeking to
change their behavior). Many ethnographers
are most interested in individuals, although
they are willing sometimes to consider
individuals’ commonalities (as when
generalizing to cultural or institutional
patterns).

2. A focus on central tendency versus a focus on
variation. Many demographers are more
interested in the former; many
ethnographers are most interested in
individual or at least subsocietal differences.

These interests are not independent of the subfields
or historical practices of anthropology. They differ-
entiate archaeology, biological anthropology, and
traditional, structural-functional (“British™) social
anthropology; they thus differentiate a scientific an-
thropology on the one hand from more recent
trends in interpretivist or activist cultural anthropol-
ogy on the other. The first set of fields is concerned
largely with systemic relationships and may concen-
trate more on broad averages. The second set is dis-
tinguished by its sharp questioning of the validity of
systemic characterizations. While sharing with earli-
er social anthropologists and sociologists a recogni-
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tion of the importance of institutional structures,
many modern ethnographers are more concerned
with issues of local knowledge and its exchange be-
tween individuals—or “culture”—and especially the
agency or individual freedom to exercise choice
within institutional and cultural boundaries. While
disavowing the economist’s assumptions of univer-
sal rationality and insisting on the primacy of local
culture, the modern ethnographer is also concerned
with how choices are made or interpersonally
negotiated but in a cultural and moral marketplace.
Modern ethnographers would also contest the kind
of institutional determinism sometimes found in so-
ciological approaches to social action, insisting on
localized actor-driven interpretations of institutions.
Thus, like economists, modern ethnographers are
interested in how people make choices but according
to particularistic rather than universalistic rules. Like
sociologists they are interested in how institutions
relate to individual behavior, but they are more in-
terested in how individuals bend or break cultural
rules than in how they follow them.

Demography in Anthropology

The relationships between archaeology, biological
anthropology, and evolutionary ecology on the one
hand and demography on the other are straightfor-
ward, but in them demography is more important
to anthropologists than anthropology is to demog-
raphers.

Ideas about the interactions between population
and resource base have been fundamental to archae-
ology, for example in the Marxist-oriented views
about technological response to population pressure
on resources espoused by V. Gordon Childe, later
evident to demographers in the ethnographically
motivated analyses of Ester Boserup and in the work
of Mark N. Cohen. At the same time, some investi-
gations suggested that plant domestication and
population response may have also followed a
more Malthusian scenario in which technological
innovation is fortuitous, and population increases in
response. The findings of archaeological demogra-
phy are of great importance to demographic theory,
especially to questions of population equilibrium.
Archaeological attempts to discuss population-
resource balance are limited, however, by their lack
of technical demographic sophistication and diffi-
culties of demographic measurement in archaeologi-
cal contexts. Attempts to discern cause and effect
between population pressure and technological in-
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novation are limited by the absence of precise, fine-
grained chronologies and by problems of potential
infinite regress in which population change and
technological change alternate over time with no
clear causal precedence.

The centrality of these same issues of population
and resources to biological anthropology and evolu-
tionary ecology emerges from T. R. Malthus’s own
anticipation of the concepts of fitness and selection
from randomly occurring variability that were later
proposed by the nineteenth-century English natural-
ist Charles Darwin. For Malthus, innovation was
fortuitous with respect to the population-resource
balance; in the same way, for Darwin, the appear-
ance of variability was fortuitous with respect to
selection.

Biological anthropologists have two major de-
mographic interests. The first is to describe the fun-
damental demographic parameters of the species
under conditions unaffected by modern life. Much
of this work is paleodemographic, depending on the
evaluation of recovered skeletal material. The work
may also be conducted through comparison with the
primate cousins of humans. The second interest,
which is more precisely part of evolutionary ecology,
is to explain how the more than 99 percent of
human history spent in hunting and gathering has
led, by selection, to the underlying physiology and
psychology of humans and indeed to the institution-
al structures and cultural components that are evi-
dent in demographic processes today. A major focus
is on the evolution of life histories, that is, typical
demographic profiles of individuals with their un-
derlying physiological and psychological charac-
teristics; this focus is shared with evolutionary psy-
chology. Much of the demographic work done in
modern paleodemography, biological anthropology,
and evolutionary ecology is technically sophisticat-
ed. The practice of demography in these fields has
advanced greatly since the withering critique deliv-
ered by William Petersen in 1975.

But it is the relationship between demogra-
phy and ethnography that is at once the most prom-
ising to practicing demographers and the most prob-
lematic.

Demography and Ethnography

A focus on demographic issues or data as an integral
or even an underlying part of ethnographic investi-
gation is evident in the work of early British struc-

tural-functional scholars and was strongly advocated
by Ludwik Krzywicki in 1934. Raymond Firth’s work
on Tikopia, originally published in 1936, was explic-
itly demographic, showing the pressure of expand-
ing population on limited resources and its conse-
quences in demographic processes. In the United
States, similar concerns were evident in the ecologi-
cal work of Julian H. Steward and Roy Rappaport
and in the cultural materialism of Marvin Harris.
Emphasis on the gathering of basic demographic
data, even if only in a rudimentary census, was stan-
dard practice for most ethnographers until perhaps
the 1980s, when the interests of social and cultural
anthropology turned from empirical to interpretivist
approaches. Paradoxically, it was just then that de-
mographers, dissatisfied with the apparent failure of
their own empirical approaches to achieve sustain-
able generalizations about fertility change, began to
appeal to anthropology to provide explanations that
would at least work in local contexts, even if they
were not always generalizable. A harbinger of this
trend was seen in demographic work on “excess”
fertility in modern nonindustrial societies that in-
cluded work by anthropologists and focused on
structural-functional relations between social sys-
tems and demographic behavior.

Data collection approaches. In part, this appeal
was for ethnographers to provide locally gathered
and fine-grained data (the first substantive focus,
above) or locally significant meanings or behavioral
motivations (the second substantive focus). The
need for such data and meanings was fueled by the
policy-driven emphasis, in demography, on the in-
troduction or implementation of fertility control in
nonindustrial societies. In order to introduce such
control, policymakers had to change the behavior of
actors and needed advice on how to do so. Initially,
demographers sought to identify universalistic
criteria (in typically economic fashion). But they
soon came to appreciate that they had to understand
more local motivations for the maintenance of high
fertility and to identify those factors that might per-
suade actors to lower it. This endeavor, however, is
problematic. Whereas most demographers use data
gathered at a population level, usually by survey or
census methods, most ethnographers work at an in-
dividual, household, or at most the level of the local
group (e.g., village). The outcomes of these different
enterprises are often not comparable. The averages
obtained from surveys and censuses may be stable,
but such sources are limited in their depth. The rich-



ness of ethnographic data is unachievable by other
methods, but the data are from small samples and
can be quite unstable. Much demographic data gath-
ered by ethnography had been unreliable or pres-
ented in forms incompatible with accepted demo-
graphic analytic techniques (as in the use of
nonstandard age ranges).

In response to these challenges, some anthro-
pologists began to do explicit and methodologically
informed demographic investigations. Some demog-
raphers explicitly invoked and attempted to imple-
ment ethnographic techniques or to work with
ethnographers. The principal outcome of such en-
deavors has been the emergence of the subfield of
microdemography. In this subfield’s simplest appli-
cations, ethnographers deliver a new empirical grist
for the demographer’s mill—“add fieldwork and
stir” (Kertzer and Fricke, p. 2). At its best, microde-
mography seeks to situate and explicate demograph-
ic behavior in local terms.

At the same time, placing demographic behavior
in social and cultural context continued, for example
in “family systems theory,” which relates kinship
and family structures to demographic decision-
making, or in taking account of overarching politi-
cal-economic structures. Despite the conflict be-
tween structural-functional and intepretivist views
within cultural anthropology itself, these approach-
es, taking into account the broad conditions under
which most actors in a given social environment
may exercise their agency, have been most produc-
tive. There is a strong similarity between these efforts
and institutionally or value-oriented social demog-
raphy. In parallel is a continuation of the emphasis
on cultural milieu and communication between ac-
tors in the network-oriented research of some de-
mographers.

One problem encountered by the joining of eth-
nography and demography and shared with the sur-
vey approach is a lack of temporal depth. Many of
the problems that interest demographers are dynam-
ic and occur across generations, often several gener-
ations. Only a series of compatibly designed and
comparably implemented surveys or censuses can
meet the demand for time depth. Even such surveys
are usually impoverished for the purposes of institu-
tional contextualization or interpretation, because
they focus on the usual limited set of social and eco-
nomic variables (education, income, etc.), and these
usually only as of the date of survey, even when life-
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long or cross-generational reproductive histories are
recovered. While rich and informative about indi-
viduals, ethnographic data cannot go much beyond
life histories, so that transgenerational processes are
unrecoverable, except by the taking of genealogies,
which are notoriously biased and often recounted
principally to legitimate current social structures. In
consequence, both demographers and anthropolo-
gists have turned to history, either by using historical
or ethnohistorical sources or by doing long-term re-
visitation fieldwork involving more than one genera-
tion of fieldworkers.

Defining culture. Despite these advances—
implementation of technical demographic methods
by some ethnographers, entry into fieldwork by
some demographers, attempts to recover transgen-
erational temporal depth by ethnographers and de-
mographers, and the focus on demographic matters
by historians—serious problems remain. One of
these is the problematic nature of culture as an expli-
cator of behavior. An idea invented by anthropolo-
gists, and elaborated especially by the American
school—associated with the anthropologist Franz
Boas (1858-1942)—culture is a fuzzy concept, more
definable as the complement of other things (biolo-
gy, institutions, environment, etc.) than in its own
right. Attempts to define it continue in anthropolo-
gy. Inquiring and dissatisfied demographers, seizing
on culture to extricate themselves from the failures
of transition theory in explaining demographic
change, have laid hold of a very slippery fish. Their
colleagues in sociology and ethnography have not
solved the puzzle of how environment, institutions,
and values interact to condition individual behavior,
and of course it is that individual behavior, aggre-
gated into population statistics, that is the focus
of demographic interest. The deficiencies of demo-
graphic theory are not ameliorated by the poverty of
social theory.

Role of quantification. A third point of difficul-
ty, beyond the limits of what is recoverable by ethno-
graphic fieldwork and what can be utilized from the
concept of culture, is the markedly different mind-
sets of most ethnographers and most demographers.
All demographers are comfortable with mathematics
and the use of numerical indicators as measures of
or at least as proxies for conditioning variables and
outcomes. While demographers are intense critics of
the quality of their data, so that they constantly
doubt particular facts, they believe in the existence
of facts and that facts can be known at least approxi-
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mately. They are also comfortable with statistical no-
tions of indeterminacy and especially with precise
descriptions of uncertainty.

By contrast, many ethnographers are uncom-
fortable with mathematics. They are disinclined to
accept or are even hostile to the use of numerical in-
dicators. While earlier ethnographers were uncriti-
cally accepting of the truth of informants’ state-
ments, modern ethnographers doubt the possibility
of determining objective truth at all. Where demog-
raphers would rely on probabilities, ethnographers
would retreat into literary vagueness. Yet the ethno-
graphers have an important point in their insistence
on the interpersonally negotiated nature of social
“facts,” and the mathematical “hard core” of demo-
graphic investigation is softer than the demogra-
phers think. Indeed, the shift of some demography
from empirical computation to a search for social
meanings that inform individual decisions may have
exposed an underbelly of unknowability that bedev-
ils all attempts to understand behavior. Petersen’s
critique of demography in the hands of anthropolo-
gists is well matched by Nancy Scheper-Hughes’s
1997 attack on studies of the human condition in the
hands of demographers.

Prospects

Despite these caveats, both anthropology and de-
mography have benefited from the interaction be-
tween the two fields. Many more anthropologists are
now sensitive to and often technically equipped to
deal with demographic issues. Many more demogra-
phers are now alert to the need to define relevant de-
cision-making units and personal goals in terms of
local patterns of action, rather than in terms of fa-
miliar Western categories. Whether these advances
can be sustained depends on the ability of demogra-
phers to broaden their theoretical horizons and on
the determination of anthropologists to exercise em-
pirical rigor. The alliance between demography and
anthropology (aside from modern cultural anthro-
pology) is well-grounded and durable but would be
improved if the interests of demographers were
more general and less tied to contemporary policy-
driven issues. The flirtation between a demography
unsatisfied in its own house and looking for some
theoretical excitement in cultural anthropology
can be rescued from mere flirtation under three
conditions:

1. Recognition of the continuing analytical

utility of institutional structures, even when
they are evaded or modified by actors.
Interpretivist ethnographers should recognize
such structures, while functionalist
ethnographers and social demographers
should take them with a grain of salt.

2. A discriminating use of the concept of
culture. Demographers must realize that
culture may not live up to the allure of a
first encounter. Nevertheless, the economists
among them would profit by explicitly
incorporating local preferences into their
formulations. Ethnographers should seek to
lay bare how choices are actually made
rather than simply enlarge on how
informants talk about their feelings.

3. A mutual understanding of goals and
limitations. Critical and activist
ethnographers must do a better job of the
ethnography of demography in order to
understand what it is demographers actually
do, and why they do it, especially how they
are driven to rely on and are then
constrained by their data sources.
Demographers must understand the
intensely local and primarily political-
humanistic agenda of interpretivist
ethnography.

See also: Caldwell, John C.; Caste; Culture and Popula-
tion; Evolutionary Demography; Gender; Hunter-
Gatherers; Indigenous Peoples; Nomads; Paleodemogra-
phy; Prehistoric Populations; Primate Demography.
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ANTHROPOMETRY

Anthropometry is the science of human body mea-
surement. Anthropometric data include measures of
length, breadth, and weight of the body, circumfer-
ences of body parts, amounts of muscle and fat, the
weight and size of body organs, and the size, shape,
and density of bones. Many anthropometric mea-
surements can be taken on the living, some may be
taken on skeletal samples from historical burials or
archaeological contexts, and other measurements
are only feasible from autopsy after death. Anthro-
pometric data are used in population research to un-
derstand the health, social, economic, and political
conditions of groups of people, especially when con-
ventional indicators (e.g., medical records, extent of
schooling, gross domestic product, real wages) are
not available. Such groups of people include most
historical populations, slaves, archaeological popula-
tions, and many people alive today living in tradi-
tional cultures.

Kinds of Anthropometric Measures

Table 1 lists several kinds of anthropometric mea-
sures, their meaning, and methods of assessment.
Height is a measure of the total history of growth of
the individual. Centimeters of height accumulate
over time and are the product of complex biological,
behavioral, and ecological interactions. Weight rep-
resents total body mass and is a measure of recent
events. Weight is more labile than height to short-
term influences of diet, activity, and health. Weight
may decrease over time, but height does not do so,
at least during the first decades of life. The height
and weight of any single individual is not of much
use in population studies, but the heights and
weights of many individuals from a defined group
may reveal a great deal of information. Expected
amounts and rates of growth in height and weight
for healthy individuals at given ages from birth to
maturity are well established.

These data may be used as references to com-
pare the growth of members of the particular group
under study. Significant deviations from the refer-
ence usually indicate some ecological disturbance to
growth, such as poor nutrition, disease, abnormal
lifestyle, psychosocial problems, and even war. Ge-
netic disturbances to growth are well known, but
usually affect individuals and not whole populations.
Variations in physical growth and population struc-

ture are sensitive indicators of the quality of the en-
vironment and may be used as a mirror, reflecting
rather accurately the material and moral conditions
of that society.

Interpreting Anthropometric Data

Reference data are also available for virtually all an-
thropometric measures, and as is the case for height
and weight, such references may be used to interpret
the determinants of growth and development. The
length of body segments (such as sitting height),
thickness of skinfolds, and circumferences are used
to characterize body proportions and body composi-
tion, especially the amount of muscle and fat. These
measures provide more detailed evidence of health
or disturbances to growth; for example, adults with
short legs relative to total stature often experienced
malnutrition and disease during infancy and
childhood.

Radiographs reveal the degree of formation of
the skeleton. The amount of skeletal maturation
provides an indication of biological age, which is not
identical to chronological age. Early maturers will
have more advanced skeletal development than late
maturers. Rate of maturation influences many bio-
social capacities of the individual, including fertility.
Rate of maturation may in turn be influenced by en-
vironmental quality. Finally, handgrip strength pro-
vides a measure of total physical fitness, especially as
it relates to physical work capacity. In populations
in which physical labor is important, greater size,
skeletal maturity, and strength lead to greater
productivity.

Anthropometric measurements can be collected
relatively quickly and inexpensively. When properly
collected, they are safe, painless, and minimally inva-
sive. Still, taking measurements requires the cooper-
ation, understanding, and informed consent of all
participants. As children are often the subjects of
growth studies it is necessary that the guardians of
these children (parents, school authorities) be fully
informed as to the nature of the measurements and
the purpose of the research, and provide consent for
the measurements. More generally, sensitivity by
those conducting the research to the cultural values
of the subjects is essential.

Anthropometric Data in Population Studies

An example of the use of anthropometric data in
population studies comes from a survey of 8,000
years of human growth in Latin America. The data
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Anthropometric measure

Meaning

Anthropometric Measurements Commonly Taken in Research Studies

Method

Height
Weight

Sitting height

Head circumference

Skinfolds at various body
sites (e.g., on the arm, back,
abdomen, and leg)

Circumference of arm, leg,
abdomen, etc.

Hand-wrist x-ray

Handgrip strength

Total skeletal growth in length

Total mass of all body tissues
and organs

Length of trunk and head.
The subtraction of sitting
height from stature provides
an estimate of leg length

In infancy and early childhood
it provides an estimate of
brain growth

Amount of adipose tissue
stored at that site

Amount of all tissue, especially
fat, muscle, and bone, at the
site of measurement

Used to estimate maturity of
the skeleton, a measure of
biological age

Used to estimate overall

Maximum length from soles of feet to vertex of head measured in the standing
position (infants may be measured lying down)

Value of nude, or minimally clothed, body weight as assessed from a reliable balance
orscale

Maximum length from buttocks to vertex of head, measured with subject seated on
table or chair

Maximum perimeter of head measured above the eyebrows

Thickness of a double fold (a “pinch”) of fat and skin at the site of interest
Usually the perimeter of relaxed arm, leg, etc. measured at the same place as the
skinfold

The size and shape of the bones of the hand, wrist and forearm indicate the amount
of progress toward biological maturity of the skeleton

Subject maximally squeezes a dynamometer to assess muscular strength of the hand

physiological fitness of the
individual

choice of measurements is determined by the purposes of the study.

SOURCE: Compiled by author.

Note: This is a partial list of commonly taken measures. Many other measurements can be, and often are, assessed in research and clinical studies. The

are for 597 samples of adult height for men and
women, representing 32,922 individual measure-
ments of stature on the living or estimates of stature
from archaeological and cemetery samples. The peo-
ple are Native Americans and low socioeconomic
status mestizos (people of mixed Spanish and Native
American heritage). The data and main trends in
height are presented in Figure 1. The data were ana-
lyzed by plotting the mean value for each sample and
then fitting a distance-weighted least square regres-
sion line, a type of average curve.

The oldest data in this set are for skeletal re-
mains of a foraging people living along the coast of
Ecuador. These people ate a wide variety of foods,
including abundant fish and shellfish, and lived in
relatively small social groups, with low population
density. Their bones, teeth, and stature all indicate
that they were relatively healthy. The next group in-
cludes the remains of horticulturists from Peru.
They produced a wide variety of garden foods, and
also hunted and gathered wild animal and plant
foods. The density of the population was low to
moderate, and the people seem to have been orga-

nized into tribal-type groups, with minimal social
stratification. Their growth shows evidence of in-
creasing adaptation to sedentary life and improve-
ment of nutrition and health.

The data from 1,000 B.Cc.E. to 1750 C.E. come
from people who practiced intensive agriculture.
Several lines of evidence indicate that, overall, these
people experienced reductions in stature, longevity,
and health compared with the earlier periods. Agri-
culture may have produced a more monotonous and
lower quality diet for the majority of people. The
people also lived in larger and denser populations
with more intensive and invasive social and political
control, and strong social stratification. The social
differences are expressed in stature, as the political
elites were the tallest men and women in the sam-
ples. After 1500 c.E., average statures decline rapidly
as a consequence of the European conquest and the
social and biological insults that were imposed on
the native people. During the historic period (after
1873) most Latin Americans lived by means of sub-
sistence agriculture and wage labor. Politically, the
general tendency was to have systems of local dicta-
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FIGURE 1
Mean Statures of Latin American Men and Women during the Past 8250 Years
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torship, with economic exploitation by European
and North American countries. The health and nu-
trition of Amerindians and rural mestizos suffered
under this system. These conditions remained in
place up through the first half of the twentieth cen-
tury in much of Latin America. The worldwide eco-
nomic depression of the 1930s intensified these al-
ready deleterious conditions for the biological,
economic, and social well being of Native Latin
Americans. The negative trend in stature until 1939
may be a consequence of these environmental
conditions.

The positive trend in stature from 1940 to 1989
is associated with the worldwide economic recovery
sparked by World War II. Latin America benefited
from this recovery and did not suffer the ravages of
the war in Europe, Asia, and the Pacific. Postwar
economic growth continued, especially with foreign
investment. This expanded economies, helped to in-

crease the rate of urbanization, and the redistribu-
tion of the population via rural-to-urban migration.
The positive trend for stature may be an outcome of
these changes in the standard of living and demo-
graphic structure.

Conclusion

These brief examples, and many others like them,
show how anthropometric data serve popula-
tion studies as general measures for the quality of
life, as quantitative economic indicators of the stan-
dard of living, and as summary measures of human
welfare.

See also: Biodemography; Data Collection, Ethical Is-
sues in; Demographic Surveys, History and Methodology
of; Nutrition and Calorie Consumption.
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BARRY BoGIN

ARCHAEOGENETICS

Archaeogenetics is the reconstruction of ancient de-
mography from patterns of gene differences in con-
temporary populations. Population size, population
movements, and subdivision into partially-isolated
subpopulations leave characteristic signatures in the
DNA of contemporary populations. New technolo-
gies for cheaply and rapidly examining DNA from
human populations along with new theories and
methods from population genetics have yielded im-
portant insights into human history. The literature
in this field is of uneven quality: this article focuses
on data and interpretations that are widely replicat-
ed and that have statistical support.

History of Human Numbers

Most theory about genetic diversity and population
history describes neutral genes (the term “gene”
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here is used loosely to refer to any arbitrary DNA se-
quence). Much of the data in the literature derives
from non-coding regions of the genome, because
these are most likely to have been unaffected by nat-
ural selection. Genetic diversity in population
studies refers to the average difference between two
genes chosen at random: In the simplest case, it is
simply heterozygosity, the probability that two ran-
dom genes are different from each other.

Mutation introduces new diversity in a popula-
tion, while genetic drift—the process by which each
generation is effectively a sample with replacement
of the gene pool of the previous generation—causes
loss of diversity. The rate of diversity gain is the mu-
tation rate; in humans, in the nuclear genome (that
is, the DNA contained in the cell nucleus), the muta-
tion rate is usually taken to be 10-9 per nucleotide
position per year. The rate of loss of diversity is pro-
portional to the reciprocal of the effective size, N, , of
the population. Effective size is the size of an ideal
population with statistical properties equivalent to
those of a real population. Many people in human
populations have not yet reached reproductive age
and many others are past the age of reproduction;
neither of these groups influences the effective size.
For humans, the effective size of a population is usu-
ally estimated to be one third of the census size.

Effective size is the inverse of the rate of diversi-
ty loss, and since effective size may fluctuate over
time, the average rate of diversity loss is the average
of the reciprocal of effective size (that is, it is the har-
monic mean rather than the ordinary mean). A pop-
ulation that fluctuates in size between 1,000 and
10,000, and thus has a mean size of 5,500, has a long-
term effective size of about 1,800. Because of this, ge-
netic diversity in a population is sensitive to long
term minima and less sensitive to maxima.

Direct estimates from genes put long-term ef-
fective size for the human species in the range 10,000
to 20,000. Since there are approximately 6 billion
humans alive today, this small effective size suggests
that the number of human ancestors has been drasti-
cally smaller, consistent with a recent origin of our
species from a small founding population. Fossil and
archaeological evidence support such a founding
event, and place it about 100,000 to 200,000
years ago.

In order to infer more about demographic his-
tory, it is necessary to introduce some results of co-
alescent theory, the theory of the history of a sample
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FIGURE 1

A Simulated Tree of Descent of a Sample of 6 Genes
from a Population That Has Been of Constant Size

Past

Present

Note: For many human nuclear genes these trees are one to two million
years deep.

SOURCE: Author.

of genes from a population. Consider a sample of n
genes drawn from a population. These #n genes are
tips of a tree of descent, called a coalescent tree: if one
could follow their history backward in time, one
would find that occasionally two of the genes are
copies of the same gene in a parent in the previous
generation—a coalescent event. Coalescent events re-
duce the number of ancestors of the sample: contin-
uing backward, eventually one arrives at a single an-
cestor of all n genes—the most recent common
ancestor (MRCA) of the sample.

A coalescent tree, with the vertical axis propor-
tional to time, might look like Figure 1. There are six
genes in the sample depicted, and as one follows
them back in time the number of ancestors of the
sample is six, then five after the first coalescence,
then four, three, two, and finally the single common
ancestor of all the genes. A tree like this, descending
from a single random mating population of constant
size N, , has the following properties:

(1) The expected time back to coalescence of
any pair of genes is 2N, generations.

(2) The expected time to the MRCA is 4N,
generations for large sample size n.

(3) The expected total branch length of the tree
is 4N, X(1/i) generations where the index of
summation i goes from 1 to n—1.

Mutations are rare and occur randomly in time
and across sites on a gene. If u is the mutation rate

per site per generation, then, corresponding to (1)
and (2) above:

(1') The average pairwise difference between
sequences is 4N, u.

(2") The expected total number of mutations in
the set of sequences is 4N, uXx(1/i).

Given knowledge of the mutation rate, either of the
above two expressions provides an estimate of the ef-
fective size of population, N,.

As an illustration of property (1'), the Human
Genome Project has found that a single nucleotide
difference between chromosome pairs occurs on av-
erage once every 1,000 bases in the human genome,
so the average pairwise difference is 10-3. The muta-
tion rate of 10-9 per year corresponds to a rate of 25
X 10-9 per generation, and substituting these figures
in the expression (1') yields an estimate of human
effective size of 104. Thus, the human species has ge-
netic diversity equivalent to that of a species whose
effective size has been constant at 10 thousand,
corresponding to a census size of 30 to 40 thou-
sand people.

Now consider a coalescent tree from a popula-
tion that originated from a small number of found-
ers and then grew rapidly to a large size. During the
time when it was large, few coalescent events oc-
curred, but before it grew the population was very
small and coalescence was rapid. A gene tree from
such a population might look like Figure 2, a pattern
described as “star-” or “comb-” like. The total
branch length of the tree is nearly proportional to
the sample size #n; the mean pairwise difference be-
tween samples is slightly greater than 2Tu where T
is the time since the population growth occurred;
and the top of the tree is only slightly earlier than T
generations ago.

Differences among DNA sequences sampled
from trees like those in Figure 1 and Figure 2 are the
bases for inferences about ancient demography from
DNA. First, a mutation that occurs in the tree of Fig-
ure 2 is likely to occur in one of the long terminal
branches, so that it will be found only once in the
sample; a mutation in the tree of Figure 1 is likely
to occur near the top and hence would be represent-
ed in the sample with many copies. Hence “excess
singletons and rare types” is an indicator of popula-
tion expansion in the past. Second, all the pairwise
differences among sequences from Figure 2 will be
roughly equal, since the times separating the se-



quences are similar. Pairwise differences from Figure
1, on the other hand, will be erratic and differ a lot
among themselves.

The first genetic marker to be studied intensive-
ly with an interest in coalescences was human mito-
chondrial DNA (mtDNA)—the DNA that is con-
tained in the cell’s mitochondria rather than its
nucleus. It was found that the human mtDNA tree
was like that of Figure 2, with the time of expansion
T estimated to be 80,000 years ago. This pattern in-
dicated that the human species had a focal origin,
and that the genetic contribution to modern hu-
mans of most of the world population of archaic hu-
mans, like the Neanderthals of Europe, was either
nonexistent or vanishingly small.

Unfortunately, subsequent studies of other ge-
netic systems—using nuclear rather than mitochon-
drial DNA—have not confirmed this picture. The
issue of when and how the human population grew
from only a few thousand to 6 billion is the subject
of lively current debate. Some nuclear genes show no
evidence of population expansion, while others
show mild evidence of expansion, consistent with
population growth since the end of the last ice age
(around 12,000 years ago). The contending hypo-
theses are:

(A) There was a founding event and
subsequent population expansion about
100,000 years ago, as suggested by mtDNA
and some other genetic systems, but pervasive
natural selection in the nuclear genome has
obscured the signature of this event.

(B) A new genotype appeared before 100,000
years ago and spread throughout the species,
leading to replacement of some of the genome
and incorporation of genes from archaic
populations at other parts of the genome.
According to this hypothesis, mtDNA, the Y
chromosome, and some other parts of the
nuclear genome underwent replacement, but
much of the nuclear genome did not.

(C) The major numerical expansion of humans
has taken place since the last ice age. Many
nuclear genes coalesce about 1.8 million years
ago, around the time of the expansion of
modern human’s precursor species, Homo
erectus, out of Africa. This corresponds to
72,000 generations at 25 years per generation.
Under a constant population size model, this
would imply an effective population size N, of
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FIGURE 2

Simulated Tree of Descent of a Sample of 6 Genes
from a Population that Underwent Major
Demographic Expansion in the Past

Past

Population growth
started here

Present

SOURCE: Author.

(72,000 + 4) =18,000, which lies comfortably
within the range of genetic estimates of N, .
In other words, the small human effective size
reflects a focal origin 1.8 million years ago.
According to this hypothesis, the evidence
from human mtDNA of massive expansion
over the last 100,000 years is an artifact.

Published estimates of coalescence times of nu-
clear genes are generally well below 1.8 million years,
but the absolute values of these estimates should not
be taken seriously. They rely on knowledge of the
mutation rate, which is calculated from chimpanzee-
human differences and the assumed time since the
two species separated. Problems with this calculation
may lead to a substantial overestimation of the rate.
Taking this into account, almost all of the data on
coalescence times of nuclear genes are consistent
with hypothesis C, but hypothesis C is inconsistent
with the expansion signature in mitochondrial DNA
and the evidence of expansion from some other fam-
ilies of markers. Scholars at the beginning of the
twenty-first century found some version of hypothe-
sis B to be the most promising.

Human Diversity in Detail

The example given above showing an estimate of
human N, of 10,000 was based on single nucleotide
differences along a pair of genes. These differences
are called Single Nucleotide Polymorphisms (SNPs),
and they are one of several important classes of ge-
netic markers. Another class is repeat polymor-
phisms, genes where there are repetitions of a DNA
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sequence. Many of these are in non-coding DNA,
but they also occur in genes and affect the protein
that the gene produces. Generically these are called
Variable Number of Tandem Repeats (VNTRs). If the
repeat motifs are very short—two to four bases—
they are called Short Tandem Repeats (STRs) or
microsatellites. Commonly used STRs for identifica-
tion and for studies of evolution are tetranucleotide
repeats with four base motifs, and dinucleotides with
two. Trinucleotide repeats are less likely to be neu-
tral since, with three base motifs, they can affect
genes more easily.

The earlier example suggested that SNP density
is a natural statistic for describing genetic diversity
within a population. The corresponding natural sta-
tistic for VNTR loci is the variance of repeat length
in a sample of genes. Mutations change repeat length
by a small amount, so that the mean squared differ-
ence between two chromosomes, as well as the prob-
ability they are the same length, should be monoton-
ically related to the time elapsed since the common
ancestor of the chromosomes, hence to the effective
size of the population.

Human within-population diversity is highest
in Africa and declines as one moves away from Afri-
ca. This is seen in the scatterplot in Figure 3, taken
from Henry C. Harpending and Elise Eller’s 1999
work. The horizontal axis of the figure is genetic dis-
tance from Africa; the vertical axis is average hetero-
zygosity—the probability that two STR genes are the
same length, averaged over 60 short repeat polymor-
phisms. The plot shows the relationship between
how genetically different a population is from the
African average and within-population genetic di-
versity. Populations more different from Africans
are less diverse, and the relationship is nearly linear.
This pattern is thought to be part of the signature of
the African origin of our species and the loss of di-
versity associated with repeated founder effects dur-
ing colonization at the edge of the expansion. While
Figure 3 only includes Old World populations, other
data sources show that the decline continues into the
New World: American Indian populations are 15 to
25 percent less diverse than African populations.
Direct studies of SNP density are likely to shed fur-
ther light on this pattern as additional data become
available.

Just as within-population diversity describes
how different two genes from the same population
are on average, between-population diversity de-

FIGURE 3

Relationship between Genetic Distance from the
African Centroid and Within-Population Genetic
Diversity, for Selected Populations
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scribes how much greater is the average difference
between genes from different populations relative to
overall average gene differences. In other words,
total diversity of a sample of populations can be par-
titioned into within- and between-population com-
ponents in a way completely analogous to the analy-
sis of variance in statistics.

The fraction of diversity between populations is
conventionally written as F;. Various kinds of ge-
netic data have been used to estimate F;. For large
human populations like those in Figure 3, all the es-
timates are in the range of 10 to 15 percent. One in-
terpretation of this is that if the world’s peoples were
to mate at random, average within-population di-
versity would increase by this amount; another in-
terpretation is that F,, measures relative within-
population similarity or shared genetic material.
Thus the excess shared genetic material within
human subpopulations relative to the whole world
is 10 to 15 percent. In a famous early discussion of
this point, Richard Lewontin (1972) emphasized
that 10 to 15 percent is a small amount and drew the
conclusion that differences among human popula-
tions or races are insignificant. On the other hand,
the excess shared genetic material within a popula-
tion between grandparent and grandchild is 12.5
percent (one-eighth), and society does not regard



the genetic similarity between grandparent and
grandchild as trivial.

See also: Biology, Population; Evolutionary Demogra-
phy; Paleodemography; Prehistoric Populations.
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Henry C. HARPENDING

ARIES, PHILIPPE
(1914-1984)

Philippe Ariés was born in Blois, in the Loire Valley
of France, to an old Bordeaux family. He studied his-
tory and geography at the Sorbonne but did not
graduate. During the pre-war years, Aries haunted
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the rightist-monarchist circles of the Action Fran-
¢aise. In 1941 he became an instructor at the Ecole
des Cadres of La Chapelle-Saint-Serval, which had
just been created near Paris by the Vichy govern-
ment, and in 1943 he was appointed head of the
Center of Documentation of the Research Institute
on Citrus Fruits. His most important book, Histoire
des populations frangaises et de leurs attitudes devant
la vie, was published in 1948 (2nd edition, 1971). It
did not provoke any reaction from academic histori-
ans, but immediately attracted the attention of de-
mographers. From 1950 to 1975, Aries directed a se-
ries at Plon Editions and contributed regularly to the
royalist Nation frangaise from 1955 to 1966. His sec-
ond major publication, L’Enfant et la vie familiale
sous I'Ancien Régime (1960), translated as Centuries
of Childhood, was a bestseller among scholarly books
in the United States. He was invited to lecture in the
United States, and he found financial support for his
research there. Aries’s other major books, Essai sur
Phistoire de la mort en Occident (1975) and L’Homme
devant la mort (1977), earned him recognition at last
as a prophet in his own country. He was elected Di-
rector at the Ecole des Hautes Etudes en Sciences So-
ciales in 1978, and was called to contribute to the of-
ficial anthology of the “new history.” When he died
in 1984, shortly after the death of his wife and life-
long collaborator, he was no longer an isolated pio-
neer, but one of the founders of demographic histo-
ry and the unquestioned master of the history of
mentalities.

Although he characterized himself as a “Sun-
day” historian, Ariés was by no means an occasional
researcher but an authentic “everyday” scholar. Par-
alleling the triumphant socioeconomic history
launched by the Annales school, he was the herald
of a new cultural history, documenting the attitudes
of people in their daily existence toward life, love,
and death. Demography was the key that allowed
him to unlock the secrets of the private domain, and
the family was the privileged axis of his history of
mentalities. Aries showed that childhood, adoles-
cence, and the indissoluble marriage were relatively
recent concepts. Following Adolphe Landry (1934),
he argued that the pursuit of pleasure and happiness,
added to the growing rationalization of behavior,
had led to the deliberate strategy of couples to sepa-
rate sexuality from procreation, opening the way to
birth control and to a general liberation of sexual
mores. This development coincided, too, with a
changing conception of death—for Aries, the topic
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where the “collective unconscious” could best mani-
fest itself. To describe how the “tamed Death” of the
Middle Ages was transformed into the “forbidden
Death” of the present day, Ariés and his wife made
extensive and imaginative use of iconography.

Ariés did not escape some critics who re-
proached this “banana seller” for the lack of repre-
sentativeness of his assertions, the deficiency of his
quantitative measures, and his neglect of the role
played by the State. But during the 1970s and 1980s,
the “new history”—that is, cultural history—
prevailed over the socioeconomic history of the
1950s and 1960s (even if there was, after Ariés, a risk
of fragmentation of this learning). As the chronicler
of everyday life in that “world we have lost,” accord-
ing to Peter Laslett’s book, Aries had rightly per-
ceived many of the symptoms of future change. But
he could hardly have foreseen the scope of the up-
heaval that the mores in Western societies were ex-
periencing even within one or two decades of his
own passing.

See also: Culture and Population; Family: History; His-
torical Demography; Second Demographic Transition.
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ARTIFICIAL SOCIAL LIFE

Most demographic research either develops or uses
some kind of theory or model: for instance, a theory
of fertility or a model of the class system. Generally,
such theories are stated in discursive English, al-
though sometimes the theory is represented as an
equation (for example, in regression analysis). In the
1990s researchers began to explore the possibilities
of expressing theories as computer programs. The
advantage is that social processes can then be simu-
lated in the computer and in some circumstances it
is even possible to carry out “experiments” on arti-
ficial social systems that would otherwise be quite
impossible.

Although the simulation of social dynamics has
a long history in the social sciences, the advent of
much more powerful computers, more powerful
computer languages, and the greater availability of
data have led to increased interest in simulation as
a method for developing and testing social theories.



The logic underlying the methodology of simu-
lation is not very different from the logic underlying
statistical modeling. In both cases, a model is con-
structed (for example, in the form of a computer
program or a regression equation) through a process
of abstraction from what are theorized to be the ac-
tually existing social processes. The model is then
used to generate expected values that are compared
with empirical data. The main difference between
statistical modeling and simulation is that the simu-
lation model can itself be “run” to produce output,
while a statistical model requires a statistical analysis
program to generate expected values.

Advantages of Simulation

Paradoxically, one of the main advantages of simula-
tion is that it is hard to do. To create a useful simula-
tion model, its theoretical presuppositions need to
have been thought through with great clarity. Every
relationship to be modeled has to be specified exact-
ly and every parameter has to be given a value, for
otherwise it will be impossible to run the simulation.
This discipline means that it is impossible to be
vague about what is being assumed. It also means
that the model is potentially open to inspection by
other researchers in all its detail. These benefits of
clarity and precision also have disadvantages, how-
ever. Simulations of complex social processes in-
volve the estimation of many parameters and ade-
quate data for making the estimates can be difficult
to come by.

Another benefit of simulation is that it can,
in some circumstances, give insights into the
“emergence” of macro level phenomena from micro
level action. For example, a simulation of interacting
individuals may reveal clear patterns of influence
when examined on a societal scale. A simulation by
Andrzej Nowak and Bibb Latané (1993), for exam-
ple, shows how simple rules about the way in which
one individual influences another’s attitudes can
yield results about attitude change at the level of a
society, and a simulation by Robert Axelrod (1995)
demonstrates how patterns of political domination
can arise from a few rules followed by simulated na-
tion-states.

Agent-Based Simulation

The field of social simulation has come to be domi-
nated by an approach called agent-based simulation
(alternatively called multi-agent simulation). Al-
though other types of simulation such as those based
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on system dynamics models (using sets of difference
equations) and microsimulation (based on the sim-
ulated aging of a survey sample to learn about its
characteristics in the future) are still undertaken,
most simulation research now uses agents.

Agents are computer programs (or parts of pro-
grams) that are designed to act relatively autono-
mously within a simulated environment. An agent
can represent an individual or an organization, ac-
cording to what is being modeled. Agents are gener-
ally programmed to be able to “perceive” and
“react” to their situation, to pursue the goals they
are given, and to interact with other agents, for ex-
ample by sending them messages. Agents are gener-
ally created using an object-oriented programming
language and are constructed using collections of
condition—action rules. The agent examines its rules
to identify those whose conditions hold true in its
current situation and then executes (“fires”) the ac-
tions determined by just those rules. The effect of
firing the rules will normally be to alter the agent’s
situation, and thus in the next cycle a different set
of rules will fire.

Agent-based models have been used to investi-
gate the bases of leadership, the functions of norms,
the implications of environmental change on orga-
nizations, the effects of land-use planning con-
straints on populations, the evolution of language,
and many other topics. Examples of research can be
found in the Journal of Artificial Societies and Social
Simulation.

While most agent-based simulations have been
created to model real social phenomena, it is also
possible to model situations that could not exist in
our world, in order to understand whether there are
universal constraints on the possibility of social life
(for example, can societies function if their members
are entirely self-interested and rational?). These are
at one end of a spectrum of simulations ranging
from those of entirely imaginary societies to those
that aim to reproduce specific settings in great detail.

An interesting variant on agent-based modeling
is to include people in place of some or all of the
computational agents. This transforms the model
into a type of multiplayer computer game, which can
be valuable for allowing the players to learn more
about the dynamics of some social setting (for exam-
ple, business students can be given a game of this
type in order to learn about the effects of business
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strategies). Such games are known as participatory
simulations.

The Potential of Simulation

Although computer simulation can be regarded as
simply an another method for representing models
of social processes, it encourages a theoretical per-
spective which emphasizes emergence, the search for
simple regularities that give rise to complex phe-
nomena, and an evolutionary view of the develop-
ment of societies. This perspective has connections
with complexity theory, an attempt to locate general
principles applying to all systems which show auton-
omous behavior—including not only human socie-
ties, but also biological and physical phenomena.

See also: Simulation Models.
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Ni1GEL GILBERT

ASYLUM, RIGHT OF

The Universal Declaration of Human Rights pro-
claims that:

1. Everyone has the right to seek and to
enjoy in other countries asylum from perse-
cution. 2. This right may not be invoked in
the case of prosecutions genuinely arising
from non-political crimes or from acts con-
trary to the purposes and principles of the
United Nations. (Universal Declaration of
Human Rights, Article 14)

This does not establish a right to asylum, only a right
to seek asylum, and if successful in doing so, to enjoy
that asylum. There is no corresponding obligation
on the part of states to grant asylum. As the right to
asylum has never been codified, its granting is at the
discretion of states. Thus, the right to decide whether
someone is deserving of asylum lies with the state in
which the asylum application is lodged. The 1951
Convention Relating to the Status of Refugees (Ge-
neva Convention) and 1967 Protocol to that Con-
vention (New York Protocol) set some limits on the
sovereign right to determine who is a refugee. Two
articles are of particular importance: the definition
of refugee in Article 1 of the Convention, and the
protection of non-refoulement (that is, protection
against forcible return) under article 33. These arti-
cles state respectively that:

The term “refugee” shall apply to any per-
son who: . .. 2)....owing to a well-founded
fear of being persecuted for reasons of race,
religion, nationality, membership of a par-
ticular social group or political opinion, is
outside the country of his nationality and is
unable or, owing to such fear, is unwilling
to avail himself of the protection of that
country. . .(Geneva Convention, Article 1)

And,

No Contracting State shall expel or return
(‘refouler’) a refugee in any manner what-
soever to the frontiers of territories where
his life or freedom would be threatened on
account of his race, religion, nationality,
membership of a particular social group or
political opinion. (Geneva Convention, Ar-
ticle 33)

As of February 1, 2002, 140 states were signatories
to the Convention; 138 had signed the Protocol; and



135 had signed both. All European Union states are
signatories to both documents. Many states in Asia
have signed neither instrument. In Africa, the ma-
jority of states have not only signed the Convention
and Protocol, but also a regional (Organization of
African Unity) convention, extending the status of
refugee to those fleeing conflicts in the region.

The states that have committed themselves to
the laws and principles set out in the Convention
and Protocol have divergent means of applying the
tools of refugee protection. For example, some states
grant refugee status only when persecution at the
hands of a state or governmental actor is feared, and
not in the case of persecution at the hands of a non-
state militia or other such group. For many states,
conferring recognition as a refugee depends on per-
secution that is objectively demonstrated as target-
ing the individual in question. Those fleeing war,
which targets whole populations, fall outside the def-
inition as thus interpreted.

In a number of developed states, a person who
is deemed not to qualify for refugee status (accord-
ing to the definition cited above) but who cannot be
returned to his or her country of origin (pursuant
to the non-refoulement stipulation) may be granted
a form of supplementary or complementary protec-
tion. This is the case in most of the European Union
(EU) member states and in Canada, but not in the
United States. This type of humanitarian status fre-
quently has fewer rights attendant to it: There may
be greater restrictions on the possibilities for family
reunification, or a time limit may be applied to the
length of legal residence before permit renewal. The
issue of the length of time for which asylum or pro-
tection may be granted has been a contentious one
in many states. Although the cessation clauses (1C)
of the 1951 Convention mean that refugee status
may be withdrawn if circumstances change in the
country of origin, Convention status has been
viewed by most states as something of permanence,
at least in terms of the residence rights they confer
with it.

In other situations states have sought to create
explicitly temporary forms of protection. The most
striking instance applied to people fleeing former
Yugoslavia, including Bosnia and Kosovo, to other
European states in the 1990s, who were granted tem-
porary protection rather than refugee status. These
people were deemed to be fleeing generalized vio-
lence rather than individualized persecution. But the
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move toward temporary forms of protective status
was also driven by the administrative difficulty of
dealing with a greatly increased number of asylum
claims in a short period. Increasingly, time limits are
being attached to the status granted to refugees. The
Netherlands, for example, enacted a new Aliens Law
in 2000, granting only three years residence (in year-
ly increments) in the first instance to persons
deemed to be in need of protection.

Since the mid-1980s European states have
adopted policies and practices that limit the rights
of those not returned to their countries of origin,
whether or not they are granted a Convention refu-
gee status. This is partly a reaction to a real or per-
ceived increase in xenophobia, prompted especially
by concerns about asylum-seekers’ access to various
forms of welfare services, in money or in kind, that
is available to the resident population. In part it is
also because the key foreign policy support for the
asylum system has changed dramatically since the
end of the Cold War. The Convention definition of
a refugee was written with World War II fresh in the
collective memory, and the Cold War as a develop-
ing phenomenon. When the Cold War ended, politi-
cal authorities in the West saw the definition as no
longer fully relevant. Moreover, they started to seek
partners in the newly democratic states who would
take on their share of the refugee protection burden.
One means of burden-shifting came with the devel-
opment of the concept of a “safe third country”: If
asylum-seekers passed through a country in which
they could have sought and enjoyed protection be-
fore reaching their desired destination, some states
consider that they should be the responsibility of
that country and should be returned to it. Burden-
shifting trends are apparent within the EU, and be-
tween EU member states and their eastern neigh-
bors. They are also influencing asylum policymaking
in Southern Africa, Australia, and elsewhere.

As countries have tightened their asylum sys-
tems, they have seen a rise in migrant smuggling. In
turning to unconventional methods of transporta-
tion and assistance in acquiring documentation, ref-
ugees become doubly vulnerable: first, as victims of
persecution and second, as frequent victims of ex-
ploitation.

A further trend, emphasized by reactions to the
terrorist attacks of September 11, 2001, is the linking
of security and asylum issues, not only at the causal
end of refugee movements, but also at the destina-
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tion of the protection seeker. As states seek greater
control over entry to their territories, they increas-
ingly turn to resettlement programs of the kind seen
in the U.S., Canada, Australia, and New Zealand. In
these programs persons to be resettled are selected
in their country of origin or a neighboring state—
thereby, it is hoped, taking the initiative away from
smugglers as well as permitting earlier screening for
criminal background or terrorism threat. This po-
tentially also narrows the opportunities for asylum
seeking.

See also: Ethnic Cleansing; Genocide; Immigration Pol-
icies; Refugees, Demography of.
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BABY BOOM, POST-WORLD
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No twentieth-century demographic phenomenon in
the developed countries has attracted greater atten-
tion than the “baby boom”—the sustained post—
World War II fertility increases in many developed
countries that produced large birth cohorts from the
mid-1940s to the mid-1960s. The magnitude of the
baby boom, especially in the United States, has made
it a demographic event with widespread, long-
lasting, and well-chronicled consequences. But de-
mographers have focused their most serious atten-
tion on explaining why the baby boom occurred and
on forecasting fertility in its aftermath. The baby
boom (and the subsequent bust) is widely seen as
epitomizing demographic forecasting failure. It re-
mains demography’s primary example of the unpre-
dictability of population trends and is frequently
cited as evidence that the knowledge base on human
fertility is grossly deficient. However, the demo-
graphic phenomena that produced the baby boom
are well known, and there is a plausible social history

of the circumstances that spawned that upsurge of
births.

Defining Baby Booms and Echoes

A baby boom, as a generic concept, is a large increase
in the number of births relative to some previous
year or average (i.e., an increase in birth cohort size).
This can result from two factors: a rise in the num-
ber of potential childbearers (i.e., women aged 15 to
44, partly a function of past cohort size) and the in-
creased average risk of having a child. When fertility
increases result from large cohorts entering the
childbearing years (i.e., only the first factor), demog-
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raphers call this fertility increase an “echo” of a pre-
vious baby boom.

The post-World War II baby boom, however,
was not driven by trends in cohort size: Indeed, the
boom of the 1950s and early 1960s was produced by
the small cohorts born during the 1930s. (Likewise,
the American baby bust of the late 1960s and 1970s
occurred in the face of the maturing baby boom.)
Thus, it is clear that birth rates, not generation size,
have been the key factor in the postwar upsurge of
births. For this reason, researchers focus attention
on changes in fertility rates as the phenomena to be
explained. More specifically, there is a focus on the
total fertility rate (TFR)—the number of births
women would have if they experienced the age-
specific fertility rates of a given period.

Fertility Increases During the Baby Boom

Figure 1 shows the U.S. TFR from 1917 to 2001. The
baby boom TFR maximum is 3.68, which was
reached in 1957. TFR lows preceding and following
the baby boom were 2.15 and 1.74 respectively. Also
note that the post-World War II baby boom lasted
roughly two decades in the United States. The basic
features of this TFR increase can be observed in most
Western developed countries. In a 1974 study de-
mographer Arthur Campbell analyzed data for 18
Western countries with TFRs that approximated 2 in
the 1930s. TFRs for these same countries were 2.7 by
the early 1950s and 3.1 by the early 1960s. All of
these countries experienced subsequent sharp fertili-
ty declines. By the early 1980s all of the countries
studied by Campbell had TFR values below 2.1.
Table 1 presents some of Campbell’s data for indi-
vidual countries, updated through the 1990s; all
show key features visible in the U.S. data.



74 BABY BOOM, POST-WORLD WAR II

FIGURE 1

Total Fertility Rate, United States, 1917-2001
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An additional feature of the postwar baby boom
was the pervasiveness of the fertility increases and
declines among subgroups within countries. For in-
stance, in the United States all major racial and edu-
cational groups participated in both the baby boom
and the subsequent bust.

In contrast to its pervasiveness across geograph-
ic areas and social groups, the baby boom can be
traced to a few dynamic, demographic components.
TFR changes can reflect changes in the ages that
women have births (i.e., the timing or tempo of
childbearing) and/or changes in the number (or
quantum) of children that women eventually bear.
To capture the relative importance of these changes
the TFR can be usefully disaggregated into age and
parity components. This disaggregation allows mea-
surement of timing (or tempo) and number (or
quantum) changes.

Table 2 shows demographer Norman Ryder’s
classic decomposition of the U.S. baby boom and
subsequent baby bust. From a low point in the mid-
1930s to its peak in 1957, the TFR increased from
2.15 to 3.68. Column one shows that somewhat less
than half (42%) of this birth increase can be attribut-
ed to changes in the quantum component; the re-
mainder can be accounted for by timing shifts to-
ward younger ages at childbearing. Further, the
quantum increases are almost entirely due to in-
creased first and second births (88%) and the timing
shifts are primarily attributed to age at first birth
(78%). Such decomposition shows that earlier and
pervasive parenthood accounts for the majority of
the baby boom increase in the TFR. Likewise, post-
1957 TFR declines were driven by timing changes,

in this case toward later ages of childbearing, with
rising age at first birth the most important compo-
nent. Post-1957 quantum changes did include im-
portant declines in third or higher order births.

Other decompositional demographic analysis
provides important clues regarding whether expla-
nations should center on cohort or period factors.
The evidence is unequivocal: Postwar fertility trends
in developed countries are largely accounted for by
period shifts; in given calendar years, fertility rates
show pervasive changes across ages. Stated different-
ly, there is little evidence that birth year strongly
conditions responses to current events.

Causes of the Baby Boom and Bust

Economist Richard Easterlin’s explanation of the
baby boom has spawned a large body of research.
While Easterlin’s theory yields valuable insights, em-
pirical evidence requires substantial adjustments. In
brief, in 1973 Easterlin identified shifts in relative in-
come across generations as the primary cause of the
baby boom. Specifically, those who were children
during the 1930s were raised in uncertain times and
in very modest economic circumstances. They
reached adulthood in the economically prosperous
postwar years and compared their economic cir-
cumstances favorably to those of their families of or-
igin (i.e., they had high relative income). As a result,
at young ages, baby boomers felt prepared to marry
early and to have children early. Later, in a 1978
study, Easterlin stressed the role of relative cohort
size in producing shifts in the economic well-being
of successive generations. Those born and raised
during the depression were members of small co-
horts compared to those born during the baby
boom. Small cohorts, in contrast to large ones, expe-
rienced relatively favorable conditions in education-
al and employment settings (had high relative in-
come) and thus married and had children earlier.
Easterlin’s thesis had substantial intuitive appeal and
could account for the earlier and more universal
parenthood that characterized the baby boom. In
addition, cohort size data accurately predicted the
American fertility boom and bust. However, there is
little evidence at the micro level that relative income
is strongly associated with the timing of family for-
mation or the number of children born. Since rela-
tive income is the key causal/behavioral mechanism
in Easterlin’s theory, this negative evidence is highly
problematic. In addition, Easterlin’s argument is
clearly cohort-based while the empirical demo-
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TABLE 1
Total Fertility Rates for Selected Low-Fertility Countries: 1930s-1995
Pre-WW I Post-WW II Baby Bust Contemporary Levels
Country (1930s) (Early 1950s) Baby Boom Peak (1975) (1985) (1995)
Australia 2.16 3.09 3.51 2.20 1.89 1.83
(1933) (1950-52) (1961)
Austria 1.65 2.07 2.81 1.83 1.47 1.40
(1933-34) (1950-52) (1963)
Belgium 1.96 2.37 2.69 1.74 1.51 1.55
(1933-37) (1948-52) (1964)
Canada 2.69 3.53 3.93 1.83 1.64 1.65
(1936-40) (1950-52) (1959)
Denmark 213 2.53 2.63 1.92 1.45 1.80
(1936) (1950-52) (1963)
United Kingdom 1.83 2.15 2.88 1.81 1.80 1.71
(1939) (1950-52) (1964)
Germany (West) 2.03 2.06 2.54 1.45 1.28 1.34
(1934) (1951-53) (1964)
France 2.07 2.85 2.86 1.93 1.82 1.70
(1934-38) (1949-53) (1964)
Netherlands 2.63 3.17 3.19 1.66 1.51 1.53
(1933-37) (1948-52) (1961)
Norway 1.84 2.6 2.96 1.98 1.68 1.87
(1932-35) (1951-55) (1964)
Sweden 1.7 2.31 2.49 1.78 1.74 1.74
(1933-37) (1948-52) (1964)
Switzerland 1.75 2.34 2.66 1.61 1.52 1.48
(1937) (1950-52) (1964)
United States 2.04 3.08 3.76 1.78 1.84 2.03
(1934-36) (1949-51) (1957)
SOURCE: Campbell (1974); OECD publications.

graphic evidence indicates the dominance of period
change. Thus, substantial empirical evidence chal-
lenges Easterlin’s theory and the scientific soundness
of generalizing his arguments.

An adequate understanding of the baby boom
requires a period orientation—period explanations
“emphasize society-wide shifts that appear to affect
all groups at the same time, as if there were some-
thing in the air that influenced everyone’s lives”
(Cherlin, p. 31). This something is much harder to
identify precisely because multiple factors are chang-
ing across periods. Sociologist Andrew Cherlin ap-
proaches the task of explaining period trends in the
United States through contrasting the social history
of the 1950s and 1960s to the 1970s and 1980s. For
instance, the breadwinner family, traditional gen-
der-role ideology, and a robust economy character-
ized the 1950s. In this environment, marriage and

childbearing occurred sooner and were within the
reach of many. In contrast, the 1970s brought great-
er participation of women in the labor force, ideolo-
gies stressing individualism and self-actualization,
and economic stagnation. Individuals responded to
these period conditions in ways that suggested a
common understanding of their meaning and that
were not influenced by cohort-specific socialization
experiences. These social histories provide plausible
explanations for changes in the dynamic demo-
graphic components described above and broadly
characterize many Western industrialized countries
in these decades. Comparative work across countries
might identify the most important period factor or
set of factors. However, isolating cause in a continu-
ally evolving social system poses difficult challenges;
a compelling retrospective social history might be all
that can be reasonably attained.
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TABLE 2

Components (percentage distributions)

Decomposition of the Change in the Total Fertility Rate in the American Baby Boom: Quantum and Tempo

Baby boom (from start to peak)

Baby bust (from peak to trough)

SOURCE: Ryder (1980).

Quantum/Tempo (1936-1957) (1958-1975)
Quantum effect 42 45
Parity 0 & 1 37 88 17 38
Parity 2+ 5 12 28 62
(Total quantum) (42) (100) (45) (100)
Tempo effect 58 55
Age at first birth 45 78 31 56
Other timing changes 13 22 24 44
(Total tempo) (58) (100) (55) (100)
Total effect 100 (100) 100 (100)

Underemphasized in Cherlin’s U.S. baby boom
social history is the importance of new methods of
contraception and more widely available abortion.
In 1977 demographers Charles Westoff and Norman
Ryder characterized the 1965 to 1975 period as a
“contraceptive revolution.” The import of effective
fertility control interacts with changes in the timing
of fertility described above. Compared to the baby
boom, baby bust women had more effective fertility
control, had children later, reached their desired
family sizes at later ages, and thus were at lower risk
of having unintended births for a fewer number of
years. A substantial proportion of births during the
baby boom can be classified as unwanted (ie.,
women claimed that prior to the relevant pregnancy
they preferred to have no more children), a propor-
tion that declined during the baby bust. Thus, the ef-
fectiveness and availability of birth control contrib-
uted to the pace and magnitude of the baby bust.

Could There Be Another Baby Boom?

In the twenty-first century, economically advanced
countries are very unlikely to experience sustained
fertility at baby boom levels (i.e., TFR greater than
2.5); in fact, it is generally expected that below-
replacement fertility will prevail with occasional pe-
riods of very low (TFR less than 1.5) fertility. This
forecast rests on the observed secular decline in high
parity births. As noted above, high parity births
played a very limited role in the baby boom fertility
increases of the 1950s and 1960s, and the baby bust
included an acceleration of the trend away from
large—three or more children—families. The pro-
hibitive costs of large families in developed coun-

tries, and the absence of powerful and persuasive
ideologies that encourage having many children,
combined with effective means of fertility control
make a return to large families extremely unlikely.
Instead, any future baby booms will result from the
same demographic mechanisms responsible for the
post-World War II baby boom: earlier family for-
mation and nearly universal parenthood. Earlier
childbearing ages and pervasive two-child families
could conceivably produce a future baby boom of
substantial size. But nearly universal parenthood
does not seem likely in contexts in which women
have substantial nonfamilial opportunities. Thus for
most developed countries, the more likely future in-
cludes few large families and fairly high rates of vol-
untary childlessness. Baby booms are likely to be
modest in size and will result primarily from changes
in the timing of fertility.

See also: Cycles, Population; Below-
Replacement; Population Decline.
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BECKER, GARY S.
(1930-)

Gary S. Becker received his Ph.D. in economics from
the University of Chicago in 1955. He taught at Co-
lumbia University from 1957 to 1970, after which he
returned to the University of Chicago. He was
awarded the Nobel Prize for Economics in 1992. His
numerous other distinctions include the Irene B.
Tauber Award from the Population Association of
America in 1997, in recognition of his many contri-
butions to demography and population studies.

Beginning with his 1957 analysis of the econom-
ics of discrimination, Becker’s work builds on the as-
sumption that rational economic choice governs all
spheres of human behavior. His approach of using
standard economic models to analyze demographic
behavior is demonstrated in his classic 1960 paper
on the economics of fertility. Becker drew an analogy
between decisions about childbearing and decisions
about the purchase of consumer durables. Like con-
sumer durables, Becker argued, children are long-
term investments in which decisions about both
quantity and quality play an important role. Becker
observed that in the case of consumer durables such
as automobiles or televisions, increases in income
often led to greater increases in the quality of the
good rather than in the number of units purchased.
According to Becker, this quantity-quality tradeoff
plays an important role in explaining why increasing
income does not necessarily lead to higher fertility.
This analysis of the quantity-quality tradeoff in fer-
tility was further formalized and refined in later
work by Becker and other economists, such as Rob-
ert Willis.

Becker’s other important insight about the eco-
nomics of fertility also helps explain why there is
often a negative association between income and fer-
tility. Building on his 1965 research on the econom-
ics of time allocation, Becker emphasized the fact
that children are relatively time-intensive compared
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to other commodities, making children relatively
more expensive to high-wage couples than to low-
wage couples. This recognition of the relationship
between the value of time and the cost of children
has had a profound influence on understanding
trends in fertility in both high-income and low-
income countries.

In a similar use of standard economic tools in
the modeling of demographic and social processes,
Becker’s work on the economics of marriage in 1973
and 1974 formalized the analogy between marriage
markets and other markets in which two sides com-
bine to form matches or partnerships. His analysis
of assortative mating drew on a long tradition in
mathematics and economics of assignment prob-
lems. Becker concluded from these models that there
would be positive assortative mating in the marriage
market when traits are complementary and negative
assortative mating when traits are substitutes. Becker
also developed models of the economics of divorce,
noting that imperfect information and changes in
characteristics may eventually cause the gains of
marriage to fall below what was expected at the time
of marriage.

Another of Becker’s important contributions to
research on families was his analysis of intra family
resource allocation. Beginning with his influential
paper on social interactions in 1974, he developed
models exploring the importance of altruism in the
family. One result was what he called the Rotten Kid
Theorem, which argues that even a selfish child will
act to maximize overall family well-being, since this
will cause the household head (assumed to be an al-
truist) to increase the child’s consumption. This has
broad and often surprising implications for govern-
ment policy. For example, the Rotten Kid Theorem
implies that a government program designed to in-
crease food consumption of school children may
have little effect, since household heads may simply
reduce their own transfers to children to offset the
government grant, effectively neutralizing the pro-
gram. As with many of Becker’s results, the Rotten
Kid Theorem holds in its strictest form only under
particular assumptions. In 1989, economist Theo-
dore Bergstrom provided a useful analysis of the
conditions under which the Rotten Kid Theorem
does and does not apply. Becker’s model of the fami-
ly has also been criticized from a feminist perspec-
tive, for example, by Nancy Folbre in 1997.

Building on his work on quality-quantity trade-
offs, intra-family allocations, and human capital,

Becker has made important contributions to re-
search on intergenerational transmission of inequal-
ity. A series of papers coauthored with Nigel Tomes
developed models exploring issues such as how as-
sortative mating and quality-quantity tradeoffs in
fertility affect the distribution of income in a society.
Becker subsequently expanded this work into mod-
els exploring the role that fertility and child inv-
estments play in the long-term dynamics of eco-
nomic growth.

Becker provides a convenient overview of his
approach to economics in his 1993 Nobel Prize lec-
ture. A more comprehensive summary of his contri-
butions to the economics of fertility, marriage, and
the family is provided in his book A Treatise on the
Family (1991).

See also: Economic-Demographic Models; Family De-
mography; Microeconomics of Demographic Behavior;
Partner Choice.
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BERELSON, BERNARD
(1912-1979)

Bernard Berelson was an influential thinker and
writer on population issues during the 1960s and
1970s, when population growth became a global
concern and international assistance to family plan-
ning programs in developing countries increased
substantially. Berelson’s career mixed academic ap-
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pointments and administrative and policy positions
in international development assistance groups. He
was, in Parker Mauldin’s phrase, a “practical schol-
ar” whose work contributed to social science and to
the improvement of family planning programs
(1979, p. 260).

Berelson was graduated from Whitman College
in 1934. He received his Ph.D. from the University
of Chicago in 1941 and joined the Foreign Broadcast
Service of the Federal Communications Commis-
sion. He later served as research director of Colum-
bia University’s Bureau of Applied Social Research
and held appointments as professor at the University
of Chicago and as director of the Ford Foundation’s
Behavioral Science Program. Before becoming in-
volved in the population field, Berelson produced
important books on voting, graduate education, and
human behavior.

Berelson joined the Population Council in 1962
as director of its communication research program.
He became vice president in 1963 and president in
1968. He remained in that position until 1974, when
he resigned, in part because of disagreements with
John D. Rockefeller 3rd, the Council’s founder and
chairman of its board of trustees, about new direc-
tions in population policy and the importance of
family planning for slowing population growth. Ber-
elson continued as a senior fellow at the Council
until his death in 1979.

Berelson excelled at summarizing important sci-
entific work, pointing out missing pieces, and spell-
ing out implications. He had a well-developed sense
of what research findings would make a practical dif-
ference, and his influential syntheses shaped the
knowledge-base and the direction of field programs.
His contributions in this mode include “Beyond
Family Planning” (1969); “The Great Debate on
Population Policy: An Instructive Entertainment”
(1975); “The Record of Family Planning Programs”
(1976); “Paths to Fertility Reduction: The Policy
Cube” (1977); and “The Condition of Fertility De-
cline in Developing Countries, 1965-75" (1978).
Some 14 of his articles and essays were posthumous-
ly published in a volume edited by John A. Ross and
W. Parker Mauldin (1988). That volume also in-
cludes Berelson’s full bibliography. His writings on
population reflect the conviction that population
growth was “among the great problems on the world
agenda,” because “rapid population growth retards
social and economic development.” From these
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premises he drew the conclusion that “everything
that can properly be done to lower population
growth rates should be done” (Ross and Mauldin,
1988, p. 42).

Berelson encouraged collaboration between sci-
entists and family planning providers to develop in-
novative service delivery programs and to evaluate
them carefully. The best-known example was the
Taichung experiment in Taiwan, but similar ap-
proaches were used in South Korea, Thailand, and
Bangladesh to evaluate specific family planning
interventions and to reassure government leaders
that program interventions would be politically
and socially acceptable. Similar work continues in
the twenty-first century in Ghana and other places
in Africa.

Berelson’s impact on the population field is also
evident in a number of other ways. He established
the journal Studies in Family Planning, and in 1965
organized the first international conference on pop-
ulation programs and edited the report of that con-
ference. Together with John D. Rockefeller 3rd, Ber-
elson promoted the World Leaders Declaration on
Population, which was released in 1967. He served
as a member of the U.S. Commission on Population
Growth and the American Future, and provided an
array of useful ideas on communicating family plan-
ning messages.

See also: Family Planning Programs; Freedman,
Ronald.
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PeTER J. DONALDSON

BERTILLON, JACQUES
(1851-1922)

Jacques Bertillon was a French physician and statisti-
cian, who played a key role in developing the inter-
national classification of causes of death and was a
leader of France’s pronatalist movement. Several
members of Bertillon’s family were distinguished in
the field of demography. His maternal grandfather,
Achille Guillard (1799-1876), coined the term de-
mography (1855); his father, Louis-Adolphe (1821—
1883), taught the first course in demography at the
Paris Medical School (1875) and was director of the
Bureau de Statistique Municipale in Paris—a post
also held by Jacques.

Several decades of effort had been devoted to
devising a classification for the causes of deaths by
the time Bertillon began his research in the area. He
used the work he had done on Parisian death data,
and drew on the scheme proposed by William Farr
(1807-1883), which had been adapted to the new
bacteriological knowledge. The resulting classifica-
tion system, known as the Bertillon classification,
was first promulgated at the Chicago conference of
the International Statistical Institute in 1893 and was
accepted by the American Health Association in
1897. It became the International Classification in
1900 after approval by an international commission
in Paris.

Bertillon also wrote demography manuals and
a series of studies on fertility characteristics, the lat-
ter using the latest statistical techniques, such as par-
ity-specific birth probabilities. But Bertillon is better
known in France as the founder, in 1896, of the first
pronatalist movement, the Alliance nationale pour
Paccroissement de la population francaise. He at-
tempted to explain why couples had small families
(adducing reasons such as high taxation and small
apartments), proposed new pronatalist measures
such as a cash bonus for the fourth child, and con-
ceived the notion of population aging. It was largely



at his urging, through the Conseil Supérieur de la
Natalité, that a law was passed in 1920 forbidding
dissemination of birth control information and
techniques.

See also: Causes of Death; Demography, History of; Dis-
ease, Concepts and Classification of; Farr, William.
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PATRICE BOURDELAIS

BIBLIOGRAPHIC AND ONLINE
RESOURCES

For many years, demographers and other social sci-
entists with population interests considered them-
selves fortunate to have available the annotated bib-
liographic journal Population Index, which was
published from 1937 to 2000. With early computer-
ization, Popline and Medline also provided useful
easily searchable bibliographies. As high-speed In-
ternet access became available, researchers could
routinely draw on a much wider array of biblio-

BIBLIOGRAPHIC AND ONLINE RESOURCES 81

graphic resources and other research tools. The
power of this technology derives from the speed at
which information can be transmitted, the low costs
involved for end users, the relative ease with which
content can be updated or revised, the seemingly
limitless amounts of information that can be carried,
the superior graphic possibilities offered by electron-
ic displays as compared to paper, and the scope for
interactivity between user and information. Users
have masses of information at their fingertips, albeit
together with similar masses of dubious or tenden-
tious material that libraries might have screened out.
The new ways of accessing, processing, and dis-
seminating information and data that the Internet
allows are having a notable effect on the way
researchers work and interact—in what is likely
to be just the beginning of a long-term, technology-
driven process.

Various categories of online resources are rele-
vant to demographic research. Practically every
major population training and research center and
many statistical offices throughout the world have
web sites giving information about their activities
and often providing access to their publications.
Software for various demographic procedures and
computations can be downloaded, often without
cost. Vast amounts of demographic data are also ob-
tainable from remote locations. Such data may come
in the form of files that can be downloaded and ar-
chived in the user’s computer for further processing,
or in the form of interactive databases presenting
data that can be tailored to meet the user’s needs.
Bibliographic resources are increasingly abundant—
from the online catalogs of major libraries around
the world to online libraries containing the actual
texts of publications, including books. Nearly all de-
mographic journals and newsletters have an Internet
presence—a web site that shows at least the table of
contents, usually an abstract, and in some cases the
full text of articles.

Given the volume of demographic material
available, users face an increasing problem of identi-
fying and retrieving data and information in an effi-
cient way. There are essentially two strategies to ex-
tract information from the Internet: “searching”
and “browsing.” Searching works best when what is
being sought can be conceptualized with a distinc-
tive keyword. A search engine such as Google can
then mine the Internet for occurrences of that key-
word. (There are a large number of search engines.
A survey of them and discussion of search-engine
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technology and use can be found at a site called
Search Engine Watch, which is maintained by Inter-
net.com.)

A critical factor in the success of any search is
the formulation of the query—the key word or
phrase should not be conceptually too broad or too
narrow. In 2002 the keyword “population” by itself
yielded some 15.9 million documents on Google—
far too many to be of practical interest. Adding an-
other keyword—say, a country name—in a Boolean
search procedure might be needed to trim the total
to manageable numbers.

But in many cases, users may be looking for
something that cannot be easily indexed in key-
words. Like a reader leafing through interesting parts
of a book rather than perusing the index, the Inter-
net user may prefer to browse relevant sites and sur-
vey what is available before narrowing the search in
a particular direction. Some sites that might be used
in this fashion are noted below, grouped in three cat-
egories: portals, databases, and content-rich sites.

Portals

The pioneer portal in the population field was the
Demography and Population Studies section of the
World Wide Web Virtual Library, maintained by the
Demography Program of the Australian National
University. Popnet, which describes itself as “the di-
rectory for global population information” is anoth-
er high-quality population portal—comprehensive,
well-organized, and attractively presented. It is
maintained by the Population Reference Bureau,
which has population information as its core man-
date. DemoNetAsia offers another comprehensive
repertory of online resources of particular interest to
demographers.

In addition there are a number of more special-
ized portals. The Population Information Network
(POPIN), maintained by the United Nations Popu-
lation Division, aims to provide access to population
information on the web sites of the entire United
Nations system. In the area of reproductive health,
Johns Hopkins University manages the Reproduc-
tive Health Gateway and the United Nations Popula-
tion Fund sponsors a Population and Reproductive
Health portal in the Development Gateway web site.
In the area of migration, the Migration Policy Insti-
tute runs the Migration Information Source.

Databases

Both bibliographic and statistical databases should
be noted. Among the bibliographic databases,
Popline, which contains several hundred thousand
records and is maintained by Johns Hopkins Univer-
sity, provides citations with abstracts of the world-
wide literature in the field of population, with an
emphasis on family planning and related health is-
sues. Population Index, as mentioned, for over six
decades was the primary reference tool on the
world’s population literature. Its database covering
the years from 1986 to its demise in 2000, containing
almost 50,000 records—many in subject areas not
well covered by Popline—is available online from
Princeton University’s Office of Population Re-
search and is a valuable tool for literature searches
pertaining to that period.

Online statistical databases present demograph-
ic indicators and projections for individual countries
or regions, as well as data in the broader field of pop-
ulation and development. The main demographic
databases are those of the United Nations Popula-
tion Division and the U.S. Bureau of the Census.
Notable among the numerous databases covering as-
pects of population and development is the World
Bank’s World Development Indicators Data Query.
The DemoNetAsia web site offers a list of databases
and databanks (noninteractive statistical data ar-
chives in population and closely related subjects).
The Internet Crossroads maintained by the Univer-
sity of Wisconsin and the Virtual Data Library of the
University of North Carolina’s Carolina Population
Center cover a broader range of the social science
data resources that are available online.

Content-Rich Sites

The web sites of many population research and
teaching institutions are essentially electronic ver-
sions of traditional brochures, designed to present
information about the institution rather than as a re-
source to support the work of others. The sites of the
various professional associations in the population
field are mainly services for their members. There
are, however, notable exceptions: institutions whose
web sites are rich in documents and other resources,
such as software, databases, and repertories of links.
These include: INED, France’s Institut national
d’études démographiques (National Institute of De-
mographic Research); the Population Research In-
stitute of Pennsylvania State University; the Carolina
Population Center of the University of North Caro-



lina; and the Max Planck Institute for Demographic
Research. An Internet application of particular inter-
est concerns distance learning. For demography, the
Distance Advancement of Population Research proj-
ect at the Carolina Population Center is a pioneering
effort in this area.

Most demographic journals also have web sites.
Some, such as International Family Planning Perspec-
tives or the Population Reference Bureau’s Popula-
tion Bulletin, make their full contents available on-
line, but the majority either limit themselves to
tables of contents and abstracts or restrict online ac-
cess to subscribers. Demographic Research, a free,
peer-reviewed journal, is published exclusively on-
line. A comprehensive list of population periodicals
available online is offered by DemoNetAsia.

A major storehouse of past population research
is the contents of the main English-language popula-
tion journals compiled by the JSTOR (Journal Stor-
age) project. The full text of every issue of nine pop-
ulation journals (Demography, 1964—; Family
Planning Perspectives, 1969—; International Family
Planning Perspectives, 1979—; International Migration
Review, 1966—; Population: An English Selection,
1989—; Population and Development Review, 1975—;
Population Index, 1937-1985; Population Studies,
1947—; and Studies in Family Planning, 1963—), from
first publication up to the volume several years be-
fore the current year, is available online, in search-
able form. Hard copies of individual articles can be
printed. (Numerous other journals in the social sci-
ences and humanities are also included.) Access to
JSTOR is typically through institutional subscription
by universities or major libraries.

Conclusion

Many of the advantages of the Internet can turn into
problems and sources of inefficiency. The ease with
which web sites can be started and revised results in
a low degree of stability; in addition, as web sites age
and expand, maintenance becomes increasingly time
and resource consuming and is often neglected.
Quality control is frequently poor. In a number of
countries, inadequate telecommunication infra-
structures and sometimes explicit policies discour-
age users and limit the Internet presence of their in-
stitutions. As a result, Internet use for research can
sometimes be frustrating.

Nevertheless, the Internet has established itself
as an essential utility in workplaces and homes
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throughout most of the world, radically changing
expectations about how easy it should be for re-
searchers to gain access to and disseminate informa-
tion and to interact with other researchers regardless
of geographical distance. As its use spreads further,
it will revolutionize the way demographers and oth-
ers work and collaborate—very much as computers
did in the 1970s and 1980s.

See also: Journals, Population.
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ARMINDO MIRANDA

BIODEMOGRAPHY

Biodemography is an omnibus term for the numer-
ous connections between demography and biology.

Demography has multiple points of contact
with biology, as well as with mathematics, statistics,
the social sciences, and policy analysis. The biology—
demography interface was central to the research of

two distinguished demographers, Alfred J. Lotka
(1880-1949) and Raymond Pearl (1879-1940), in
the early decades of the twentieth century. Lotka de-
veloped concepts and methods that are still of fun-
damental importance in biodemography; his two
most significant books are Elements of Physical Biolo-
gy (1925) and Théorie Analytique des Associations
Biologiques (1934-1939). Pearl pioneered biodemo-
graphic research on several species, including flat-
worms, the aquatic plant Ceratophyllum demersum,
Drosophila, and humans. He founded two major
journals, the Quarterly Journal of Biology and
Human Biology and helped found both the Interna-
tional Union for the Scientific Investigation of Pop-
ulation Problems (which later became the Interna-
tional Union for the Scientific Study of Population)
and the Population Association of America.

At the beginning of the twenty-first century
biodemography is reemerging as a locus of cutting
edge demographic research. It is clearly accepted
that fertility, mortality, morbidity, and other pro-
cesses of profound interest to demographers have a
basic biological component. Moreover, biology is
fundamentally a population science and there is
growing recognition that biological studies can ben-
efit greatly from demographic concepts and meth-
ods. From a biologist’s perspective, biodemography
envelops demography because it embraces research
pertaining to: any nonhuman species; populations of
cells or molecules within an individual; populations
of genotypes; and biological measurements related
to age, health, physical functioning, and fertility.
Within this vast territory, several research foci are
noteworthy and are briefly described below.

Evolutionary Demography

Nothing in biology, the eminent biologist Theodo-
sius Dobzhansky (1900-1975) asserted, makes sense
except in light of evolution. It is equally valid to say
that nothing in evolution can be understood except
in light of demography. Evolution is driven by popu-
lation dynamics governed by age schedules of fertili-
ty and survival. Lotka emphasized this. Following his
groundbreaking research, models of the evolution of
fertility, mortality, and other life-history patterns
have been based on stable population theory. Lotka’s
equation

fwe-m l(a)m(a)da =1
0



specifies the intrinsic growth rate, r, of a closed pop-
ulation, typically of females, as a function of the pro-
portion, ¢(a), of newborns surviving to age a and the
age-specific probability of maternity (or fertility),
m(a). If a new subspecies emerges as a result of mu-
tation, the subspecies is assumed to have an evolu-
tionary advantage if its intrinsic growth rate is great-
er than that of other subspecies.

William D. Hamilton (1936-2000) used this
perspective to model the evolution of senescence: In
an influential article published in 1966 he argued
that evolutionary pressures would inevitably result
in a rising trajectory of age-specific death rates.
Hamilton was a biologist who studied stable popula-
tion theory and other aspects of demography at the
London School of Economics. Recently the demog-
rapher Ronald D. Lee reconsidered the evolution of
senescence and concluded that age-specific death
rates can increase, decrease, or remain constant over
age in various periods of life depending on the na-
ture of intergenerational transfers of resources from
parents to children, for example. Other demogra-
phers, including Shripad Tuljapurkar and Kenneth
W. Wachter, have also explored this issue, from dif-
ferent perspectives.

Comparative Biodemography

Much can be learned by comparing mortality and
fertility patterns across species. Relying on Gom-
pertz’s Law (developed by English actuary Benjamin
Gompertz [1779-1865]), it had been thought that
death rates rose exponentially at adult ages for al-
most all species. A dozen or so species, from yeast,
worms, and insects to humans, have now been stud-
ied in sufficiently large numbers for the age trajecto-
ry of mortality at advanced ages to be reliably under-
stood. For all these species, including humans, death
rates either level off or decline at sufficiently ad-
vanced ages. Explaining this surprising deceleration
of mortality is an active area of research in biodemo-
graphy. One of the leaders in this field is James R.
Carey, who has also done important comparative
biodemographic research on the role of the elderly
in nature and on the duration of life in thousands
of species.

Ecodemography

Lotka was deeply interested in the dynamics of inter-
acting species. This interest is commemorated in the
Lotka-Volterra equation (the model was developed
independently by Lotka in 1925, and Italian mathe-
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matician Vito Volterra in 1926), which describes cy-
cles in the populations of predators and prey. The
yet to be solved two-sex problem in demography
(i.e., how to satisfactorily incorporate both males
and females in models of fertility and population
growth) demonstrates how difficult it is to study in-
teracting populations. Research in this area is crucial
to understanding environmental stability and popu-
lation—environment interactions.

Demography of a Species

Humans are but one of millions of species of living
organisms. Life tables and many of the other basic
concepts and methods of demography can be ap-
plied to any species. Life tables, including age-
specific maternity rates, have been estimated for
hundreds of species. Research has also been done on
populations of populations of a species, such as hon-
eybee hives.

Experimental Biodemography

To test demographic hypotheses, experiments can be
conducted with nonhuman populations. Pearl pio-
neered this powerful form of research, focusing on
whether population growth followed a logistic pat-
tern. In the 1990s demographers, working with biol-
ogists, designed and carried out experiments to test
whether there is a genetically determined maximum
length of life for individuals in all or most species.
No sign of a maximum was found in genetically
identical populations of yeast, worms, and insects,
casting doubt on whether humans were subject to
such a limit. More recently, various biodemographic
experiments have been conducted to explore the re-
lationship between fertility and mortality. Among
genetically identical individuals in controlled envi-
ronments, reproduction decreases subsequent prob-
abilities of survival. Other experiments have been
conducted to determine the impact of lethal and
sub-lethal stress on the subsequent mortality of a co-
hort. Mortality selection (the death of the frail) and
hormesis (the increased resistance of individuals
who survive) increase future survival chances where-
as debilitation decreases them.

Genetic Demography

Some individuals die young; others live to an ad-
vanced age. Some individuals have no children; oth-
ers have many. The genetic and common environ-
ment components of these variations—in lifespans,
fertility, and other demographic characteristics—
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can be analyzed in humans using data on twins, sib-
lings, cousins, and other relatives of various degree.
These data are available in genealogies and in twin,
household, parish, and other population registries.
In nonhuman species, inbred and crossbred lines
can be studied. It is not necessary to have informa-
tion from DNA about specific genes: it is necessary
rather to have information about the proportion of
genes shared by two individuals and about shared
nongenetic influences. Analysis of variance methods,
correlated frailty approaches, and nested event-
history models have been applied by demographers.
Hans-Peter Kohler has studied how much of the
variation in number of children can be attributed to
genetic variation in family size preferences among
potential parents, and Anatoli Yashin has analyzed
genetic variation as it relates to susceptibility to vari-
ous diseases and to mortality in general.

Another topic in genetic demography concerns
the genetic structure and dynamics of a population.
Data about population size, migration flows, and in-
breeding can lead to insights into the genetic hetero-
geneity of a population. Information from DNA
about genetic polymorphisms (i.e., mutations) can
be used to determine the genetic structure of a popu-
lation and to make inferences about the influence of
migration and inbreeding on the population.

Molecular Demography

A central goal of molecular demography is to identi-
fy genetic polymorphisms that affect mortality, mor-
bidity, functioning, fecundity, and other sources of
demographic change. Some of this research has fo-
cused on finding genetic variants that influence lon-
gevity. This relationship can be studied by analyzing
changes with age in the proportion of survivors who
have some specific allele (i.e., version of a gene). If
in a given cohort the allele becomes more frequent
with age, that allele may be associated with lower
mortality.

Some research concerns how differences in the
frequency of a particular allele among populations
lead to differences in mortality patterns and life ex-
pectancy. Douglas Ewbank, for example, has studied
the demographic impact of variants of the ApoE gene
in various population distributions. Other research,
by Richard Udry, has focused on how hormone le-
vels influence behavior relevant to fertility and fami-
ly dynamics, and in particular the differences in be-
havior between males and females.

Epidemography

Demography and epidemiology intersect and over-
lap. Demographers frequently focus on how diseases
and disabilities influence the structure and dynamics
of a population, whereas epidemiologists are more
typically concerned with how population patterns of
a specific disease can shed light on the etiology, pre-
vention, and cure of the disease. Many demogra-
phers, however, have acquired substantial knowl-
edge of the biology of various diseases and
disabilities and have developed models of morbidity
and mortality. Some of these models relate disease
and disability patterns and trends in a population to
consequences for health-care systems. Kenneth G.
Manton is a leading researcher in this field.

Biometric Demography

Demographers since the last half of the twentieth
century have become increasingly involved with the
design of surveys and the analysis of survey data, es-
pecially that pertaining to fertility or morbidity and
mortality. Various kinds of physical measurements
(such as height and weight), physiological measure-
ments (for example, of blood pressure and cho-
lesterol levels), nutritional status (as assessed by
analysis of blood or urine and other methods), phys-
ical performance (for example, hand-grip strength
or ability to pick a coin up from the floor), and ge-
netic makeup (as determined by analysis of DNA)
have been added to surveys, including those con-
ducted by Kaare Christensen, Noreen Goldman,
Maxine Weinstein, and Zeng Yi. These biological
measurements (biomarkers) can be used as covari-
ates in demographic analyses in much the same way
that social and economic information is used.

Paleodemography

Skeletal remains are the source of information about
prehistoric populations regarding sex, age at death,
lifetime morbidity and nutrition, as well as, for
women, number of children born. Hence, a main
focus of paleodemography is determining how to ex-
tract more information from bones. This requires a
sophisticated understanding of biology as well as fa-
cility with methods of using physical indicators to
determine sex and to estimate age at death and other
variables. A promising recent advance has been the
development, by Ursula Wittwer-Backofen and Jutta
Gampe, of methods to count annual rings deposited
in teeth as a way of determining age at death.
(Roughly similar methods can be used to estimate



the age of animals in the wild, with teeth used for
mammals and otoliths, ear bones, for fish). Lesions
in bones and minerals in teeth and bones can shed
light on health and nutritional histories. Informa-
tion about human population development for the
long period during which written records were
scarce or nonexistent thus hinges on biological in-
formation.

See also: Aging and Longevity, Biology of; Animal Ecol-
ogy; Archaeogenetics; Biology, Population; Evolutionary
Demography; Life Span; Lotka, Alfred; Paleodemogra-
phy; Sociobiology.
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The global spread and growth of human populations
has had a profound, lasting, and often irreversible
impact on the flora and fauna of continents, islands,
and oceans. Humans depend on nature’s living re-
sources for food, energy, medicine, construction,
recreation, and education. Even low human densi-
ties may lead to overexploitation and extinction of
a plant or animal species, especially if the animals are
big and have a restricted diet and distribution like
the giant panda (Ailuropoda melanoleuca) of China.
High human densities inevitably cause the displace-
ment of nonhuman natural habitats, the simplifica-
tion of ecosystems, and the proliferation of waste
products that may act as pollutants of natural sys-
tems. Human-caused extinction processes have ex-
ceeded the natural extinction rates of flora and fauna
for several centuries.

Human Impact on Birds

Birds provide a good example of the human impact
on biodiversity. They are the best known group of
animals, occur on all continents, and respond quick-
ly to changing environmental factors. Some 12 per-
cent (1,186 bird species) of all birds are globally
threatened with extinction; among these, habitat
loss, fragmentation, and degradation constitute the
major survival threat for 1,008 bird species. Exploi-
tation and the impact of invasive species are the sec-
ond- and third-most important risk factors.

In prehistoric times, human dispersal across the
globe was followed by rapid and major extinction
waves of vertebrate animals on several continents as
well as on many Pacific islands; scores of flightless
island bird species vanished within a few hundred
years after the arrival of the Polynesian settlers.

Human Populations and Ecosystems

The domestication of plants and animals was a revo-
lutionary event in human history that stimulated
human population growth and changed the face of
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the earth. The need for cropland and pastures has
not abated and massive deforestation, the transfor-
mation of natural prairies, and the draining of wet-
lands continue worldwide. In Europe, only 15.6 per-
cent of the land remains undisturbed as of 2003;
equivalent values for North America are 56.3 and for
Africa 48.9 percent. Only 22 percent of the earth’s
original forest remains in large natural blocks.

Habitat Destruction and Alien Species
Introduction in the United States

Habitat destruction and degradation have emerged
as the most pervasive threat to U.S. biodiversity, en-
dangering 85 percent of imperiled and federally list-
ed species. The historic range and population of the
California condor (Gymmnogyps californianus) col-
lapsed along the Pacific coast of North America
when Europeans settled there and began to convert
California’s Central Valley into rangeland and later
into cotton, alfalfa, and rice fields.

Urbanization causes a sometimes drastic reduc-
tion in native species. The birds of Honolulu are al-
most completely non-native, introduced birds from
Asia, Europe, and Central America. Other metropol-
itan regions in India, China, South America, and Af-
rica contain species sets that have adapted and bene-
fited from high human densities. Many weed, pest,
and disease species thrive in dense human conglom-
erations; indeed, some disease organisms can only
maintain themselves in urban landscapes. Some pre-
dict that this species set will constitute the global
flora and fauna of the twenty-first century.

The introduction of alien species has become
the second-most important risk factor for threat-
ened U.S. biota. Competition with or predation by
alien species affects some 49 percent of the imperiled
species. Some of the alien species originate from de-
liberate introductions (many game fish species)
while others are escaped pets or have inadvertently
been transported on trucks, planes, and ships into
the country. Some lakes and rivers in the United
States have more alien than native fish species. Addi-
tional survival problems in U.S. waterways arise
from chemical and thermal pollution. After flower-
ing plants (1,031 species critically imperiled), native
aquatic life is most at risk: freshwater fishes (300),
stone flies (260), freshwater mussels (202), and cray-
fishes (165 species).

The American West still contains large blocks of
wildlands that have never been modified; a unique

patchwork of urban, rural, and protected open space
constitutes the modern bio-landscape. Southern
California is a “hotspot” of global biogeographic sig-
nificance with an unusually high number of endemic
species restricted to this region. The development
pressure on the remaining open space lands is in-
tense, transportation links have fragmented wildlife
habitats, and pollution threatens entire ecosystems.
A similar situation exists in Florida where heavy
human immigration and rapid urbanization pro-
cesses threaten the survival of the Everglades and
other irreplaceable ecosystems.

Threats to Biodiversity in the Tropics

Many of the biologically richest and most threatened
landscapes are in the tropics. After Australia, the
four countries richest in endemic higher vertebrates
(mammals, birds, reptiles, and amphibians) found
nowhere else are Mexico (761), Brazil (725), Indone-
sia (673), and the Philippines (473 species). These
countries face difficult problems in their rural envi-
ronments due to burgeoning human populations.
The management and conservation of their increas-
ingly fragmented forest landscapes constitutes a
major national and international challenge. A re-
markable conservation endeavor concerns the fate of
the remaining five tiger (Panthera tigris) subspecies
stretching from India to Northeast Siberia; three
subspecies are already extinct (Caspian, Bali, and
Javan tiger). A powerful coalition of conservation
groups with worldwide support has slowed the habi-
tat loss in tiger habitats and hopes to safeguard the
remaining wild tiger populations in reserves that
often lie adjacent to densely populated agricultural
areas.

Threats to the Oceans

In the oceans of the world, fish resources have been
overexploited in the Atlantic and Northern Pacific.
Large whales were nearly exterminated before a
worldwide ban on whaling was agreed upon by most
whaling nations. The exceptional richness of coral
reef ecosystems in the Pacific and Southeast Asia is
also at risk due to high demand for tropical fishes
and corals in Europe, North America, and East Asia.
The reefs are poisoned and plundered by impover-
ished fishermen, a classic repetition of the overex-
ploitation of living resources that culminated in the
extinction of some 484 animal species since 1600.



Habitat Destruction: Past and Future

In hindsight, the case histories of extinct animals
show the human folly of reckless habitat destruction,
hunting, and trapping as well as the absence of sus-
tainable use and resource management. The benefits
of nature’s riches and the unique species diversity of
each continent are at greater risk in the early twenty-
first century than ever before in human history. Both
the developed and the developing countries face
challenging land-use decisions for their human and
non-human inhabitants.

See also: Carrying Capacity; Geography, Population;
Sustainable Development.
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BIOLOGY, POPULATION

Population biology is the study of the ecological and
evolutionary aspects of the “distribution and abun-
dance of animals”’(Andrewartha and Birch 1954).
The ecological aspect focuses on living organisms as
individuals, groups, species, and interacting assem-
blages of species. The evolutionary aspect focuses on
genetic and environmental changes that shape ob-
served characteristics—the phenotypes—of organ-
isms past and present. Like demography, population
biology is a discipline with fuzzy boundaries that
shade into specialized subjects: ecology per se, not di-
rectly concerned with evolution; population genet-
ics, focused on genetic change and variation, and
evolution; epidemiology, concerned with host—
parasite associations; paleobiology, focused on the
historical record; behavioral ecology; physiological
ecology; and many others. This entry is a selective
account of population biology at the start of the
twenty-first century.

From Individual to Population

A basic unit of analysis in population biology is the
individual, with a focus on the individual as ontoge-
ny—a process of development and change from
birth to death. Demographers and ecologists often
use the terms life cycle or life history for this process.
The transitions that occur during development can
be complex in different species, involving distinct
developmental stages that can differ in terms of actu-
al habitat (e.g., water, land, or air), growth and form,
feeding, and reproduction. A staggering variety of
life cycles is observed in nature, to the delight of nat-
ural historians since before Charles Darwin, but this
variety challenges scientific analysis. As just one ex-
ample of the scale of variation, population biologists
deal with species whose characteristic life spans
range from an hour (or less, for bacterial division)
to centuries (long-lived trees such as redwoods).

The study of life cycles in population biology fo-
cuses on the qualitative and quantitative analysis of
life cycle transitions—their sequencing, rates, inter-
action, proximate determinants, and evolutionary
determinants. An organizing principle here, enunci-
ated by the statistician Ronald Fisher (1890-1962) in
the 1930s and implicit even in the work of Darwin,
is the allocation of resources—in the course of life,
individuals gather resources such as energy and ma-
terials that are allocated among processes such as
metabolism, growth of reproductive and other body
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parts, foraging, repair of internal systems, mating,
and reproduction. It is commonly accepted that life
cycles in nature are adapted to the environments in
which they are found—it would be surprising if they
were not—and hence that resources must be allocat-
ed over the life cycle in an optimal way. The claim
of optimality in population biology is loosely sup-
ported by the notion that Darwinian natural selec-
tion results in life cycles that have a high fitness in
their environmental context relative to other possi-
ble life cycles. It is difficult to say how fitness is to
be measured in a given context, or how an optimum
is defined, but in practice optimality conditions can
be defined by the context and nature of life cycles.
Foraging birds or large predators, for example, are
likely to be efficient in terms of how they use their
time or focus their effort. Many population biolo-
gists employ such criteria, plus the tools of optimali-
ty theory, to gain useful insight into life cycles.

The environment in which organisms live is
critically important, as it is in all demographic
studies. A major component of the environment is
biotic: the set of other individuals with which any
given individual interacts. In the simplest case, the
density of other individuals in space and time and
how this density affects life cycle transitions is of pri-
mary importance. Thus, death rates can be regulated
by density-dependent interactions between individ-
uals of the same species (such as competition or can-
nibalism), or interactions between individuals of dif-
ferent species (a familiar example is predation; less
familiar may be symbiosis, a mutually beneficial re-
lationship exemplified by rhizobia bacteria that live
in structures called nodules on the roots of plants
and fix atmospheric nitrogen for the plants in return
for energy and a habitat). In a finer-grained view, in-
teractions can depend on the characteristics and be-
havior of the individuals involved. Competition for
food, for example, may depend on body size; success
in attracting a mate can depend on phenotypes such
as plumage or antler size; and so on. The abiotic en-
vironment also plays a major role by setting resource
levels, environmental conditions (such as light or
moisture or temperature), and the predictability or
unpredictability of such factors.

The analysis of interactions between individuals
requires aggregation from individuals to popula-
tions, a process affected by scale in space and time.
The simplest case is an isolated population of a sin-
gle species, such as a bacterial culture in a laboratory
Petri dish. Spatially localized populations in nature

are often studied as isolated populations if migration
is not significant. More generally, populations have
patchy distributions over space, and a population
may really be an aggregation over many spatial
patches connected by migration. Depending on the
species, a population may occupy some spatial loca-
tions only some of the time, as with migrating birds
or butterflies that trace a roughly regular spatial mi-
gration route in the course of a year. In other cases,
local patches can be ephemeral, supporting a small
population of a species for a small part of an occa-
sional year. Spatial distributions may be weakly or
strongly determined by underlying physical and bio-
logical features in space and time.

For a population of a single species, the key
questions concern dynamics: How and why do pop-
ulation numbers and composition change over time
and space; what is the short-run and long-run vari-
ability in population; what is the viability (i.e., ability
to persist at reasonable numbers) of a population?
These questions are also central to the sciences of
conservation biology and population management.
Conservation biologists are typically interested in vi-
ability, in the likelihood of extinction, and in spatial
distributions; exploited populations (e.g., for fish-
ing, hunting, recreation) are, in a surprising number
of cases, actively managed for abundance and persis-
tence.

From Populations to Ecosystems

As noted, interactions between individuals of differ-
ent species can be important in the life cycles of indi-
viduals and in the dynamics of populations. Some
interactions between pairs of species are studied
using common concepts and methods. Examples in-
clude interactions between predator and prey, host
and parasite, or species competing for similar re-
sources. Interactions play a central role in popula-
tion biology, underlying pattern and process in ways
that were first highlighted by the British ecologist
Charles Elton (1900-1991) and the American ecolo-
gist G. Evelyn Hutchinson (1903-1991); current
paradigms in the field build on the work of the
American ecologists Robert MacArthur and Edward
O. Wilson, among others.

Predator—prey interactions are often analyzed in
terms of the response of predator behavior to
changes in the distribution and abundance of
prey—a general theory for this functional response
of the predator has been developed and successfully
applied in several cases.



Host—parasite interactions are more complex
because parasites come in many varieties, from para-
sitic organisms that spend part or all of their life
cycle within one or more hosts, to insect parasitoids
that spend their adult lives outside a host but need
to find, and lay their eggs inside or on, a host. There
are useful general methods for analyzing different
classes of host—parasite interaction. A significant
part of the science of host—parasite interactions orig-
inated in the study of human malaria, with the work
of the great British epidemiologist Ronald Ross
(1857-1932), and from subsequent epidemiological
work on human and non-human disease. Since
about 1980 population biologists and epidemiolo-
gists have paid increasing attention to the transmis-
sion and control of viral infections ranging from in-
fluenza to HIV.

Competitive interactions vary depending on
what competition exists (for space, food, mates, and
so on) and the type of competitive interaction
(which may involve quite distinct abilities, e.g., effi-
ciency at finding a resource, or ability to displace
other individuals from a resource). Here too, a num-
ber of general principles of analysis have been devel-
oped and tested. Individual behavior clearly plays a
key role in interactions, and behavioral ecology is the
study of behaviors and their evolution.

Moving up in scale from pair-wise interactions,
there are communities of species that interact in
many different ways over some spatial region. The
complexity of communities depends on their diver-
sity (measured in terms of the numbers and relative
abundance of different species), their trophic struc-
ture (if all species in the community are arranged
into a who-eats-whom pyramid there is a hierarchy
of levels; the subset of species at each level is called
a trophic level), and the network of interactions be-
tween each species and the rest. Communities range
from a few dozen bacterial species in a square foot
of soil to assemblages of hundreds of species in a
large national preserve or park. Still further up in
scale, there are ecosystems that may contain numer-
ous communities that interact weakly with each
other, from complete islands to areas of subconti-
nental scale. As spatial scale changes, so does the
time scale over which communities display signifi-
cant change. For communities and ecosystems, ecol-
ogists are concerned with their dynamics, viability,
resilience (ability to withstand perturbations such as
changing environmental conditions or invasion by
new species), biodiversity, and biogeography. A sub-
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ject of increasing interest is the dynamic interaction
between humans and ecosystems.

Evolutionary Ecology

In population biology, evolution can make causality
run from individual characteristics to interactions
(e.g., the outcome of competition is determined by
the characteristics of competing individuals), or
from interactions to characteristics (e.g., characteris-
tics such as plumage displays can evolve in response
to their impact on relative mating success). Time
scale is important in determining which effects are
studied: In the conventional paradigm, evolutionary
changes are usually much slower than ecological
changes. Even so, the evolutionary changes people
can observe and document are those that take place
over a period shorter than the human life span. The
classic example is the change in the moth Biston be-
tularia from mostly light to mostly dark individuals
in the half-century beginning in about 1848 as the
industrial revolution increasingly polluted Britain.
Many population biologists are concerned with his-
torical evolutionary processes that generated the be-
haviors, interactions, and life cycles observable in the
present; others, with how evolution is changing the
patterns observed in the early twenty-first century.

Much of evolutionary ecology generalizes Dar-
win’s insights: Elton did so in 1930, with an empha-
sis on the evolution of individual characteristics in
ecological contexts. But many new insights have
emerged in studying phenomena that Darwin did
not consider or found too challenging. The study of
social evolution—how collective behavior evolves—
was given a solid basis by the British evolutionary bi-
ologist William Hamilton (1936-2000) in 1964, by
the introduction of the concept of inclusive fitness,
which extends fitness to include the effects of an in-
dividual’s behavior on the fitness of kin. Work on
social traits in behavioral ecology and evolution has
also provided insights in subjects such as anthropol-
ogy and human ecology. Evolutionary questions that
remain topics of active research include aspects of
the evolution of sex and sex ratios, the evolution of
senescence (the British biologist J. B. S. Haldane
(1892-1964) and the British immunologist Peter
Medawar (1915-1987) were pioneers in this area),
and the evolution of larger-scale patterns in ecology.

Population Genetics

Evolutionary ecologists tend to think largely in terms
of natural selection as the main force for adaptation
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and evolution. Population genetics takes a more
careful look at the evolutionary process. The Ameri-
can population biologist Richard Lewontin (born
1929) emphasized that evolution is a multi-level af-
fair: An individual’s genes make up its genotype;
genotype plus environment interact to determine
the individual’s phenotype. The crux is the presence
of heritable genetic variation between individuals—
variation is modified by differential selection on
phenotypes, by random events (especially drift, the
unavoidable randomness in choosing a finite sample
from a finite population), and by the introduction
of naturally occurring random mutations into geno-
types. Evolution is the consequence of a dynamic
process of change in the genetic variation within
populations under the forces of selection, drift, and
mutation. Many basic features of evolution were
worked out by Fisher, Haldane, and the American
population geneticist Sewall Wright (1889-1988) in
the 1930s and 1940s.

In subsequent decades population geneticists
have brought increasing experimental power to bear
on the measurement and characterization of genetic
and phenotypic variability within populations, from
the early studies of the American population geneti-
cist Theodosius Dobzhansky (1900-1975) on chro-
mosome structures in fruit flies (the genus Drosophi-
la) to current studies of genetic sequences and gene
microarrays. A striking overall finding is that there
is a huge amount of genetic variability within popu-
lations, and a key question in population genetics is
why so much variability exists. In broad terms, there
are two answers. One, originating with Dobzhansky,
holds that selection is responsible for much of the
variation; the other, originating with the Japanese
population geneticist Motoo Kimura (born 1925),
holds that much variation is simply neutral, a conse-
quence of mutation followed by random drift, and
has little selective significance. It is known that each
answer applies in some domain of nature, but pre-
cise formulation and testing of these and more so-
phisticated hypotheses remains an important subject
for research.

Since about the 1980s, population geneticists
have increasingly turned to the analysis of phyloge-
ny, the historical relationships among lineages of or-
ganisms or their parts (including their genes). Given
a sample of genes from different humans in the year
2000, for example, one can ask whether these genes
exist as the result of evolution from a single ancestral
population, and estimate the time it took for the cur-

rent genetic variation to materialize. Phylogenetics
also provides powerful insights into the evolutionary
trees that have resulted in variation between species
as found at the beginning of the twenty-first century.

To someone concerned with human demogra-
phy, population genetics is key to understanding
how genetics and evolution have shaped aspects of
human traits and behavior. Population genetics has
been strikingly effective in the analysis of genetic
variants that have major effect on health (such as the
Apo E locus, implicated in Alzheimer’s disease and
atherosclerosis). Biodemographers look to popula-
tion genetics as a way of identifying segments of the
genome that have major effects on quantitative traits
such as components of mortality. Demographers are
becoming interested in the genetic contribution to
traits as diverse as fertility and health, partly stimu-
lated by the availability of modern technologies for
extracting genetic information from small samples
of human cells collected in surveys. However, it is far
from obvious that genetic analyses can sensibly in-
form an understanding of complex traits that have
major social and cultural components. As demogra-
phers’ earlier experience with eugenics demon-
strates, there are sound historical reasons to be cau-
tious and precise in such work.

See also: Aging and Longevity, Biology of; Animal Ecol-
ogy; Biodemography; Darwin, Charles; Lotka, Alfred;
Sociobiology.
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BIRTH CONTROL, HISTORY OF

Evidence of attempts at contraception and induced
abortion are found in many societies. Many preliter-
ate societies used a variety of herbal remedies in at-
tempts to suppress fertility or to induce menstrua-
tion. Literary evidence of contraception is found in
the work of Egyptian, Classical, and Arabic writers,
such as the Greek physicians Disocorides and So-
ranus (first—second centuries c.E.), the Roman histo-
rian Pliny the Elder (died 79 c.E.), and the Arabian
physician and philosopher Avicenna (died 1037
C.E.). Archaeological evidence of induced abortion
has been found in a Romano-Gallic site in the Neth-
erlands where the skeleton of a young a woman was
discovered with a bone stylet, which was used to in-
duce abortion, in the pelvis.

In classical times, the principal export of the
Mediterranean port of Cyrene was a plant called sil-
phion. Related plants demonstrate oxytocic proper-
ties, and sylphion seems to have been such an effec-
tive abortifacient that it was harvested to extinction.
The oldest pictorial representation of a mechanical
abortion is in a bas relief illustrating massage abor-
tion in the great temples of Angkor Wat in Cambo-
dia (1150 c.E.). The image depicts devils in masks
pounding the abdomens of women who appear to
be about 20 weeks pregnant. An identical procedure
continues to be widely used in contemporary South-
east Asia.
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The Judeo-Christian Tradition

Induced abortion is mentioned once in the Bible
(Exod. 21:22), which categorizes it as a crime, but
explicitly not as murder. Coitus interruptus is men-
tioned once in a passage in Genesis (38: 9). The story
of Onan, “who spilled it [his seed] on the ground”
is well known. Talmudic commentators are divided
as whether God slew Onan because he practiced
withdrawal, or because he disobeyed his father’s
command to make Tamar, his dead brother’s wife,
pregnant.

The New Testament makes no comment on any
aspect of fertility regulation, but Saint Paul, in his
letters, places women in an inferior position to men.
The early fathers of the Church became increasingly
conservative in their interpretation of human sexu-
ality. Saint Augustine (died 430) had the same mis-
tress for many years, with whom he had one child,
and he may have practiced coitus interruptus. He
taught that original sin had been passed down the
generations in the semen, much like some precursor
to the HIV virus, and therefore the unbaptized were
condemned to eternal damnation. He argued that
nocturnal erections were evidence of human sin be-
cause they were not under the control of the human
will. Given such interpretations, Saint Augustine was
led to conclude that the only justification for sexual
intercourse was to perpetuate the human race. In his
words, “that which is done for lust must be done in
such a way that it is not for lust’s sake” (Contra Juli-
anum, 5, 9). Other western theologians constructed
even more contrived restraints on human sexuality.
By the later Middle Ages, intercourse was forbidden
on Sundays, Fridays (the day when Christ died),
feast days (which were numerous), and throughout
the 40 days of Lent. In effect, intercourse was forbid-
den for approximately half the year. Women were
told that if they had a congenitally abnormal baby
it was because they had sex during menstruation or
during some forbidden time.

Augustine condemned all types of artificial con-
ception, including periodic abstinence. But in the
late-nineteenth century, contrived exceptions began
to be constructed to permit use of the rhythm meth-
od (abstinence limited to what was believed to be the
fertile period of the woman’s menstrual cycle). In
1920 the Lambeth Conference of Anglican Bishops
moved to a cautious recognition of licitness of all ar-
tificial contraception. The Second Vatican Council
(1962-1965), which marked a watershed in Catholic
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teaching in a variety of domains, was expected to
move the Catholic Church in the same direction.
Most people expected that the approval of contra-
ception would be widened, at least to include the
then newly available oral contraceptives. Pope Paul
VI, who became pope in 1963, set up a commission
to review the topic, which eventually included five
women. The majority of the commission voted to
revise the church teaching of birth control. Howev-
er, Paul VI rejected these recommendations and
published the encyclical Humanae vitae in 1968. It
condemned any contraception, defined as “action,
which is either before, at the moment of, or after sex-
ual intercourse, that is specifically intended to pre-
vent procreation—whether as an end or a means.”
It was a linear continuation of Augustine’s teachings.

Only fragments of written information exist to
illuminate the pain these teachings brought to
countless women and their families over the centu-
ries. An Inquisitor condemning Albigensian heretics
to the stake (circa 1320) in Montaillou, France, in-
terrogated one woman who had had a sexual rela-
tionship with a priest. “What shall T do if I become
pregnant by you? I shall be ashamed and lost,” she
said. “I have a certain herb” responded her lover,
“the one the cowherds hang over a cauldron of milk
in which they have put some rennet to stop the milk
curdling” (Le Roy Ladurie). Between 1647 and 1719,
in Colyton (in Devon, England), the mean age of
marriage for women rose to 29.6 years. In one parish
in Somerset only one in 200 pregnancies was to
women under age 17. Ecclesiastical court records
show that while many women went to the altar preg-
nant, premarital sex was limited to a very short in-
terval before marriage. Women who did bear a bas-
tard child could be publicly whipped on market
day—with extra stripes if they did not breastfeed
their baby. In 1671, a French aristocrat, Madame de
Sévigné wrote to her daughter, “I beg you, my love,
do not trust to two beds; it is a subject of temptation.
Have someone sleep in your room.”

The Nineteenth Century

With industrialization, urbanization, and some fall
in infant mortality, the pressure to control family
size grew. The first articulated efforts to disseminate
knowledge about family planning technologies date
from the early-nineteenth century. They began with
English Free Thinkers such as Francis Place (1771—
1854) and John Stuart Mill (1806—-1873). Place had
15 children and he understood the sufferings of fac-

tory workers and servants in the big cities. He wrote
what contemporaries called the Diabolical Handbills
describing the use of a sponge inserted vaginally. In
1832, the American physician Charles Knowlton
(1800-1850) published anonymously The Fruits of
Philosophy, which described post-coital douching.
Several publishers were prosecuted under obscenity
laws in the United States and Britain for re-
publishing Knowlton’s work.

In 1871, Charles Bradlaugh (1833-1891), a Free
Thinker who had been elected to the British Parlia-
ment, and Annie Besant (1847—1933), a writer who
had rejected the conventions of marriage and joined
the Secular movement, deliberately challenged the
law by republishing The Fruits of Philosophy. Their
trial was widely reported in daily papers and sales of
the book rose from 1,000 a year to 100,000 in three
months. Bradlaugh and Besant were acquitted on a
technicality. A substantial and continued decline in
the British birth rate began at that time, most likely
driven by increasing use of withdrawal and rising
abortion rates, along with the commercial availabili-
ty—albeit under the counter—of condoms and
spermicides. Historical demography suggests that
withdrawal, along with delayed marriage, was being
used to limit family size in Elizabethan England and
coitus interruptus almost certainly played a major
part in the decline in family size in France that began
in the eighteenth century. Even in the mid-twentieth
century coitus interruptus remained one of the most
common methods of contraception in Europe.

In nineteenth-century England, abortion up to
the time of quickening was legal. But in 1861, the Of-
fenses Against Persons Act not only made abortion
at any time during pregnancy a crime, but even the
intention to commit an abortion became a felony.
During the same period, every state in the United
States passed a law against abortion, although
women struggled to terminate unintended pregnan-
cies. In 1871, Ely van de Warkle described abortion
practices in Boston, Massachusetts. To test their
safety, he purchased the many herbal remedies that
were available at that time and either ate them, or
gave them to his dog. “The luxury of an abortion,”
he wrote in the Journal of the Boston Obstetrical Soci-
ety, “is now within the reach of the serving girl.”

In America, a dry goods salesman named An-
thony Comstock began a one-man crusade against
obscenity. Amongst other things, the law he success-
fully lobbied Congress to pass in 1873 defined all



types of contraception as pornographic. Comstock
also persuaded his wife to visit a well-known New
York abortionist who called herself Madame Restell.
She begged her for an abortion, which Restell prom-
ised to provide. Comstock then had Restell arrested.
She cut her throat the night before her trial was to
begin. Comstock described this as a “bloody end to
a bloody business.”

Class differences in both attitudes to and prac-
tice of birth control persisted through the nineteenth
century. By 1900, in England, clergymen and doctors
were having families that were only one quarter the
size of those of miners and dock laborers. Yet it was
the professional classes that were most opposed to
making family planning available to the working
classes.

Twentieth Century

It is difficult to reconstruct the sexual conservatism
of late-nineteenth century Europe and North Ameri-
ca. Marie Stopes (1880-1958) was one of the first
women with a Ph.D. in Britain. The daughter of a
middle class Edinburgh family, she married a fellow
botanist called Ruggles Gates. He proved to be im-
potent and it is a measure of the ignorance of the
time that it seems to have taken some while for his
wife to discover that something was missing from
her marriage. As a divorced virgin in 1918, she
penned a book called Married Love. In flowery and
convoluted language, and without mention of any of
the anatomy of the genitalia, she argued that woman
had a right to enjoy sexual pleasure in marriage. This
novel view helped make the book widely read—both
in Britain and in many other countries.

World War I generated a lively debate between
those interested in family planning and a body of
militaristic lobbyists who argued that contraception
was unacceptable because it interfered with the birth
of the next generation of soldiers. In 1920, Russia
under the leadership of Lenin became the first coun-
try to legalize abortion. Several Scandinavian coun-
tries passed tortuous and complicated abortion leg-
islation between the 1930s and the late-1950s. In
1966, Britain struck down Queen Victoria’s 1861 Of-
fenses against Persons Act forbidding abortion. This
example led to important changes in some of the
countries of the British Commonwealth (including
India, Singapore, and Zambia). Over the next 30
years, every European country, except Malta and Ire-
land, had passed legislation making safe abortion
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widely available. In Italy, the decision was the result
of a nationwide referendum in 1974.

The spread of contraception and safe abortion
between 1960 and 1990 facilitated—some would say,
caused—the marked fall in the total fertility rate that
took place in Western countries. Low fertility had
been achieved in parts of Europe between World
War I and World War II, when abortion—although
illegal—became relatively widely available in some
places. For example, knowledgeable sources estimat-
ed one abortion for every live birth in Hamburg in
the 1930s. In Vienna the abortion rate was thought
to be 20 for every 1,000 women and the very low
total fertility rate of 1.2 was thought to be one-third
the result of abortion and two-thirds the result of
contraception—probably, mainly coitus interruptus.
A generalized pattern of low fertility in the West was
widely predicted in the 1930s by demographers, an-
ticipating declining populations by the second part
of the twentieth century. This was not to be: To de-
mographers’ surprise, the postwar decades first
brought a baby boom that was followed by rapid de-
cline of fertility to well below replacement levels in
many European countries.

In the 1950s and 1960s, the lowest birth rates in
the world were in Eastern Europe, again based on
widespread use of withdrawal backed up by abor-
tion. In the twenty-first century the total fertility rate
of most Western countries is below 2. A similar
rapid decline in fertility that has occurred in most
other parts of the world also owes much to the im-
proved availability and range of contraceptive
choices and access to safe abortion; examples include
South Korea, Taiwan, Thailand and Sri Lanka.

Historically, the twentieth century not only saw
increasing access to reproductive choices, but also
witnessed important reversals of this trend. It is no-
table that many twentieth-century dictators took
steps to restrict reproductive choices. One of the first
moves that the Nazis made when Hitler came to
power was to close down what had been a promising
beginning to family planning services in Germany
and Austria. It was in Nazi dominated Vichy France
in 1942 that the last execution of an abortionist took
place. Stalin in Russia and Nicolae Ceausescu in Ro-
mania both reversed previously liberal abortion
laws.

The first family planning clinic to be established
was in the Netherlands in the 1880s. Birth control
leader Margaret Sanger (1883-1966) opened a clinic
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in Brooklyn, New York in 1917. Immediately, large
numbers of women attended, but ten days later the
police, enforcing the Comstock laws, closed it down.
In Britain, Stopes opened her first family planning
clinic in 1921. In the United States, precedents were
developed that held that if physicians prescribed
contraceptives “for the cure and prevention of dis-
ease” then their use was deemed to fall outside the
Comstock laws. (Congressional Globe 1873: 1436). In
1937, this precedent was reinforced in the case of
United States v. One Package of Japanese Pessaries, 13
F. Supp. 334 (E.D.N.Y. 1936). These developments
brought short-term relief to those trying to provide
contraceptive services, but it also contributed to the
undue medicalization of contraceptive practice, par-
ticularly as at that time the only clinical methods
were vaginal barriers. The last of the U.S. Comstock
laws were not struck down until the Supreme Court
ruling of 1965 in Griswold v. Connecticut, 381 U.S.
479 (1965).

In 1966, the British abortion law was reformed
to take into account the “woman’s total environ-
ment” (The Abortion Act, 1967). Framing abortion
as a medical problem helped dull political opposi-
tion, but the fine print of medical regulation in En-
gland delayed for decades the introduction of safe
abortion that would require only day care. When
Commonwealth countries such as India and Zambia
adopted a version of the British Abortion Law, medi-
cal restrictions meant that the law had little or no ef-
fect on the frequency of unsafe abortions.

Griswold was based on the right to privacy and
this also became the foundation of the unexpected
decision of the U.S. Supreme Court in 1972 in Roe
v. Wade, 410 U.S. 113 (1973), to strike down the
anti-abortion laws that remained across America.
Roe v. Wade also framed abortion as a right to priva-
cy and an issue of religious toleration rather than a
medical issue. “We need not resolve the difficult
question of when life begins,” wrote the justices,
“when those trained in the respective disciplines of
medicine, philosophy and theology are unable to ar-
rive at any conclusion.”

Fertility Regulation Methods

All the methods of contraception now in use, except
for systemically active oral contraceptives, implants,
and injections, were available and documented by
the end of the nineteenth century. Condoms made
from sheep caeca, which date back to the seven-

teenth century, have been discovered by archaeolo-
gists. Famed diarist James Boswell describes using a
condom with a prostitute in London in 1763. Con-
doms became widely available with the invention of
vulcanization of rubber by Charles Goodyear and
Thomas Hancock in 1844. The cervical cap was de-
scribed in the early nineteenth century in Germany
and the diaphragm was available by the turn of the
twentieth century. The manufacturing and distribu-
tion of contraceptives was poorly regulated until well
into the second half of the twentieth century. Sales
were illegal in the United States, France, and several
other European countries. In Britain sales were
“under the counter.” Intrauterine Devices (IUDs)
began to be used in the late-nineteenth century. In
the 1920s Ernst Grafenberg, a German gynecologist,
did extensive work on IUDs, but after fleeing Nazi
persecution he found that political freedom in
America did not entail the freedom to continue his
research. IUDs went through a renaissance of inter-
est in the 1960s, when flexible plastic devices, such
as the Lippes Loop, replaced the metal rings used
previously. In 1971, Hugh Davis launched the
Dalkon Shield. He claimed very low pregnancy rates
without revealing that he counseled the clinical trial-
ists also to use spermicides with the device. Deaths
occurred due to rapidly spreading septicemia in
pregnant women with a Dalkon Shield in situ. The
legal cases that followed bankrupted the A. H. Rob-
bins Company that had marketed the device, and led
to a great reluctance to use any type of IUD in the
United States. In Finland, obstetric and gynecologi-
cal specialist Tapani Lukkenian devised the first hor-
mone-releasing IUDs; in Chile, obstetric and gyne-
cological specialist Jaime Zipper devised the first
copper-releasing IUDs.

James Young Simpson, Queen Victoria’s gyne-
cologist, describes what twenty-first century society
would call manual vacuum aspiration, a method of
abortion, but the method was lost. The current
method of manual vacuum aspiration, used for
abortions up to the tenth week of pregnancy, was de-
scribed by Harvey Karman in 1972.

In the 1920s, reproductive physiologist Ludwig
Hablandt described the physiological basis of oral
contraception. But the method made no progress,
partly because of the lack of a cheap source of steroid
and also because contraceptive research was not aca-
demically acceptable. The U.S. National Institutes of
Health was forbidden by congressional mandate to
support contraceptive research and, until the 1960s,



the Vatican blocked any assistance from the World
Health Organization in family planning. When
Gregory Pincus, John Rock, and M.C. Chang, work-
ing in the Worcester Institute outside Boston, finally
developed the Pill in the 1950s, contraception was
still illegal in Massachusetts. For this reason, the ini-
tial large-scale trials were conducted in Puerto Rico.
In 1963, American obstetrician and gynecologist
John Rock, a devout Catholic, wrote The Time Has
Come: A Catholic Doctor’s Proposal to End the Battle
over Birth Control. Rock argued that hormonal con-
traceptives should be licit because they imitated the
natural processes whereby pregnancy and lactation
inhibited ovulation. He died an embittered member
of his Church. In 1966, obstetrician and gynecologist
Elismar Coutino in Brazil demonstrated that an in-
jectable form of progesterone, administered every
three months, was a highly effective contraceptive.

One of the few genuine advances in birth con-
trol technology in the late-twentieth century was the
discovery by reproductive physiologist Etienne-
Emile Baulieu in France of the anti-progestigen
Mifepristone (RU-486), an abortifacient effective if
used during the first 50 days of pregnancy. Although
Mifepristone is widely available in Europe, the con-
troversy surrounding its development and use de-
layed its introduction in the United States.

Conclusion

The history of birth control is one of controversy, of
slow progress in technology and scientific analysis,
of legal restraints, and of medical conservatism. It is
a tale of two steps forward and one step backward.

The twenty-first century has opened with a seri-
ous demographic divide. The Western nations and
the emerging economies of Latin America and Asia
have total fertility rates of 2.5 or less, while much of
sub-Saharan Africa, Pakistan, and parts of northern
India have total fertility rates of 5 or more. The legal
and social attitudes toward family planning and
abortion in the remaining high fertility countries has
similarities to the situation in Europe and North
America in the early twentieth century, in that con-
traception is not readily accessible to much of the
population and abortion is illegal (or legal but diffi-
cult to get, as in India). Interestingly, countries fur-
thest removed from the western cultural influence
have had the most rapid fertility transitions; one was
communist China in the 1970s and 1980s, and the
other the Islamic Republic of Iran in the 1980s and
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1990s. Undoubtedly, there were sad cases of coer-
cion in China, although a plausible case can be made
that if a national program had been started a decade
earlier, a purely voluntary decline might have oc-
curred as in South Korea and Taiwan. Iran shows
that making family planning choices available leads
to rapid fertility decline, even in a conservative reli-
gious theocracy.

Much of the proximate cause of the demograph-
ic divide within the contemporary world can be
traced back to the uneven rate in which fertility reg-
ulation technologies have spread around the world.
While the British Empire introduced significant
public health measures, such as vaccination, clean
water, and sewage treatment to many parts of the
world, it opposed family planning. Birth control or-
ganizations began in the 1930s in India, as did an
awareness of rapid population growth, but the coun-
try had to wait until independence before it could
put in place any birth control policies. Many high
fertility nations still have anti-abortion legislation
that has existed since colonial times.

See also: Contraception, Modern Methods of; Family
Planning Programs; Induced Abortion: History; Infanti-
cide; Reproductive Rights; Sanger, Margaret.
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BLACK DEATH

In any textbook on infectious diseases the chapter on
plague will describe three pandemics of bubonic
plague.

The Three Pandemics

The first pandemic—the plague of Justinian—
originated in Egypt, erupted in Constantinople in
541 c.E., spread to Ireland by 544, but did not touch
England until 120 years later. The second pandemic
originated in India, China, or the steppes of Russia.
It touched the shores of Western Europe (Messina)
in the autumn of 1347, then spread across the conti-
nent, striking places as remote as Greenland. The
disease recurred periodically through the eighteenth
century and possibly into the nineteenth century.
Despite claims in some textbooks, the plague of
Marseilles in 1720-1721 was not this pandemic’s Eu-
ropean finale. In 1743 an estimated 48,000 people
perished from the plague in Messina, and in 1770-
1771, over 100,000 people died in Moscow. The
third pandemic began in the mid-nineteenth centu-
ry, spread slowly through the Chinese province of
Yunnan, and did not reach Hong Kong until 1894.
From there, steamship commerce aided its transmis-
sion across much of the world. However, except for
India and a few other subtropical regions, its spread
was confined largely to the docks of Sydney, Lisbon,
Hamburg, Glasgow, and San Francisco. Instead of
millions of deaths as Europeans feared, the death
counts in temperate zones rarely surpassed 100.

Were the Three Plagues the Same?

The reason for claiming an identity among these
three waves of epidemic rests on the supposedly un-
mistakable signs of bubonic plague. For the first

wave of plague no quantitative records such as buri-
als or last wills and testaments survive, and few nar-
rative sources describe even the signs or symptoms.
Paul the Deacon’s Historia Langobardorum, written
around 790 and describing plague in rural northern
Italy in the 560s, is the most explicit. It points to
“swellings of the glands . . . in the manner of a nut
or a date” in the groin “and in other rather delicate
places followed by an unbearable fever.” The Emper-
or Justinian was afflicted with a boil in the groin and
survived. Abbess Aethelthryth in 680 was less lucky;
she died from a large boil under her jaw—a strange
site for modern plague.

Differences between Medieval and Modern
Plague

Few other examples of individual cases of plague can
be gleaned from these sources, but the epidemiologi-
cal clues point to a disease that was not characteristic
of the plague whose agent (Yersinia pestis) was dis-
covered in 1894.

The “first pandemic” spread rapidly and caused
high mortality, especially among those, such as
monks and nuns, who lived under the same roof,
suggesting a highly contagious person-to-person air-
borne disease. In 664 the plague took only 91 days
to travel 385 kilometers (239 miles) as the crow flies
from Dover to Lastingham, England. By contrast, as
the microbiologist Robert Koch commented in 1900,
modern bubonic plague is a rat disease in which hu-
mans occasionally participate. Because the rat does
not travel far, the bubonic plague of the twentieth
century moved overland at a rate of about 12 to 15
kilometers (7 to 9 miles) a year. Thus, modern
plague, even with the advantage of railways and au-
tomobiles, would need 25 years to cover the distance
traveled in 3 months by the early medieval plague.
Further, no literary or archaeological evidence shows
the existence of rats in Anglo-Saxon England and no
source mentions any signs or symptoms of this
plague in England or Ireland. Despite this lack of ev-
idence, some historians remain convinced that this
disease was the bubonic plague discovered at the end
of the nineteenth century.

The narrative sources for the “second pandem-
ic” set off by the Black Death of 1347-1352 explode
in number and variety. In addition to hundreds of
chronicles from abbeys, city-states, and principali-
ties across Europe, the plague tract, written for the
most part by university-trained doctors, became one



of the earliest forms of “popular literature” by the
early fifteenth century. Further, the survival of thou-
sands of last wills and testaments, necrologies, burial
records, manorial rolls, and lists of ecclesiastical va-
cancies allows quantitative analyses of this plague,
including its cycles of mortality, its seasonality, and
the characteristics of its victims: age, sex, occupa-
tion, class, and locality. In addition to these rich
sources, citywide burials and “Bills of Mortality”
spread from Tuscany to north of the Alps in the late
fifteenth century and as early as the 1420s (in Flor-
ence) began to indicate causes of death. Yet despite
this wealth of information, no evidence links these
late medireview and early modern European plagues
to any disease carried by rodents and from which ro-
dents were the first to die.

The epidemiological evidence raises further sus-
picions. First, like the early medieval plague, the sec-
ond pandemic was a fast mover, spreading in a day
as far as modern plague travels in a year. Doctors
and chroniclers marveled at the Black Death’s light-
ning-fast transmission and contagion—a word fre-
quently used by doctors and chroniclers, who
claimed that the plague spread by breath, touch, and
even sight. For later strikes they distinguished plague
from other diseases by this epidemiological feature
as much as by the bubo. To reconcile the differences
between the late medieval and modern plagues, his-
torians and scientists say that the Black Death’s
speed and contagion relied on its pneumonic form
and claim that as with modern plague, once it be-
came airborne, it became “highly contagious” and
free from rodents.

However, these claims are mistaken, as Wu Tien
Teh discovered with the Manchurian plagues of
1911 and 1922. First, this disease was primarily an
infliction of a rodent, tarabagan, whose pelt became
a highly-prized commodity in the early twentieth
century. Secondly, even in tightly packed train cars
Wu observed that the infected rarely passed the dis-
ease to fellow passengers. As a consequence the
worst-known epidemic of pneumonic plague, that of
Manchuria in 1911, infected and killed less than 0.3
percent of the population exposed to the disease as
opposed to fatality rates that were as high as 40 per-
cent from the Black Death.

Thirdly, the seasonality of the late medieval
plagues does not resemble that of modern plague.
Modern plague can be sustained only within a nar-
row temperature band (50 to 78°F) accompanied by
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high levels of relative humidity because of its depen-
dence on fleas as its vector. By contrast, bouts of late
medieval plague could occur at almost any time of
year, including January, in places as inhospitable to
modern plague as Norway. Further, in the warmer
Mediterranean areas the Black Death and its recur-
rent strikes peaked consistently at the warmest and
driest times of the year (June and July), the least like-
ly time for modern plague to peak in light of the rat
flea’s fertility cycle in those areas.

Fourthly, modern plague has never attained the
mortalities seen with major instances of the Black
Death or even with those of many of its minor as-
saults. In the summer months of 1348 Florence may
have lost as much as three-quarters of its population.
From manorial records, villages in Cambridgeshire
and around St.-Flour (Auvergne) lost 76 percent of
their populations, and according to chroniclers,
places such as Trapani on the western coast of Sicily
were totally abandoned. Further, although later
strikes of plague in the seventeenth century were not
as widespread as the first wave of the Black Death,
they could be equally devastating, as they were for
Genoa and Naples in 1656-1657, when two-thirds of
those populations were destroyed. By contrast, mod-
ern plague has never approximated such levels of
human carnage—not even in India, where over 95
percent of the modern plague’s casualties have oc-
curred. The highest mortality for any city in any
plague year was in Bombay City in 1903, when less
than 3 percent of its population perished from
plague.

Fifthly, the cycles and trends of the second and
third pandemics have been entirely different. Be-
cause humans have no natural immunity to Yersinia
pestis and cannot acquire immunity, plague cases
and mortality in India increased for a decade or
more and then jumped randomly from year to year
before declining in the 1920s as a result of rats (not
humans) acquiring immunity to the pathogen. Simi-
lar patterns occurred in Brazil, Thailand, Vietnam,
and other subtropical regions later in the century,
even after the introduction of DDT, antibiotics, and
modern sanitary measures.

Moreover, the age structure of the victims of
modern plague did not change over the twentieth
century. As with the first strike on virgin-soil popu-
lations, those in the prime of life, between ages 20
and 40, are the plague’s principal victims. By con-
trast, the Black Death over its first 100 years shows
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a remarkable adaptation between its pathogen and
human hosts. By the fourth strike in the 1380s the
disease was claiming as little as one-twentieth the toll
taken in 1348, and as chroniclers across Europe de-
scribe and the rare burial records in Siena confirm,
it had become largely a childhood disease.

Misleading Similarities

Why have historians and scientists been so certain
that the two pandemics were the same? They point
to Boccaccio and occasionally to a handful of chron-
iclers, insisting that their descriptions of swellings
point to the unmistakable signs of Yersinia pestis. But
first, as health workers in Asia are taught in the early
twenty-first century, swellings in the lymph nodes
are not unique to plague, hence cultures of the in-
fected regions must be taken. Second, Boccaccio as
well as other chroniclers and physicians, from Mi-
chele da Piazza in Messina (1347) to doctors of the
plague of London (1665), went beyond the bubo to
describe various sizes and colors of pustules, rashes,
and carbuncles that covered the victims’ bodies.
Some, such as Geoffrey le Baker in England and Gio-
vanni Morelli in Florence, pointed to these as the
more deadly signs, far worse than buboes as large as
hens’ eggs in the lymph nodes. Moreover, buboes of
the late medieval plagues were not confined to the
lymph nodes but are described on shins, arms, the
face, and under the breasts. By contrast, from over
3,000 clinical reports of plague from hospitals
around Bombay City in 18961897, only 5 percent
of the victims who developed the plague boils had
more than one, and in not a single case did those or
smaller spots spread over the victims’ bodies. More-
over, with modern bubonic plague, from 60 to 75
percent of the plague boils form in the groin because
fleas generally bite on or below the shins. However,
not a single medieval source points to the groin as
the buboes’ principal site. Instead, from miracle
cures found in saints’ lives and doctors’ reports, the
late medieval boils’ usual location was the neck, be-
hind the ears, or on the throat.

Results of the Black Death

Historians have seen the Black Death as responsible
for the insurrections of the late fourteenth century,
the end of serfdom and feudalism, the rise of vernac-
ular languages, the Reformation, and even moderni-
ty at large. Whether the plague can explain such
broad and often time-lagged changes is open to de-
bate. Often the immediate and longer-term conse-

quences of the Black Death differed or were the op-
posite of one another, and its effects varied. For
instance, immediately after the Black Death places
such as Florence vigorously recouped many of their
losses through quick rises in fertility and by drawing
migrants from the hinterlands. Curiously this demo-
graphic pattern changed in the fifteenth century.
Fertility fell perhaps because the disease, although
now less lethal, killed greater proportions of those
who could replenish population numbers—the
young—and cities in northern and central Italy at-
tracted fewer migrants from the countryside. In part
this decline stemmed from improved conditions cre-
ated for peasants by the population losses and the re-
sultant rising demand for agricultural labor.

However, the economic and social conse-
quences of the Black Death and depopulation were
not the same across Europe, as worsening conditions
for rural labor in Eastern Europe attest. Neither were
the Black Death and its successive strikes as “univer-
sal” as contemporaries claimed. Plague may not
have touched places such as Douai in Flanders until
1400, and population losses in Hainault, Holland,
northern Germany, parts of Poland, and Finland
were notably lower than they were in many other
cities and regions across Europe. Historians have
yet to analyze these diverging demographic histories
forged by the late medieval plagues or analyze the ef-
fects they may have had on economic development
and social transitions in the early modern period.

The psychological and cultural consequences of
the plague were not uniform over time. In 1348 the
clergy, merchants, and physicians evoked God’s
wrath, looked to the stars, and imagined bizarre hap-
penings in distant lands to explain the Black Death.
Except for frenzied acts of expiation—flagellant
movements and the burning of Jews—Europeans
saw no efficacy in human intervention and looked
on doctors’ cures as only quickening the pace of
death.

However, as early as the second strike of plague
in the 1360s, the explanations and immediate reac-
tions to the plague’s mass mortalities took an about-
face. Instead of referring to floods of frogs, worms
that killed by their stench, and black snows that
melted mountains, chroniclers and doctors ex-
plained the outbreak of new plagues by turning to
the human sphere: wars, poverty, and overcrowding.
Physicians recommended remedies and procedures
they believed had cured them and their patients, and



armed with the repeated experiences of plague, they
claimed to have surpassed the ancients in the art of
healing. No doubt, such success had less to do with
their medicine than with their immune systems.
Change from utter despondency over the first plague
to a new culture of hope and hubris by the end of
the fourteenth century rested on the particular char-
acter of the Black Death and its recurring bouts—the
swiftness with which late medieval Europeans and
the new bacillus (whatever it might have been)
adapted to each other.

See also: AIDS; Epidemics; Historical Demography;
World Population Growth.
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BLAKE, JUDITH
(1926-1993)

Judith Blake was born in New York City and spent
most of the first three decades of her life there. She
received her B.S. degree magna cum laude from Co-
lumbia University in 1951 and her Ph.D. in Sociolo-
gy, also from Columbia, in 1961. Her first exposure
to social demography came through a course co-
taught by demographers Hope Eldridge and Kings-
ley Davis (1908-1997), whom she later married.

Blake moved to Berkeley, California, in 1955
and initially held a series of lectureships, first in the
School of Nursing at the University of California,
San Francisco, and later in Sociology and then
Speech at the University of California, Berkeley.
Having completed her dissertation, in 1962 she was
appointed Acting Assistant Professor of Demogra-
phy in the School of Public Health at Berkeley. She
quickly advanced to the rank of Professor and along
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the way established the Graduate Group in Demog-
raphy (1965), soon to become the Department of
Demography (1967), with herself as Chair.

The Department of Demography could not
withstand the tumultuous anti-war protest years at
Berkeley, and, under a new Chancellor, the depart-
ment was disbanded in the early 1970s. Nevertheless,
Blake, together with her two faculty colleagues in the
department (demographers Samuel Preston and Na-
than Keyfitz) and Kingsley Davis in the Sociology
Department, managed to train an impressively large
number of prominent demographers in a relatively
short period of time. Following the closing of the de-
partment, Blake moved for a short while to the uni-
versity’s School of Public Policy. Then, in 1976, she
became the first holder of the Fred N. Bixby Chair
in Population Policy at the University of California,
Los Angeles (UCLA), with joint appointments in
Public Health and Sociology. Blake was the first
woman at UCLA to be appointed to an endowed
chair.

From the beginning, Blake was intensely inter-
ested in the determinants and consequences of fertil-
ity-related attitudes and behaviors. Her dissertation,
which was published as Family Structure in Jamaica:
The Social Context of Reproduction in 1961, explored
why Jamaica’s birth rate was so much lower than
Puerto Rico’s. One of her most original and influen-
tial articles, “Social Structure and Fertility: An Ana-
lytic Framework,” co-authored with Davis in 1956,
identified a set of intermediate variables through
which any social factors affecting fertility must oper-
ate. This line of research endures in contemporary
work on the proximate determinants of fertility.

Blake’s research on American fertility was wide
ranging. In a 1968 article, she criticized economists
for equating children with consumer durables and
for ignoring important components of the opportu-
nity cost of childrearing and other non-economic
determinants of fertility differentials. She showed
that, in their fertility attitudes and practices, Ameri-
can lay Catholics and non-Catholics were actually
quite similar and that the Vatican’s influence over
the use of contraception was minimal. In her influ-
ential book Family Size and Achievement (1989),
Blake demonstrated that single children were not
disadvantaged in terms of their sociability and that
children with few or no siblings experienced higher
levels of material well-being and cognitive develop-
ment. She showed that earlier studies of attitudes to-

ward abortion were simplistic, and she accurately
predicted (to her dismay) the emergence of a back-
lash against abortion in the United States. She drew
forceful attention to the pronatalism inherent in
U.S. laws and institutions, including the emerging
women’s movement, and argued, at a time when
U.S. fertility was still near its postwar peak and well
above replacement level, that a reduction in fertility
could be accomplished by a lifting of these incentives
rather than by an introduction of disincentives.

Whether in her teaching, her performance at
professional meetings, or in her published work, Ju-
dith Blake was invariably intellectually challenging
and often provocative. She did not shy away from
controversy, and she was a fearless and penetrating
critic both of her own work and that of others. Her
scientific contributions to social demography were
recognized with her election as President of the Pop-
ulation Association of America in 1981, and, at the
time of her death, she served as editor of the Annual
Review of Sociology.

See also: Davis, Kingsley; Fertility, Proximate Determi-
nants of; Population Thought, Contemporary.
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BOSERUP, ESTER
(1910-1999)

Ester Boserup was a Danish economist and interna-
tionally renowned writer on population and agrari-
an development. She graduated from the University
of Copenhagen in 1935 and began her career in the
Danish civil service, dealing with practical problems
related to trade policy and regulatory issues. In 1947
Boserup moved to Geneva, having taken a position
with the newly established United Nations Commis-
sion for Europe. The move marked the beginning of
several decades of work in various international
posts, assignments, and consultancies in the field of
development economics, entailing long stays in
India and Africa and extensive participation in inter-
national meetings, conferences, and committees.
Living in Brissago, Switzerland, she remained pro-
fessionally active until the early 1990s and was a pro-
ductive scholar until her death at the age of 89.

Boserup rose to international prominence as an
eminent social scientist and an influential intellectu-
al figure with the publication, in 1965, of her book
The Conditions of Agricultural Growth: The Econom-
ics of Agrarian Change under Population Pressure. In
India, she and her husband, the economist Mogens
Boserup, had been part of the research team working
on the massive study Asian Drama: An Inquiry into
the Poverty of Nations, under Swedish economist
Gunnar Myrdal. As a result of this experience, she
became increasingly convinced that the then gener-
ally accepted theory of zero marginal productivity
and agrarian surplus population in densely-
populated developing countries was an unrealistic
theoretical construction. She resigned from the Myr-
dal study and started work on her book on the con-
ditions of agricultural growth, drawing in addition
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on studies she conducted in Africa. The book chal-
lenged the dominant Malthusian paradigm (accept-
ed by the majority of classical economists) on the re-
lationship between population growth and technical
progress by arguing that population pressure can
lead to agricultural intensification and to the adop-
tion of improved methods of production. Looking
back at her career at the end of her life, in a slim au-
tobiographical volume published in 1999, Boserup
gave a pithy summary of her 1965 message: “my
conclusion was the opposite of the general opinion
at that time, when it was believed that the carrying
capacity of the globe was nearly exhausted and that
the ongoing demographic transition in developing
countries would result in soaring food prices and
mass starvation” (p. 21). Two other important (and
widely translated) books followed; they addressed
the two major topics to which she had devoted most
of her research and writings in the 1970s and 1980s:
Woman’s Role in Economic Development (1970) and
Population and Technological Change: A Study of
Long-Term Trends (1981). A selection of Boserup’s
major essays, Economic and Demographic Relation-
ships in Development, appeared in 1990. In a review
of that volume in Population and Development Re-
view (December 1990, p. 775), the agricultural econ-
omist Vernon Ruttan commented: “Ester Boserup’s
writings have had a major impact over the last quar-
ter century on the evolution of thought in anthro-
pology, demography, economics, and sociology
about the interrelationships among economic, de-
mographic, and technical change.”

BIBLIOGRAPHY
SELECTED WORKS BY ESTER BOSERUP.

Boserup, Ester. 1965. The Conditions of Agricultural
Growth: The Economics of Agrarian Change
Under Population Pressure. Chicago: Aldine.

. 1970. Woman’s Role in Economic Develop-
ment. London: Allen and Unwin.

. 1981. Population and Technological Change:
A Study of Long-Term Trends. Chicago: Univer-
sity of Chicago Press.

. 1985. “Economic and Demographic Inter-
relationships in Sub-Saharan Africa.” Popula-
tion and Development Review 11(3): 383-397.

. 1987. “Population and Technology in Pre-
industrial Europe.” Population and Development
Review 13(4): 691-701.



104 BOTERO, GIOVANNI

. 1990. Economic and Demographic Relation-
ships in Development. Baltimore: Johns Hopkins
University Press.

. 1999. My Professional Life and Publications
1929-1998. Copenhagen, Denmark: Museum
Tusculanum Press.

PauL DEMENY

BOTERO, GIOVANNI
(1543-1617)

Giovanni Botero was an Italian statesman, political
writer, and upholder of the principles of the count-
er-reformation of the Catholic Church. Botero was
a major figure in the early history of the social sci-
ences and was recognized as the originator of mod-
ern population theory, in some important respects
anticipating English economist T. R. Malthus. He
was a member of the Jesuit order and held various
diplomatic posts in France and Spain, and later in
Rome. His ten-volume work Della Ragion di Stato
(The Reason of State) (1589) is comparable in inter-
est, if not in length, to Italian political philosopher
Niccold Machiavelli’s The Prince (1513). Botero’s
book, like that of his more famous predecessor, is
written for the prince who intends to conserve with
prudence the domain he won by force. However,
Botero’s prince must be virtuous, religious, and
faithful to the Catholic Church, “the eternal seat of
power,” and in this he opposed the lay vision of Ma-
chiavelli’s prince. A later work, Relazioni Universali
(1593-1596), describes the state of Christianity
throughout the world.

In the field of demography, Botero is mainly of
interest for the three-volume work Cause della
grandezza e magnificenza delle citta (The Greatness
of Cities) (1588). In this work, the subject of popula-
tion, seen as the wealth of a city or nation, is at the
center of a quantitative depiction of human society.
Botero had a quantitative vision of overpopulation,
anticipating theories that became established much
later. He contended that the civil development of
populations did not lie in the possession of more
riches, but above all in the numerical increase and
productive activities of the people themselves.
Botero attributed the increase of populations to the

generative virtue of man and the nutritional virtue of
the city. When the latter is insufficient, he argued,
the solution lies in the creation of colonies, as prac-
ticed by the ancient Romans: the export of popula-
tion as a relief valve for demographic excess. (This
idea had already been introduced by Machiavelli in
the Discorsi sopra la prima deca di Tito Livio, which
suggested that when the demographic mass exceeds
the productivity of the earth, famine, disease, or
floods will take place.) In effect, Botero produced a
first doctrinal draft of a theory of population, more
than 200 years before Malthus. Despite the distance
in time and, in some respects, in philosophy, the
similarity between the thinking of the late-
eighteenth-century Protestant clergyman Malthus
and the late-sixteenth-century writing of the Jesuit
Botero goes beyond the basic framework of their an-
alytic approach. For example, Botero’s views on the
types and modus operandi of what came to be known
as “positive checks” and “preventive checks” to
population growth are a remarkable anticipation of
Malthus’s familiar treatment, even if the latter is set
out in a more rigorous and modern fashion. Like
Malthus (who did not know about the work of his
[talian predecessor), Botero also sought to ground
his reasoning in observable demographic facts, even
though that effort was largely frustrated by his lack
of access to reliable statistics and by his misconcep-
tions about the demography of both the ancient and
the contemporary world.

See also: Demography: History of; Malthus, Thomas
Robert.
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BRASS, WILLIAM
(1921-1999)

The Scottish demographer and statistician William
Brass is best known for his imaginative, elegant, and
innovative contributions to methods for demo-
graphic estimation. Although always insistent on
methodological rigor, Brass was, as he used to say,
“a practical man” for whom the ultimate justifica-
tion of a method was that it helped answer an im-
portant question and solve a problem.

After graduating from Edinburgh University in
1947 with a degree in mathematics and natural phi-
losophy, Brass joined the East African Statistical De-
partment as a statistician. While working there he
developed a lifelong interest in sub-Saharan Africa
and the problems of demographic estimation based
on deficient or defective data. In 1955 he joined Ab-
erdeen University to work on the application of
mathematical models to medical statistics but main-
tained his interest in demographic estimation.

A year’s leave of absence at Princeton Universi-
ty’s Office of Population Research in 1961-1962 to
work on the demography of tropical Africa proved
to be a turning point in his career. During that peri-
od Brass developed several of his signature demo-
graphic estimation methods, notably methods for
estimating child mortality from women’s reports of
their children ever born and their children who had
died, for evaluating reported fertility rates by com-
parison with measures of lifetime fertility, and for
the use of the logit transformation to fit life tables
to fragmentary data. Those methods were applied
systematically to the survey data from Africa then
available.

In 1965 Brass moved to the London School of
Hygiene and Tropical Medicine, first as a reader and
then as a professor of the new field of medical de-
mography. He continued to develop new methods
as data availability and quality improved, including
methods for estimating adult mortality from data on
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the survival of parents, the evaluation of data on
deaths by age through comparisons with age distri-
butions of the living, the relational Gompertz fertili-
ty model, methods to evaluate birth history data, and
ways to use truncated data on parity progression for
women of reproductive age to study fertility change.
He applied those methods, among others, in an au-
thoritative analysis of fertility trends in Kenya that
was published as part of a series of reports on the
population dynamics of sub-Saharan Africa pro-
duced by the U.S. National Academy of Sciences.

Many of the methods originally developed by
Brass have been developed further by others. A full
bibliography of Brass’s writings is included in the
commemorative volume Brass Tacks (2001).

See also: Demography, History of; Estimation Methods,
Demographic.
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BUSINESS DEMOGRAPHY

Business demography entails the application of de-
mographic concepts, data, and techniques to the
practical concerns of business decision makers. This
loosely organized field includes but is not limited to
site selection, sales forecasting, financial planning,
market assessment, consumer profiles, target mar-
keting, litigation support, and labor force analysis.
Specific applications have evolved over time, reflect-
ing changes in data sources, computer technology,
statistical techniques, and the business environment.
This entry surveys the major features of this eclectic
and rapidly changing field, focusing on the United
States.

Evolution of the Field

Businesses have based decisions on demographic
data and techniques since the late nineteenth centu-
ry. The emergence of business demography as a dis-
tinct field, however, is quite recent. The release of
1970 census data in machine-readable form gave rise
to an electronic data industry that grew from a hand-
ful of companies to at least 70 competitors by the
mid-1980s. Although the number of data vendors
has declined since that time, many new firms focus-
ing on marketing, survey research, trend analysis,
mapping, and software development have been es-
tablished. As the field matured, it became routine for
businesses to base decisions on the advice of consul-
tants and employees skilled in collecting, analyzing,
and interpreting demographic data.

Responding to these developments, the Popula-
tion Association of America formed a Committee on
Business Demography in 1982, which, together with
the Committee on State and Local Demography,
launched the publication of the newsletter Applied
Demography in 1985. During that formative period
two commercially oriented magazines (American
Demographics and Business Geographics) were
launched, reporting on demographic trends, data

availability, technological advances, and business ap-
plications. Business demography thus coalesced into
a visible and well-established area of endeavor, al-
though the field remains loosely defined and orga-
nized.

The Practitioners

Business demographers fall into three distinct
groups. The first group consists of analysts em-
ployed by private companies whose work pertains
specifically to those companies and their business
activities (e.g., market analyses, customer profiles,
site selection). The second group consists of analysts
with firms that create demographic databases (e.g.,
population estimates, consumer spending, lifestyle
clusters), develop proprietary software applications,
and perform customized research (e.g., estimates
and projections of the population residing within
five miles of a supermarket). These firms serve both
government agencies and business enterprises. The
third group consists of individual consultants who
undertake specific projects for individual clients. For
some of these practitioners, consulting is a full-time
activity; for most, it is a part-time pursuit outside
their regular work activities.

Not all practitioners have formal training in de-
mography. Indeed, the diversity in training, educa-
tional background, and current occupation reflects
the eclectic nature of business demography as a field.
Many practitioners have backgrounds in economics,
geography, marketing, statistics, survey research,
real estate, or other disciplines. Even those with for-
mal demographic training have acquired many job
skills principally through work experience rather
than academic training. Few academic programs ex-
tend their demographic focus to the field of busi-
ness, and few business schools offer training in de-
mographic applications.

The Tools

The tools of business demography parallel those that
demographers use generally: data from a variety of
sources, computer hardware and software, and basic
demographic concepts, measures, and techniques.
Those tools are set apart by the purposes for which
they are used. Business demography is intended to
clarify and inform business decisions rather than to
advance knowledge. The tools of demography are
described elsewhere in this encyclopedia; here the
focus is on their business applications.



Data sources include publicly available censuses,
surveys, and administrative records (e.g., building
permits, registered voters, Medicare enrollees); pro-
prietary surveys (e.g., of new or repeat purchasers);
and firm-specific records (e.g., customer files, busi-
ness transactions). The availability and reliability of
such data vary considerably across levels of geogra-
phy and among countries. Typically, the smaller the
area is, the more difficult it is to obtain useful data.
Because business decisions often pertain to local
markets, there is a premium on assembling reliable
data for small areas.

Exponential increases in computing power and
data storage capacity have greatly expanded the pos-
sibilities for organizing, integrating, and analyzing
data. Computer networks enable analysts to share
information and transfer data globally over the In-
ternet. Powerful software packages have largely au-
tomated statistical analysis and reporting functions.
Advances in geocoding and the displaying of spatial
information through geographic information sys-
tems (GIS) have been especially influential, as many
analyses call for data that are grouped into customer
service areas, market analysis zones, and other
uniquely defined geographic areas. The ability to use
these computing tools effectively is crucial for many
business demographers.

The concepts and measures of business demog-
raphy focus primarily on dimensions relevant to
commerce and enterprise: population composition
(e.g., age, sex, race, income), consumer units (e.g.,
individuals, families, households), demographic
events (e.g., births, deaths, marriage, migration),
and the distribution of demographic characteristics
and events across geographic areas (e.g., counties,
census tracts, postal code areas). Business demogra-
phers have extended these measures by using con-
sumer data. For example, geodemographic segmen-
tation systems classify neighborhoods with similar
demographic characteristics and consumer prefer-
ences into lifestyle clusters. Owing to business de-
mography’s emphasis on decision making, tech-
niques that update recent census data and project
future values play a particularly important role.

Demographers introduce fresh perspectives to
the business world because they can envision busi-
ness problems differently than business people ordi-
narily do (for example, distinguishing among age,
period, and cohort effects that reshape a market).
They inform and advise, broaden perspectives, and
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serve as catalysts for organizational change. By ex-
posing business people to new perspectives, demog-
raphers can elevate management thinking from an
operational to a strategic level.

Examples

The business concerns that demographers address
are many and varied. Accurate sales forecasts depend
on foreseeing changes in population size and com-
position. Human resource planning requires data on
the characteristics of the labor force and the person-
nel needs of the business enterprise. Site analyses re-
quire information on local populations within reach
of a particular geographic location. Financial plan-
ning requires information on how demographic
changes affect cash flows and return on investment.
Many projects require population estimates and
projections, often with detailed characteristics (e.g.,
age or income). The following illustrations suggest
the range of business applications.

Marketing and retailing. Demographic infor-
mation and analysis have become essential to identi-
fying, locating, and understanding the diverse con-
sumer groups that form markets for goods and
services. For example, newspaper publishers and ed-
itors recognize that they must adapt to the powerful
demographic and societal changes that are trans-
forming reading habits and readers’ interests. Many
readers live alone, are divorced or remarried, or are
cohabiting. Among married couples, fewer have
children at home but more anticipate future elder-
care obligations. Accompanying these diverse life-
styles are new interests and obligations. Demogra-
phers can identify the changing demographics of
newspaper readers, helping publishers cater to col-
lections of small audiences with certain shared inter-
ests who constitute an increasingly segmented read-
ership. Demographers also can devise and calibrate
specialized tools for segmenting customers.

Human resource planning. The demographics
of a corporate work force have important long-term
implications for benefits, productivity, and profit-
ability. General Motors, for example, spends more
than $3 billion annually on health care for its current
and former employees and their dependents. Since
health-care expenditures vary greatly by age, infor-
mation on likely future changes in the age structure
is critical. Hallie Kintner and David Swanson (1997)
analyzed the expected longevity of General Motors
employees, developed a series of projections by age
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and sex, and made recommendations to the compa-
ny’s senior management that helped the company
control health-care costs.

Site selection and evaluation. Geographic prox-
imity to consumer markets is important because
most retail transactions are made at specific loca-
tions. Productive retail sites generally are situated in
the middle of dense consumer populations or are
readily accessible to the potential users of a firm’s
goods and services. Local availability of an appropri-
ately skilled labor force also is critical for many busi-
nesses. Evaluating a proposed site or weighing the
comparative merits of several competing sites is an-
other way demographers support business decision
making.

Tracking emerging markets. As markets have
globalized, businesses have increasingly focused on
international markets, including the emergence of
consumers within the massive populations of devel-
oping countries such as India and China. A defining
characteristic of emerging economies is rapid eco-
nomic growth, along with the ripening market po-
tential that accompanies such growth. Anticipating
future growth of consumer markets poses distinctive
problems that are amenable to demographic analy-
sis. With only a minimum of data, demographic ac-
counting models can capture the upward economic
mobility of newly prosperous consumers.

Conclusions

Business demography is a problem-driven field with
an emphasis on using rather than advancing knowl-
edge. Its practitioners address problems and inform
decision making within a specific business context.
Its tools and perspectives are drawn from demogra-
phy generally but are applied to the practical needs
of the business community. It is an eclectic and con-
tinually evolving field that is responsive to the op-
portunities that expanding data sources, statistical
techniques, demographic methods, and information
technology offer. Although its focus has been pri-
marily on small areas, new applications and trends
toward globalization are pushing it increasingly into
broader areas with national and international impli-
cations. Future opportunities in business demogra-
phy promise to be diverse.

See also: Small-Area Analysis; State and Local Govern-
ment Demography.
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CALDWELL, JOHN C.

(1928-)

John C. Caldwell began an academic career later
than most professional demographers, having spent
nearly a decade as a secondary school teacher before
starting his Ph.D. studies at the Australian National
University (ANU). Since his first academic appoint-
ment (at the University of Ghana) in 1962, his re-
search output—much of it in collaboration with his
wife, Pat Caldwell—has been prolific, amply com-
pensating for the late start. His early years as a de-
mographer were spent at the Population Council,
where he worked in various regions of Africa. Since
1970, his base has been at the ANU, where he is a
professor of demography, heading the Department
of Demography until 1988 and then serving as asso-
ciate director of ANU’s National Centre for Epide-
miology and Population Health. He has engaged in
extended periods of fieldwork in Africa and South
Asia and has organized numerous multi-country re-
search projects. He has served as the president of the
International Union for the Scientific Study of Pop-
ulation (1994-1997).

Caldwell’s most notable contributions to popu-
lation studies have been in the fields of fertility tran-
sition and health transition. His works are cited al-
most de rigeur by those in these fields. His wealth
flows theory, first set out in a 1976 article, traced the
onset of fertility transition to changes in the direc-
tion of intergenerational transfers within the family.
Although criticized for its lack of testability, it cap-
tured the imagination of many researchers—from
the fields of anthropology and economics as well as
demography—and stimulated greater attention to
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field-based micro-demographic research. The theory
illustrates Caldwell’s willingness to theorize provoc-
atively based on less than complete evidence, and
thereby inspiring numerous research studies by oth-
ers intent on testing his propositions.

Caldwell has done much to revive interest in
population theory and give it a greater role in pro-
moting research. He has also made original contri-
butions in many areas of demographic theory. These
include the focus on family relationships and family
economics for explaining demographic change; the
identification of education as a major factor in the
survival of individuals and their children; and the
significance of the position of women in determin-
ing demographic change. Since the late 1980s, he has
made a major contribution to the study of the AIDS
epidemic in developing countries, notably in Africa,
in its social and behavioral context, and to health
transition research more generally, through his edi-
torship of the journal Health Transition Review.

In addition to his contributions to theory, Cald-
well has also had an important impact on the meth-
odology of population studies. The emphasis he
has placed on anthropological-type field research
in demography has been adopted by many other
demographers, and has fostered a more symbiotic
relationship between anthropologists and demog-
raphers in studying matters related to demographic
change.

See also: Anthropological Demography; Demography,
History of; Health Transition; Intergenerational Trans-
fers; Population Thought, Contemporary.
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GAVIN W. JONES

CANCER

Cancer is the common name for a group of 100 or
more chronic, progressive diseases, all characterized
by abnormal and continuous multiplication of cells
in a particular tissue or organ without reference to
the needs of the body. This commonly gives rise to
a solid mass or tumor composed of such cells (e.g.,
in the lung, breast, or brain), but it can also affect
almost any tissue or organ, including the blood-

forming cells of the bone marrow (leukemias), the
immune defense system (lymphomas), and the soft
tissues, such as muscles, cartilage, or blood vessels
(sarcomas). Invasion of the organ or tissue of origin
by a malignant tumor—called a neoplasm, or new
growth—can itself be fatal, but cancer mortality
arises mainly from the tendency of most cancers to
metastasize elsewhere in the body and to disable or
destroy vital organs such as the brain, lung, liver, or
bone marrow.

Cancer afflicts all animals as well as humans.
The ultimate cause of all cancers is failed control of
the growth, reproduction, or senescence (aging) of
cells. This is due in turn to inherited and/or acquired
damage to cellular DNA, giving rise to a malignant
clone comprising all the descendant cells of the orig-
inal cancerous cell. Inherited susceptibility can
greatly increase the risk of developing cancer, but it
appears to account for only a small proportion of all
cancers, and congenital malignancy is extremely
rare. Cumulative genetic damage acquired over the
course of life accounts for the occurrence of most
cancers. Knowledge in this domain is likely to in-
crease rapidly with further progress in cancer genet-
ics following the completion of the Human Genome
Project.

Among the known environmental causes of
cancer, use of tobacco (smoking, chewing, sucking,
or inhaling) is the most important and most widely
recognized. Tobacco use probably accounted for up
to a third of all cancers in 2000, and a higher propor-
tion of all cancer deaths, since it is a cause of some
of the most fatal cancers—lung, larynx, pharynx,
esophagus, and pancreas. Other causes include:

* Exposure to certain chemicals and other
substances. For example, benzene exposure is
a cause of leukemias, and exposure to asbestos
produces mesothelioma of the lung lining and
abdomen.

* Ionizing radiation. X-rays and y-radiation
cause solid tumors as well as leukemias.

« Solar or artificial ultraviolet radiation.
Exposure produces skin cancers including
melanoma.

+ Obesity. Obesity increases the risk of breast
and colon cancers.

+ Infection by certain bacteria. For example,
Helicobacter pylori is a cause of stomach
cancer.



+ Infection by certain viruses. Certain human
papilloma viruses (HPV) cause cervical cancer;
some hepatitis viruses cause liver cancer;
human immunodeficiency virus (HIV) causes
Kaposi sarcoma and other cancers.

« Infection by certain parasites. For example,
some liver flukes can cause biliary tract
cancers, and schistosomes are a cause of
bladder cancer.

Many cancers can be prevented by avoidance of
exposure to the underlying cause or risk factor.
Thus, 90 percent of lung cancers that are directly at-
tributable to tobacco use would not occur in the ab-
sence of exposure; almost all mesotheliomas would
be avoided if asbestos exposure were eliminated.
Vaccination against hepatitis B can prevent associat-
ed liver cancers, and vaccination against HPV will al-
most certainly prevent cervical cancers. Mass popu-
lation screening, in which selected groups of the
entire population are systematically invited for regu-
lar diagnostic tests, has been shown to reduce mor-
tality from some cancers by detecting tumors at an
early stage before they are clinically detectable or
give rise to symptoms, and when treatment is more
effective for most cancers. The cancers most widely
screened for are breast cancer in women aged 50 to
69 (using mammography), and cervical cancer in
women of reproductive age and up to age 60 (using
a cervical smear or direct visualization). Screening
for bowel cancer by detection of occult blood in the
stool is also likely to reduce mortality. Mortality
from cancers that do occur would be greatly reduced
if all patients were diagnosed earlier, investigated
thoroughly, and treated appropriately.

Around the turn of the twenty-first century, the
International Agency for Research on Cancer (part
of the World Health Organization) estimated that
about 10 million people worldwide developed can-
cer every year, and that 6.9 million cancer deaths oc-
curred in 2000, or 12.4 percent of the global death
toll. Estimates of global mortality from the most
common cancers are shown in Table 1. The eco-
nomic cost of cancer is huge: over $100 billion dol-
lars a year in medical expenditure and lost produc-
tivity in the U.S. alone in 2000. The human cost is
incalculable.

The total number of cancers arising in a popula-
tion depends on the size of the population, its age
and sex structure, and the age- and sex-specific risks
of developing cancer. All three components differ
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TABLE 1

Estimates of Worldwide Cancer Mortality (Thousands
of Deaths per Year), by Sex, 2000: Selected Cancers
and All Cancers Combined

Percent

Cancer Males Females  Total of total
Trachea/bronchus/

lung 895 318 1213 17.5
Stomach 464 280 744 10.7
Liver 433 193 626 9.0
Colon/Rectum 303 276 579 8.4
Breast 0 458 459 6.6
Esophagus 274 139 413 6.0
Mouth and

oropharynx 242 98 340 49
Lymphomas,

multiple myeloma 173 118 291 4.2
Cervix uteri — 288 288 42
Leukemia 145 119 265 3.8
Prostate 258 - 258 3.7
All cancers 3918 3011 6930 100.0

sOUuRCE: World Health Organization (2001). World Health
Report, Statistical Annex Table 2 (pp. 144-9).

between countries and populations, and over time.
Population growth and aging both lead to an in-
crease in the annual number of new cancers. About
half of all cancers in 2000 arose in developed coun-
tries, with just a quarter of the world’s population,
but the proportion of cancers arising in developing
countries is set to rise substantially as the relatively
young populations in those countries increase and
become older. About half of all cancers occur over
the age of 65 years. Primary prevention to reduce the
risk of developing cancer at any given age is, and will
remain, the most effective long-term strategy for
cancer control.

See also: Diseases, Chronic and Degenerative; Tobacco-
Related Mortality.
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CANNAN, EDWIN
(1861-1935)

Edwin Cannan was an English economist whose
many publications included some material on popu-
lation, almost all of which is still considered impor-
tant. Cannan spent his entire working life at the
London School of Economics, joining the teaching
staff of that school at its foundation in 1895, becom-
ing a professor of political economy in 1907, and re-
tiring in 1926.

Cannan is credited with developing the notion
of an optimum population. He rejected the Malthu-
sian argument that there is an inherent tendency to-
ward overpopulation. In his first book, Elementary
Political Economy (1888), Cannan wrote: “[P]ro-
ductiveness of industry is sometimes promoted by
an increase of population, and sometimes by a de-
crease” (p. 22). He believed that in a specific area of
land a definable amount of labor is required for the
maximum productiveness that is possible. He subse-
quently elaborated those ideas, especially in Wealth
(1914, 3rd ed. 1928), and used the expression opti-
mum population. The optimum may rise or fall with
changes in knowledge or capital, but in practical and
moral terms any resulting policy (which in principle
should recognize the interests of future generations)
can only specify a direction of movement at any par-
ticular time.

The Economic Journal for December 1895 in-
cluded Cannan’s “The Probability of a Cessation of
the Growth of Population in England and Wales
during the Next Century.” That article presented the
first cohort-component population projection, in
which each age group is dealt with separately, and
births, deaths, and migration are taken into account
separately. His projection assumed the same num-
ber of births each ten years as had occurred in the
period 1881-1890 (and thus a declining rate of
childbearing) and the same proportionate losses at
each age as a result of mortality and emigration
combined as was observed between the 1881 and
1891 censuses.

Cannan correctly predicted, against contempo-
rary opinion, the continuation of the decline in the
birthrate in Britain that had begun recently. This was
a remarkable achievement. As John Hajnal com-
mented in a paper presented at the 1954 World
Population Conference, Cannan “could publish
36 years later, in 1931, a paper which said in effect
T told you so™ (p. 46). Even though, as Hajnal not-
ed, “the accuracy of his forecast was not
outstanding. . .[and] by 1911, i.e., only 15 years after
the forecast was made, the population enumerated
at the census exceeded the prediction by 7 per cent
and by 1916 the population had increased beyond
his estimate of the maximum it would ever
reach. ... Cannan’s forecast, though inaccurate, pre-
dicted an unexpected development by acute analy-
sis”(pp. 46-47, 48).

Cannan later became aware that the birthrate
had declined in other Western countries and in Eco-
nomic Scares (1933), perhaps 40 or 50 years before
this became empirically incontrovertible, declared
that “the cause of it—birth control—will doubtless
in time affect the rest of the world” (p. 92). He fore-
saw also, though, that for many years non-Western
countries would experience considerable and even
enhanced population growth “owing to decrease of
huge infant mortality.”

See also: Demography, History of; Optimum Popula-
tion; Projections and Forecasts, Population.
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CANTILLON, RICHARD
(1697—1734)

Born in Ireland, Richard Cantillon made a fortune
as a banker through clever speculation in England
and on the continent, before being murdered by a
disgruntled servant. His only surviving work, enti-
tled Essay on the Nature of Commerce in General, may
have been written either in English or in French, but
only the French version, published in 1755, has sur-
vived. The work has been called the first systematic
treatise on economics.

Cantillon’s view that all value originates in the
land influenced the Physiocrats, and his theory of
money is deemed especially important. His views of
population involve an early discussion of what
would later be called the Western European pattern
of marriage. Society is divided into three classes: the
proprietors who draw their wealth from ownership
of the land; the entrepreneurs (Cantillon originated
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the term’s use in economics) who include farmers,
traders, craftsmen, and others who live from the un-
certain profit of their activities; and hired laborers.

The tastes, fashions, and modes of living of the
proprietors determine the use of the land, and hence
the number of people in the state; the private prop-
erty system is the ultimate regulator of population
size. If the proprietors choose to use the land or the
rent they receive from it for purposes other than the
“Maintenance of Man” (such as for the purchase of
luxury goods), numbers will diminish. “Men multi-
ply like Mice in a barn if they have unlimited Means
of Subsistence,” he wrote (Cantillon, 2001, p. 37).
Cantillon contended that the size of population is
not limited by mortality (as Adam Smith believed),
but by marriage, since men of the lower classes fear
the prospect of insufficient means to support a fami-
ly, and men of higher means do not want to lose sta-
tus. “Most men desire nothing better than to marry
if they are set in a position to keep their Families in
the same style as they are content to live themselves”
(2001, p. 35). That style, in Europe, implied a rela-
tively high level of living.

Cantillon presents China as an alternative de-
mographic model without private property and with
universal and early marriage. This results in a large
population living at a low material standard, recur-
rent famines despite a highly productive agriculture,
and the practice of infanticide as a check on num-
bers. In the late eighteenth century political econo-
mist T. R. Malthus would echo these ideas, although
there is no evidence that he had read Cantillon’s
Essay.

See also: Population Thought, History of.
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CARDIOVASCULAR DISEASE

TABLE 1

Death Rates per 100,000 Population from Heart
Disease by Age and Sex, United States, 1998

Age Males Females
35-44 42 16
45-54 149 52
55-64 405 173
65-74 996 524
75-84 2,382 1,587
85 and older 6,354 5,898

SOURCE: U. S. Bureau of the Census (2001).

In industrialized countries cardiovascular disease is
the leading cause of death. In the United States in
1998, the death rate from heart disease per 100,000
population was 268.2; such deaths numbered
725,000, comprising 31 percent of all deaths. The
great majority of coronary heart disease (CHD) oc-
curs among older individuals. In the United States,
in 1998, the proportion of CHD deaths occurring to
persons 65 years and older was 84 percent—90 per-
cent among women and 77 percent among men.
Table 1 shows the steep increase of CHD death rates
by age in the United States. Yet coronary heart dis-
ease and other cardiovascular diseases such as stroke
and peripheral vascular disease are not diseases of
aging. There are many populations of older individ-
uals in which the incidence of heart attacks is very
low.

Atherosclerosis is the basic pathology that
causes heart attacks. The atherosclerotic disease be-
gins early in life and progresses over time. This
evolving atherosclerotic disease represents the “si-
lent” or incubation period to the clinical disease,
heart attack. The onset of the heart attack can occur
rapidly and in about 20 percent of the cases is associ-
ated with sudden death. The amount of specific sat-
urated fatty acids, cholesterol, and polyunsaturated
fatty acids in the diet, as well as specific genetic sus-
ceptibility factors, determine the blood levels of low-
density lipoprotein (LDL) cholesterol and the num-
ber of LDL particles in the blood that together pre-
dict, to a considerable degree, the extent of
atherosclerosis.

Consequences of Urbanization and
Industrialization

With urbanization and industrialization, and with
increasing longevity, populations usually experience
a transition from a high prevalence of infectious dis-

eases and nutritional deficiencies to higher caloric
intake; decreased physical activity, especially related
to work; and higher intakes of both saturated fat and
cholesterol in the diet. The rise in the incidence of
coronary heart attacks in such populations may not
occur until many years after the changes in diet and
lifestyle and the rise in LDL cholesterol. The evi-
dence of a rising epidemic of CHD will most likely
first be noted among young and middle-aged indi-
viduals, signaled by a rise in the LDL cholesterol
level. Unfortunately, by the time this occurs, there
is extensive atherosclerosis in the population and a
likelihood of subsequent higher rates of heart attack.

In developing countries, the rising incidence of
CHD initially affects the better educated. There is a
major increase in the use of health resources for
treating cardiovascular disease in these populations,
with a potential drain on resources and technology
in other areas of the health system.

These same populations also typically experi-
ence an increase in caloric intake and a decrease in
work-related energy expenditure. There is an in-
crease in high-fat, calorically dense foods, often re-
sulting in obesity, as well as an increase in processed
foods whose salt (sodium chloride) content is unde-
sirably high. These factors lead to elevated blood
pressure and hypertension. This pattern is now oc-
curring in Africa, especially in west Africa, as well as
in populations of African origin in Caribbean coun-
tries.

Obesity, Diabetes, and Other Risk Factors

In many industrialized countries such as the United
States, Britain, and Canada, there has been a sub-
stantial increase in obesity and diabetes. The risk of
diabetes is associated with weight gain and obesity,



as well as with specific genetic conditions, i.e., host
susceptibility. Populations of southeastern Asian or-
igin, including American Indians and aboriginal
populations in Canada, have especially high rates of
diabetes—along with the complications of diabetes.
The latter include CHD and small-vessel complica-
tions of diabetes such as blindness, neurological
changes, and kidney failure, and such complications
can necessitate amputations. The substantial in-
creases in body weight are due to both an increase
in the total caloric intake and a decrease in work-
related physical activity without a sufficient com-
pensating increase in leisure-time physical activity.

There are other important lifestyle factors that
increase the risk of heart attack among individuals
with severe underlying atherosclerosis. These factors
act by causing a thrombus or clot in a blood vessel
or by changing the characteristics of the atheroscle-
rotic disease.

The increase in cigarette smoking in many
countries, in addition to causing major epidemics of
smoking-related cancers, leads to increased risk of
CHD in populations where dietary changes have in-
creased the prevalence of atherosclerotic disease. In-
terestingly, in populations where diet has not
changed and LDL cholesterol levels have not risen,
a high prevalence of cigarette smoking is not associ-
ated with a substantial increase of CHD, although it
does increase the risk of cancer. This pattern has
been found in China and Japan. Unfortunately, in
many developing-country populations, the increas-
ing prevalence of cigarette smoking parallels the rise
in LDL cholesterol and obesity, creating the poten-
tial for severe epidemics of CHD. At the same time,
the decline in CHD mortality in many industrialized
countries since the 1970s was partly attributable to
decreases in cigarette smoking and blood LDL cho-
lesterol levels, along with improved treatment of hy-
pertension.

In all industrialized societies, the number and
percent of the population over the age of 65 is in-
creasing. In these older populations, treatment of
cardiovascular disease is the leading determinant of
health-care costs.

In summary, the extent of cardiovascular dis-
ease in a population can be gauged very easily by
measurement of a few risk factors, mainly the levels
of LDL cholesterol, blood pressure, obesity, cigarette
smoking, extent of diabetes, and the age distribution
of the population. Cardiovascular diseases are pre-
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ventable. In the prevention effort the focus, howev-
er, needs to be on the prevention of the evolving si-
lent disease, atherosclerosis. Treatment of
individuals who have developed clinical CHD and
stroke requires a huge commitment of technical and
medical resources.

See also: Disease, Burden of; Diseases, Chronic and
Degenerative; Mortality Decline;  Tobacco-Related
Mortality.
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CARRYING CAPACITY

Carrying capacity is the maximum population size
that a species can maintain indefinitely in a given
area—that is, without diminishing the capacity of
the area to sustain the same population size in the
future. Carrying capacity is thus a function of both
the resource requirements of the organism and the
size and resource richness of the area. The carrying
capacity of an area with constant size and richness
would be expected to change only as fast as organ-
isms evolve different resource requirements.

Measuring Carrying Capacity
The concept is simple, but it is notoriously difficult
to measure. The identity and dynamics of resources
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critical to a species, and the complex of other factors
that regulate its population size, are typically poorly
known. Moreover, as usage of the term has spread
beyond its original context—to do with sustainable
stocking levels of domestic livestock on rangeland—
into disciplines such as ecology, carrying capacity
has taken on subtle but substantive differences in
meaning. For instance, in theoretical population
ecology, carrying capacity is defined by the parame-
ter K (the equilibrium density of a species) within
the logistic equation of population growth. These
variations in meaning make it difficult to apply the
term consistently across disciplines. Despite these
limitations, most authors consider at least the broad
concept (as defined above) to be an important heu-
ristic tool.

Carrying Capacity and Human Beings

Applied to human beings, the carrying capacity con-
cept is further complicated by the unique role that
culture, broadly interpreted, plays in our species.
Three culturally linked factors stand out as critical:
individual differences in types and quantities of re-
sources consumed; rapid evolution in patterns of re-
source consumption; and technological and other
cultural change. To take the case of energy con-
sumption, which can be considered a proxy for over-
all resource use, in 1990 an average person in a de-
veloped nation used about 7.1 kilowatts of energy
per year, while the average person in the developing
world used just 0.9 kilowatts per year. (These aver-
ages of course mask large variation at the individual
level.) Moreover, economic, social, and technologi-
cal development bring vast changes in patterns of
energy consumption: Global energy consumption
has increased more than 20 fold since 1850, and
there have been dramatic changes in the composi-
tion of energy sources and technologies.

Carrying capacity for human beings is thus
highly variable across space and time, depending on
levels and styles of living and their supporting tech-
nologies and social systems. Ten thousand years ago,
at the dawn of agriculture, the world’s human popu-
lation was somewhere between 2 and 20 million,
perhaps an indication of global carrying capacity
under those conditions. The cultural (including
technological) advances associated with the develop-
ment of agriculture allowed human populations to
expand far beyond the levels possible under the re-
source demands of a hunter-gatherer lifestyle. A few

populations have retained that preagrarian pattern
of resource use.

Biophysical and Social Carrying Capacity

Biologists distinguish between biophysical carrying
capacity—the maximum population size that could
be sustained biophysically under given technological
capabilities—and social carrying capacity—the max-
imum that could be sustained under a specified so-
cial system and its associated pattern of resource
consumption.

At any level of technological development, so-
cial carrying capacities are necessarily lower than
biophysical carrying capacity, because the latter im-
plies a factory-farm lifestyle that would be both uni-
versally undesirable and also unobtainable because
of inefficiencies inherent in social systems. For ex-
ample, what is considered to be food by a society is
largely culturally determined. A population that eats
large quantities of grain-fed meat requires four to
five times more grain than a population sustained by
a solely vegetarian diet. A vegetarian diet is more ef-
ficient from a caloric point of view than a meat-
oriented one, but is not widely acceptable in many
societies. Further inefficiencies, from a biophysical
standpoint, result from unequal resource distribu-
tion—at local, national, and international scales.
The higher the level of inequality, the smaller the
population that can be sustained. Many other as-
pects of culture play significant roles in determining
carrying capacity, ranging from patterns of invest-
ment in education and social development to fre-
quency and severity of warfare.

Sustainability

A sustainable condition, process, or activity is one
that can be maintained without interruption, weak-
ening, or loss of valued qualities. Sustainability is
thus a necessary and sufficient condition for a popu-
lation to be at or below carrying capacity. The wide
appeal of sustainability as a societal condition or
goal reflects the moral conviction that the current
generation should pass on its inheritance of natural
wealth—not unchanged but undiminished in poten-
tial—to support future generations.

Are the collective activities of today’s human
population sustainable? The answer is clearly no.
Many essential activities, notably food and energy
production, are maintained only through the ex-
haustion and dispersion of a one-time inheritance of



natural capital. Maintenance of the world’s present
human population, and accommodation of its antic-
ipated growth, requires safeguarding the critical re-
sources and services that are provided by this natural
capital. A partial list of these includes: generation
and renewal of fertile agricultural soil; provision of
fresh water, energy, construction materials, and
minerals; purification of air and water; mitigation of
flood and drought; waste treatment and nutrient cy-
cling; seed dispersal; generation and maintenance of
biodiversity; protection from ultraviolet radiation;
stabilization and moderation of climate; and crop
pollination. In many parts of the world, the natural
capital stocks providing this stream of goods and
services are being severely degraded and depleted.

The Ecological Footprint

Ecological footprint analysis is a heuristic tool that
turns the carrying capacity issue around, asking what
productive land area would be required to sustain a
given population’s activities. It is calculated that the
productive land of about two and a half more planet
Earths would be required to support a global popu-
lation of 6 billion people at a consumption level
comparable to that of the present-day inhabitants of
Vancouver, Canada, the home base of the originator
of the concept.

See also: Ecological Perspectives on Population; Land
Use; Limits to Growth; Sustainable Development; Water
and Population.

BIBLIOGRAPHY

Daily, Gretchen C., and Paul R. Ehrlich. 1992. “Pop-
ulation, Sustainability, and Carrying Capacity.”
BioScience 42: 761-771.

Daily, Gretchen C., Tore Soderqvist, Sara Aniyar,
Kenneth Arrow, Partha Dasgupta, Paul R. Ehr-
lich, Carl Folke, AnnMarie Jansson, Bengt-Owe
Jansson, Nils Kautsky, Simon Levin, Jane Lubc-
henco, Karl-Géran Miler, David Simpson,
David Starrett, David Tilman, and Brian Walk-
er. 2000. “The Value of Nature and the Nature
of Value.” Science 289: 395-396.

Dhondt, André A. 1988. “Carrying Capacity: A Con-
fusing Concept.” Acta cecologica 9: 337-346.

Hardin, Garrett. 1986. “Cultural Carrying Capacity:
A Biological Approach to Human Problems.”
BioScience 36: 599-606.

CASTE 117

Holdren, John P. 1991. “Population and the Energy
Problem.” Population and Environment 12: 231—
255.

Rees, William, and Mathis Wackernagel. 1994.
“Ecological Footprints and Appropriated Carry-
ing Capacity: Measuring the Natural Capital Re-
quirements of the Human Economy.” In Invest-
ing in Natural Capital, eds. AnnMarie Jansson,
Monica Hammer, Carl Folke, and Robert Co-
stanza. Washington, D.C.: Island Press.

Ja1 RANGANATHAN
GRETCHEN C. DAILY

CASTE

The word caste probably comes from the Portuguese
word casta, meaning “species” or “‘breed” in relation
to botany and animal husbandry. It was first applied
by the Portuguese to describe the predominant orga-
nizing principle of Indian society. The word sub-
sumes two kinds of categorization. One categoriza-
tion is religious, represented by the word varna,
which means “color” in Sanskrit. According to the
varna principle, Hindus are divided into four caste
groups, together with a fifth group, the untouch-
ables, that exists outside the caste system. The other
categorization is by what is called jati, the endoga-
mous, (that is, in-marrying) birth grouping that de-
termines a person’s social position and duties and
primary nonfamilial allegiances. There are thou-
sands of jatis, often with highly contested (and
changing) rankings by varna—and even within a
particular varna.

The origins of caste are debated but probably in-
clude a mixture of scriptural injunctions, ancient
ideas about racial exclusivity, long-term occupation-
al heredity, and colonial categorizations and imposi-
tions that converted local endogamous units into
pan-Indian groupings.

Caste-like categorizations also exist in some
other societies, although without the fine grades of
classification found in India. The best-known exam-
ple outside South Asia is that of the Burakumin
(“village people”—social outcasts, known also by
the more pejorative term Eta) in Japan, a group of
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about 2.5 million that has faced persistent barriers
to social, economic, and marital integration into
mainstream Japanese society based on their ancestry.

Institutionalization of Caste

So tenacious is the hold of caste (and the concepts
of social ranking and exclusivity associated with it)
that it is a continuing feature of the Indian diaspora
even in the developed countries of the West—
witness, for example, the caste details specified in the
marriage advertisements in Indian publications in
the United States. Caste categories are often applied
also to non-Hindus of the Indian subcontinent. So-
ciologists have recorded the caste-consciousness of
Muslim and Christian communities in India, the
caste referring to that of the Hindu ancestors of these
groups before they converted to Islam or Christiani-
ty. Such caste-consciousness restricts social inter-
course and deters marriages across these ancestral
caste lines.

This institutionalization of the social hierarchy
implicit in caste rankings in Hinduism is politically
important because of the commitment of the post-
independence Indian government to a casteless soci-
ety and to affirmative action to improve the situa-
tion of the lowest castes. Pan-Indian and regional
caste loyalties have been exploited by both the upper
and lower castes to press economic and political de-
mands, increasing intercaste rivalries. In the process,
the lower castes have become better able to organize
and resist the authority of the upper castes.

Demographic Implications

There are also more direct demographic implica-
tions of caste endogamy and caste hierarchy. The
widespread acceptance of caste rankings has meant
that groups lower down in the hierarchy try to raise
their status by adopting the practices of the high-
er castes—a phenomenon the sociologist M. N.
Srinivas termed Sanskritization. Sanskritization is
not modernization, though the latter usually accom-
panies the former. Instead, Sanskritization often en-
tails copying the most traditional, oppressive, and
insular habits of the upper castes and giving up of
many of the social and, especially, gender equalities
and freedoms that characterized the lower castes. In
many respects caste is little different from class, and
in most societies, as observers such as Mary Woll-
stonecraft, the eighteenth-century English feminist
and writer, and others have pointed out, the upper

classes have not been known for greater gender sen-
sitivity.

Caste is an important marker of demographic
outcomes. India’s censuses and official surveys no
longer collect information on caste as such (all cen-
suses from 1872 to 1941 included some question on
caste), but they do separate out the Scheduled Castes
(SCs) and Scheduled Tribes (STs). The Scheduled
Castes are the former untouchables, and the Sched-
uled Tribes are the non-Hindu tribal groups that
have remained outside the Indian cultural main-
stream. The numerous jatis that make up these two
groups have been listed for the purposes of affirma-
tive action. Many of the affirmative policies also
apply to what are called the “Other Backward
Castes” (OBCs), a mixture of the lowest castes in the
fourfold varna system and those untouchable groups
that have converted to other religions. Together, SCs
(about 19% of the population), STs (about 9%), and
OBCs (about 32%) account for some 60 percent of
the total population of India (a share that was proba-
bly fairly stable over the twentieth century). It is dif-
ficult to be sure, because these categories are more
fluid than they appear.

In spite of affirmative action policies, socioeco-
nomic differences by caste continue to be large. Even
using the three broad caste-group categories, there
are significant differences in fertility, mortality, and
health that are not explained by differences in stan-
dard socioeconomic factors such as income and edu-
cation. For example, the 1998-1999 Indian National
Family Health Survey (NFHS) found infant mortali-
ty rates (per 1,000 births) of 83 for the SCs, 84 for
the STs, 76 for the OBCs, and 62 for the other
(upper) castes. The corresponding levels of under-
five mortality were 119, 127, 103, and 83. The disad-
vantage of the SC and ST groups is obvious. Fertility
differences are less stark: The total fertility rate in
1998-1999 was 3.15 for the SCs, 3.06 for the STs,
2.83 for the OBCs, and 2.66 for the other castes. For
fertility, the regional contrasts in India are much
larger.

Caste in India also continues to be a determi-
nant of demographic behavior because it is strongly
associated with socioeconomic class, and socioeco-
nomic differentials in fertility and mortality are still
marked at this stage of the demographic transition.
For instance, literacy levels among ever-married fe-
male respondents in the NFHS were 27 percent for
the SCs, 21 percent for the STs, 39 percent for the



OBCs, and 56 percent for the other castes; corre-
sponding figures for regular exposure to the mass
media were 52 percent, 38 percent, 59 percent, and
69 percent. As can be seen in all these indicators, the
Scheduled Tribes are the most disadvantaged
groups, significantly worse off than even the un-
touchables. Not only are these tribal groups at the
lowest levels of socioeconomic development, they
are also the least organized for any kind of concerted
political action.

For historical (often to do with the emergence
of charismatic leaders), demographic (often to do
with their relative numbers), political (often to do
with mass mobilization), and cultural (often to do
with the position of women) reasons, caste plays
more or less salient roles and the relative power of
the lower castes differs in different parts of the coun-
try. The future of caste as an organizing principle of
society is also difficult to predict. With education,
urbanization, and all the forces associated with mod-
ernization, it could become less relevant in all but
the most intimate areas of social relations (that is,
marriage) and a less obvious marker of demographic
behavior. However, it is also plausible that the up-
heavals of modernization will mean more caste-
based conflict and unrest before this happy homoge-
nization of socioeconomic aspirations and achieve-
ments comes about.

See also: Social Institutions; Social Mobility.
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CAUSES OF DEATH

Information on cause of death is essential for under-
standing trends and inequalities in mortality. Com-
piling this information requires a consistent scheme
for classifying causes of death and an appropriate
system for registration and record-keeping. Both
were developed during the nineteenth century and
had become systematic in all industrialized countries
at the beginning of the twentieth century. In these
countries medical certification of the cause of death
is routine. This is not the case, however, in most
developing countries. “Verbal autopsies”—infor-
mation about the symptoms and conditions which
accompanied the death obtained by questioning
close relatives of the deceased—can contribute some
knowledge of causes of death, especially for children,
but they cannot produce reliable statistics of mortal-
ity by cause.

Classification of Causes of Death

After lengthy debate, the first international classifi-
cation of diseases and causes of death, largely devised
by Jacques Bertillon (1851-1922), was adopted in
1893. There have been ten subsequent revisions,
none of them radically changing the original struc-
ture although producing severe disruptions in time
series on causes of death. The International Statistical
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Classification of Diseases and Related Health Prob-
lems—Tenth Revision (ICD-10), was adopted by the
World Health Organization (WHO) in 1989.

Ten of the ICD-10’s 21 chapters refer to a specif-
ic bodily system, such as Chapter VI, “Diseases of
the nervous system,” and Chapter X, “Diseases of
the respiratory system.” Some other chapters refer
to etiological processes, like Chapter I, “Certain in-
fectious and parasitic diseases,” and Chapter II,
“Neoplasms.” Still others are linked to a particular
period of life, like Chapter XVI, “Certain conditions
originating in the prenatal period,” and Chapter XV,
“Pregnancy, childbirth and the puerperium.”

Such a structure makes it difficult to identify ho-
mogeneous pathological processes. Trends in dis-
tinct pathologies can depend on common factors
and may be influenced through appropriate inter-
vention. To identify these processes, several authors
have suggested alternative classifications, drawing
on the concept of avoidable mortality. Causes of
death can be divided into “avoidable” and “un-
avoidable.” While this may be helpful in designing
health policies at a particular time, it is of little value
in analyzing trends as medical progress continually
shifts diseases into the avoidable category.

Ideally, a useful classification should make it
possible to distinguish between different etiologies.
Marc d’Espine promoted this idea in the nineteenth
century, in the debates surrounding the first version
of the International Classification. At a time when the
nature of the diseases was so little known, such an
exercise would have been wholly utopian. With
twenty-first-century medical science, an etiological
classification could be designed—and in fact has
been partially attempted, using French data. In this
exercise trends in mortality from different processes
(such as infectious, tumoral, or degenerative pro-
cesses) could be followed more precisely. The exer-
cise was especially useful in tracking infectious dis-
ease mortality. Although many infectious diseases
are covered in ICD-10’s first chapter, “Certain infec-
tious and parasitic diseases,” others are scattered
through the remaining chapters. For instance, influ-
enza falls in Chapter X, “Diseases of the respiratory
system,” and appendicitis in Chapter XI, “Diseases
of the digestive system.” Reclassifying diseases ac-
cording to etiological criteria as infectious processes
permits a better estimate of the weight of infection
in total mortality.

Identifying Causes of Death

A death is the result of successive pathological pro-
cesses that may have appeared or developed because
of other preexisting conditions. Most studies on
causes of death refer to only one cause. To insure
some coherence in identifying this “underlying”
cause, WHO recommends a model two-part medical
death certificate and rather strict rules for coding. In
Part I of the death certificate, the physician reports
all the conditions that are directly responsible for the
death in the reverse order they appeared. The first
line contains the “direct” cause that immediately
produced the death, and the last line the “initial”
cause that induced the processes which finally led to
the death. In Part II, the physician reports all other
“contributory” causes that are not directly responsi-
ble for the death but which may have contributed to
it. Coding rules help the physician to choose from
among all these conditions the one which is consid-
ered to be the “underlying” cause of death. In most
cases, this is the disease reported on the last line of
Part 1. However, in some specific cases the order of
the pathological processes may be reconsidered by
the authorities in charge of coding and another con-
dition, reported elsewhere in the certificate, may be
chosen as underlying cause of death.

The identification of only one cause of death
considerably reduces the amount of information re-
ported in the death certificate. This loss of informa-
tion becomes increasingly serious under conditions
of very low mortality. With very low mortality, most
deaths occur at old ages to persons who may be suf-
fering from several chronic diseases, making it diffi-
cult to choose the main cause of death. Hence efforts
are being made to find ways of taking into account
all the information reported in the death certificate,
through multiple-cause analysis. Two approaches
can be used. In the first, all mentions of a disease are
noted, whatever the place they occupy in the death
certificate. This approach highlights the part played
in mortality by conditions like diabetes or alcohol-
ism, which are seldom reported as the underlying
cause of death but often contribute to deteriorating
health. In the second approach, the most frequent
associations of causes are examined, so as to identify
sequences of pathological processes that are more le-
thal than others. Multiple-cause analysis is an im-
portant challenge for future studies of mortality and
morbidity.



Problems of Comparability in Time and
Space

Although nearly all countries producing regular sta-
tistics of deaths by cause use the current ICD and
WHO’s classification rules, comparability among
countries is limited because of substantial differ-
ences in medical practice and coding habits. One
such problem is in use of the category “ill-defined
causes.” Some countries where diagnoses tend to be
imprecise assign many deaths to this category. For
instance, for the year 1996, almost 12 percent of
deaths in Portugal were classified into Chapter
XVIII, “Symptoms, signs and abnormal clinical and
laboratory findings, not elsewhere classified,” com-
pared to 4.5 percent in Russia, and less than 0.1 per-
cent in Hungary. Consequently, before making in-
ternational comparisons of specified causes of death,
the deaths attributed to ill-defined causes must be
redistributed into specified causes. If the probability
for a death being recorded as having an ill-defined
cause is independent of the actual cause of death, it
is possible to proportionally redistribute deaths from
ill-defined causes into all the specified categories.
More sophisticated methods of redistribution can
also be used. Beyond the general problem of ill-
defined causes, international comparisons are affect-
ed by systematic differences in diagnostic practice.
A case in point concerns myocardial infarction and
other ischemic heart diseases: some countries, such
as France, prefer the first diagnosis; others, such as
the United Kingdom, prefer the second. To compare
the level of mortality from ischemic heart diseases,
it is better to combine the two pathologies (myocar-
dial infarction and other ischemic heart diseases). In
the same way, in theory ICD-10 allows one to distin-
guish between cancer of the cervix and other cancers
of the uterus. In practice the distinction is not made
on the same criteria from one country to another
and a comparison of deaths classified as “cancer of
the cervix uteri” would lead to erroneous conclu-
sions. In general, in any investigation that uses a
detailed cause of death, it is necessary to consider at
the same time all other causes that may be confused
with it.

Problems of comparability are still more serious
when dealing with time trends. As with cross-
national comparisons, a prior redistribution of
deaths from ill-defined causes is necessary. Such cat-
egorization of deaths generally decreased as diagnos-
tic precision improved. For instance, in France, use
of the category fell from 30 percent in 1925 to 6 per-
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cent in 1996. More problematic for comparisons
over time are the breaks introduced in the time series
by the successive revisions of the ICD. As medical
knowledge expands, the contents of the ICD are re-
vised: new disease designations are added, and oth-
ers are removed. The number of items in the ICD
has risen from 203 in the first classification of 1893
to more than 10,000 in ICD-10. To observe long-
term trends, it is necessary to reclassify deaths using
a constant medical definition of the cause. This
would be relatively straightforward if registration
authorities produced a double classification of
deaths under the old and new classifications when-
ever a revision came into effect, but that is seldom
done. Thus, reconstruction of long-term cause-of-
death series for any country usually requires long
and meticulous work to insure medical and statisti-
cal coherence. The few countries for which this has
been done include France, the Netherlands, and
some countries of the former Soviet Union.

Main Trends in Causes of Death

Until the 1960s in industrialized countries, the prin-
cipal contribution to rising life expectancy was the
reduction of mortality from infectious diseases and
the subsequent decrease in infant mortality. Follow-
ing this fundamental change in the pattern of causes
of death, the pace of increasing life expectancy
slowed under the double effect of the emergence of
man-made diseases (diseases due to tobacco and al-
cohol, and traffic accidents) and the growing weight
of chronic diseases (cardiovascular diseases, cancer).
From the 1970s, life expectancies continued increas-
ing because of successes in controlling man-made
diseases and in reduction of mortality from cardio-
vascular diseases, especially among the elderly. How-
ever, this resumption of progress was not general.
Countries of Eastern Europe (including the former
Soviet Union) lagged in the control of the chronic
diseases and their life expectancy, especially for
males, stagnated or even decreased.

The situation in developing countries shows
even greater contrasts. Some countries, such as
China, South Korea, Mexico, and Tunisia, have fol-
lowed the same path as the developed world and,
thanks to a rapid decrease in mortality from infec-
tious diseases, have reached high levels of life expec-
tancy. In contrast, countries of sub-Saharan Africa
have largely failed to control infectious diseases. The
emergence of AIDS and the reemergence of diseases



122 CENSUS

like malaria contribute to the poor health status of
these populations.

See also: Bertillon, Jacques; Disease, Burden of; Disease,
Concepts and Classification of; Epidemiological Transi-
tion; Farr, William; Mortality, Age Patterns of; Mortali-
ty Decline.
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CENSUS

A population census, which usually is just called a
census, is a count of the population of a country on
a fixed date. National governments conduct censuses
to determine population sizes, growth rates, and
characteristics (such as sex, age, marital status, and
ethnic background) for the country as a whole and
for particular regions or localities. Generally govern-
ments collect this information by sending a ques-
tionnaire in the mail or dispatching an interviewer
to every household or residential address in the
country. The questionnaire asks the head of the
household or a responsible adult living in the house-
hold (the respondent) to list all the people who live
at the address on a particular date and answer a se-
ries of questions about each of them. Over a period
of months or years the government census office ag-
gregates and tabulates the answers and reports the
results to the public.

Censuses are very expensive and elaborate ad-
ministrative operations and thus are conducted rela-
tively infrequently, generally at five- or ten-year in-
tervals. Between censuses governments estimate the
size and characteristics of the population by extrapo-
lating past trends or drawing on other data sources.
Periodic sample surveys are one such source. In the
United States, the Current Population Survey of
around 50,000 households is conducted monthly.
The Census Bureau is planning a new rolling sample
survey called the American Community Survey to
provide the same level of local area detail available
in a decennial census by cumulating and averaging
sample estimates over a five-year period.



History

Censuses have been conducted since ancient times.
Early censuses were conducted sporadically and gen-
erally were used to measure the tax or military ca-
pacity of an area. Examples include Roman and Chi-
nese censuses, the Domesday Book, occasional city
surveys such as the Florentine Catasto, and records
of medieval manors. Unlike modern censuses, they
tended to count only adult men, men liable for mili-
tary service, or tithables (people liable to pay taxes)
along with landholdings. The results were used for
administrative purposes and were not extensively
tabulated or regarded as public records. Neverthe-
less, historical demographers have derived estimates
of total populations from them.

Census taking in the modern sense requires the
conception of a uniform, countable unit of analysis.
Hence, census taking had to await the development
of the state and the emergence of the concept of the
commensurate household. The latter occurred in the
medieval European west: In the ancient world rich
households with large slave labor forces could not be
considered “commensurate” with the hovels of the
poor. In modern censuses the household or family
serves as the unit of analysis or the locus for count-
ing the members within it.

The modern periodic census of all persons is an
invention of the early modern period in Europe.
One of its purposes was to monitor the progress of
overseas colonies. Thus, repeated counts were taken
of the colonial American population in the seven-
teenth and eighteenth centuries, starting in the 1620s
in Virginia. In Canada, French efforts to count the
population began in 1665-1666 in what is now Que-
bec, and censuses were conducted at irregular inter-
vals after Canada became a British colony in 1763.
Sweden began to conduct censuses in the mid-
eighteenth century by tallying the records in its vital
registration. England and Wales instituted a regular
census on a ten-year cycle in 1801. By the early nine-
teenth century census taking had begun to be a regu-
lar function of government in Western Europe and
North America, and in the twentieth century it
spread throughout the world.

Functions and Techniques

Censuses serve a variety of purposes in different
countries. At a minimum a census provides a mea-
sure of the size of the population of a country, which
can be compared with the population in the past and
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the populations of other countries and used to make
estimates of the likely population in the future. Gov-
ernments use census information in almost all as-
pects of public policy, such as determining how
many children an educational system must serve, de-
termining where to put new roads, and providing
the denominators of other measures (e.g., per capita
income, crime rates, and birth rates and death rates).
Private businesses use census data for market analy-
sis in deciding where to locate new businesses or
where to advertise particular products. Government
agencies and private researchers use the census to
provide the “sampling frame” for other types of sur-
vey research.

In the United States the census is taken during
the tenth year of each decade. The resulting popula-
tion count provides the data for reapportioning seats
among the states in the House of Representatives
and the Electoral College and for redrawing district
boundaries for seats in the House, in state legisla-
tures, and in local legislative districts. In Canada and
many European countries a full census is taken dur-
ing the first year of every decade. Canada also takes
an abridged census during the sixth year of the de-
cade. Canadian population data are used to appor-
tion seats among the provinces in the House of
Commons and to draw electoral districts.

Most countries create a permanent national sta-
tistical agency to take the census, such as the United
States Bureau of the Census or Statistics Canada.
This agency usually undertakes a public review pro-
cess to determine the questions that will be asked.
Most censuses ask for basic demographic informa-
tion such as the age, sex, educational background,
occupation, and marital status of an individual.
Race, ethnic or national origin, and religious affilia-
tion are important questions in some countries.
Other questions often include a person’s place of
birth, relationship to the household head, individual
or family income, type of house, citizenship, move-
ment in the last five years, and language spoken at
home. Questions that are routine in one nation may
be controversial in another. In the United States
questions on religious affiliation are not asked in the
census because they are seen as an infringement of
the First Amendment right to freedom of religion.
Other nations, such as India, do collect this kind of
information. Questions on the number of children
born to a woman were quite controversial in China
in the early twenty-first century because of their con-
nection with the government’s one-child policy. A
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question on income was considered controversial in
the United States in 1940, when it was first asked; it
is no longer considered problematic.

Questions also change in response to public de-
bate about the state of society. For example, Ameri-
cans wanted to know which households had radios
in 1930 and introduced questions on housing quality
in 1940. Canada asks census questions on unpaid
work done in the home.

Census taking can be divided into several
phases. In the first phase the census agency divides
the country into geographic divisions, makes maps
and address lists, and prepares instructions for the
local census takers. To conduct the count, large
numbers of temporary workers may be hired or
other government employees, such as schoolteach-
ers, may be called on. The census agency prepares,
prints, and mails the questionnaires to households
or has them delivered by enumerators.

In the second phase a responsible adult or
household head in every household, family, or
equivalent entity is asked to fill out the form or re-
spond to the enumerator and supply the required in-
formation about each member of the household. (In
the current U.S. practice a brief set of questions on
a “short form” is asked of all people, usually includ-
ing name, age, sex, race and ethnicity, and relation-
ship to the household head. A sample of households
is asked to complete a more complicated “long”
form, which can have many detailed questions on
work status, income, housing, educational back-
ground, citizenship, and recent moves.)

In the third phase the census agency enters the
data into a computer and tabulates the responses for
the nation, states or provinces, and cities, towns, and
other local jurisdictions. The agency also cross-
tabulates the answers, for example, reporting not
only the number of people in a local area but the
number of people in five-year age cohorts, for each
sex, and for local areas. The agency publishes only
the tabulated results of the count and keeps the indi-
vidual responses confidential. In the United States
the individual census forms are stored in the Nation-
al Archives and eventually opened to the public.
People then may use them to research the history of
their families or construct genealogies.

The choice of census technique for a particular
country is the result of its social and political tradi-
tions and technological capacities. The U.S. Census

is highly automated and is conducted primarily by
mail. Canada sends enumerators to deliver the cen-
sus form to each household, to be completed and re-
turned by the household head. Other nations use
more labor-intensive techniques for collecting and
tabulating the data, sometimes requiring people to
stay home to await the census taker on census day.

The U.S. Census

The U.S. Census was mandated in the 1787 Consti-
tution. This census was the first count in the world
designed to provide population figures for appor-
tioning the seats in the national legislature. Direct
taxes levied on the states were also to be apportioned
on the basis of population. At that time almost 20
percent of the American population consisted of en-
slaved African Americans. The framers debated
whether slaves were “persons” or “property” and
thus whether states should receive representation for
their slave populations. The framers developed what
came to be called the Three-Fifths Compromise,
which discounted the size of the slave population as
the equivalent of 60 percent of the free population
when determining the apportionment of the House.
(The abolition of slavery also abolished the compro-
mise, but the tradition of counting the different ra-
cial groups in the population continued.)

In the first census, taken in 1790, assistant U.S.
marshals were instructed to travel the country and
ask six questions at each household: the name of the
family head and for each household the number of
free white males age 16 and over; the number of free
white males under 16, the number of white females,
the number of other free people (the free colored),
and the number of slaves. The marshals recorded
and totaled the figures for the local jurisdiction and
sent them to the U.S. marshal for the state, who to-
taled the figures for the state and sent them to the
President. The census counted 3.9 million people.

In later years the census became more elaborate,
with more questions asked and more data published.
In 1850 Congress mandated a census schedule
(form) with a line of questions for each person, in-
cluding name. A temporary Census Office, as it was
then called, was set up in Washington to compile the
responses and publish the results. By 1880, when the
American population topped 50 million, the census
was still compiled by hand, using a primitive tally
system. In 1890 the Census Office introduced ma-
chine tabulation of the responses, and each person’s



answers were converted to codes punched into Hol-
lerith cards, a precursor to the IBM punch card. The
cards then were run through counting machines.
This was the beginning of modern data processing
and led to further innovations in tabulating large
amounts of data. In the 1940s the Census Bureau
commissioned the construction of the first nonde-
fense computer, UNIVAGC, to tabulate the 1950 cen-
sus. In the late 1950s the Census Bureau developed
an electronic scanning system called FOSDIC (Film
Optical Scanning Device for Input to Computers) to
transfer the answers on the census form to a com-
puter.

In 1940 the United States began to collect some
census information from a sample of the population
and thereafter slowly shifted the detailed questions
on the census to the long form sent to only about 15
to 25 percent of households. In 1970 the census be-
came primarily a mail enumeration as the Census
Bureau developed automated address files for the
country. In the year 2000 over 90 percent of the
roughly 110 million residential addresses in the
United States received the census form by mail. If
the Census Bureau does not receive a response, it
sends an enumerator to determine whether the ad-
dress is correct and to get the information from the
household at the address.

Availability of Census Data

Until the 1980s statistical agencies published census
results in large volumes of numeric tables, some-
times hundreds of those volumes. Since that time
census results have become available electronically
on disc, magnetic tape, and CD-ROM or the Inter-
net. Retrospective print compilations of census data
are available in libraries, and some have begun to be
converted to an electronic format and posted on the
World Wide Web. For example, basic population
tabulations from American censuses from 1790 to
1960 are available from data compiled by the Interu-
niversity Consortium for Political and Social Re-
search (ICPSR).

Availability of the original census forms varies
by country. With the exception of the forms from
the 1890 census, the original schedules for the U.S.
censuses survive. If a country’s forms are available,
historical public use samples of population censuses
may exist in electronic form. These samples have
been compiled online, including the Integrated Pub-
lic Use Microdata Series (IPUMS) for American data
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and planned international compilations that can be
viewed on the Internet.

Issues

Censuses can become embroiled in political or social
controversy simply by reporting information rele-
vant to ongoing issues in a society. Complaints
about the census generally involve concerns about
the accuracy of the count, the propriety of particular
questions, and the uses to which the data are put.

Censuses require public understanding, sup-
port, and cooperation to be successful. Concerns
about government interference in private life can
prevent people from cooperating with what is an es-
sentially voluntary counting process. People may be
wary of giving information to a government agency
or may regard particular census questions as inva-
sions of privacy.

When public trust is lacking, people may fail to
cooperate. Individuals in illegal housing units, those
who are resident in the country illegally, and those
who do not wish to reveal their economic or social
situation to a government agency are reluctant to re-
spond to a census. In a more serious challenge, some
people claim that censuses should not be conducted
at all on the grounds that the results will not be held
in confidence. In the Netherlands the legacy of the
Nazi era, during which census records were used to
identify Jews for deportation, was one of the major
justifications for ending census taking in 1971.

Some political challenges to the census claim
that the census does not count the population well
enough. All censuses contain errors of various kinds.
People and addresses are missed, and people may
misunderstand or fail to answer some questions.
Census officials have developed elaborate proce-
dures to catch and correct errors as the data are col-
lected and to impute missing answers from the an-
swers to other questions. Nevertheless, some errors
inevitably remain.

Various methods are used to measure the accu-
racy of censuses. Census results may be compared
with population information from other sources,
such as the records of births, deaths, and marriages
in vital statistics. Commonly, a second, sample
count (a postenumeration survey, or PES) is collect-
ed shortly after the complete census. Its results are
matched against those of the census, allowing esti-
mates to be made of the number of those missed and
those who have been counted twice or are in the
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wrong geographic location. Some nations, such as
Canada and Australia, adjust their census results for
omissions and other errors.

In the United States, city dwellers, the poor, and
minorities tend to be undercounted in the census
relative to the rest of the population. Officials repre-
senting such undercounted jurisdictions claim that
these jurisdictions have suffered loss of political rep-
resentation and government funding as a result of
incorrect data. Litigation seeking to compel adjust-
ment of census results has been unsuccessful in the
United States. The question of adjustment has also
emerged as a political controversy in Congress: Re-
publicans generally have opposed adjusting for the
undercount, and Democrats have supported it. In
2001 the U.S. Census Bureau certified the unadjust-
ed results of the 2000 census as the official results on
the grounds that it could not guarantee that the ad-
justed census results were more accurate than the
unadjusted count.

See also: Databases, Demographic; Data Collection,
Ethical Issues in; Demographic Surveys, History and
Methodology of; Demography, History of; Population
Registers.
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CENTRAL PLACE THEORY

Central place theory is a conceptual statement about
the relative locations, numbers, and economic func-
tions of the different-sized urban places in a region.
Within a framework of several assumptions con-
cerning the character of the region (for example, that
it is a uniform physical plain, evenly settled and over
which movement is possible in all directions) and
the rational economic behavior of both the region’s
farm population as consumers and of the producers
of goods and services in the urban centers, the theory
allows for predictions to be made about the hierar-
chical ordering of the urban places and the spatial
patterning of their market areas within the region.
The most widely reported of these results is the



urban pattern that has the regular hexagonal market
areas of the more numerous smaller urban places
nested within those of the fewer larger centers, as is
shown in Figure 1.

The term “central place” was coined by the ge-
ographer Mark Jefferson in 1931 to refer to the fact
that, “cities do not grow up of themselves; country-
sides set them up to do tasks that must be performed
in central places.” Jefferson’s reference to the func-
tional complementarity that exists between urban
places and the surrounding rural regions was not a
new idea; indeed, it had been the subject of numer-
ous empirical studies by European geographers and
American rural sociologists earlier in the same cen-
tury. The later emphasis upon theorizing about these
urban-rural relations flowed mainly from the work
of two German scholars, Walter Christaller (1893—
1969) and August Losch (1906-1945).

In 1933 Christaller, a geographer, published his
dissertation on the central places of southern Ger-
many, in which he inductively derived laws about
the “size, number and distribution of central
places.” It was he who first proposed the hypotheti-
cal pattern shown in Figure 1. In his schema, each
center within a hierarchy of urban places offers a set
of economic goods and services for the surrounding
farm population. The range of these goods and ser-
vices—the average distance that people from the
rural area will travel to obtain them—defines the ex-
tent of the center’s tributary or market area. The
smaller the settlement, the fewer the functions of-
fered and the smaller its market area. Larger places
offer everything that the smaller places do along with
some higher order functions. For example, in the
smallest hamlet there may be only a gas station and
a general store, while in the slightly larger village
these same functions may be supplemented by a post
office and a bank. The ideal market area of each
place would be circular and overlap with those of
neighboring places of the same size. The hexagonal
set of market areas eliminates these overlapping
zones of competition and allows for the market areas
of the smaller centers to be nested within those of the
larger ones.

The system shown in Figure 1, with six centers
located at the vertices of the hexagonal market area
of the next larger urban place, conformed to what
Christaller called the “marketing principle,” and he
elaborated upon the variations of this pattern that
would result from distortions of the transportation
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FIGURE 1

A System of Central Places
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soURcE: Christaller, W. 1933. Die Zentralen Orte in
Siiddeutschland, tran. C. W. Baskin, 1966, p. 73.

network and the nature of the administrative dis-
tricts within the region. A more formal generaliza-
tion of such a system is found in the work of Losch,
an economist. His book, The Economics of Location,
published in German in 1939, presented a deductive
schema for the emergence of systems of urban places
and market areas within what he called an “econom-
ic landscape.” In his formulation, the spatial ar-
rangement of urban places and their market areas
shown in Figure 1 is but one of a number of possible
results.

English translations of these works of Christaller
and Losch first appeared in the 1950s. Geographers,
especially in North America, quickly seized upon
them as they were seeking to move their discipline
in the direction of more quantitative and theoretical
work. Those social scientists engaged in the develop-
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ment of the newly emergent field of “regional sci-
ence’” also took an interest. Central place theory sub-
sequently fostered many lines of scholarly activity.
On the empirical level, it has provided the frame-
work for numerous studies of urban hierarchies and
market area systems in different parts of the world.
Those studies of the central United States completed
by the geographer Brian Berry and of northern
China by the anthropologist G. W. Skinner are
among the most widely cited. Berry showed also how
the theory could be used to analyze the hierarchy of
retail centers within a large metropolitan area such
as Chicago. On the theoretical front, many have
sought to outline mathematical statements of the
theory, to elaborate upon and extend the economic
arguments that underpin it, and to demonstrate how
it can be integrated with other forms of theoretical
spatial analysis. The contributions, among many, of
Hendricus Bos, Andrew Krmenec, and Adrian Es-
parza, Michael Kuby, Gordon Mulligan, and John
Parr illustrate these continuing lines of investigation.
Central place theory also has provided the underpin-
nings for regional planning schemes in different
countries around the world. Notable among these
efforts were those of Swedish geographers who in the
1950s and 1960s helped shape national planning pol-
icies for the locations of schools, hospitals, and re-
gional centers. Alan Pred has suggested that “this re-
drawing of the map of Sweden unquestionably
represents the most significant contribution of cen-
tral place research to that country’s planning”
(1973).

See also: Cities, Systems of; Density and Distribution of
Population; Geography, Population; Losch, August.
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CHILDLESSNESS

Childlessness, according to the International Union
for the Scientific Study of Populations (IUSSP) de-
mographic dictionary, “refers to the state of a
woman, man or couple who have been so far infer-
tile.” It should be distinguished from sterility or in-
fecundity, terms which describe impairment of the
capacity to conceive or the capacity to produce a live
child. Childlessness can be measured for any person
or couple in position to have (or to have had) a
child, whatever the reason they did not do so. Defin-
itive childlessness, measured at the end of reproduc-
tive life, will be treated here. As with other demo-
graphic phenomena, proportions childless can be
measured in a population at a given time or for a
particular cohort (set of individuals with a certain



statistical characteristic in common). This entry will
focus on the latter.

Causes of childlessness belong to two main cate-
gories:

+ Involuntary childlessness—the consequence of
sterility or infecundity, which may be
congenital or caused by malnutrition or
disease, especially sexually transmitted disease.

* Voluntary childlessness—the outcome of a
deliberate choice, resulting from sexual
abstinence, contraception, or abortion, or a
consequence of social circumstances such as
the absence of an available partner, or
inability to provide for a family.

Involuntary childlessness is more frequent in less de-
veloped countries but is decreasing with their devel-
opment; voluntary childlessness is the dominant
form in most developed countries and is increasing.

Sources of Data and Measurement

Information on childlessness can be drawn from
censuses and surveys or from vital registration. Most
censuses and many specialized surveys have ques-
tions about the number of children ever born to
women or couples, allowing calculation of the pro-
portions childless for a cross-section of the popula-
tion by various criteria, such as age or duration of
marriage at the time of the census or survey. If they
contain questions on the reproductive histories of
women or couples, or if consecutive censuses are
close enough, it is possible to study trends of child-
lessness by such criteria over time and for birth or
marriage cohorts. These trends can also be observed
from vital registration data on annual numbers of
live births by birth order. In this case, the study of
childlessness is the complement of the study of first
birth order fertility. Both data sources have measure-
ment problems. In censuses and surveys, the quality
of responses, especially on retrospective questions,
diminishes with age, especially for older respondents
as a result of memory alteration and selection effects.
With vital statistics, difficulties come from the mul-
tiplicity of definitions used to classify births accord-
ing to birth order. Births may refer only to those
within the current marriage or to all births of the
mother. Birth order classification can refer to live
births only or to all births (live births and stillbirths),
in the latter case underestimating the level of child-
lessness; in the same manner, to define the order of
a live birth, only live births or all births can be taken
into account, the latter overestimating childlessness.
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The most serious measurement difficulty comes
from the definition of birth order used by some
countries, especially some in Western Europe, such
as France (until recently), Germany, or the United
Kingdom: birth order among all the live births of the
current marriage. This definition made sense when
births outside marriage, and divorces and remar-
riages, were rare; the increase of births to unmarried
women, the high proportion of marriages ended by
divorce, and the frequency of remarriages, lead to a
larger and larger gap between measurements based
on each definition. The very high proportion of first
births born out of wedlock, and the frequency of
marriages entered into after the beginning of family
formation, lead to overestimation of the rate of first
births and consequently an underestimation of per-
manent childlessness. Another group of countries,
including Bulgaria, Croatia, Slovenia, Yugoslavia,
Portugal, and Romania, use the concept of biological
birth order. In these countries, childlessness propor-
tions based on annual data from civil registration
and annual population estimates typically yield val-
ues well below 5 percent—the level which would be
considered the absolute minimum for the incidence
of sterility in a population. These very low estimates
may reflect not only the questionable quality of data
collected, but also the effect of selection through mi-
gration. The latter leads to overestimating the first-
birth fertility rate if childless women leave the coun-
try or if nonresident women come to the country to
give birth.

Trends and Levels

Differences in data availability between developed
and developing countries mean that trends and le-
vels of childlessness are much better known in low-
fertility societies than under high-fertility condi-
tions. In the developed countries childlessness, de-
fined as the proportion of women who had had no
live birth by the end of their reproductive life, was
at a low level among cohorts experiencing the baby
boom years of the 1950s and 1960s. For women born
in the early 1940s childlessness was around 10 per-
cent. It rose rapidly for successive later cohorts. The
1960s birth cohorts exceed 20 percent childlessness
in a number of European countries, including En-
gland and Wales, Austria, Italy, Finland, and Ireland,
and in the western part of Germany. This level, how-
ever, is still lower than that of cohorts born in the
early twentieth century. In Central and Eastern Eu-
rope, childlessness has been at a much lower level
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(5-10 percent) until recent years when it has been
converging to Western European patterns. This is
indicated by the proportions childless in cohorts that
are approaching the end of reproductive life. Thus,
for example, the proportions were as high as 20 per-
cent for the early 1970s cohorts in Poland and Slova-
kia. (The rise is much smaller in Russia.) At least
some of the increase in childlessness is probably due
to reduced marriage frequency not offset by a corre-
sponding rise in the frequency of consensual unions
and extra-marital births.

The United States experienced an upward trend
in childlessness similar to Western Europe’s and pre-
ceding it by about ten years. It reached 17 percent
among women born in 1953, only to level off and
even decrease slightly thereafter (15.5 percent
among the 1965 cohort).

In some countries, especially those with sub-
stantial emigration, the level of childlessness, mea-
sured from vital statistics, may have been somewhat
underestimated. This may be the case for Portugal,
the former Yugoslavia, Bulgaria, and Romania.

The postponement of motherhood in all Euro-
pean countries increases the risk of childlessness be-
cause of decreasing fecundability after age 30. The
rising infecundity caused by postponed motherhood
cannot be fully compensated by medical techniques,
as shown by surveys such as the 1998 Netherlands
Fertility and Family Survey. The development of in
vitro fertilization and similar medical procedures
have allowed some women to have children that they
would not have had otherwise, but many women
who postponed childbearing will never have a birth
even with the help of the new techniques.

Social Implications of Childlessness

High rates of childlessness in developed countries
create the potential for social conflict. The state (and
parents) on the one hand and the childless on the
other have differing interests on matters such as the
financing of social welfare, pensions, aged care insti-
tutions, and education. If children are consumer
goods for their parents they are also investments in
the future for society. The developed world might
encounter a situation familiar in developing coun-
tries, where women are often blamed for childless-
ness regardless of the cause of their infertility. Alter-
natively, there is the possibility of further
institutionalization of a childless lifestyle, entrench-
ing high levels of childlessness.

See also: Adoption; Family Size Intentions; Fecundity;
Fertility, Below-Replacement; Infertility.
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CHINESE, OVERSEAS

Over the five thousand years of Chinese civilization,
Chinese people have migrated to virtually all the
areas in the world. Ethnic Chinese living outside
mainland China (including Hong Kong and Macao)
and Taiwan, usually referred to as the overseas Chi-



nese, reside in almost every country. Their total
number, according to the estimate cited below, ex-
ceeds 30 million. A famous Chinese poem notes that,
“wherever the ocean waves touch, there are overseas
Chinese.”

Who Are the Overseas Chinese?

Definitions of the overseas Chinese vary from coun-
try to country and from scholar to scholar. Decisions
on who is overseas Chinese are made by govern-
ments, both Chinese and foreign, by the individual
persons concerned, by the larger societies alongside
and within which the Chinese settlers live, and by in-
dividual scholars.

The scholar Lynn Pan represents the Chinese
people in a series of four concentric circles. The in-
nermost circle refers to Chinese living permanently
in the People’s Republic of China (PRC). The next
circle consists of Chinese living in Taiwan, Hong
Kong, and Macao, as well as Chinese citizens living
or studying outside China. The third circle includes
those “unequivocally identified as overseas Chi-
nese”; these are what she calls the hyphenated Chi-
nese (e.g., Chinese-Americans or Sino-Thais) (Pan,
1999). They are people who are “Chinese by descent
but whose non-Chinese citizenship and political al-
legiance collapse ancestral loyalties.” The last circle
contains persons of “Chinese ancestry who have,
through intermarriage or other means of assimila-
tion, melted into another people and ceased calling
themselves Chinese.”

The term hua ren is commonly used to refer to
overseas Chinese who have been naturalized by their
host countries, and the term hua giao to overseas
Chinese who have retained their Chinese nationality
and would likely consider themselves as sojourners.
The 30 million-plus estimate of overseas Chinese is
based on a broad definition that includes all persons
with Chinese ancestry living outside the mainland
and Taiwan, including hua ren, hua qiao, and hua yi
(the descendants of Chinese parents).

Patterns of Chinese Emigration

According to scholars such as Gungwu Wang and
Wen Zhen Ye, there have been four major patterns
of Chinese migration during the past two centuries.
The first is the Huashang (Chinese trader) pattern,
which is characterized by merchants and artisans—
often with their colleagues and members of their ex-
tended families—going abroad and eventually set-
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ting up businesses. The migrants are usually males,
and over one or two generations many of them set-
tled down and brought up local families (Wang,
1991, p. 5). Huashang migration has been the domi-
nant pattern of Chinese emigration to other Asian
countries, particularly to Southeast Asia before 1850.
It is likely that the earliest Chinese emigration, which
was to Japan or the Philippines during the Qin
Dynasty (221-207 B.c.E.), was of the Huashang type.
And whereas the other three patterns have definite
temporal periods associated with them, Huashang
has always been important.

The second is the Huagong (Chinese coolie) pat-
tern, which existed from about the 1850s through
the 1920s. This migration involved the “coolie
trade,” supplying labor for gold mining and railway
building in North America and Australia. Chinese
emigrants under the Huagong pattern were often
men of peasant origin, and the migrations were usu-
ally non-permanent in that a “large proportion of
the contract laborers returned to China after their
contract came to an end” (Wang, 1991, p. 6).

The third is the Huagiao (Chinese sojourner)
pattern. Sojourners included migrants of all social
levels, but most were well-educated professionals.
This pattern emerged after the downfall of Imperial
China in 1911 and was strongly tied to feelings of na-
tionalism. Beginning in the 1920s many teachers left
China for Southeast Asia to instruct the children of
earlier Chinese immigrants in these countries. The
pattern continued until the 1950s.

The fourth is the Huayi (Chinese descent) pat-
tern, a more recent phenomenon that has been prev-
alent since the 1950s. It involves persons of Chinese
descent, Huayi, in one foreign country migrating or
re-migrating to another foreign country.

Most of the global migration of Chinese in the
early twenty-first century is of the Huashang type,
and it will likely continue to be so in the future.

Size and Distribution of the Overseas
Chinese Population

Data on the numbers of overseas Chinese are assem-
bled from several sources, mainly issues of the Over-
seas Chinese Economy Year Book and the Encyclope-
dia of Overseas Chinese. The estimated total number
of overseas Chinese at the end of the twentieth cen-
tury was about 32 million, living in 130 countries.
Their distribution around the world is uneven, with
more than 98 percent of overseas Chinese living in
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76 countries. About 24 million (85% of the total) are
found in 21 Asian countries, three-quarters of whom
are in just three countries: Indonesia (7 million),
Thailand (6 million), and Malaysia (over 5 million).
Nearly 4 million Chinese live in the Americas, al-
most 2.5 million of whom are in the United States.

Origins of the Overseas Chinese

The largest numbers of Chinese emigrants have his-
torically been from the Guangdong and Fujian prov-
inces, with fewer from the Zhejiang province, Shang-
hai, and other parts of southeastern China. Since the
closing decades of the twentieth century, however,
the origins of the emigrants have differed depending
on whether their migration is legal or illegal. Legal
migrants mainly hail from the large urban areas such
as Beijing, Shanghai, Guangzhou, and Tianjin. The
illegal migrants are mainly from Fujian and Zhejiang
provinces. Currently, most of the migration from
China is illegal. In several years of the 1990s, there
were as many as 180,000 persons leaving China each
year, most of them illegal. As of 2002, there are an
estimated 250,000 illegal Chinese immigrants in the
U.S. The illegal migrants are assisted by human
smugglers, known as snakeheads (shetou). Although
cargo ship, or container truck, smuggling has been
the dominant image of human smuggling from
China to the United States and Europe, increasing
numbers of illegal migrants leave China by air. The
smuggling industry is made up of international net-
works, many based in Taiwan, that are deeply en-
trenched in the infrastructure of the sending com-
munities in China and in many transit countries.
The fees paid the shetou and their associates ranged
from $18,000 per person in the 1980s, up to $35,000
to $40,000 per person in the 1990s, to $60,000 or
more around 2000. The smuggling business is a very
lucrative enterprise. One snakehead in the U.S.
began her business in the 1980s and twenty years
later had netted in excess of $40 million.

The Future

The future growth of the overseas Chinese popula-
tion will be affected more by trends in international
migration than by natural increase. Controls on im-
migration in the major host countries restrict the
scale of legal migration from China, but there is a
sizable flow of unauthorized migrants, especially to
the United States. There is a possibility of rapid in-
crease in those numbers: The migration expert
Douglas Massey has written that “China’s move-

ment towards markets and rapid economic growth
may contain the seeds of an enormous migration
... that would produce a flow of immigrants [to the
United States and other countries] that would dwarf
levels of migration now observed from Mexico” (p.
649). The political sociologist Jack Goldstone calls
the potential for international migration from China
a “tsunami on the horizon” (1997). But even conser-
vative forecasts see the numbers of overseas Chinese
becoming steadily larger in future decades.

See also: Ethnic and National Groups.
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CITIES, DEMOGRAPHIC
HISTORY OF

Before the twentieth century, the populations of
urban places, and especially the great cities, faced at
least one important problem: how to replace them-
selves. Conventional wisdom has it that ancient, me-
dieval, early-modern, and early-industrial cities were
incapable of growing naturally, that mortality was
normally in excess of fertility, and that a net balance
of in-migrants was necessary to keep the population
at even a stationary level, let alone allow its numbers
to grow. This has been called the “urban graveyard
effect.” Eighteenth-century English economist T. R.
Malthus, in the second edition of his Essay on the
Principle of Population (1803) provides the following
description:

There certainly seems to be something in
great towns, and even in moderate towns,
peculiarly unfavourable to the early stages
of life: and the part of the community upon
which the mortality principally falls, seems
to indicate that it arises more from the
closeness and foulness of the air, which may
be supposed to be unfavourable to the ten-
der lungs of children, and the greater from
the superior degree of luxury and debauch-
ery usually and justly attributed to towns.
(Malthus, pp. 256-257)

And,

To fill up the void occasioned by the mor-
tality in towns, and to answer all further de-
mands for population, it is evident that a
constant supply of recruits from the coun-
try is necessary; and the supply in fact al-
ways flowing in from the redundant births
of the country. Even in those towns where
the births exceeded the deaths, this effect is
produced by the marriages of persons not
born in the place. (Malthus, p. 257)

These brief passages also reflect a vocabulary
about cities and the countryside that was commonly
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used. While towns display “luxury” and “debauch-
ery,” there are “redundant births” in the country
ready and willing to fill up the urban void. And in
towns, those who suffer most from excess mortality
are the children with their “tender lungs.” And how
else can urban growth be supported but by the off-
spring of those not born in the towns, that is, the
children of migrants?

Such observations required an empirical foun-
dation. Among European populations, it became
possible to examine the balance of births and deaths
in some detail only after an effective system of parish
registers had been established. In England, this
means after 1538, and in France, after 1685. Parish
registers provide demographers with the number of
baptisms, burials, and marriages that can be used to
approximate the numbers of births and deaths, and
to estimate the general size of the population re-
sponsible for those vital events. From such data it is
possible to judge the potential for natural popula-
tion growth in urban compared with rural parishes
and thereby to establish the extent to which there is
likely to have been excess mortality in the towns.

Many studies exist on seventeenth-, eighteenth-,
and nineteenth-century European towns (including
those in the Americas, southern Africa, and Australia
and New Zealand) based on parish registers, or com-
plemented by Bills of Mortality, which illustrate
Malthus’s observations. Broadly speaking, urban
mortality was higher and fertility lower than in rural
areas. In the centuries before the introduction of
such registration, however, it is very difficult to dis-
cern demographic trends in any detail and it is par-
ticularly difficult to identify differences between
urban and rural places. In medieval and ancient cit-
ies, the assumption that mortality was very high was
based on literary references to plagues, invasions,
and natural disasters, but it has proved difficult to
quantify these events, just as it has been difficult to
assess the population sizes of towns in this period.
However, there is ample evidence, for fifteenth- and
sixteenth-century Italy, to show that its towns were
severely affected by outbreaks of bubonic plague;
they were far more vulnerable to repeated and severe
demographic crises than the countryside. This is true
of early modern towns in general.

The development of family reconstitution, a
form of nominal record linkage, in the 1950s and
1960s revolutionized historical demographic studies.
Estimates of age-specific mortality and fertility rates

from parish register data became possible and a far
more detailed picture was drawn, especially of the
demography of rural parishes. Family reconstitution
techniques work to greatest advantage where there
is low population turnover so that individuals
named in baptism, marriage, and burial registers
may be linked within the same parish. If migration
is at a high level, individuals will disappear since they
may move among parishes between vital events. In
these circumstances, the ideal outcome is that bap-
tism and burial registers can be linked to establish
estimates of early childhood mortality, especially in-
fant mortality rates.

Researchers’ current understanding of urban
historical demography rests, therefore, on the fol-
lowing: a long-standing assumption regarding the
existence of an urban graveyard effect; many exam-
ples of negative natural growth in individual early
modern and late medieval towns; and detailed evi-
dence of excess early childhood mortality in urban
places.

There are also several points of continuing dis-
agreement. In 1978 historian Allan Sharlin chal-
lenged the view that early modern cities were bound
to have had natural population decline, and instead
focused attention on migration. He argued that
while the permanent residents of a city may have
been capable of replacing themselves, thereby gener-
ating natural growth, the temporary migrants at-
tracted to the city as unmarried workers were likely
to add substantially to the number of prematurely
deceased, since they confronted, for the first time,
the high-risk urban disease environment. In this
model, the natural decrease of populations in early
modern towns is associated with the mortality of mi-
grants rather than that of the city-born. Many urban
historians believe the model overstates the reality, al-
though they accept that attempts to test Sharlin’s hy-
pothesis have added considerably to an appreciation
of the role of migrants and their potentially distinct
demography. The debate on the hypothesis has also
encouraged some demographers to challenge the
graveyard assumption. They ask:

1. Were the largest cities at all times subject to
natural decline and dependent for their
growth on in-migrants from the
countryside?;

2. At what level in the urban hierarchy were
the effects of size or population density so
substantial that natural decline was likely to



be experienced? (In other words, did small
towns often escape this problem?);

3. What particular diseases were involved and
which sections of the population were most
affected?; and

4. What was the role of marriage, new
household formation, and fertility among
migrants and permanent residents?

None of the questions raised are easy to answer.
Studies of eighteenth-century London and Paris
demonstrate clearly that both cities had birth defi-
cits: They depended on rural migrants to sustain
themselves and to grow. In Paris, population in-
creased from 510,000 to 581,000 in the century be-
tween 1700 and 1800, and in London, from 575,000
to 865,000 during the same period. But for a town
like York (with a population of 12,000 in 1600),
there is evidence, for a period in the second half of
the sixteenth century during which slow natural
growth did occur, that the total number of baptisms
exceeded that of burials. This effect may have been
repeated in other smaller towns. It is not possible to
describe accurately the demographic characteristics
of places at different levels in the urban hierarchy
until the nineteenth century when many states de-
veloped their own civil systems of vital registration.
For Victorian England and Wales, there was, in gen-
eral, an inverse association between life expectancy
at birth and both population size and density of the
town in which a person lived. Life expectancy was
from five to ten years lower in the large towns than
in the small towns, and the latter had life expectan-
cies, in turn, a further five to ten years lower than
the rural districts. There was a clear urban-rural
mortality gradient.

The nineteenth century was also the period in
which efforts were first made to record cause of
death in a systematic fashion, data which show the
effect of water- and air-borne infectious diseases, es-
pecially in creating excess early childhood mortality
in urban places. For example, measles was an epi-
demic disease with a particular sensitivity to varia-
tions in population density. Children aged from six
months up to ten years that lived in towns were es-
pecially vulnerable. Measles alone would have made
a considerable contribution to the urban-rural mor-
tality gradient, but its effect was accentuated by scar-
let fever and whooping cough among children, and
diarrhea among infants. Similar patterns may have
existed in earlier centuries when smallpox, for exam-
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ple, would have added to the childhood mortality
rate.

Apart from the methodological revolutions
brought about by family reconstitution and comput-
er-based analysis of large and complex data sets,
urban historical demography has also been influ-
enced by the shift in research emphasis away from
work on demographic crises and mortality toward
nuptuality and fertility. Age at marriage, proportions
marrying and re-marrying, marital and non-marital
fertility, and the practices of breastfeeding or using
wet nurses are factors drawn on in explaining long-
term changes in the population growth rates of cit-
ies, as well as differences among urban environ-
ments.

Cities as Parasites or Growth Engines?

Economic historians have long debated whether cit-
ies should be regarded as parasites or engines of eco-
nomic growth. This debate reflects a sense of ambiv-
alence in Western culture toward the city. While the
city states of ancient Greece and Rome, and renais-
sance Italy, represented the pinnacle of civiliza-
tion—indeed they were its defining expressions—
the merchant and industrial cities of more recent
centuries generated strong and mixed emotions.
Malthus regarded Georgian London as rich yet de-
bauched, while to lexicographer and author Samuel
Johnson (1709-1784) it exemplified the very vitality
of life. Demographers have also expressed mixed
feelings. In 1987 economic historian E. A. Wrigley,
for example, depicted seventeenth and eighteenth
century London as a “death trap,” but he also dem-
onstrated its importance for economic and social
change in preindustrial England. London absorbed
England’s surplus rural population; it acted as a sin-
gle, integrated market for food products and con-
sumer goods as well as finance; it stimulated agricul-
tural production especially in its region; and it set
the social fashions and was the center of political
power. Until the rise of the industrial cities of the
English midlands, London had no rivals, and even
afterward the competition was relatively short lived.
Florence in the fifteenth century, on the other hand,
has been likened to a shining sun in a countryside
drained of wealth and enterprise.

Urbanization

Urbanization depends on the ability of the urban
population of a country or region to grow at a faster
rate than its non-urban population. Usually this im-
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plies that the urban sector is experiencing natural
growth and net in-migration from the rural sector,
although it may also involve reclassification of places
from rural to urban as they acquire larger popula-
tions or non-agricultural functions. In principle, it
is possible for urbanization to progress while the
graveyard effect persists, but rapid urbanization re-
quires rapid urban growth and that demands both
net transfers from the rural to the urban population
and the capacity of city dwellers to more than re-
place themselves. In the past, rates of urbanization
have been slow, although with considerable varia-
tions between regions. Western Europe was perhaps
8 to 10 percent urban by 1800 and 30 to 35 percent
urban by 1900, whereas China only reached 36 per-
cent urbanization in 2000. These varying historical
levels of urbanization are difficult to interpret. Apart
from the problem of different definitions of
“urban,” they probably reflect both variations in the
progress of economic development and culturally
based attitudes to the urban way of life: tolerated in
Europe, restricted in China.

See also: Family Reconstitution; Historical Demogra-
phy; Urbanization; World Population Growth.
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The twenty-first century will be the first urban cen-
tury, as the world largely completes its “urban tran-
sition.” With the proportion of the world’s popula-
tion living in urban areas projected to pass the 50
percent mark in 2007, cities are increasingly the
arena for the most important developments affect-
ing people’s lives, such as globalization, economic
transformation, cultural diversification, ecological
change, political movements, and even warfare. As
the rural-to-urban shift continues, attention has
been switching from simple measures of urbaniza-
tion toward the redistribution of population among
different sizes and types of urban settlement, the
physical and social restructuring of individual cities
and their wider urban regions, the quality of life of-
fered by these places, and the governance issues
raised by these changes, not least the challenge
of ensuring their sustainability and reducing their
vulnerability.

Distribution of Urban Population by City
Size

According to the United Nations, 39.5 percent of the
world’s urban population were living in agglomera-
tions of at least 1 million residents in the year 2000.
According to projections, this proportion is expect-
ed to grow, at least in the first fifteen years of the
twenty-first century, reaching 43 percent by 2015.
The share of the urban population accounted for by
“megacities” of at least 10 million residents more
than doubled between 1975 and 2000, but even then
stood at less than 1 in 10 and is projected to increase
only marginally by 2015. At the other end of the
scale, urban settlements with under 500,000 inhabi-
tants were home to half of the world’s urban people
in 2000, indicating that the median city size of urban
areas stood at 500,000. Further details are provided
in Table 1.

The distribution of urban populations by city
size varies among world regions. The share account-
ed for by cities of at least 10 million residents in the
Less Developed Regions (LDRs) had already over-
taken that in the More Developed Regions (MDRs)
by 2000 (Table 1). At 15.1 percent, it was then high-
est in Latin America and the Caribbean, but through
to 2015 it is expected to fall in all major regions ex-
cept Asia. Meanwhile, Europe is distinctive in its
large share of urban residents living in agglomera-
tions of under 500,000 inhabitants, but is similar to



North America in that the share is expected to grow.
Great care, however, is needed in interpreting these
figures, especially where planning controls have re-
stricted the continuous built-up area of a settlement
but not its functional reach.

The Largest Urban Agglomerations

The rise in the number of agglomerations with at
least 5 million inhabitants was one of the major de-
mographic trends of the late twentieth century and
is continuing in the twenty-first. Rising from a mere
eight in 1950 to 22 in 1975, the number reached 41
in 2000 and is expected to grow to 59 by 2015, ac-
cording to the United Nations. Moreover, this
growth has become almost entirely a phenomenon
of the LDRs. In 1950 LDRs accounted for only two
of the eight, but by 2015 their tally will have risen
to 48, including all but one of the extra 18 expected
to be added to this roster between 2000 and 2015.

Many of these large agglomerations are growing
rapidly, but the population of some has stabilized,
at least within their defined boundaries (Table 2).
Bombay (Mumbai), Lagos, and Dhaka are expected
to experience spectacular growth, putting them in a
position to pass Tokyo in size soon after 2015. On
current trends Tokyo is expected to have the same
number of residents in 2015 as in 2000, while New
York, fifth in 2000, is expected to slip to eighth in
the list by 2015. Even some LDR agglomerations that
previously grew rapidly are now gaining at more
modest rates, including Sao Paulo, Mexico City, and
Buenos Aires. The numbers living in agglomerations
of 5 million people or over are expected to increase
by 205 million between 2000 and 2015, but little
more than half of this increase is due to population
growth in the cities in this category in 2000; the rest
will be due to additional cities entering the category.

Counterurbanization and Reurbanization

The slowing growth rate of some of the largest urban
agglomerations, along with the expected decrease in
the share of the urban populations living in megaci-
ties, can be related to the phenomenon of counterur-
banization. The term itself is normally restricted to
the shift in population distribution down the city-
size hierarchy, though it can also refer to above-
average population growth in rural, or non-
metropolitan, areas. Population deconcentration
away from large-city regions to smaller ones, or at
least a slowing of the rate of metropolitan concentra-
tion, was observed quite widely across the developed
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TABLE 1
Distribution of Urban Population by Size of Urban
Settlement for Selected Areas of the World,
Estimates and Projections, 1975-2015
Population
Size Class 1975 2000 2015
Area (millions) (percent of urban population)
World 10.0 or more 4.4 9.2 9.8
5.0-10.0 8.2 54 6.5
1.0-5.0 21.2 24.7 26.3
0.5-1.0 14 10.5 9.8
Under 0.5 54.8 50.0 47.6
More developed 10.0 or more 49 74 71
regions Under 0.5 57.4 53.2 51.9
Less developed 10.0 or more 4.0 10.1 10.7
regions Under 0.5 52.5 48.6 46.1
Africa 10.0 or more 0.0 8.1 7.4
Under 0.5 68.0 56.9 53.2
Asia 10.0 or more 53 141 12.4
Under 0.5 491 46.1 43.2
Europe 10.0 or more 0.0 0.0 0.0
Under 0.5 63.6 63.0 63.3
Latin America 10.0 or more 10.8 151 13.0
& Caribbean Under 0.5 55.9 47.7 454
North America 10.0 or more 8.8 12.5 1.4
Under 0.5 441 38.7 40.7
Oceania 10.0 or more 0.0 0.0 0.0
Under 0.5 42.6 441 425
Note: Size class is based on millions of inhabitants. Urban settlements
are classified according to size in the year shown (i.e. a floating
definition). Except for the world, only the top and bottom of the five
size classes are shown.
SOURCE: United Nations (2000).

world in the 1970s. This led to suggestions that a new
postindustrial pattern of human settlement was
emerging, based principally on more footloose
forms of economic activity and aided by improve-
ments in transportation and communications.

A subsequent slowdown in population decon-
centration, allied with signs of renewed large-city
growth in some MDR countries, has prompted a
lively debate about the validity of this interpretation.
One suggestion is that all cities go through cycles of
development that progress from strong core growth
through internal decentralization to a stage when the
city as a whole loses out to newer settlements before
undergoing a period of reurbanization, as its obso-
lescent economy and infrastructure are rejuvenated
in a new wave of investment. Most cases of renewed
large-city growth in the MDRs can be linked to eco-
nomic restructuring, especially employment in-
creases in service sector activities such as finance,
media, government, research, and higher education,
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TABLE 2
Population of the World’s Twelve Largest Urban
Agglomerations in 2000 and Projected to 2015
2000 2015

Population Population
Rank Name (millions) Name (millions)
1 Tokyo 26.4 Tokyo 26.4
2 Mexico City 18.1 Bombay/Mumbai ~ 26.1
3 Bombay/Mumbai ~ 18.1 Lagos 232
4 Sao Paulo 17.8 Dhaka 211
5 New York 16.6 Sao Paulo 204
6 Lagos 13.4 Karachi 19.2
7 Los Angeles 131 Mexico City 19.2
8 Calcutta 12.9 New York 17.4
9 Shanghai 129 Jakarta 17.3
10 Buenos Aires 12.6 Calcutta 17.3
1 Dhaka 123 Delhi 16.8
12 Karachi 11.8 Metro Manila 14.8
SOURCE: United Nations (2000).

and, often, to acceleration in international immigra-
tion. Sociodemographic factors have also played a
part. A period of high fertility and family building
occurring between the 1950s and the 1970s was fol-
lowed by one with lower fertility, greater frequency
of divorce and separation, and the rapid growth of
non-family households with a decreased preference
for suburban and small-town lifestyles.

The Changing Internal Form of Cities

The traditional, preindustrial form of an urban set-
tlement is one with a central meeting place for trans-
actional activities such as commerce, government,
and worship, surrounded by housing, workshops,
and neighborhood services and with the wealthiest,
most influential inhabitants living closest to the cen-
ter. Industrial cities also tended to grow around a
single center, though in this case the focus was the
zone of factories that were the reason for their
growth, and it was the low-paid, including recent in-
migrants, that lived closest to the center amid the
factory-generated pollution and squalor. Better-off
people, with more secure jobs, higher incomes, and
shorter working hours, tended to move to lower-
density areas toward the edge of these cities—a pro-
cess that accelerated with improvements in passen-
ger transport, especially the development of the au-
tomobile. Suburbs—so named because these areas
were situated beyond the main urban core and
lacked employment opportunities and urban facili-
ties such as high-level services—dominated the

physical growth of cities through most of the twenti-
eth century.

The twenty-first-century city looks as if it will be
very different from the inherited monocentric city
with its surrounding suburbs. Suburbs have altered
in character as manufacturing has been relocated
there to take advantage of larger sites and better ac-
cess to intercity highways and as shopping and office
centers have grown up close to the wealthier resi-
dents and to mothers wanting to work while raising
their families. Cities that are essentially products of
the automobile age, of which Los Angeles remains
the classic example, developed a more polycentric
urban form from the outset. Similarly, older estab-
lished cities have seen the emergence of “edge cities”
and similar out-of-town retail/office complexes that
have drawn trade and jobs from their main cores
and in some cases threatened to eclipse them. At the
same time, the industrial city’s distinction between
wealthier suburbs and poorer central city has been
breaking down as lower-income families have found
homes in more peripheral locations through govern-
ment-subsidized housing schemes and illegal squat-
ter settlements. Low-income migrants arriving in
cities are less likely than in the past to settle in their
core, now tending to be spread more evenly across
the whole metropolitan area.

There remains, however, intense speculation
over the future form of cities. At one extreme is the
possibility of a return to the form of the preindustri-
al city, with an acceleration of the back-to-the-city
movement of younger professional people and also
perhaps of the wealthier elderly wishing to partici-
pate in a resurgence of cultural activities there. In
direct contrast is the idea that, with further improve-
ments in transport and telecommunications,
exurban development will become the norm, incor-
porating the further growth of edge cities but leading
on to an even more dispersed pattern of settlement
than traditional urban sprawl. Melvin Webber’s
“nonplace urban realm” or what Edward Soja calls
the “exopolis” would be characterized by lack of
structure and absence of cores, where the only type
of center that individuals would be able to experi-
ence is their own home. Possibly both these patterns
will be represented in some parts of some countries,
but the norm is more likely to be some amalgam
comprising an extensive urban field with a set of in-
terlinked components that vary in terms of their
functional specialization and population character-



istics—like the Megalopolis as originally articulated
by Jean Gottmann.

Quality of Life in Cities

The stereotypical image of cities includes congestion,
high costs, worn-out infrastructure, and a generally
poor quality of life, to be contrasted with notions of
a “rural idyll.” The large city, even before the nine-
teenth century, was a place to be avoided on account
of its problems in dealing with human and animal
waste and the attendant problems of disease, which
gave rise to sudden demographic crises as well as un-
derlying high mortality. The suburban marrying of
the urban and the rural, most consciously articulated
in the notion of the “garden city,” has traditionally
been seen to offer the best of both worlds. Moreover,
by primarily involving the middle class, the middle-
aged, and the dominant ethnic group, the suburban
movement has reinforced the negative image of the
“inner city,” leaving behind those with fewer re-
sources to support both their own households and
communal services. The resultant higher levels of
deprivation, morbidity, and ethnic tension, and also
crime, violence, and other antisocial behavior, have
only served to fuel the urban exodus.

This picture of the “urban penalty” has, howev-
er, been challenged, not just by the changing form
of the city but most notably by the experience of
LDRs. The introduction of modern medicine and
the basic public-health infrastructure to LDRs, pro-
ceeding faster in larger urban areas than in more re-
mote rural regions, has given rise to an “urban ad-
vantage.” This has been most marked in terms of
health and longevity, but has affected the quality of
life more generally, aided by the availability there of
greater opportunities for work and education.
Urban areas have also been associated with fuller
emancipation of women and declining fertility. On
the other hand, the urban advantage in the LDRs is
now seen as being under threat from several quar-
ters, including the deterioration of economic condi-
tions, reductions in government spending on urban
health infrastructure, the rise of virulent communi-
cable diseases including HIV/AIDS, and not least the
continuing urban population explosion. The general
vulnerability of the least developed countries to
problems that include economic uncompetitiveness,
social inequalities, environmental pressures, internal
ethnic tension, terrorism, and international political
conflict, are increasingly being focused on their cit-
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ies, raising questions about the long-term sustaina-
bility of their recent gains in living standards.

Governance Issues

Political and administrative factors have always had
a major influence on the growth and nature of cities
and on the living standards enjoyed by their resi-
dents, even if more immediate events led to the
wholesale collapse of cities in earlier civilizations.
Even without the military operations that have en-
gulfed cities in such troubled parts of the globe as the
Balkans, the Middle East, the former Soviet Union,
and Afghanistan, the quality of governance can make
a huge difference. Notable examples in the past in-
clude Singapore’s drive toward “world city” status
under the leadership of Prime Minister Lee Kwan
Yew and the salvaging of New York City’s reputation
and pride by Mayor Rudolph Giuliani, helping it to
withstand the trauma of the terrorist attack on Sep-
tember 11, 2001.

Even in MDRs, the future pattern of urban gov-
ernance is by no means clear. Probably the most
contentious issue is whether the larger urban ag-
glomerations should be administered by a single
elected body, albeit with a lower tier of local govern-
ment. Where central cities are administered sepa-
rately from their suburbs, it appears that greater so-
cial inequalities develop and overall metropolitan
performance can suffer. Except perhaps in the smal-
lest or most centralized countries, neither national
governments nor provincial authorities, where they
exist, have proven adequate to secure the required
extent of internal redistribution of resources or to
achieve the needed degree of inter-agency coordina-
tion for these complex urban regions. Throughout
the urban system, however, issues arise concerning
the level to which government should be decentral-
ized, whether single authorities should control all as-
pects of governance or if tasks should be split be-
tween separate boards, and the manner in which the
executive powers should be subject to democratic
accountability.

Given the fragile state of affairs prevailing in
many LDRs, these issues would seem to be even
more crucial for their cities; and they are probably
more intractable. A key problem is the sheer pace of
urbanization, which renders obsolete the forms of
governance that for generations had generally served
well for what were largely rural territories, and
makes it difficult for city boundaries to keep up with
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the mushrooming reality on the ground. One chal-
lenge is the unifying of urban and rural jurisdictions
in order to take account of the increasingly close in-
teraction between city cores and their hinterlands.
Since these evolving metropolitan regions tend to be
central to national economic prosperity, there is a
strong argument that if they are to reach their full
potential they should not remain under the restric-
tive control of local government. And the hierarchi-
cal nature of traditional governance does not fit well
with the emerging structures based on networks and
horizontal relationships.

See also: Residential Segregation; Suburbanization; Ur-
banization; World Population Growth.
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CITIES, SYSTEMS OF

Systems of cities are human interaction networks
and their connections with the built and natural en-
vironments. The study of city systems is a subcate-
gory of the more general topic of settlement systems.
Once humans began living in fairly permanent ham-
lets and villages, it became possible to study the in-
teractions of these settlements with one another. It
is rarely possible to understand such settlements
without knowing their relationships with the rural
and nomadic populations that interact with them.
Archaeologists and ethnographers map out the ways
in which human habitations are spread across space,
providing a fundamental window on the lives of the
people in all social systems. The spatial aspect of
population density is perhaps the most fundamental
variable for understanding the constraints and possi-
bilities of human social organization. The settlement
size distribution—the relative population sizes of the
settlements within a region—is an important and
easily ascertained aspect of all sedentary social sys-
tems. The functional differences among settlements
are a fundamental aspect of the division of labor that
links households and communities into larger poli-
ties and systems of polities. The emergence of social



hierarchies is often related to size hierarchies of set-
tlements; the monumental architecture of large set-
tlements is related to the emergence of more hierar-
chical social structures, such as complex chiefdoms
and early states.

The Growth of City Systems

Uruk, built in Mesopotamia on the floodplain be-
tween the Tigris and Euphrates Rivers about 5,000
years ago, was the first large settlement that we call
a city. Other cities soon emerged on the floodplain,
and this first system of cities materialized in a region
that had already developed hierarchical settlement
systems based on complex chiefdoms. For seven cen-
turies after the emergence of Uruk, the Mesopota-
mian world-system was an interactive network of
city-states competing with one another for glory and
for control of the complicated transportation routes
that linked the floodplain with the natural resources
of adjacent regions. The relationship between cities
and states is a fundamental aspect of all complex so-
cial systems. The political boundaries of states are
rarely coterminous with the interaction networks in
which settlements are embedded, and so settlement
systems must be studied internationally.

Both cities and states got larger with the devel-
opment of social complexity, but they did not grow
smoothly. Cycles of growth and decline and se-
quences of uneven development are observed in all
the regions of the world in which cities and states
emerged. The invention of new techniques of power
and production made possible more complex and
hierarchical societies. The processes of uneven devel-
opment by which smaller and newer settlements
overcame and transformed larger and older ones has
been a fundamental aspect of social evolution since
the invention of sedentary life.

The role of city systems in the reproduction and
transformation of human social institutions has
been altered by the emergence and eventual domi-
nance of capitalist accumulation. Whereas the most
important cities of agrarian tributary states were pri-
marily centers of control and coordination for the
extraction of labor and resources from vast empires
by means of institutionalized coercion, the most im-
portant cities in the modern world have increasingly
supplemented the coordination of force with the
manipulations of money and the production of
commodities.

The long rise of capitalism was promoted by
semiperipheral capitalist city-states, usually mari-
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time coordinators of trade protected by naval power.
The fourteenth century Italian city-states of Venice
and Genoa are perhaps the most famous of these,
but the Phoenician city-states of the Mediterranean
exploited a similar interstitial niche within a larger
system dominated by tributary empires. The niche
pioneered by capitalist city-states expanded and be-
came more dominant through a series of transfor-
mations from Venice and Genoa to the Dutch Re-
public (led by seventeenth-century Amsterdam) and
eventually the nineteenth-century Pax Britannica,
coordinated by Victorian London, the great world
city of the nineteenth century. Within London the
functions mentioned above were spatially separated:
empire in Westminster and money in the City. In the
twentieth-century hegemony of the United States
these global functions became located in separate
cities (Washington, DC and New York City).

Global Cities

The great wave of globalization in the second half of
the twentieth century has been heralded (and pro-
tested) by the public as well as by social scientists as
a new stage of global capitalism with allegedly
unique qualities based on new technologies of com-
munication and information processing. Some stu-
dents of globalization claim that they do not need to
know anything about what happened before 1960
because so much has changed that the past is not
comparable with the present. Most of the burgeon-
ing literature on global cities and the world-city sys-
tem joins this breathless present-ism. But claims
about the uniqueness of contemporary globalization
can only be empirically evaluated by studying
change over time, and by comparing the post-World
War II wave of globalization with the great wave of
international trade and investment that occurred in
the last decades of the nineteenth century. All social
systems have exhibited waves of spatial expansion
and intensification of large interaction networks fol-
lowed by contractions. Researchers should investi-
gate which aspects of the current wave are unique
and which are repetitions of earlier pulsations. His-
torical comparison is essential for understanding the
most recent incarnation of the system of world cities.

According to theorists of global capitalism, dur-
ing the 1960s the organization of economic activity
entered a new period expressed by the altered struc-
ture of the world economy: the dismantling of in-
dustrial centers in the United States, Europe, and
Japan; accelerated industrialization of several Third
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World nations; and increased internationalization of
the financial industry into a global network of trans-
actions. With the emerging spatial organization of
the “new international division of labor,” John
Friedmann identified a set of theses known as the
“world city hypotheses” concerning the contradicto-
ry relations between production in the era of global
management and political determination of territo-
rial interests. Saskia Sassen and others have further
elaborated the “global city hypotheses.” Global cit-
ies, it is argued, have acquired new functions beyond
acting as centers of international trade and banking.
They have become: concentrated command points
in the organization of the world-economy that use
advanced telecommunication facilities, important
centers for finance and specialized producer service
firms, coordinators of state power, sites of innova-
tive post-Fordist forms of industrialization and pro-
duction, and markets for the products and innova-
tions produced. During the 1990s New York City
specialized in equity trading, London in currency
trading, and Tokyo in large bank deposits. Jon
Beaverstock, Peter Taylor, and Richard Smith use

Sassen’s focus on producer services to classify 55 cit-
ies as alpha, beta, or gamma world cities based on
the presence of accountancy, advertising, banking/
finance, and law firms (see Figure 1). The website of
the Globalization and World Cities Study Group and
Network at Loughborough University is a valuable
resource for the study of systems of world cities.

The most important assertion in the global cities
literature is the idea that global cities are cooperating
with each other more than world cities did in earlier
periods. The most relevant earlier period is that of
the Pax Britannica, especially the last decades of the
nineteenth century. If this hypothesis is correct, the
division of labor and institutionalized cooperative
linkages between contemporary New York City,
London, and Tokyo should be greater than were
similar linkages between London, Paris, Berlin, and
New York City in the nineteenth century. Obviously
communications technologies were not as developed
in the nineteenth century, though intercontinental
telegraph cables had already been laid, and Japan
was not yet a core power in the world-system. But



support for the hypothesis would require fuller in-
vestigation of the nature and strength of coordina-
tion among nineteenth-century world cities.

Another important hypothesis of the global cit-
ies literature is based on Sassen’s (1991) observa-
tions about class polarization and the part-time and
temporary employment within globalizing cities.
The research of Gareth Stedman Jones on Irish im-
migration into London’s East End in the nineteenth
century shows that a somewhat similar process of
peripheralization of the core was occurring during
the Pax Britannica.

Analyzing Global Cities

Much of the research on the global city system is
based on case studies of particular cities that seek to
identify the processes leading to their emergence and
positioning within the larger system. Janet Abu-
Lughod traces the developmental histories of New
York City, Chicago, and Los Angeles through their
upward mobility in the world city system. While
these U.S. metropolises share similar characteristics
with other world cities, they have substantial differ-
ences in geography, original economic functions,
transportation, and political history and serve as
fascinating cases for comparative analyses of glo-
balization.

With appropriate data, social network analysis
can be a valuable tool for studying the webs of flows
and connections among cities, including flows of
capital, commodities, information, and people. Net-
work analysis produces quantitative indicators of
structural characteristics of networks and of nodes
(cities) within networks. For example, measures of
network centrality are useful for examining the hier-
archical aspects of the world city system. Quantita-
tive measurement of the structures of connections
and dominance relations among cities—whether
these are based on links to global commodity chains,
international business, financial and monetary
transactions, or critical flows of information, can
provide an important window on change over time
in the global urban hierarchy.

The data necessary for analyzing the structure of
the world city system are difficult to obtain because
most statistical information is aggregated at the na-
tional level rather than at the city level. But research-
ers are making heroic efforts to locate data on char-
acteristics of and interactions among cities. For
example, using airline passenger flows between the
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world’s leading cities for 1977 through 1997, David
Smith and Michael Timberlake offer evidence of
change in the structure of the world city system.
These data estimate the frequency of face-to-face
contacts among corporate executives, government
officials, international financiers, and entrepreneurs
that grease the wheels of global production, finance,
and commerce. Among other findings, their results
place London, New York City, and Tokyo at the top
of the global city hierarchy, supporting Sassen’s
views. Further, while many core cities continue to
occupy central positions in the global hierarchy, net-
work roles of other cities have shifted during this
time. Latin American world cities have declined in
their central positioning and strength in network
linkages, while Asian cities and secondary cities on
the West Coast of the United States (the Pacific Rim)
have moved into more central positions within the
world city system.

Settlement systems continue to be a fundamen-
tal framework for the analysis of social change. The
megacities in powerful and more minor countries,
and the high density of cities on most continents that
is revealed by satellite photos of city lights at night
would seem to portend Isaac Asimov’s Trantor, a
planet entirely encased by a single steel-covered city.
But if the reaction against twentieth-century global-
ization resembles the reaction against nineteenth-
century globalization, the Earth’s settlement system
may be soon facing difficulties that even Asimov did
not envision. The global village needs to invent
mechanisms of integration that can transcend the
centrifugal forces that have so often beset the mod-
ern system of cities in recent centuries.

See also: Central Place Theory; Cities: Future; Density
and Distribution of Population; Geography, Population;
Geopolitics; Urbanization.
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Climate change results from alterations (sometimes
quite subtle) to the heat and mass exchange between
land, ocean, atmosphere, ice sheets, and space. The
major driving forces of climate change are those gen-
erated by plate tectonics (the distribution of mass
around the world) and variation in incoming solar
radiation (insolation).

Relatively small changes in plate tectonics can
have large and geographically distant consequences.



The beginning of the northern hemisphere ice ages,
for example, can be linked to uplift between 4 and
5 million years ago (abbreviated Ma) that shut off
the Isthmus of Panama and altered flow of the seas
around Indonesia and Iceland. Around 5.9 Ma, the
shift and crunch of the African land mass moving
against Europe produced the Messinian Salinity Cri-
sis. The Mediterranean Sea dried out to a stark salt
desert, then refilled with water and redried multiple
times. The familiar Mediterranean climate ended,
disrupting eastern African forests and, apparently,
changing the trajectory of primate evolution—these
climate changes yielded the divergence of the evolu-
tionary lines, leading to chimpanzees and humans.

Seemingly small deviations in the amount of in-
coming solar radiation can have enormous and
sometimes abrupt effects on climate. Overlapping
solar cycles of different periods produce a complex
rhythm of solar radiation reaching the earth. Terres-
trial cycles in turn influence how much of that inso-
lation strikes different latitudes. Further complicat-
ing matters, heat is transported along the ever-
changing land-ocean-atmospheric system, and water
vapor and other gasses keep some fraction of heat
from reradiating out into space.

There are solar production cycles with periods
of 11.2, 22, 66, 80, 150, and 405 years. Total insola-
tion passed to the Earth is also affected by a 2,400-
year cycle in the Earth’s magnetic field and (perhaps)
by a return, about every 100,000 years, of intergalac-
tic dust clouds. However, the climate effects are
often unpredictable. For example, the well-attested
11.2 year sun-spot cycle is correlated with an ap-
proximately 11 year cycle of oscillations in the global
monsoonal system, upon which a majority of the
world’s populace depends for its rains. While the In-
dian Ocean and Asian monsoons generally correlate
well with the West African monsoons, sometimes
the latter can be out of phase with the sun-spot cycle.
This happened in 1985, frustrating predictions of an
early end to the Sahelian Drought.

Three other driving mechanisms of climate
change, all well-researched, are the variations in in-
solation controlled by the so-called Milankovitch or
orbital-beat cycles. These are:

1. Eccentricity (changes in the shape of Earth’s
orbit), cycling at 100,000 years, overlain by
an important 413,000 year “complementary
eccentricity” cycle;
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2. Obliquity (changes to the tilt of the Earth’s
axis), cycling at 41,000 years; and

3. Precession (shifting schedule of the
equinoxes), with a paired cyclicity of 23,000
and 19,000 years.

The overlay of these cycles produces a complex
rhythm. For example, new dating for the majority of
ice ages blanketing the high latitudes over the last
several million years reveals a remarkably regular
orbit-beat. If continued, this pattern would suggest
that the Earth is nearing an end to the current Holo-
cene (interglacial) warm conditions, which have
lasted 10,000 years. However, the last time these cy-
cles aligned as they do today (around 420,000 years
ago, abbreviated 420 Ka), there was a 30,000-year
super-Holocene—more than double the usual dura-
tion, very much hotter, and with sea level 15 meters
above today’s. Whatever the extent of future global
warming based on human activities, it is possible
that there will be a natural warming trend for anoth-
er 20,000 years.

Measuring Climate Change

Advances in observation methods, modeling, and re-
search methods, particularly deep-sea drilling and
ice-cap or glacial coring, have made the measure-
ment of climate change possible. No less important
are advances in absolute dating. Scientists are able to
date variability resolvable at the annual and decadal
time-scales by dendrochronology, counting the
yearly growth of tree rings. Tree-ring growth can
also be used to reconstruct annual precipitation—a
process called dendroclimatology. Coral, ice cores,
and laminated marine drift also allow year-by-year
dating in addition to bearing evidence of climate ef-
fects. At the century time-scale, climatologists can
count the layers in deep-sea cores and begin to ex-
plore the record of global temperature change by
measuring relative proportions of oxygen isotopes
180 and 160 in the annual strata of ice cores or in
shells of marine organisms. For dating at the millen-
nial time-scale, investigators rely upon radiocarbon
(14C). At the 100,000 year time-scale, dates can be
derived from thermoluminescence, amino acid race-
mization, and uranium series.

In most parts of the world, precise instrument-
measured data on precipitation, temperature, sea
surface temperature (SST), and other climate indica-
tors do not extend far back in time. With rare excep-
tions, such as some Chinese compilations, even the



146  CLIMATE CHANGE AND POPULATION

best long-term historical records tend to be anecdot-
al or refer only to extreme events. However, the
combination of these fragmentary records with the
accumulating information from ice and coral cores,
dendroclimatology, and other seasonal to centennial
measures such as oxygen isotope proportions, have
revolutionized the study of normal climate variabili-
ty over the last 10,000 years. These are the founda-
tional data for the global warming debates.

While climatologists cannot directly measure
the timing and severity of the hundreds of ice ages
that have occurred during the past several million
years, they can measure proxies, such as isotopes of
oxygen in the ocean waters. Higher levels of 180 oxy-
gen isotopes in the oceans correlate with larger 160
oxygen isotope-enriched ice sheets. The shells or
skeletons of phytoplankton or zooplankton that fall
to the sea bottom form layers of stratified ooze, iden-
tifiable in ocean-bottom cores. Figure 1, based on a
20,000 year long core lifted from the northwest coast
of Africa, illustrates the temperature reconstruction
of the sea surface as it recovered from its —8.5°C
minimum at the Last Glacial Maximum. The same
core yields indirect measures of intensified monsoon
rains, inferred from decreases in wind-blown dust,
and of disintegrating ice, inferred from debris—
called lithics—carried long distances on ice floes and
eventually dropped to the ocean floor as the floes
melt. These jagged variations in rainfall and sea sur-
face temperature contrast with the smooth and grad-
ual changes in the Milankovitch values for solar ra-
diation, underscoring the complexity of the Earth’s
climate systems.

Climate Change in History

Environmental determinism, popular in the 1920s
and 1930s, sought to find climatic and environmen-
tal causes for broad historical trends such as the rise
or fall of civilizations. Historians and archaeologists
now totally reject such efforts. Even at a much more
modest level, attempts to correlate climate or habitat
variability with societal characteristics (such as eth-
nic diversity) must be hedged with numerous quali-
fications. The case for Homo climaticus founders on
the complexities of culture. Nevertheless, some ob-
servations on how humans respond to climate-
induced stress and risk are broadly applicable over
time and space. The growing field of historical ecolo-
gy investigates how communities adapt to normal
conditions, even though these conditions may be

characterized by large interannual or interdecadal
unpredictability.

The most consequential demographic event in
human history occurred during the last glaciation,
maybe as recently as 30 Ka Cold-adapted Homo
neanderthalensis became extinct, perhaps at the
hands of his close cousins—Homo sapiens sapiens, or
modern humans—recently arrived from Africa.
Hominids became a mono-species for the first time
in over 6 million years. The demographic conse-
quences of this extinction, in terms of territorial and
resource competition, are incalculable.

The monumental changes occurring not long
after the Late Glacial Maximum of 18 to 16 Ka are
apparent in Figure 1. The abrupt and global climate
change episodes, called Heinrich Events, would have
had devastating effects on non-adaptive communi-
ties. Greenland coring shows a severe warming spike
at around 15,000 years before the present (abbreviat-
ed B.p.), followed by almost 4,000 years of alternat-
ing, rapid-onset warm and cold phases, each lasting
at least several hundred years. The coldest such
phase was the Younger Dryas, which lasted over
1,000 years, beginning c. 13 Ka. At around 11,650
B.P., the Earth warmed five to ten degrees Celsius
within perhaps 20 years, an astonishingly sudden in-
crease. A steady rise in sea level—from a low of 121
meters below modern levels around 18 Ka—
accompanied this change in global climate at the end
of the last glaciation. Archaeology records popula-
tion dislocations throughout this period, including
the movement of Siberian peoples over the Bering
Strait land bridge to North America. Archaeology
also suggests that c. 15,000 B.p. was a beginning, in
the Near East and elsewhere, of radical new dietary
and resource habits. Humans showed a new interest
in previously ignored plants and animals, matched
by migratory ferment as people searched out these
new resources—the so-called Broad Spectrum Ex-
ploitation. These new habits, the new tools invented
for the new foods, and attendant “folk genetic” ob-
servations (experience-based knowledge about the
effects of purposeful manipulation on future genera-
tions of various species) anticipate the first experi-
ments in plant and animal domestication that occur
over wide arcs of the Far East, Mesopotamia, Me-
soamerica, and savanna Africa at c. 10,000 B.p. With
food production came village life, slowly increasing
population densities, poor early city sanitation and
other public health conditions, and epidemic-scale



FIGURE 1

CLIMATE CHANGE AND POPULATION 147

Proxy Measures of 20,000 Years of Climate Change

Northwest African Climate Indicators

Summer radiation

North American Ice-Rating

sourCE: Courtesy of P. DeMenocol.
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evolutionary epidemiology, arising from the new in-
timacy of humans and their animal partners.

While it is not possible to say that these early
Heinrich Events caused agriculture and pastoralism,
the intensified adjustments humans made to climate
change clearly included experiments in food produc-
tion. Globally, the oceanic conveyor system had sta-
bilized in the warm Holocene mode after around
10,000 B.p.; however, there were hiccups in the sys-
tem at 7,500 B.p. (warm Hypsithermal), at 4,500 to
4,000 B.p. (cold sub-Boreal), at 2,760 to 2,510 B.p.
(sub-Atlantic), and at 950 to 1100 c.e. (Medieval
Warm Epoch). Some dramatic regional excursions,
such as the European Little Ice Ages of the late 1500s
to early 1800s c.E., were not global in reach, however
profound their effect upon the economies, political
life, and social world of the affected communities.

While historians cannot say that the Roman Empire
collapsed because of the end of the Mediterranean
climatic optimum at around 450 c.E., imperial in-
dustrial farming in what is now the North African
Sahara was effectively shut down by this global
change. That change had its contrasting counterpart
south of the Sahara in growing populations and
trade, including a thriving urban civilization along
the Middle Niger.

Beyond these abrupt shifts of global or sub-
global climate, populations throughout history
have had to adjust to shorter-duration, but equally
abrupt stress conditions. Peter DeMenocol (2001)
documents the massive collapse of long-established
complex state systems associated with drought or in-
stability at around 2200 B.c.E. (Akkadian, Mesopota-
mia), 600 c.e. (Mochica, Peruvian coast), and 800 to
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1000 c.e. (Classic Maya, Yucatan). Although these
appear to be climate-caused collapses, other high-
density, centralized states safely pass through analo-
gous stresses. The thirteenth century collapse of the
pueblo societies of the American Southwest, with
precipitous population declines from warfare and
out-migration, was plausibly a consequence not of
a single event—the Great Drought of 1276 to 1299
c.e.—but of longer episodes of climate unpredict-
ability and environmental degradation at 1130 to
1180 c.E. and 1270 to 1450 c.e. These were commu-
nities that had endured severe droughts before, but
they lacked the economic and political resilience to
counter multi-decade periods of unpredictability.

Even more recently at a still shorter time-scale,
but reaching far back in prehistory, populations in
large regions of the globe have had to deal with an-
other unpredictable system, made familiar through
contemporary weather forecasting: El Nifos (in full,
El Nifio Southern Oscillations, or ENSO) and La
Ninas. These are just the most notorious of several
global barimetric pressure oscillation systems. ENSO
have an apparent period of 3.5 to 4.0 years, but regu-
larly skip a beat. Moreover, they appear to fall into
clusters of high or low intensity. In spite of great ad-
vances in understanding, ENSO are not entirely pre-
dictable. The maize farmer in Zimbabwe may have
sufficient advance warning after the onset of an
ENSO year, but the anchovy fisherman in Peru may
not. The fates of Peru’s pre-Columbian civilizations
have turned on the interacting quasi-periodicity of
the ENSO, as have those of millions of South Asians,
the victims of monsoonal-driven periods of drought
and plenty.

There is, fortunately, a realistic hope that recog-
nition of the rhythms and causes of climate change
can be linked to knowledge of natural and human
ecology, alleviating a great deal of suffering. Much
is already known about regional modes of rainfall
variability: The infamous Sahelian Drought is now
known to be one of six recurrent African modes.
Twenty-first century research is investigating what
causes the abrupt shifts from one mode to another,
with the aim of finding means of predicting the next
mode shift. Such indicators may one day allow gov-
ernments and international agencies to devise early
warning mechanisms that are not only predictive,
but preemptive.

See also: Paleodemography; Peopling of the Continents;
Prehistoric Populations; World Population Growth.
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FUTURE

The threat of human-induced climate change, popu-
larly known as global warming, presents a difficult
challenge to society. The production of so-called
greenhouse gases. (GHG), as a result of human ac-
tivity, mainly due to the burning of fossil fuels such
as coal, oil, and natural gas, is expected to lead to a
generalized warming of the Earth’s surface, rising sea
levels, and changes in precipitation patterns. The po-
tential effects of these changes are many and var-
ied—more frequent and intense heat waves, changes
in the frequency of droughts and floods, increased
coastal flooding, and more damaging storm
surges—all with attendant consequences for human
health, agriculture, economic activity, biodiversity,
and ecosystem functioning. Some of these conse-
quences could be positive—for example, increased
agricultural productivity in some areas—but most
are expected to be negative. Responding to this chal-
lenge is complicated by the considerable uncertainty
that remains in projections of how much climate will
change, how severe, on balance, the effects will be,
how they will be distributed geographically, and how
costly it would be to reduce greenhouse gas emis-
sions. In addition, the long-term nature of the effects
of climate change means that if emissions are re-
duced now, the costs will be borne in the near term
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while the (uncertain) benefits will be realized largely
in the long term—decades and even centuries into
the future. Moreover, because sources of emissions
are widely dispersed among nations, no single coun-
try can significantly reduce future global climate
change just by reducing its own emissions. Any solu-
tion to the problem must eventually be global. De-
mographic factors are important to all of the key as-
pects of the climate change issue: they play
important roles as drivers of greenhouse gas emis-
sions, as determinants of the effects of climate
change on society and ecosystems, and in consider-
ations of climate change policy.

Population and Greenhouse Gas Emissions

Most studies of the influence of population on ener-
gy use and greenhouse gas emissions focus on popu-
lation size and fall into one of two categories: de-
composition analyses and sensitivity analyses. A
smaller number consider additional compositional
variables such as age structure and household type.
Limited attention has been given to the potential
role of urbanization.

Decompositions of emissions rates into compo-
nents attributable to each of several driving forces
have been performed on national and regional data
on historical emissions, on scenarios of future emis-
sions, and on cross-sectional data. All such decom-
positions begin with a multiplicative identity, a vari-
ation of the well-known I-PAT equation as applied
to greenhouse gas emissions. I-PAT describes the en-
vironmental impact (I) of human activities as
the product of three factors: population size (P),
affluence (A), and technology (T). The goal in such
exercises is to quantify the importance of the P, A,
and T variables in producing environmental im-
pacts, usually in order to prioritize policy recom-
mendations for reducing them. However, such exer-
cises suffer from a long list of ambiguities inherent
in decomposing index numbers (such as the I in
I-PAT) that make results difficult, if not impossible,
to compare.

There are a number of ways to perform the de-
composition, and each method leads to a different
result. In addition, the choice of variables to include
in the decomposition, differences in the level of dis-
aggregation, the need to consider interactions be-
tween the variables on the right-hand side of the
equation, and the inertia built into trends in individ-
ual variables all affect the results and complicate in-
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terpretation. These ambiguities have been the basis
of attacks on methods of quantitative analysis and
have generated heated scientific debates about the
relative importance of various factors without, how-
ever, resulting in any clear resolutions.

An alternative approach to analyzing the role of
population in energy use and carbon dioxide emis-
sions has been sensitivity analysis—that is, compar-
ing scenarios from an energy-emissions model in
which various assumptions about driving forces are
tested in a systematic way. Models used in such
studies have ranged from simple I-PAT-type formu-
lations to more complex energy-economy models.
Most work to date has focused on the influence of
population size: On balance, the results indicate that
although population momentum limits the plausible
range of population sizes over the next several dec-
ades, in the longer term alternative patterns of popu-
lation growth could exert a substantial influence on
projected emissions. Incorporating relationships be-
tween population growth and income growth can
substantially change the emissions expected from
particular demographic and economic scenarios, but
does not significantly change the sensitivity of results
to alternative population growth assumptions.

Work focused on both direct energy use by
households and indirect use (energy used in the pro-
duction and transport of other goods consumed by
the household) has identified household characteris-
tics as key determinants of residential energy re-
quirements. Household size appears to have an im-
portant effect (independently from income), most
likely due to the existence of substantial economies
of scale in energy use at the household level. Age is
also important: Other things equal, households
headed by the middle-aged tend to have higher con-
sumption and energy requirements than those head-
ed by the young or the old. These patterns, when
combined with projected changes in the composi-
tion of populations by age and living arrangements,
imply that compositional change may have an im-
portant effect on aggregate energy use and emissions
above and beyond the scale effect of population size.

There have been few studies of the potential
for urbanization (and spatial patterns of settle-
ment in general) to affect future greenhouse gas
emissions. Generally, this factor is considered only
implicitly in emissions scenarios by assuming it to
be essentially an income effect. However, analysis of
cross-national variation in energy use and emissions

suggests that urbanization leads to greater emissions
above and beyond the influence of per capita in-
come.

Population and the Effects of Climate
Change

Demographic factors will strongly influence the ef-
fects that climate change may have on society, as well
as influencing the ways that societies respond to
those effects. Perhaps most directly, the expected in-
crease in the population of low-lying coastal areas as
urbanization (and urban deconcentration) proceeds
is likely to exacerbate the effects of future sea level
rise associated with global warming, including in-
creased damage from extreme weather events. In ad-
dition, there are potential impacts—some of which
might be positive—on agricultural production, one
of the most intensively studied areas of climate
change consequences; at the same time, population
growth will raise the demand for food and fiber. The
potential for climate change to expand the numbers
of environmental refugees has also attracted wide in-
terest. While global climate change may not presage
a century of massive refugee movement, stresses as-
sociated with global change may intensify the pres-
sures that already drive internal, regional, and inter-
continental migration.

Future levels of fertility, population growth, and
age structure will each play a role in societal re-
sponses to the effects of climate change. For the re-
maining high-fertility countries, a case can be made
that lower fertility at the household level and slower
population growth at the regional and national levels
would ease the challenges faced by countries in the
areas of health, migration, and food production. A
qualification specific to health is that lower fertility
accentuates population aging and thus puts pressure
on health resources. Another, general, qualification
is that policies affecting fertility are unlikely to be key
strategies, since more direct means of improving
social resilience under conditions of stress are avail-
able. Among these are better management of agri-
cultural resource systems, more vigorous develop-
ment and equitable distribution of health resources,
and elimination of institutional rigidities that trap
impoverished populations in environmentally un-
stable environments.

Population and Climate Change Policy

Many population-related policies—such as volun-
tary family planning and reproductive health pro-



grams, and investments in education and primary
health care—improve individual welfare among the
least well-off members of the current population.
They also tend to lower fertility and slow population
growth, reducing GHG emissions in the long run
and improving the resilience of populations vulnera-
ble to climate change. Therefore, they qualify as win-
win policies of the sort identified for priority action
in analyses of the potential effects of climate change.
The existence of a climate-related external cost to
fertility decisions lends support to such programs,
not only because they assist couples in having the
number of children they want, but also because they
tend to lower desired fertility. Several studies have
estimated the magnitude of these external factors to
be on the order of hundreds to thousands of dollars
per birth. These estimates depend on a number of
factors, including geographical location (on average,
births in developing countries where consumption
is lower have a smaller external effect than births in
industrialized countries), the magnitude of assumed
future greenhouse gas emissions reductions, the
costs of emissions reductions, and the discount rate.
Nonetheless, the conclusion that the external costs
are substantial appears to be robust, partly because
meeting long-term climate change limitation goals
will eventually require steep emissions reductions,
and a smaller population inevitably reduces the need
for the most expensive emissions reductions at the
margin.

These conclusions do not imply that population
policies are the most effective or equitable policies
for addressing potential problems of climate change.
More direct means of reducing GHG emissions and
enhancing the functioning of institutions are avail-
able. Arguably, however, policies related to popula-
tion should be part of a broad range of policies to
reduce greenhouse gas emissions and to improve so-
cial resilience to the expected effects of climate
change, and of global environmental change in gen-
eral. Population-related policies have not yet entered
explicitly into serious discussions of climate change
policy. Little consideration has been given even to
differential population growth among industrialized
countries when negotiating country-specific emis-
sions reduction targets. This is likely due to the sen-
sitivity of the issue, given the long-running debate
over the relative importance of population size and
growth, as compared to high levels of per capita con-
sumption, in affecting the environment in a deleteri-
ous fashion.
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See also: Ecological Perspectives on Population; Energy
and Population; Natural Resources and Population.
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COALE, ANSLEY JOHNSON
(1917-2002)

American demographer Ansley Johnson Coale was
educated entirely at Princeton University (where he
earned a B.A., M.A,, and Ph.D.) and spent his entire
academic career at its Office of Population Research,
serving as director from 1959 to 1975. He served as
president of the Population Association of America
from 1967 to 1968 and as president of the Interna-
tional Union for the Scientific Study of Population
from 1977 to 1981.

He was remarkably prolific, publishing more
than 125 books and articles on a wide variety of de-
mographic topics. He also trained and served as
mentor to many students who later became leaders
in the field.

His first influential work was Population Growth
and Economic Development in Low-Income Countries
(1958), coauthored with the economist Edgar Hoo-
ver. The results, which showed that slowing popula-
tion growth could enhance economic development,
had a major impact on public policy and set the re-
search agenda in this field. This was followed by Re-
gional Model Life Tables and Stable Populations
(1966), coauthored with Paul Demeny. These model
life tables established new empirical regularities and
proved invaluable in the development of later tech-
niques for estimating mortality and fertility in popu-
lations with inaccurate or incomplete data. Coale,
along with demographer William Brass (1921-
1999), pioneered the development and use of these
techniques, first explicated in the United Nations
manual Methods of Estimating Basic Demographic
Measures from Incomplete Data (Coale and Demeny,
1967), and in The Demography of Tropical Africa
(1968).

Coale was an accomplished mathematician (he
taught radar at the Massachusetts Institute of Tech-
nology during World War II), and his The Growth
and Structure of Human Populations (1972) is an es-

sential textbook in formal demography. The publi-
cation of this book was more remarkable in view of
the circumstance that the original source materials
(notes, hand-drawn figures, tables), carefully collect-
ed over the course of many years, were accidentally
discarded by a new custodian who did not recognize
their significance; everything had to be reconstruct-
ed from scratch.

Perhaps Coale’s major scientific contribution
was to the understanding of the demographic transi-
tion. He was the intellectual architect of the Europe-
an Fertility Project, which examined the historical
decline of marital fertility in Europe. Initiated in
1963, the Project eventually resulted in the publica-
tion of eight major country monographs and a con-
cluding volume, The Decline of Fertility in Europe
(1986), edited by Coale and Susan Watkins, summa-
rizing the change in childbearing over a century in
700 provinces in Europe.

See also: Demographic Transition; Demography, Histo-
ry of; Fertility Transition, Socioeconomic Determinants
of; Renewal Theory and the Stable Population Model.
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COHABITATION

Cohabitation can be defined as a nonmarital coresi-
dential union—that is, the relationship of a couple
who live together in the same dwelling but who are
not married to each other. Such relationships can
also be called informal unions, since, unlike mar-
riages, they are normally not regulated by law, nor
is the occurrence of a cohabiting relationship offi-
cially registered. Cohabitation seems to be increasing
in prevalence all over the Western world. The trend
is regarded as an inherent part of the transformation
of Western family patterns that has been called the
second demographic transition. Less is known about
cohabitation than about most other demographic
phenomena. Detailed information about it, typically
focusing on or limited to women only, comes mainly
from surveys.

Levels and Trends

The Scandinavian countries have the highest levels
of cohabitation in Europe. At the other extreme are
the Southern European countries, together with Ire-
land. The rest of Europe falls in between. In the mid-
1990s 32 percent of Swedish women 20 to 39 years
old were cohabiting, and 27 percent of Danish
women. In southern Europe less than 10 percent of
women in this age group were cohabiting—in Italy,
only two percent. Countries in the intermediate cat-
egory show figures in the range 8 to 18 percent, with
France, the Netherlands, Austria, and Switzerland at
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the high end, and Belgium, Great Britain, and Ger-
many at the low end. Where cohabitation is well es-
tablished, the first union is almost always a cohabit-
ing union. (In Sweden, less than five percent of
young women start their partnered life by getting
married.)

Cohabitation in the United States has been in-
creasing, both within cohorts and over time. By 1995
about a quarter of unmarried women between the
ages 25 and 39 were living with an unmarried part-
ner. This would place the United States near the
lower end of the intermediate European group. Aus-
tralia and Canada (with the exception of the prov-
ince of Quebec, where cohabitation occurs more fre-
quently than in the rest of the country) are similarly
positioned, while New Zealand is at the upper end
of that group.

Trends over time are difficult to assess. It seems
likely that cohabitation started to become common
in Sweden in the 1960s, followed by Denmark, and
somewhat later by Norway. According to Ron
Lesthaeghe, there was a second phase, roughly be-
tween 1970 and 1985, when premarital cohabitation
spread from the Nordic countries to other parts of
the developed world. Children born within cohabit-
ing unions also first became a significant share with-
in all births in the Nordic countries. There, by the
1990s, roughly half of all births were nonmarital.
(Among first births in Sweden, two-thirds are non-
marital; 84 percent of those are born to cohabiting
parents.) Outside Scandinavia, except for a few
countries (France, Austria, and New Zealand), co-
habiting unions are typically childless. In both Swe-
den and Austria, the median age at first birth is lower
than the median age at first marriage.

Cohabitation everywhere is most common
among young people, primarily those in their twen-
ties, but there is also a noticeable trend in many
countries for older women increasingly to choose to
cohabit instead of marrying after the dissolution of
a marriage (postmarital cohabitation).

Cofactors and Explanations

In contemporary Western countries, many choices
that were largely socially prescribed in the past have
become options. This creates a new set of risks and
a higher degree of uncertainty for individuals. New
stages in the life course have emerged, resulting in
a “destandardization” of family formation patterns.
Cohabitation and living independently without a
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partner before moving into a couple relationship are
such stages. Cohabitation can thus be seen as one
component in a process in which individual behav-
ior is becoming less determined by tradition and in-
stitutional arrangements and more open to individ-
ual choice.

It has been argued that those who cohabit desire
something fundamentally different from a marital
union. Cohabitors may demand more personal au-
tonomy, gender equity, and flexibility; they may
have chosen cohabitation in order to avoid binding
commitments. However, these desires are likely to
change over the life course. Cohabiting couples in
Sweden tend to marry at a stage in their life course
connected with a preference for union stability. This
stage is usually reached after less than five years
spent cohabiting and becoming a parent. Attitude
surveys confirm that despite the existence of wide-
spread and widely accepted nonmarital cohabitation
(even when children are born into those unions),
marriage remains a positive option among young
adults in Sweden.

Demographers disagree on whether country dif-
ferences in the prevalence of cohabitation are likely
to disappear over time, or if they represent funda-
mental structural and cultural differences between
societies that will persist. Within a society, diffusion
theory can describe the spread of the practice. In a
first phase, unmarried cohabitation is a distinct devi-
ation from norms, practiced only by those who op-
pose the institution of marriage or have insufficient
means for marriage. In a second phase cohabitation
becomes a short-lived (and childless) introduction
to marriage. Finally, when social acceptance for co-
habitation has become established, cohabiting rela-
tionships of long duration become common, as well
as childbearing within these unions.

Cohabitation, Union Dissolution, and
Fertility

It is well known that cohabiting unions are more
fragile than marriages. Differences seem to be most
marked at short durations. It has also been shown
that married couples who began their relationship
by cohabiting face an increased risk of marital disso-
lution. It is likely that this is due to self-selection of
more dissolution-prone individuals into cohabita-
tion before marriage.

With the exception of Sweden, levels of coha-
bitational childbearing are low in most countries

even when cohabitation is common. Within the
foreseeable future it does not seem likely that mar-
riage will be replaced by cohabitation as the pre-
ferred type of union for procreation. Antonella Pi-
nelli and co-authors have found that cohabitation
favors childlessness and postpones the arrival of the
first child. Thereby it contributes to lower overall
fertility. However, many cohabiting unions are
transformed into marriages, and this favors fertility.
These complex interrelationships make definite con-
clusions difficult. On the one hand, the weakening
of the norms upholding marriage is likely to have
some negative effects on fertility. On the other hand,
in egalitarian countries with extensive institutional
supports for parenthood, “modern” patterns of be-
havior, such as cohabitation, may be more compati-
ble with fertility.

Legal Status

As of 2000 France and the Netherlands were the only
countries to have instituted formal registration of
partnerships for both heterosexual and homosexual
couples, making registered cohabitation functionally
and legally equivalent to marriage in most respects.
Sweden, Denmark, and Finland have taken a more
pragmatic approach to cohabiting couples. Over
time family law has come to be applied to married
and cohabiting couples in much the same way, with-
out completely erasing the differences. For example,
cohabiting couples do not automatically acquire in-
heritance rights on a partner’s property, nor do they
have the legal responsibility to provide for each
other. However, the relationship between parents
and their children is regulated in the same way for
cohabiting couples as for married couples.

See also: Family: Future; Fertility, Nonmarital; Mar-
riage; Second Demographic Transition.
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EvA BERNHARDT

COHORT ANALYSIS

A cohort is a set of individual items (usually per-
sons) that have in common the fact that they all ex-
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perienced a given event during a given time interval.
For example, the “U.S. marriage cohort 1995-1999”
consists of all persons who got married in the United
States in the period from 1995 to 1999. In demogra-
phy birth cohorts are of particular importance and
frequently are referred to simply as cohorts (e.g.,
“the 1960 cohort” or “cohort 1960,” indicating all
persons born in 1960).

Cohort analysis is the study of dated events as
they occur from the time of the event that initiated
the cohort. For example, one can analyze the first
births of marriage cohort 1995-1999 or the mortali-
ty of birth cohort 1960 (and compare this with the
mortality of, say, birth cohort 1930). Cohort analysis
often is contrasted with period analysis, the study of
events occurring in multiple cohorts at a particular
historical time, such as during a specified calen-
dar year.

Applications

There are two main applications of cohort analysis.
The first could be termed cohort analysis in its own
right: the study of how behavior develops over the
life course, with the initiating event (e.g., marriage)
serving as a key explanatory factor, marking the start
of the exposure to risk of the dependent event of in-
terest (e.g., marital fertility). Since the 1980s power-
ful statistical techniques have been available that
allow, using micro-level data, a much more detailed
study of how behavior develops over the life course:
Besides the event initiating the cohort, a wide range
of additional explanatory variables (including time-
varying ones) can easily be included.

The second main application is to study tempo-
ral variation at the level of the aggregate population
through changes in life course behavior over succes-
sive cohorts. For example, research seeking to ex-
plain the baby boom of the 1960s may focus on the
fertility level of the cohorts that were of reproductive
age during the 1960s. The underlying idea is that ag-
gregate demographic events cannot be properly un-
derstood without paying attention to the condition-
ing life course situation of the individual members
of the population. It is in this sense that the term co-
hort analysis is especially well known in demogra-
phy, in particular because of the pioneering work of
the demographer Norman B. Ryder in the 1950s and
1960s.

Ryder stressed the crucial importance of the
flow of successive cohorts into the population
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(which he termed demographic metabolism) for
adapting modern society to changed external condi-
tions. Cohorts differ because they have experienced
certain key historical events (e.g., economic condi-
tions, the introduction of the contraceptive pill) at
different and sometimes critical ages. History deter-
mines a cohort’s destiny. Because of this, it is impor-
tant to differentiate by cohort when one is studying
aggregate behavior. An example in demography is
the presence of cohort effects in mortality (e.g.,
Barker 1994): Experiencing a famine or war at youn-
ger ages has a permanent impact on survival for the
cohorts that are involved.

Demographic Translation

Ryder was also concerned with the relationship be-
tween time series of fertility measures on a period
basis and those on a cohort basis. Fertility is most
commonly measured by demographers in terms of
the schedule of age-specific fertility rates (ASFRs)
and derived summary statistics, notably the total fer-
tility rate (TFR)—the sum of the ASFRs—and the
mean age at childbearing (MAC). ASFRs can be ar-
ranged in a Lexis surface, with the period (calendar
year) on the horizontal axis and age on the vertical
axis. Each ASFR belongs to a period (vertical sec-
tion) and a cohort (diagonal section). As a conse-
quence, summary statistics such as the TFR can be
calculated in two ways: on a period basis, summing
ASFRs vertically, and on a cohort basis, summing
ASFRs diagonally. If the level (quantum) and timing
(tempo) of fertility are constant over time, period
and cohort indicators are exactly equal. However, if
level and/or timing are not constant, period and co-
hort indicators are not identical. For example, if sub-
sequent cohorts have their children at increasingly
higher ages (fertility postponement; that is, MAC
rises over time), the annual number of births is de-
pressed and the period TFR becomes smaller than
the cohort TFR for all the cohorts involved.

Ryder investigated the mathematical relation-
ships between such period and cohort time series of
fertility indicators, establishing what is now known
as demographic translation theory. A famous trans-
lation formula is TFRriqq = TFRypor /(1 + annual
change in MAC,,,), linking period and cohort
TFRs under the conditions of a constant quantum
of cohort fertility but with the cohort tempo shifting
linearly over time. Using this formula, one can cal-
culate the drop in period fertility that results from

a postponement of childbearing that does not alter
ultimate family size.

Some researchers believe that such translation
formulas can be used to estimate cohort fertility
from period fertility. The inherent problem in calcu-
lating cohort fertility indicators is that one has to
wait until the cohort has finished childbearing: For
cohorts still of reproductive age, one observes only
part of their fertility career (i.e., up until now). It is
tempting to try to use the full period information to
make statements about these cohorts’ future fertility.
Unfortunately, such attempts are hazardous. Any
procedure used in an attempt to estimate cohort
quantum from period quantum is based on simpli-
fying assumptions, the justifiability of which can
only be verified empirically: by comparing the esti-
mated cohort fertility with the actual cohort fertility.
But if actual cohort fertility is known, the translation
procedure is no longer needed.

Hypothetical Cohort

Age-specific indicators of demographic behavior,
such as fertility rates and mortality rates, that are all
measured during a single period refer to different
cohorts. Nevertheless, one can ask what would hap-
pen to a cohort if over its lifetime it were to behave
according to the age-specific indicators observed
during this particular period. For example, it is pos-
sible to calculate the average life span of a fictitious
group of persons surviving according to the age-
specific mortality rates observed in the United States
during the year 2002. Such calculations on period
data are then interpreted as if they applied to a co-
hort. Such a cohort is known as a hypothetical co-
hort or synthetic cohort. Hypothetical cohorts can
be very useful analytically but should never be con-
fused with true cohorts, which experience age-
specific rates that are typically not independent from
one year to the next.

Period versus Cohort?

The work of Ryder and others has initiated a heated
and unresolved debate between followers of the co-
hort approach and adherents of the period ap-
proach. In their extreme forms these two approaches
as they are applied to fertility can be described as fol-
lows:

Cohort approach: Each cohort, shaped by the
historical conditions under which it reaches
reproductive age, follows its own fertility



career. Year-by-year changes in fertility are
caused by new cohorts replacing old cohorts
in the reproductive age span. Period fertility
measures are just the average of the
underlying cohort fertility measures.

Period approach: Aggregate fertility is driven by
current conditions. If conditions change,
period fertility changes also. Cohorts shape
their fertility career as they go through time.
Cohort fertility measures are just the average
of the underlying period fertility measures.

As is always the case with extreme positions, the
truth lies in between. The extreme cohort position
ignores the fact that cohorts (in fact, individual per-
sons) do not start their reproductive career with
cast-iron fertility targets but instead modify their
fertility behavior as period conditions change. The
extreme period position ignores the fact that family
formation is a lifetime enterprise, and as a conse-
quence, period effects affect cohorts differently, de-
pending on the life course position the cohorts cur-
rently hold and the fertility choices they have made.
For example, a period effect such as the introduction
of reliable contraceptives will have a much larger ef-
fect on the fertility of cohorts currently 20 years old
than on the fertility of cohorts currently 40 years old.

Indeed, a birth cohort is not only a set of indi-
viduals born during the same period in the past but
also a set of individuals each of whom experiences
a period effect at the same stage of the life course
(current year = birth year + age). This double signif-
icance of the cohort concept alone should make it
clear that both the period perspective and the cohort
perspective are needed to understand aggregate fer-
tility or any other type of demographic behavior.

Period measures of fertility indicate how many
children are born each year and, consequently, how
the age structure of the population changes over
time. Cohort measures of fertility indicate the extent
to which individual members of the population re-
produce themselves. Although both sets of measures
are taken from the same Lexis surface and therefore
refer to the same babies and mothers, the exact rela-
tionship between period and cohort measures de-
pends on so many factors (notably, shifts over time
in the age pattern of fertility) that it is sensible to
treat them as two fundamentally different concepts
of the quantum of fertility.
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See also: Baby Boom; Easterlin, Richard A.; Event-
History Analysis; Henry, Louis; Lexis Diagram; Life
Course Analysis; Ryder, Norman B.
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EVERT VAN IMHOFF

COMMON PROPERTY
RESOURCES

Throughout the world there are assets that are nei-
ther private nor state property, but common proper-
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ty. The term denotes a class of institutions that gov-
ern the ownership and rights-of-access to assets.
Common property assets are to be distinguished
from “public goods,” in that, unlike the latter, use
by someone of a unit of a common property asset
typically reduces the amount available to others by
one unit (in economic terminology, such an asset is
rivalrous in use). The institution of common prop-
erty creates and harbors reciprocal externalities. As
some of the most interesting examples of common
property assets are natural resources, this entry is re-
stricted to them.

Global and Local Commons

Broadly speaking, there are two types of common
property resources. Assets that are mobile and have
a global reach are subject to “open access,” in that
everyone in principle has access to them. Earth’s at-
mosphere, as both a source of human well-being and
a sink for depositing effluents, is the classic example:
For physical reasons, the atmosphere cannot be
privatized, nor can it be expropriated by any state.
In a pioneering article published in 1954, H. Scott
Gordon argued that an asset that is everyone’s prop-
erty is in fact no one’s property. He showed that re-
sources under open access are overused, in that it is
in the public interest to restrict their use. His reason-
ing was simple—given that resource bases are finite
in size, they have positive social worth. But an open
access resource is free to all who use it. So, the cost
that each user incurs is less than what it ought ideally
to be. Under open access the rents attributable to the
resource base are dissipated; there is excessive use.
A user tax (or, alternatively, a quota) suggests itself
as public policy.

It will be noticed that the production of public
goods and the use of open access resources reflect
features that are mirror opposites of one another: In
the absence of collective action, there is an under-
supply of public goods and an overuse of open access
resources. Garrett Hardin’s admirable metaphor,
“the tragedy of the commons” (Hardin, 1968, pp.
1,243-1,248), is applicable to open access resources.
Climate change owing to anthropogenic causes is a
an example of such a “tragedy.” In earlier millennia
demand would have been small, and such resource
bases as the atmosphere and the open seas would le-
gitimately have been free goods. But in the twenty-
first century the matter is different.

However, there are geographically localized re-
sources that are common property to well-defined

groups of people, but to which people not belonging
to the groups do not have a right of access. It has
now become customary to refer to such assets as
“common-property resources,” or CPRs, which is
an unfortunate usage, since open access resources
are common property too. In what follows, CPRs are
refered to as “local commons.”

The theory characterizing the use of local com-
mons was developed by Partha Dasgupta and G. M.
Heal (1979, pp. 55-78) as a timeless, noncooperative
game involving N players (N>1). Their model took
the form of a modified version of the Prisoners’ Di-
lemma game. They showed that if N is smaller than
the number who would have exploited the resource
had it been open access, rents do decrease to some
extent, but not entirely. The authors noted however,
that, as the local commons are spatially confined,
monitoring one another’s use of the resource is pos-
sible. The authors thereby argued that communities
should in principle be able not only to reach agree-
ment on the use of the local commons, they should
also be able to implement the agreement. Dasgupta
and Heal explored both taxes and quotas as possible
regulatory mechanisms. A large and rich empirical
literature on the local commons in poor countries
has grown since then, confirming those predictions
of the theory (Murphy and Murphy, 1985; Wade,
1988; Ostrom, 1990, 1996; Feeny et al., 1990; Baland
and Platteau, 1996; among many others).

Examples of Local Commons

The local commons include grazing lands, threshing
grounds, lands temporarily taken out of cultivation,
inland and coastal fisheries, irrigation systems,
woodlands, forests, tanks, ponds, and recreation
grounds. In poor countries property rights to the
local commons have been found most often to be
based on custom and tradition; they are usually not
backed by the kind of deeds that would pass scrutiny
in courts of law. Therefore, tenure is not always se-
cure—a vital problem.

Are the local commons extensive? As a propor-
tion of total assets, their presence ranges widely
across ecological zones. There is a rationale for this,
based on the human desire to reduce risk. Commu-
nal property rights enable members of a group to re-
duce individual risks by pooling their risks. An al-
most immediate empirical corollary is that the local
commons are most prominent in arid regions,
mountain regions, and unirrigated areas, and least



prominent in humid regions and river valleys. An-
other corollary is that income inequalities are less in
those locations where the local commons are more
prominent. Aggregate income is a different matter,
though; it is the arid and mountain regions and un-
irrigated areas that are the poorest.

Studies in a number of dry rural districts in
India by N. S. Jodha, published in 1986, have re-
vealed that the proportion of household income
based directly on the local commons is in the range
15 to 25 percent. W. Cavendish has arrived at even
larger estimates from a study of villages in Zimba-
bwe published in 2000. The proportion of household
income based directly on local commons is 35 per-
cent, the figure for the poorest quintile being 40 per-
cent. Such evidence as Jodha and Cavendish have
unearthed does not, of course, prove that the local
commons in their samples were well managed, but
it does show that rural households would have
strong incentives to devise arrangements whereby
they would be managed.

Are the local commons managed communally?
Not invariably, but in many cases they are, or have
been in the past. The local commons are typically
open only to those having historical rights, through
kinship ties or community membership. Their man-
agement is mediated by social norms of behavior
that arose in long-term relationships among mem-
bers of the community. An empirical corollary is
that, unless the local commons assume a legal status,
in the contemporary sense, their management would
be expected to break down if members become sepa-
rately mobile during the process of economic devel-
opment. Theories of social capital, much discussed
in recent years, have found an apt testing ground in
the local commons. The management structures of
local commons have been found to be shaped by the
character of the natural resource under their juris-
diction. For example, communitarian institutions
governing coastal fisheries have been discovered to
be different in design from those governing local ir-
rigation systems.

That the local commons have often been man-
aged is the good news. There are, however, two un-
fortunate facts. First, a general finding is that entitle-
ments to products of the local commons is, and was,
frequently based on private holdings: richer house-
holds enjoy a greater proportion of the benefits from
the commons, a finding that is consonant with co-
operative game theory. In extreme cases access is re-
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stricted to the privileged in the community (for ex-
ample, caste Hindus in India as shown by Beteille
in 1983).

The second unfortunate fact is that the local
commons have degraded in recent years in many
poorer parts of the world. One reason for this was
previously noted: growing mobility among members
of rural communities. Another reason has been pop-
ulation pressure, making opportunistic behavior
among both locals and outsiders the inevitable re-
sponse of economic desperation. Yet another reason
has had to do with the state establishing its authority
by weakening communitarian institutions, but un-
able or unwilling to replace them with an adequate
structure of governance; this situation is observed
especially in the Sahel region of Africa.

Fertility Response

Theoretical considerations suggest that there is a
connection between common property management
and household size. The point is that part of the cost
of having children is passed on to others whenever
a household’s access to common property resources
is independent of its size. Moreover, if social norms
bearing on the use of the local commons degrade,
parents pass some of the costs of children on to the
community by overexploiting the commons. This is
an instance of a demographic free-rider problem—
an externality.

The poorest countries are in great part agricul-
ture-based subsistence economies. Much labor is
needed there even for simple tasks. Moreover,
households lack access to the sources of energy avail-
able to households in advanced industrial countries.
In semi-arid and arid regions water supply is often
not even close at hand, nor is fuelwood nearby when
the forests recede. From age six or so, children in
poor households in the poorest countries must help
care for their siblings and domestic animals; soon af-
terwards, they are required to fetch water and collect
fuelwood, dung (in the Indian subcontinent), and
fodder. Very often, they do not go to school. Chil-
dren of age from 10 to 15 years old have been rou-
tinely observed to work at least as many hours as
adult males (Bledsoe 1994; Filmer and Pritchett
2002).

When poor households are further impover-
ished owing to the deterioration of the commons,
the cost of having children increases even though the
benefit increases too. D. Loughran and L. Pritchett
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in their work published in 1998, for example, found
in Nepal that households believed that resource scar-
city raised the net cost of children. Apparently, in-
creasing firewood and water scarcity in the villages
did not have a strong enough effect on the relative
productivity of child labor to induce higher demand
for children, given the effects that worked in the op-
posite direction. Degradation of the local commons
acted as a check on population growth.

However, theoretical considerations suggest
that in certain circumstances, increased resource
scarcity (brought about, perhaps, by institutional
deterioration) induces population growth. House-
holds find themselves needing more “hands” when
the local commons begin to be depleted. No doubt
additional hands could be obtained if the adults
worked even harder, but in many cultures custom-
ary roles do not permit men to gather fuelwood and
fetch water for household use. No doubt, too, addi-
tional hands could be obtained if children at school
were withdrawn and put to work, but in the poorest
countries many children do not go to school anyway.
When all other sources of additional labor become
too costly, more children would be expected to be
produced, thus further damaging the local commons
and, in turn, providing the household with an incen-
tive to enlarge yet more. Of course, this does not
necessarily mean that the fertility rate will increase;
if the infant mortality rate were to decline, there
would be no need for more births in order for a
household to acquire more hands. However, along
this pathway poverty, household size, and degrada-
tion of the local commons could reinforce one an-
other in an escalating spiral. By the time some coun-
tervailing set of factors diminished the benefits of
having further children and stopped the spiral,
many lives could have been damaged by worsening
poverty.

Kevin Cleaver and Gotz Schreiber, in a study
published in 1994, have provided rough, aggregative
evidence of a positive link between population in-
crease and degradation of the local commons in the
context of rural sub-Saharan Africa, and N. Heyser
(1996) for Sarawak, Malaysia. In a statistical analysis
of evidence from villages in South Africa, R. Aggarw-
al, S. Netanyahu, and C. Romano (2001) have found
a positive link between fertility increase and envi-
ronmental degradation; while D. Filmer and Prit-
chett (2002) have reported a weak positive link in the
Sindh region in Pakistan. Such studies are suggestive
of the ways reproductive behavior in poor countries

is related to the performance of institutions that gov-
ern the local commons.

See also: Externalities of Population Change; Hardin,
Garrett; Natural Resources and Population; Water and
Population.
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PARTHA DASGUPTA

COMMUNISM, POPULATION
ASPECTS OF

Communist rule was the twentieth century’s most
dramatic, distinctive, and fateful political innova-
tion. Armed with a utopian but atheist ideology and
with powerful, far-reaching state apparatuses built
to actualize their official ideals, Communist govern-
ments were expressly committed to upending exist-
ing earthly economic and political arrangements and
constructing in their stead a socialized paradise—
that is, “communism”—free from the injustice,
alienation, and exploitation that humanity had here-
tofore suffered under “capitalism” and all other pre-
vious historical orders.

Communist governance was distinguished by
the absolute and unchallenged primacy of a ruling
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Marxist-Leninist party, state ownership of major na-
tional industries and other critical “means of pro-
duction,” and a command-style system of “central
economic planning” through which political deci-
sions (rather than market forces) allocated goods
and services within the national economy. Commu-
nist power was initially established over the Russian
Empire (renamed the Union of Soviet Socialist Re-
publics [USSR], also known as the “Soviet Union”)
through the Bolshevik Revolution of 1917; over the
following seven decades, war and revolution brought
many more populations under Communist sway.

At its zenith—a decade or so before the 1989—
1991 collapse of Eastern European socialism and of
the Soviet Union—the reach of Communist-style
governments stretched across Eurasia from Berlin
and Prague to Vladivostok and Shanghai, and from
the frozen Siberian tundra down to Indochina; addi-
tional Communist outposts could be found in the
New World (Cuba) and in sub-Saharan Africa (Ethi-
opia). In 1980, the world’s 17 established Marxist-
Leninist states presided over roughly 1.5 billion per-
sons (out of a total world population of approxi-
mately 4.4 billion). At that apogee, over a third of
humanity lived under regimes that professed the
“communist” intent. The encompassed populations
represented a remarkable variety of cultures, ethnici-
ties, levels of material attainment, and demographic
structures.

Communist Ideology and Its Bearing on
Population Policy

Despite their prolixity, the founding theoreticians of
Communism offered little concrete guidance to their
adherents regarding population affairs. The German
political philosopher Karl Marx (1818-1883) railed
against the English economist T. R. Malthus (1766—
1834) and his demographic theories, calling him “a
shameless sycophant of the ruling classes” (Marx
1953, p. 123). However, Marx was completely Del-
phic about the purported “special laws of popula-
tion” that he foresaw for socialist and communist
society. The German socialist Friedrich Engels
(1820-1895) was only slightly more forthcoming.
According to his vague assurance, “if . . . communist
society finds itself obligated to regulate the produc-
tion of human beings, just as it does the production
of things, it will be precisely this society and this so-
ciety alone which can carry this out without difficul-
ty” (Engels 1881, p. 109). (Perhaps Marx’s and Eng-
els’s most important contribution to demographic

discourse lay in popularizing the term proletariat; in-
terestingly enough, their chosen designation for
what they saw as history’s destined “class” drew on
the Latin word for the lowest rung of classical
Rome’s citizenry—those viewed as contributing to
the state only through having children.)

V. 1. Lenin (1870-1924), leader of the Bolshevik
Revolution and draftsman of the Soviet state, had al-
most nothing to say about demographic questions in
his small library of writings (apart from a passing
observation that the weight of sheer human num-
bers could bear on the international class struggle).
He did, however, famously pronounce that “we
[Communists] recognize nothing private” (Schapiro
1972, p. 34)—and that declaration of principle,
more than anything else, prefigured the Communist
approach to population issues.

For in country after country, Communist re-
gimes eager to reconstitute society through their
own variants of “scientific socialism” avowed that
there were no legitimate limits on their authority.
Given the awesomely ambitious mandate it con-
ferred upon itself, and the essentially unrestricted
means it granted itself for accomplishing its own ob-
jectives, Communist rule naturally had far-reaching
demographic repercussions—though these reper-
cussions were often entirely inadvertent and quite
unanticipated by the states that set them in motion.

Mortality

“It is time to realize that of all the valuable capital
the world possesses, the most valuable and most de-
cisive is people,” the Soviet ruler Joseph Stalin
(1879-1953) once declared (Stalin 1945, p. 773). In
the spirit of this dictum, Communist governments,
after securing power, typically attempted to augment
the welfare and productivity of the more disadvan-
taged classes from the old order through such mea-
sures as land redistribution, mass primary schooling
and literacy campaigns, and expansion of medical
access through an extensive system of state health
workers (e.g., feld’sher in the Soviet Union, “bare-
foot doctors” in the People’s Republic of China).
Under these and allied interventions, local mortality
levels usually declined—often at a rapid pace.

Within eight years of China’s 1949 Communist
victory, for example, reliable estimates suggest the
country’s life expectancy may have soared by as
much as 20 years, while its infant mortality rate may
have dropped by half or more. Dramatic progress



against disease and mortality was likewise registered
in many other, disparate regions under Communist
rule. In the late 1950s and early 1960s, for example,
estimated life expectancy at birth was 10 to 25 years
higher in the Soviet Union’s five Central Asian re-
publics than in nearby Afghanistan, Pakistan, or
India. In the 1970s, Cuba enjoyed one of the very
lowest official infant mortality rates, and one of the
very highest expectations of life at birth, of any Ca-
ribbean or Latin American country. Perhaps most
interesting, independent estimates indicate that the
Soviet Union’s pace of postwar health progress was
so robust that, by the early 1960s, life expectancy in
the USSR was almost equal to that in the United
States—and Soviet life expectancy was poised to sur-
pass America’s if trends continued just a few more
years.

But any appreciation of Communism’s genuine
achievements in improving public health and lower-
ing general mortality also requires an appreciation
of the powerful, independent historical factors at
play in these outcomes. In both the postwar Soviet
Union and early postliberation China, for example,
life expectancy was clearly buoyed by the restoration
of civil order after prolonged and devastating peri-
ods of war and upheaval; mortality levels, in other
words, almost certainly would have fallen during
those very years, regardless of the particular health
policies the governments implemented. Cuba, for its
part, could indeed claim to be one of the healthiest
Latin countries in the 1970s, but before the 1959 rev-
olution, by the criteria of life expectancy and infant
mortality, Cuba had been the healthiest country in
the tropical Americas. In Eastern Europe, infant
mortality rates did decline swiftly in the 1950s under
new Communist regimes, but infant mortality rates
had also been dropping rapidly beforehand, in the
1920s and 1930s, under the region’s previous and
now officially reviled ancien régimes. In the Korean
peninsula, partitioned after World War II between
a Communist North and non-Communist South,
something approaching a controlled experiment on
the independent contribution to health progress of
Communist policies had accidentally been framed;
demographic reconstructions suggest the level and
pace of improvement in life expectancy in the two
Koreas over the quarter century following the 1953
Korean War armistice were virtually identical.

Under the best of circumstances, Communist
claims to a superior systemic competence in minis-
tering to the health of the masses were thus some-
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what debatable. And the best of circumstances did
not always obtain, because under Communist rulers,
the radical reconstitution of “feudal” or “capitalist”
society very often involved the embrace of ruthless
measures that doomed their citizens to death en
masse. A precise tally of the human cost of these
deadly interventions will probably never be possible,
but demographic reconstructions and historical
records provide approximate magnitudes.

The collectivization of agriculture in the Soviet
Union in 1932-1933 (which resulted in estimated
excess mortality of perhaps 4 million in the Ukraine
and an additional 2 million elsewhere in the USSR)
was but one of numerous deliberate Communist
economic campaigns that resulted in massive loss of
life for Communist citizens. Virtually every Com-
munist state in Asia suffered famine when its rulers
collectivized agriculture. In the case of China, the
death toll in the wake of the 1958-1959 “Great Leap
Forward” is estimated to be in the range of 30 mil-
lion. (North Korea’s famine, which struck in the
mid-1990s, was caused by catastrophic economic
mismanagement rather than collectivization. Tenta-
tive estimates of its toll range between 600,000 and
1 million or more.) Ethiopia’s 1984—1985 food disas-
ter, which may have killed 700,000 people, should
also be included in the tally of Communist famines.
It can be safely stated that if someone died of famine
in the course of the twentieth century, that person
probably lived under a Communist government.

State-made famine was not the only form of
mortality crisis visited upon the populations of
Communist states. State-sponsored violence was
also pervasive in Communist regimes and was often
meted out to the disfavored and suspect strata of the
new society with particular enthusiasm. Under Sta-
lin’s absolute rule (1929-1953), millions of Soviet
citizens were executed during successive terror cam-
paigns or perished as prisoners under the murderous
conditions of the “Chief Administration of Correc-
tive Labor Camps” (better known as the Gulag). In
Yugoslavia, Marshal Tito’s regime may have killed as
many as a million of its ostensible citizens in the
1940s—as many as half a million of them after
World War II was over. In China, at least several
million landlords and other “bad elements” were
slaughtered during the land reform of the early
1950s. Many sources guess that a million or more
victims were later claimed by Red Guard terror dur-
ing Mao Zedong’s “Cultural Revolution” that com-
menced in 1966, with some respectable guesses plac-
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ing the death toll from the Cultural Revolution as
high as 7 million. In Cambodia, the Khmer Rouge’s
1975-1979 reign may have consigned a fifth or even
more of the country’s 7 million people to death by
starvation or execution. In theory human beings
may indeed be the most valuable capital in the
world, as Stalin averred, but in practice under Com-
munist governments many human lives were evi-
dently assigned an official value of zero.

A final noteworthy characteristic of Communist
mortality patterns were the long-term increases in
death rates that beset the Soviet Bloc in the decades
immediately preceding the collapse of the Soviet
Union. After rapid and pronounced general mortali-
ty declines in the 1950s and early 1960s, age-specific
mortality rates for various Soviet age groups began
to rise: first middle-aged men, then almost all adult
male age groups, then many adult female age groups.
In the early 1970s, the official Soviet infant mortality
rate recorded significant increases—after which
point Moscow forbade release of this bell-weather
statistic, and increasingly restricted publication of
other mortality data. When Soviet leader Mikhail
Gorbachev’s glasnost campaign in the late 1980s un-
veiled, among other things, the previously sup-
pressed mortality figures, it became apparent that
Soviet male life expectancy was actually lower, and
Soviet female life expectancy only barely higher,
than they had been in the early 1960s—an extraordi-
nary outcome for a literate, urbanized, and industri-
al society during peacetime.

Anomalous though it may have been, the Soviet
Union’s mortality experience was not unique. By the
late 1980s prolonged stagnation or even retrogres-
sion in health and mortality levels were being report-
ed in every other Warsaw Pact state in Eastern Eu-
rope—and in Communist Yugoslavia as well. (In the
decade following the collapse of the Soviet Union,
life expectancy in the Soviet Union’s former Eastern
European satellite states seemed to return to the fa-
miliar industrial-society pattern of steady, secular
improvements; in every one of the 15 former Soviet
republics, however, overall life expectancy was esti-
mated by the U.S. Bureau of the Census to have been
lower in 2001 than it was in 1991, the final year of
Soviet rule.)

Fertility

Fertility levels under Communism spanned a wide
range. At one extreme were populations with ex-

traordinarily high fertility rates, such as Mongolia in
the late 1960s and early 1970s, with an estimated
total fertility rate of 7.3; at the other extreme were
societies where sub-replacement fertility prevailed,
such as Hungary from the late 1950s onward. At par-
ticular times in given countries, Communist govern-
ments have attempted to elicit increases, or alterna-
tively decreases, in national fertility levels, and at still
other junctures or in other locales have indicated no
particular preference for the course that fertility
trends and childbearing patterns should take.

Among the instruments that Communist gov-
ernments used in pronatal policy (especially in post-
war Eastern Europe, with its relatively low levels of
fertility) were child bonuses and allowances, in-
creased maternity benefits, and preferential housing
allocations. As best as can be determined, however,
these incentives provided only a modest stimulus to
childbearing, a result quite in keeping with the limit-
ed success of pronatal policies attempted in non-
Communist countries. On the other hand, Commu-
nist governments typically relaxed restrictions on di-
vorce, liberalized access to abortion, and encouraged
the use of birth control and family planning tech-
niques. All of these policies might be expected to
constrain or perhaps reduce fertility levels to some
degree, although again, the demographic impact of
such essentially “voluntary” policies was probably
modest in most cases.

The swiftest and surest means of altering a pop-
ulation’s fertility levels, of course, is involuntary fam-
ily planning. In principle, Communist governments
had no objections to such measures, and when spe-
cific Communist regimes chose to engineer major
and rapid changes in local childbearing patterns,
they grasped for precisely these sorts of options.

In Communist Romania, the government of Ni-
colae Ceausescu limited parental volition over child-
bearing in an attempt to raise the birth rate. In late
1966, abortion, which had been the primary means
of national birth control, was suddenly and unex-
pectedly proscribed. The following year, Romania’s
birth rate nearly doubled, though only temporarily;
infant and maternal mortality also surged as a result
of the surprise decree.

Elsewhere—most notoriously, in China—
Communist rulers used coercion to press the birth
rate down. In 1979, after a decade of strong antinatal
pressure that saw fertility nearly halved, Beijing un-
veiled the so-called One Child Policy, under which



parents had to receive the permission of the state be-
fore bringing a pregnancy to term, facing legal, fi-
nancial, and physical punishments if they failed to
comply. Under the One Child Policy, China’s fertili-
ty level is believed to have fallen below the replace-
ment level (a by-product of the policy was increased
underreporting of births)—a result pleasing to
China’s birth planners, but one purchased through
widespread human rights abuses, including involun-
tary abortions and delivery-room destruction of un-
approved newborns. In effect for over two decades
(although enforced with varying severity), the One
Child Policy received a formal legal basis, as well as
reaffirmation, with the adoption of a national law on
population and birth planning in December 2001.

Migration

Communist governance came to some societies,
such as the German Democratic Republic (East Ger-
many), that were already largely urbanized and in-
dustrialized, and to others—Cambodia, Ethiopia,
and Mongolia among them—in which urban and
industrial transitions had barely begun. Because
Communist regimes favored forced-pace modern-
ization—and evidenced a particular fondness for the
augmentation of heavy industry—their economic
plans correspondingly sought to engineer the move-
ment of people from country to city and from farm
to factory. In a very real sense, massive internal mi-
gration was indispensable for the success of the
Communist planned economy.

What was most distinctive about migration pat-
terns under Communist governance, however, was
not the scope of planned migration per se, but rather
the scale of involuntary migration. In every new
Communist regime, a network of political prison
camps was established for the newly designated “‘en-
emies of the people.” Archival documents suggest
that in 1953, the year of Stalin’s death, the Soviet
Gulag and its annexes may have contained over 5
million of the Soviet Union’s 190 million people;
China’s laogai likewise processed many millions of
political convicts. In Vietnam and elsewhere, dis-
trusted elements of the population were detained for
indefinite durations in “reeducation camps.” Unlike
other Marxist-Leninist governments, the Khmer
Rouge in Cambodia forcibly de-urbanized the na-
tion (Cambodia’s cities had been temporarily
swollen by a wartime exodus from the countryside)
and relocated the country’s population into a system
of makeshift communes and prison camps.
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Communist governance also generated large
streams of refugees—escapees fleeing from the new
order or driven out by some particular policy or
practice promoted by the regime. In the wake of the
Russian Revolution, for example, out-migration
from the Soviet Union is thought to have totaled
about 2 million; roughly 2 million Chinese likewise
relocated from Mainland China to the island of Tai-
wan with the Communist victory over the National-
ists in 1949. Between 1945 and 1950, approximately
12 million ethnic Germans (known as die Vertrie-
bene, or “the expellees”) relocated to West Germany
and Austria from regions to the east that had fallen
under Communist power. Between 1949 and 1961—
when the East German government built the Berlin
Wall to stanch its demographic hemorrhage—over
3.5 million citizens of the German Democratic Re-
public, nearly a fifth of its original population,
walked over to West Germany. A roughly similar
fraction of the local population fled from North
Korea to South Korea after the peninsula’s 1945 par-
tition and before the 1953 Korean War ceasefire. It
is thought that in the late 1970s about 2 million of
Ethiopia’s 33 million people fled the incoming Der-
gue (the revolutionary junta that took power in
1974), and that in the decade after Saigon’s surren-
der to Hanoi in 1975, a million or more South Viet-
namese left their newly Communized homeland,
many as desperate “boat people.” And over a million
Cubans have emigrated or fled from Cuba since
Fidel Castro’s seizure of power—a figure that com-
pares with a total Cuban population of about 7 mil-
lion at the time of the 1959 revolution. Apart from
annexation of nearby territories, not a single Marx-
ist-Leninist state experienced any appreciable in-
migration of outsiders during its tenure in power.

Population Structure

Given the great variety of mortality schedules and
childbearing patterns observed under Communist
governments in the twentieth century, it follows that
there was no “typical” population structure for a
Communist society. But the population structures of
Communist societies did nevertheless tend to bear
one distinguishing feature: an unusual degree of ir-
regularity. Due in large part to demographic pertur-
bations caused or encouraged by the leadership—
many of these perturbations having already been
noted above—the age-sex pyramids of Communist
countries were typically disfigured by unexpected
deficits in particular birth cohorts or by peculiar and
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biologically aberrant imbalances in the sex ratio.
Russia and China offer contrasting examples of the
latter phenomenon.

In the Soviet Union’s January 1989 census, the
sex ratio in the Russian Soviet Federated Socialist
Republic (predecessor to the Russian Federation)
was just over 88 males per 100 females. That com-
pared with the U.S. sex ratio of about 97. Although
part of the difference can, of course, be attributed to
Russia’s catastrophic losses in World War II, not all
of the difference can be so explained: Poland also
suffered grievously in World War II, but its 1990 sex
ratio was about 95. The Russian Republic’s deficit of
men spoke not only to World War II (and Stalin’s
rule) but also to extreme excess male mortality dur-
ing the peacetime years of the 1960s, 1970s, and
1980s.

In China, on the other hand, the November
2000 census reported a countrywide sex ratio of
nearly 107—almost 10 percentage points higher
than that of the contemporary United States. Histor-
ically, China’s population, like that of some other
Asian societies, has been marked by a curious deficit
of “missing females,” due to unusually high differ-
ential mortality. Yet in large measure, the current
discrepancy is due to an “excess” of males—
especially younger males. According to official Chi-
nese reports, China’s sex ratio at birth in 2000 was
nearly 117; this figure compares with a ratio of 104
to 107 in most other historical human populations.
This biologically extraordinary disproportion was an
unexpected by-product of the One Child Policy—or
more specifically, the conjuncture of extreme pres-
sure for small families, a continuing cultural prefer-
ence for sons, and the availability of sex-selective
abortion. As a result of China’s past and continuing
population plans, China’s future leaders will have to
cope with an enormous army of unmarriageable
young men.

See also: Famine in China; Famine in the Soviet Union;
Forced Migration; Marx, Karl; Mortality Reversals;
Omne-Child Policy; Optimum Population; Population
Policy.
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NicHOLAS EBERSTADT

CONDORCET, MARQUIS DE

(1743-1794)

Marie Jean Antoine Nicolas de Caritat, marquis de
Condorcet, was a mathematician, politician, educa-
tional reformer, and utopian philosopher in the pe-
riod leading up to and during the French Revolu-
tion. His works in mathematics include a recasting
of the mathematical portion of Denis Diderot’s En-
cyclopédie in a supplement, Encyclopédie méthodique
(1784-1785). In the most memorable of his mathe-
matical books, Essai sur Uapplication de Panalyse a la
probabilité des décisions rendues a la pluralité des voix
méthodique (1785), he argued that in moral sciences
the mathematical base of all analysis has to be proba-
bility.

While thousands were being conscripted and
there were food riots in Paris, Condorcet wrote pam-
phlets on public education, the rights of women, and
other hotly debated issues of the time. In his view in-
equality in learning fostered tyranny, and it was edu-
cation that had engendered the Enlightenment. He
was a member of the governing group of the
Girondins, a party, as Thomas Carlyle put it, of “the
respectable washed Middle Classes.” A Girondin
constitution that Condorcet wrote was rejected in
favor of the Jacobin alternative.

In October 1793 the Committee of Public Safety
under Maximilien Robespierre (1758-1794) execut-
ed the Girondin leaders; Condorcet was tried in ab-
sentia and sentenced to death. While in hiding, with
revolutionary soldiers and loaded tumbrels passing
under his window, he wrote his most famous work,
Esquisse d’un tableau historique des progres de lesprit
humain, a history of human progress from its outset
to its imminent culmination in human perfection.
Soon the human race would attain universal truth,
virtue, and happiness. All inequalities of wealth, ed-
ucation, opportunity, and sex would disappear. The

CONDORCET, MARQUIS DE 167

earth would provide sustenance without limit, and
all diseases would be conquered. “Man will not be-
come immortal,” he stated, but “we do not know
what the limit is [or even] whether the general laws
of nature have determined such a limit.”

This book, published posthumously in 1795, is
remembered largely because along with the works of
William Godwin, it was a target of Thomas Robert
Malthus’s Essay on the Principle of Population (1798).
The Equisse was, in Malthus’s words, “a singular in-
stance of the attachment of a man to principles,
which every day’s experience was so fatally for him-
self contradicting.” In particular, Malthus objected
to Condorcet’s belief that the shortage of subsistence
brought about by population growth would be auto-
matically canceled. In Malthus’s mature theory he
also offered a similarly optimistic future, but he be-
lieved that the lower classes would adopt the small
family typical of the middle class, thus elimination
any population crisis.

Condorcet was arrested, reportedly because al-
though he was disguised as a commoner, he ordered
an omelet with “an aristocratic number of eggs,”
and died in prison, possibly by suicide.

See also: Malthus, Thomas Robert; Population
Thought, History of.
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CONFERENCES, INTERNATIONAL
POPULATION

International conferences have a long history in the
affairs of nations, but it was not until a quarter-
century after the birth of the United Nations that in-
ternational conferences began to assume a central
role in formulating social policies on a global scale.
Since the environmental conference held in Stock-
holm in 1972, a meeting regarded as highly success-
ful, thematic conferences have become an estab-
lished mechanism to guide the United Nations and
member states in addressing a diverse array of social
problems. Participation in these conferences, initial-
ly confined to government representatives and tech-
nical experts, has increasingly become more open to
a broad spectrum of nongovernmental organizations
(NGOs).

The Early Years

In the period between World Wars I and II, partici-
pants at numerous scientific meetings discussed the
perceived dangers inherent in the uneven distribu-
tion of world population, and canvassed the possible
role for organized migration as a safety valve. The
World Population Conference held in Geneva in
1927, though not a League of Nations (predecessor
to the United Nations) meeting, was pivotal in mov-
ing the League toward engaging with population
questions. The conference was organized by Marga-
ret Sanger, who recognized that scientific attention
and the mantle of the League of Nations could legiti-
mize “overpopulation” as a subject for discussion in
international forums. Sanger invited eminent scien-
tists, but found that their acceptance was conditional
on there being no propagandizing for Malthusian
ideas or birth control; indeed, she was led to remove
her name from the official documentation.

The League was officially unable to accept Sang-
er’s invitation to be represented as an institution, but
interested staff were permitted to attend in their per-
sonal capacities and the International Labour Office
displayed keen interest. An outcome of the meeting
was the creation of the International Union for the
Scientific Investigation of Population Problems (IU-
SIPP), a non-governmental organization comprised
mainly of demographers and others with a strong in-
terest in population issues. IUSIPP convened three
meetings in Europe prior to the outbreak of World
War II, meetings marred by Franco-German rivalry
and the efforts of Nazi Germany to legitimize its
anti-Semitism and demands for lebensraum.

The Scientific Conferences

Birth control remained a sensitive topic in the early
years of the United Nations, although there was
some support from influential actors and agencies
within the U.N. system to move the issue cautiously
forward. The United Nations Population Commis-
sion sponsored two world population conferences—
in Rome in 1954 and Belgrade in 1965—devoted to
scientific and technical subjects and structured
around research on demographic trends and meth-
ods. They were jointly convened with the Interna-
tional Union for the Scientific Study of Population
(TUSSP, the successor to IUSIPP) and interested
U.N. Specialized Agencies. The conference partici-
pants were invited as individual experts rather than
as representatives of governments, and the meetings
were not authorized to approve resolutions or make



recommendations to governments. Nevertheless,
while focusing on research aspects of population is-
sues, the meetings allowed some discussion of family
planning programs to take place without arousing
controversy.

The Inter-Governmental Conferences

The United Nations, with strong support from the
United States as well as from some western Europe-
an and Asian nations, convened the first of three de-
cennial intergovernmental population conferences
at Bucharest in 1974. In this conference, and in its
successors in Mexico City (1984) and Cairo (1994),
representatives of governments replaced the individ-
ual experts of earlier years, a change appropriate for
discussion of population policy. The context had
changed markedly between 1965 and 1974. A num-
ber of countries were now feeling the pressures of
rapid population growth, and several Asian coun-
tries had long since implemented family planning
programs. As early as 1961, the UN Economic Com-
mission for Asia and the Far East (ECAFE, later
ESCAP) had convened an intergovernmental meet-
ing in New Delhi that had productively discussed
population policy. And in 1969, the United Nations
Population Fund (UNFPA) had been established
with the expectation that it would encourage the
United Nations and its agencies to become more ac-
tive in confronting problems of rapid population
growth. Significantly, initial support for the creation
of UNFPA came from a voluntary contribution from
the United States.

The Bucharest and Mexico City conferences
provided the occasion for governments to advance
their own political and ideological agendas, often at
variance from the organizers’ plans and expecta-
tions. At Bucharest, a large group of Third World
states presented a quasi-Marxist analysis: they ar-
gued that population problems were really symp-
toms of imbalances in the world economic system,
and strenuously urged the establishment of a more
equitable New International Economic Order re-
sponsive to the needs of developing nations. They
were also distrustful of the Draft Plan of Action that
was submitted for the conference’s approval as un-
dermining national sovereignty by laying down a
global policy to which all countries would be expect-
ed to adhere.

Ten years later at Mexico City, the United States
government unexpectedly departed from its earlier
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stance by rejecting the premise that rapid population
growth hindered development. In the midst of Presi-
dent Ronald Reagan’s campaign for reelection, in
what was widely interpreted as a move to solidify the
support of the Republican right wing, the head of the
American delegation at Mexico City declared that
“population growth is, in itself, a neutral phenome-
non” and advocated the adoption of market econo-
mies as the answer to rapid population growth
(United States 1984). Less government interference
in the economy, according to this line of reasoning,
would foster economic growth and thereby lower
fertility. Additionally, in what turned out to be the
most contentious part of the Reagan administra-
tion’s statement at the Conference, the United States
articulated its Mexico City Policy—to withhold U.S.
government funds from organizations that per-
formed or promoted abortion in foreign countries
using money from non-U.S. sources, extending the
prohibition on using U.S. funds for abortion that
was already in effect.

Despite the political and ideological differences
aired on the floor, both the Bucharest and Mexico
City conferences concluded by approving, by a near-
consensus, documents that were supportive of fami-
ly planning programs. Characteristic of recommen-
dations emanating from UN conferences, these ac-
tion programs failed to elicit a greater commitment
to broad population policies, and donor contribu-
tions ceased to grow in real terms.

Responding to a general dissatisfaction with de-
veloping-country governance, the United Nations
and its more influential member states sought to en-
gage more fully with non-government organizations
as providers of services and watchdogs of govern-
ment programs. This was a role that NGOs them-
selves increasingly were demanding, and for which
they were already organizing.

Consistent with this perspective, the secretariat
for the International Conference on Population and
Development (ICPD)—held in Cairo in September
1994—accredited a total of 1,254 NGOs, the largest
number being American. Building on the experience
of other UN conferences, especially the Conference
on the Human Environment in Rio de Janeiro in
1992, the Cairo secretariat gave NGOs unprecedent-
ed access to the conference preparations and pro-
ceedings. Already highly organized and supported by
several western governments and foundations, the
NGOs redefined “population policy,” shunning de-
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mographic objectives and replacing them with a very
broad agenda of women’s issues, including women’s
reproductive and sexual health, gender equality, and
women’s rights and empowerment. For the first
time, the Cairo Programme of Action also included
chapters on funding, follow-up activities, and the
monitoring of implementation—and allowed for the
continued involvement of NGOs. Once the confer-
ence was over, the Women’s Caucus (organized by
NGOs prior to the ICPD) pursued a strategy aimed
at ensuring that the Cairo agenda would be endorsed
by subsequent UN conferences—notably the Social
Summit, the Conference on Human Rights, and the
Beijing Conference on Women.

A Retrospective View

With hindsight, the most significant effect of the
Cairo conference was the renewed vigor it brought
to a somewhat weary field in need of new allies and
supporters. While the conference reinvigorated pop-
ulation policy and engendered a high degree of sup-
port, especially among women’s health groups and
feminists, the new dynamism came at a certain cost.
At Bucharest and Mexico City, both the ability of in-
dividual women to regulate their own fertility and
the needs of society to limit population growth were
central to the discourse and disagreements. The
Cairo process, by contrast, was less concerned with
the problems associated with population size and
growth. In their place, the Cairo Programme of Ac-
tion recommended a wide range of reproductive and
sexual health services, as well as education, primarily
for women and girls. Thus, the turn of the twenty-
first century saw two of the great social revolutions
of modernity—birth control and women’s emanci-
pation—part ways in important respects. It is likely
that future international population conferences will
recognize these differences and may, of necessity, at-
tempt to bridge them.

See also: Population Organizations: United Nations
System; Population Policy; Population Thought, Con-
temporary; Sanger, Margaret.
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CONTRACEPTION, MODERN
METHODS OF

Human reproduction is regulated by a synchronized
series of events that result in the production of ma-
ture sperm and eggs and the preparation of the
woman’s reproductive tract to establish and main-
tain a pregnancy. With a growing understanding of
the links in the chain of reproductive events, oppor-
tunities to advance contraceptive technology have
also increased.

Throughout human history, most societies and
cultures have understood that sexual intercourse in-
troduces the male factor responsible for fertilization.
Consequently, for centuries people attempted to



prevent pregnancy by the simple and direct proce-
dure of withdrawing the penis prior to ejaculation.
This practice, termed withdrawal or coitus interrup-
tus, has a slang name in virtually every language. In
relatively recent times, mechanical barriers or chem-
icals introduced into the vagina in various formula-
tions have been employed to thwart the sperm.
Sperm have been confronted with vulcanized road-
blocks or been plunged into creams, ointments, gels,
foams, or effervescent fluids containing mercurial
compounds, weak acids, soaps, or biological deter-
gents. Strange concoctions used or recommended
have ranged from crocodile dung in antiquity to
Coca Cola in the twentieth century. Post-coital
douching also became popular early in history.

Contraceptive technology finally caught up with
modernity when hormones were discovered and sci-
entists turned their attention to the woman’s ovula-
tory cycle. The principle of periodic abstinence
timed to avoid coitus near the day of ovulation was
the first method of fertility regulation that relied on
this new knowledge. This contraceptive method was
developed in the 1920 when, independently, two sci-
entists, a Japanese, Kyusaka Ogino, and an Austrian,
Herman Knaus, in 1925 recognized that a woman
should avoid sex around the middle of a menstrual
month if she did not intend to become pregnant.

The Ogino-Knaus method was based on emerg-
ing understanding about the endocrinology of the
ovarian cycle in women, establishing that ovulation
occurs about fourteen days before the first day of the
next expected menstrual flow. These pioneer en-
docrinologists understood when the egg would be
released although they did not know how long it re-
mained fertilizable, or how long sperm survive in the
fallopian tube. Scientists now estimate that the egg
remains viable for one day after its release from the
ovary and that the sperm retains its viability in the
female tract for six or seven days.

Hormonal Contraceptives for Women

It was several decades before the necessary knowl-
edge was marshaled to develop effective means to
prevent ovulation medically and launch the era of
hormonal contraception.

The pill. Gregory Pincus, Director of the
Worcester Foundation for Experimental Biology in
Massachusetts, led the scientific effort that resulted
in the first oral contraceptive, recognized around the
world simply as the pill. Before the pill, twentieth
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century couples had a limited choice of contracep-
tive methods, largely ineffective unless used with
great diligence. A 1935 survey revealed that contra-
ceptive use in the United States was evenly divided
among the condom, douche, rhythm, and withdraw-
al. Failure rates must have been high, forcing many
women to choose between high fertility or illegal and
unsafe abortions. Since 1960, when the U.S. Food
and Drug Administration (FDA) first approved the
pill, more than 130 million women have used the
method, avoiding multitudes of unwanted pregnan-
cies and abortions.

Oral contraceptives suppress ovulation using a
combination of estrogen and progestin. By 2000,
over 50 products with different progestins, lower
doses, and various schedules of administration had
supplanted the original pill. Some products offer a
change in dose over the month, attempting to mimic
the hormonal levels of the ovarian cycle. The main
modification has been a significant lowering of the
amounts of both hormones delivered. Modern oral
contraceptives contain less than one-twentieth of the
dose of the original pill, which results in a lower inci-
dence of side effects.

The pill has been the subject of greater post-
marketing surveillance for safety than any other
pharmaceutical product. A study published in 1999
reported on 25 years of follow-up of over 45,000
women. Countless other studies have documented
not only the safety but also the non-contraceptive
health benefits of oral contraceptives: decreased risk
of endometrial and ovarian cancer; decreased risk of
colon cancer; decreased anemia; decreased dysmen-
orrhea; and maintenance of bone density. Oral con-
traception use also reduces the incidence of benign
breast disease (cysts) and does not increase the over-
all risk of breast cancer, but there are uncertainties
regarding long-term use for those who start using
the method when they are teenagers. If there is an
added health risk, it appears to be small and may be
offset by careful surveillance.

Since it was first introduced, the pill has been
marketed as a three-week-on and one-week-off
method, thus creating a monthly pseudo-
menstruation. Over the years, some doctors have
counseled women to take the pill continuously to
avoid menstruation, both for convenience and for
medical reasons. Seasonale®, the first product de-
signed for longer uninterrupted use (for three
months at a time) was undergoing final testing for
FDA approval in 2003.
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Beyond the pill, hormonal contraception has
evolved to include the continuous use of a progestin
alone by oral administration (the minipill), by injec-
tion, or by sub-dermal implants. New delivery sys-
tems for estrogen/progestin contraception have cre-
ated a birth control skin patch and a vaginal ring
contraceptive.

Contraceptive injections. Elsimar Coutinho, a
Brazilian gynecologist, was the first to demonstrate
that injections of 150 mg of the synthetic progestin
medroxyprogesterone acetate (Depo-Provera®) can
inhibit ovulation for three-month durations. After
several decades of use for other gynecological pur-
poses, Depo-Provera® was approved as a contracep-
tive in the United States in 1993. It offers a high level
of effectiveness in preventing pregnancy (99.7%)
and the ability to suppress menstruation. An injec-
tion every three months replaces the need to remem-
ber to take a pill every day. By not having a monthly
period, women can avoid monthly cramps, and re-
duce their risk for endometriosis and uterine fi-
broids. Although it is as effective as surgical steriliza-
tion, the method is reversible; women who wish to
become pregnant after stopping the drug usually do
so within a year. Because it has no estrogen, this
method does not maintain normal bone density,
hence it could lead to the development of osteo-
porosis. An alternative system that addresses this
problem combines Depo-Provera® with ethinyl-
estradiol, the estrogen found in many oral contra-
ceptives, taken as a monthly injection. With this sys-
tem, a woman has a monthly menstruation, and
maintains bone density.

Contraceptive implant. Another drug delivery
system that provides acontinuous dose of progestin
is the sub-dermal implant. The first contraceptive
implant was NORPLANT®, developed by scientists
at the Population Council in New York. It consists
of six flexible tubes of Silastic® containing the pro-
gestin levonorgestrel. The contraceptive steroid is re-
leased at a slow and relatively constant rate for 5
years. This long-acting characteristic is the main ad-
vantage of this and other implant systems. In the
case of NORPLANT®, one visit to a clinic for the
simple insertion procedure replaces taking a pill
daily for five years. Ovulation-suppression is the
main mechanism of action. During the first two
years of use 80 percent to 90 percent of cycles are
clearly anovulatory (no eggs are released). By the
fifth year about 50 percent of cycles are ovulatory.
The high level of contraceptive protection (99.8%)

covering the entire five-year span depends on an ad-
ditional mechanism of action: the prevention of
sperm from ascending into the female reproductive
tract, so that fertilization cannot occur. This is
achieved through an effect on the woman’s cervical
mucus. In a normal cycle, the mucus becomes less
viscous and more abundant at about mid-cycle, fa-
cilitating sperm transport when ovulation is about
to occur. In Norplant® users, the mucus remains
scanty, thick, and impenetrable to sperm.

Other implant systems have been developed that
last for one year or three years, and have the advan-
tage of reducing the number of implants, thus sim-
plifying the insertion and removal procedure. The
first single implant method, a three-year system, is
IMPLANON®), which contains the progestin eton-
orgestrel, a so-called third-generation progestin. An-
other three-year system, JADELLE®, contains the
contraceptive hormone levonorgestrel. By 2002, JA-
DELLE® had received FDA approval; IM-
PLANON® is used in many European countries.

Vaginal ring contraceptive. NuvaRing® is the
first monthly vaginal ring for contraception. A
woman using the vaginal ring inserts and removes
it herself so that it is not a clinic-dependent method.
This novel contraceptive was approved for market-
ing in the United States in 2001. It is based on the
combined release of a low dose of progestin and es-
trogen over a 21-day period of use. The steady flow
of hormones (etonorgestrel and ethinyl estradiol)
prevents ovulation as its main mechanism of action.
Women begin using NuvaRing® around the fifth
day of their menstrual period, and leave it in place
for three weeks. The ring is removed for a week so
that a menstrual flow can occur, and a new ring in
placed in the vagina for the next cycle. Since it is not
a barrier method, the exact positioning of the ring
is not important for its effectiveness (about 99%).

Birth control patch. The ORTHO EVRA™
birth control patch was approved by the FDA in
2001. This transdermal system delivers the combina-
tion of a progestin and estrogen (norelgestromin/
ethinyl estradiol) in a one-time weekly dose. The sys-
tem is 99 percent effective. The thin, beige patch de-
livers continuous levels of the two hormones
through the skin into the bloodstream. A new patch
is used weekly for three consecutive weeks. The
fourth week is patch-free so that a menstrual-like
bleeding can occur. Like other hormonal contracep-
tives, the primary mechanism of action is ovulation



suppression. Other contraceptive patches are being
developed. One of these employs a transparent ma-
terial to make the patch less evident, particularly for
women with darker skin.

Progestin-releasing intrauterine system. Late
in 2000, the FDA approved a levonorgestrel-
releasing intrauterine system that had been available
in Europe for 10 years. Developed by Population
Council scientists, MIRENA® is a long-acting con-
traceptive that lasts for five years, and is more than
99 percent effective. In addition to its ease of use for
women, it has the advantage that menstrual periods
tend to become shorter and lighter. Some women
experience an absence of menstrual bleeding after
one year. Studies suggest several mechanisms that
prevent pregnancy: thickening of cervical mucus,
which prevents the passage of sperm, inhibition of
sperm motility, and suppression of endometrial
growth. Approximately eight out of every ten
women who want to become pregnant will establish
a pregnancy in the first year after MIRENA® is re-
moved. Insertion and removal of MIRENA® is a
short procedure done by a trained health care pro-
fessional.

Emergency Contraception

Post-coital contraception that could prevent a preg-
nancy from becoming established has been possible
for several decades. During the 1960s, orally active
estrogenic products were shown to initiate menstru-
al-like bleeding when taken within a few days of un-
protected intercourse. Bleeding and sloughing of the
uterine lining means that pregnancy cannot take
place even if a fertilized egg is present. In the 1960s,
the product used most frequently to cause this was
diethylstilbestrol (DES). Subsequently, it was dem-
onstrated that a high dose of the conventional pill,
a combination of estrogen and progestin, when
taken up to 72 hours after intercourse can prevent
pregnancy from becoming established. Now referred
to as “emergency contraception,” several products
have been sold in European countries for many years
and two were introduced in the United States in
1999. Prevens® consists of four high-dose oral con-
traceptive pills all to be taken within 48 hours. A sec-
ond product, marketed initially in Hungary, is a
progestin-only product that causes far fewer of
the transient side effects of the combination pill.
It is distributed in the United States under the name
Plan B®.
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Emergency contraception does not work by ter-
minating an early pregnancy. Its action is prior to
implantation.

Nonhormonal Intrauterine Devices (IUDs)

Modern inert IUDs. The most widely used re-
versible contraceptive by global count in 2001 is not
any of the hormonal methods but the intrauterine
device. The IUD is little used in the United States,
but has 120 million users in the developing coun-
tries. (It accounts for more than half of all couples
using reversible contraception in China, Cuba, Tur-
key, and Vietnam.) The IUD is also commonly used
in Europe: For example, it is used by 30 percent of
contracepting women in Sweden and Norway. Its
appeal lies in simplicity of use, ease of reversibility,
absence of medical side effects, low cost, and high ef-
fectiveness.

Modern IUD research began at about the same
time that the final stages of research on oral contra-
ceptives were in progress. Despite intensive research,
scientists do not fully understand why the presence
of a foreign body in the uterus prevents pregnancy.
The evidence clearly indicates that the IUD is a pre-
fertilization method: The presence of fertilized eggs
in IUD users cannot be demonstrated.

Copper-releasing IUDs. The Lippes loop and
other plastic IUDs of the 1960s were highly effective
compared to other contraceptive methods, but the
real breakthrough in effectiveness occurred when
copper-releasing IUDs were developed. This started
as a small laboratory research project by Jaime Zip-
per in Santiago, Chile. It is not known why the re-
lease of copper in the uterus is so effective in pre-
venting pregnancy. There is evidence from animal
studies that the copper ions released from the copper
wire attached to the plastic IUD act to stop most
sperm before they reach the fallopian tube, but there
are probably other mechanisms of action, as well,
that account for the high level of effectiveness in pre-
venting pregnancy. In a seven-year study, the World
Health Organization found that the contraceptive
effectiveness of the Copper T-380A is equal to that
of surgical sterilization. The device maintains its ef-
fectiveness for 10 to 12 years. It can be realistically
described as reversible sterilization.

Table 1 compares the contraceptive effective-
ness of the major modern contraceptive methods in
use in 2002, and updated from Hatcher (1998), for
which there are adequate data based on a variety of
studies.
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TABLE 1

Pregnancy Rates Associated with Use of Birth
Control Methods

Rate of Lowest expected
pregnancy with rate of
Method typical use (%) pregnancy (%)
Sterilization
Male Sterilization 0.15 0.1
Female Sterilization 05 05
Hormonal Methods
Implant (Norplant™) 0.05 0.05
Hormone Injection
(Depo-Provera®) 03 0.3
Combined Pill
(Estrogen/Progestin) 5 0.1
Minipill (Progestin only) 5 0.5
Interuterine Devices (IUDs)
Copper T 0.8 06
Mirena® 0.1 0.1
Barrier Methods
Male Latex Condom 14 3
Diaphragm 20 6
Vaginal Sponge
(no previous births) 20 9
Cervical Gap
(no previous births) 20 9
Female Condom 21 5
Spermicide (gel, foam,
suppository, film) 26 6
Natural Methods
Withdrawal 19 4

Natural Family Planning
(calendar, temperature,
cervical mucus) 25 1-9

No Method 85 85

Note: Estimates of the percent of women likely to become pregnant
while using a particular contraceptive method for one year. “Typical
Use” rates assume that the method either was not always used
correctly or was not used with every act of sexual intercourse. “Lowest
Expected” rates assume that the method was always used correctly
with every act of sexual intercourse.

SOURCE: Hatcher, Robert A., et al., eds. (1998).

The fertility transition in less developed coun-
tries will have to be accomplished essentially using
the present armamentarium of contraceptive de-
vices in combination with other methods of birth
control. New contraceptives will need to offer
broader product profiles. Couples will be looking
for non-contraceptive health benefits, particularly
for the prevention of sexually transmitted diseas-
es. High priority is being given to developing a
vaginal gel that is microbicidal and spermicidal so
that women, on their own initiative, can use a
contraceptive that will protect them from sexually
transmitted disease including HIV/AIDS. New prod-
ucts have been designed that emphasize menstrua-
tion suppression. This option provides health bene-
fits and gives women control not only of when they

will have a pregnancy, but if and when they will
menstruate.

Contraceptives Used by Men

The development of methods of contraception that
would be used by men is promising. The condom
and the vasectomy operation are effective because
they prevent sperm from entering the female with-
out interfering with the male libido or potency. The
development of a medical method that would stop
sperm production would be easy; however, most ap-
proaches either inhibit the man’s production of tes-
tosterone or elevate levels to an unsafe height. This
problem can be overcome by the use of a testoster-
one-like compound, MENT®, that acts as a substi-
tute for testosterone in many beneficial ways while
suppressing sperm production and protecting the
prostate gland against hyper-stimulation. MENT®
is being studied in Europe for possible use as hor-
mone replacement therapy in aging men but once
on the market for that purpose, possibly in 2003, its
use as a male contraceptive would be evident. There
is also considerable basic research on approaches
that would not inhibit sperm production but would
interfere with the final maturation processes of the
sperm once they leave the testis. This would make
the sperm unable to fertilize eggs.

See also: Birth Control, History of; Family Planning
Programs; Reproductive Technologies.
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CONTRACEPTIVE PREVALENCE

Contraceptive prevalence measures the extent to
which contraception is being used in a population,



in particular among women of reproductive age
(conventionally, between 15 and 50). Prevalence is
the proportion, expressed as a percentage, of women
of reproductive age currently using a method of con-
traception.

This definition, however, presents several am-
biguities regarding the base population, the refer-
ence period, and what constitutes a method of con-
traception, lending itself to variations in
measurement. As to the base population, ideally
prevalence should cover all sexually active part-
ners—men and women—of reproductive age. In
practice, however, information on contraceptive use
is most often sought only from women, often only
married women. (The “married” group usually in-
cludes those in consensual unions in countries
where such unions are common.) In most countries,
the vast majority of women of reproductive age is
married or in an informal consensual union, so this
restriction does not greatly affect estimates of con-
traceptive prevalence. However, in countries where
large proportions of unmarried women are sexually
active, prevalence estimates based solely on currently
married women may not reflect the true level of
overall contraceptive use. For example, in the devel-
oped countries around 1990, contraceptive preva-
lence among unmarried women ranged from 47 per-
cent in the United States to 75 percent in Belgium.

Another problem in defining the base popula-
tion concerns the extent to which all women of re-
productive age are exposed to the risk of conception
at a particular time, given that some women may be
infecund or may not be sexually active while others
may be seeking to become pregnant. It is for this rea-
son that, in practice, contraceptive prevalence does
not attain the theoretical maximum value of 100
percent.

The definition of contraceptive prevalence cen-
ters on current use, and the distinction between past
and current contraceptive use can be problematic.
Most surveys that have asked about the current use
of a method of contraception have asked about use
“now”” or “within the last month”; sometimes other
reference periods are specified. Moreover, there is
usually no information collected about the regularity
with which the method is employed or about the
respondent’s understanding of correct use. The
fuzziness in the timeframe for measuring use and
the difficulty of identifying exactly the women who
are exposed to the risk of conception during the
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specified period undermine the status of prevalence
as a rate. It can be recorded, rather, as a simple per-
centage.

What is considered as contraceptive use is also
somewhat subjective, given the differing effective-
ness of different methods and the varying motives
for use. Contraceptive methods are usually grouped
into two broad categories, modern and traditional.
Modern methods are those that require clinical ser-
vices or regular supply: they include female and male
surgical contraception (sterilization), oral contra-
ceptive pills, intrauterine devices (IUDs), condoms,
injectible hormones, vaginal barrier methods (in-
cluding diaphragms, cervical caps, and spermicidal
foams, jellies, creams, and sponges), and, more re-
cently, subdermal contraceptive implants. The tradi-
tional methods—also known as non-supply meth-
ods to distinguish them from modern supply
methods—include the rhythm method, withdrawal
(coitus interruptus), abstinence, douching, pro-
longed breastfeeding, and a variety of folk methods.
Nonetheless, the labels “modern” or “traditional”
are inexact: for example, both the condom and the
rhythm method have a long history of use, yet the
condom is considered modern and the rhythm
method traditional.

Almost all surveys about contraceptive use have
asked about rhythm and withdrawal, but there has
been less consistency regarding other traditional
methods. A particular difficulty arises with practices
whose main motivation may not have been to pre-
vent pregnancy but which may do so in fact—
notably, abstinence and breastfeeding. Some surveys
have explicitly excluded such practices from the defi-
nition of contraception.

In some African countries, there is a tradition of
lengthy abstinence from sexual relations following a
birth, but surveys often report prolonged abstinence
as the method currently used by a substantial pro-
portion of women. The distinction between contra-
ceptive and noncontraceptive motives for this tradi-
tional practice is not clear-cut, and many women
who practice lengthy postnatal abstinence evidently
do not regard it as contraception. Most surveys do
not include abstinence, or postnatal abstinence spe-
cifically, in the definition of contraception—
including surveys conducted in sub-Saharan Africa.
When women spontaneously report that they were
practicing prolonged abstinence for contraceptive
reasons, they may be recorded under the category of
“other” methods.
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Breastfeeding has fertility-inhibiting effects and
in societies that practice prolonged breastfeeding,
fertility is depressed. As in the case of abstinence,
most surveys have not included breastfeeding in the
list of contraceptive methods. In cases where it has
been included, the number of women that identify
breastfeeding as their contraceptive method is typi-
cally a small fraction of the number that are current-
ly breastfeeding.

Depending on the society, folk methods of con-
traception may include a large number of herbal
preparations, manipulation of the uterus, vigorous
exercise, adoption of particular postures during or
after intercourse, incantations, and the wearing of
charms. The effectiveness of these methods has
never been scientifically evaluated: some are wholly
fanciful, others may be highly unreliable, and still
others probably act as abortifacients rather than as
contraceptives. Women often do not mention folk
methods unless the survey inquires about them spe-
cifically, and most surveys do not include probing
questions dealing with specific folk methods.

Sources of Information on Contraceptive
Prevalence

Surveys are considered the best source of data on
contraceptive practice, since they can record the
prevalence of all methods, including those that re-
quire no supplies or medical services. Most surveys
ask respondents broadly similar questions to mea-
sure contraceptive use. Women are first asked what
methods they know about, and the interviewer then
names or describes methods that were not men-
tioned by the respondent. Respondents are then
asked about use of each method that was recognized.
This procedure helps make clear to the respondent
what methods are to be counted as contraceptive.
When methods are not named by the interviewer,
the level of use tends to be underreported. In partic-
ular, it does not occur to many persons to mention
methods such as withdrawal and rhythm, which re-
quire no supplies or medical services.

Organized family planning programs keep re-
cords on their clients who come for contraceptive
supplies or services. These records are another main
source of information about contraceptive preva-
lence. However, data from this source have the seri-
ous drawback of excluding use of contraception ob-
tained outside the program, including modern
methods supplied through nonprogram sources as

well as methods that do not require supplies or med-
ical services. In addition, the process of deriving rea-
sonably accurate prevalence estimates from the in-
formation in family planning program records is
much less straightforward than the direct questions
posed in representative sample surveys.

Contraceptive Prevalence

Prevalence levels range from 4 to 10 percent in pre-
transitional societies, where fertility is typically high,
to 70 to 80 percent in posttransition, low-fertility
countries. (As mentioned above, in practice, contra-
ceptive prevalence never attains the maximum value
of 100 percent.) In 1997 contraceptive prevalence for
the world as a whole was estimated to be 62 per-
cent—that is, 62 percent of currently married
women between ages 15 and 50 were using a method
of contraception. Regional average levels of preva-
lence range from 25 percent in Africa to over 65 per-
cent in Asia and Latin America and the Caribbean.
The average prevalence for developed countries was
70 percent.

The reported level of contraceptive use in pre-
transitional societies is very low for both modern
methods and traditional methods. For example,
contraceptive prevalence in Chad in 1996 was 4 per-
cent (Chad’s total fertility rate exceeded 6); in Ugan-
da in 1995 it was 15 percent. The prevalence of mod-
ern method use was 1 percent in Chad and 8 percent
in Uganda. A large proportion of married contracep-
tive users in Chad reported the use of traditional
methods of contraception: rhythm and withdrawal.
It is likely that many women in pretransitional socie-
ties use traditional methods that are not captured in
the standard surveys.

In the low-fertility countries, the great majority
of women not using contraception are pregnant,
seeking to become pregnant, infecund, or sexually
inactive. Because of the relatively high levels of prev-
alence already reached in these countries, there is
little room for further increase. In developed
countries, certain traditional methods—including
withdrawal and various forms of the calendar
rhythm method—are commonly used: together they
account for 26 percent of total contraceptive use in
the low-fertility developed countries, compared with
just 8 percent in the less developed regions. Howev-
er, recent trends indicate that the prevalence of
modern methods is increasing at the expense of tra-
ditional methods. In France, for example, between



1978 and 1994 the use of modern methods increased
from 48 to 69 percent, even as the use of all methods
decreased by 4 percent. Contraceptive prevalence in
the United States in 1995 was estimated to be 76 per-
cent of women who were married or in a union. Fe-
male sterilization was the most popular method,
with a prevalence of 24 percent, followed by the pill,
at 16 percent.

Empirical Relationship between Prevalence
and Fertility

There is a strong relationship between contraceptive
prevalence and the overall level of childbearing as
measured by the total fertility rate. (The total fertility
rate indicates the average number of children that
would be born per woman according to childbearing
rates of the current period.) Cross-national data
show that the total fertility rate decreases, on aver-
age, by 0.7 children for every 10 percentage-point
rise in contraceptive prevalence. This translates into
1 child fewer for every 15 percentage-point increase
in contraceptive prevalence. Contraception is the
most important of the proximate determinants of
cross-national differences in fertility. (Other major
proximate determinants of these differences are pat-
terns of marriage and sexual activity outside of mar-
riage, the duration of breastfeeding, and the practice
of induced abortion—none of them as strongly asso-
ciated with fertility as contraceptive use.)

See also: Family Planning Programs; Fecundity; Fertili-
ty, Proximate Determinants of.
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COST OF CHILDREN

At least since 1800 there has been a growing aware-
ness that children are a cost factor for the household.
To raise children, parents, or the household at large,
must undertake a variety of direct expenditures.
Children also require a time investment by their par-
ents, some of which might otherwise be used in gain-
ful economic activity. The latter costs, measured not
as money spent on children but in lost earnings, are
termed the parents’ opportunity costs of children.

Examining parents’ decisions about having chil-
dren in sheer economic terms is often undertaken
only with reluctance. The rewards of having children
tend to be primarily emotional, associated with a
mixture of altruistic and self-serving impulses: to
nurture, to continue the bloodline, to balance family
life, to satisfy curiosity about one’s offspring, and to
create relationships based on love. At the same time,
and most evident in traditional agricultural societies,
children yield economic rewards (1) by supplying
labor resources to the family enterprise, often from
an early age; and (2) when grown, by providing a
measure of physical and economic security to par-
ents, especially in the latter’s old age, for which no
equivalent institutional means may be readily avail-
able. If only implicitly, parents are likely to balance
the costs of raising children against expectations of
children’s material and immaterial utility. An exam-
ple of the cost of child-rearing becoming the object
of a cold economic calculus can be seen in the deci-
sions made by slave-owners as described by the eco-
nomic historians Robert Fogel and Stanley Enger-
man. For slave-owners, the cost of raising slaves was
in economic terms analogous to cattle-breeding.

In the nineteenth century the cost of children
became a prominent consideration in policies ad-
dressing poverty. In order to ensure welfare equality
among poor families irrespective of their number of
children, families with many children would have to
be supported by a cost-of-children subsidy. Later on,
assessment of child costs also became pertinent in
establishing the levels of family allowances and tax
rates.

The first and classical study bearing on the cost
of children is by the statistician Ernst Engel, who in
1895 published a study for the Prussian government.
His name is still known through Engel’s Law, which
states that the food share in the household budget
falls with rising income. There was considerable in-
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terest in the cost of children through most of the
twentieth century, but some waning of interest in the
later years. The main reason seems to be that there
is no generally accepted scientific solution to the
problem of what the costs of children are and that
it seems impossible that one will be found.

Socializing the Costs of Children

Nevertheless most modern societies accept the idea
that families and especially poor families should be
partly subsidised in order to mitigate the welfare dif-
ferences that may be caused by differences in the
number of children. There are two questions. (1)
What subsidies would be needed to neutralize the
differences in family size? (2) If those amounts can
be identified, should the state’s subsidy be set at the
level needed for complete neutralization, or at a
lower or even a higher level? (A subsidy higher than
needed for neutralization might be adopted as a
means to raise the birth rate.) The second question
is clearly a political issue, which is not the subject of
this article. The first question is the relevant one.

It was noted that there is no generally accepted
scientific solution to the problem. The practical so-
lution chosen is just to let politicians and/or civil ser-
vants make decisions on the basis of intuition and
compromises among interest groups such as the par-
ents of large families. This is the route taken in most
countries and explains the diversity in child-friendly
regulations among countries.

A distinction may be drawn between household
subsidies delivered in kind and those provided as in-
come supplements. In-kind subsidies are in the form
of state provision of below-cost education, health fa-
cilities, childcare, and even school meals. The objec-
tive is not only welfare equalization. For instance,
education and the removal of illiteracy not only ben-
efits the child who gets the education but also has a
large positive external effect for others. But even if
those policies are in force, the household itself still
incurs substantial child-related expenses for food,
clothing, shelter, insurance, etc. These can be offset
by family allowances or family-size-dependent tax
deductions. Benchmark estimates are needed in
order to establish welfare-neutral compensations.
Whether the actual subsidies provided are under-,
over-, or just compensating is a matter of political
choice.

Methods of Estimating the Cost of Children

A naive, but still popular, approach is to determine
expenditures for children by bookkeeping and
budget surveys. However, this approach raises two
problems.

(1) What expenditures are necessary and thus
may be called costs and what expenditures should
not be seen as necessary costs? This depends very
much on the cultural environment (establishing ex-
penditure norms) and on the level of wealth of the
household (wealthier families spend more on their
offspring than poorer families [can] do). If the nor-
mative cost of children that is to be established is to
be used for taxation and social security purposes, it
is felt by many that it is unacceptable to assign to ri-
cher families a higher cost of children and as a conse-
quence a higher per-child tax deduction. This leads
to the ethical presumption that the cost of children
is to be set equal to the cost incurred by a normative
household, which is typically chosen at the mini-
mum income level.

(2) The second problem in the bookkeeping so-
lution is that of joint costs. There are many items in
household expenditures that cannot be assigned ex-
clusively as benefiting one particular member. Ex-
amples are expenditures on housing, health, insur-
ance, television, etc. Decisions on how to assign such
expenditures between parents and children are part-
ly arbitrary. Recognition of economies-of-scale ef-
fects (cheaper by the dozen) introduces further com-
plexities. The best-known household expenditure
scale is probably the so-called Oxford scale, which is
adopted more or less as the official scale by the
OECD and the EU. It sets the first adult at 1.0, other
adults at 0.7, and children (below 16 years) at 0.5.
This scale, although not based on firm research re-
sults, is frequently used in official statistics to com-
pare household welfare.

More sophisticated methods of estimating costs
of children are the so-called ‘adult good’ method
and the ‘food-share’ method. The adult good meth-
od (developed by E. Rothbarth and Angus Deaton
and John Muellbauer) is based on the idea that one
may identify a specific part of expenditures in the
household budget, e.g. cigarettes, alcohol, etc., as
adult expenditures. Let the monthly household ex-
penditures be $2000. Assume that the adult’s expen-
ditures amount to $800 before the birth of the first
child and $400 after the child has been born. Then
the cost of the first child would be $800 to $400. This



method also involves arbitrary elements. What are
‘adult goods’ and is the consumption of adult goods
representative for ‘adult welfare’? It may be assumed
that if the birth of a child is the result of a voluntary
choice by the parents, parental well being is in-
creased by having that child—that is, increased by
more than the loss in adult welfare caused by the re-
sulting reduction in adult expenditures.

The ‘food-share’ method, which is influential in
social security policy in the United States, is based
on seminal research by economist Mollie Orshansky.
She assumed that the share of food in family expen-
ditures is an index of the family’s welfare. For exam-
ple, suppose food makes up 33 percent of total fami-
ly expenditures before the first child’s birth in a
household with a $2000 per month income, and in-
creases to 40 percent after the child is born. Assume
further that the one-child household would again
spend 33 percent on food if its income increased to
$2500. Then the cost of the child is considered to be
$500. Notice that the food share in accord with
Engel’s Law falls with increasing income. The meth-
od assumes that food-share represents household’s
welfare, which is dubious, and that the cost of chil-
dren varies with income level.

A third approach to estimating the cost of chil-
dren is subjective. Individuals are asked how satis-
fied they are with their income. It is found that re-
spondents are less satisfied with the same income,
the more children they have to support from it. This
method was proposed by Bernard van Praag and
Arie Kapteyn, who worked at the time at Leyden
University in the Netherlands and is known in the
literature as the Leyden method. On the basis of
these satisfaction surveys it can be estimated how
much has to be given to a household to keep it at the
same financial satisfaction level after the birth of an
additional child.

Although this method is less arbitrary than the
methods previously described, it too has problems.
First, the cost of children thus defined again in-
creases with income. Second, it is unclear whether
financial satisfaction is a good proxy for the meta-
physical concept of household well-being. It is quite
probable that non-financial satisfaction with life in-
creases with the birth of a child. Third, the cost of
the child will differ between one- and two-earner
families. However, it may be argued that the addi-
tional money spent on external childcare will be
roughly equivalent to the income forgone by the
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mother, if she would stay at home to care for her
own children.

Although there is no generally accepted defini-
tion of the cost of children or accepted method of
assessment, the various methods have some com-
mon features. Generally each shows an economies-
of-scale pattern. For the objective methods, costs per
additional child seem to diminish with rising family
size at an exponential power of about 0.50. For sub-
jective methods, the corresponding profile is consis-
tently flatter, at about 0.30. Subjective estimates,
however, implicitly take existing family allowance
systems and the price of education into account. So
the estimated costs of children are in a sense comple-
mentary to the family allowance system. In countries
with liberal family allowance systems, and education
and health care costs covered by the state, the esti-
mated subjective costs will be smaller than in coun-
tries where parents receive fewer or no such benefits.
For instance, significant differences in estimated
child costs have been found between the Nether-
lands and Germany on one hand and the United
Kingdom and Russia on the other.

In most countries even at the minimum income
family income levels there is not a complete state
compensation for the costs of children. For higher
income levels, this holds a fortiori. If the financial
consequences are among the determining factors in
a couple’s decisions concerning numbers of chil-
dren, then most countries have a system that is dis-
couraging childbearing. A few countries—for exam-
ple, France and Canada—have a much more liberal
system with the explicit purpose of increasing num-
bers of births. However, the effects are modest.

A final question that should be asked is whether
children not only impose costs but also offer benefits
in terms of an addition to general well-being. It
might be argued that parents decide on having a
child by comparing the expected benefits and costs
to their well-being. For the first child the benefit will
be evaluated as being larger than the cost. As the
marginal benefit falls with each new child, at some
specific family size the additional cost will be as-
sessed to be larger than the additional benefit. Then
the optimum family size is reached. If this theory
were true the cost of a child is still more difficult to
define. An attempt in this direction has been made
by van Praag and Erik Plug, who found that the opti-
mum number of children increases with income.
Hence children are a luxury good.
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Almost all states utilize some cost-of-child con-
cept for minimum income families but the opera-
tionalization is mainly based on political decisions,
sometimes enriched by the ideas of experts and so-
cial workers. If most of the population supports that
practice, it is clearly acceptable, although not
founded on widely accepted economic science. For
an extensive survey, refer to the article by van Praag
and Marcel Warnaars in the Handbook of Population
and Family Economics.

See also: Family Allowances; Family Policy; Microeco-
nomics of Demographic Behavior.
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Crime is an act that violates criminal law and is pun-
ishable by the state. Such an act is considered juve-
nile delinquency if the person who commits it is not
legally an adult in the jurisdiction where he or she
engaged in the offense. Juvenile delinquency also in-
cludes status offenses such as underage drinking or
truancy, which are only offenses because the perpe-
trator is under a legal adult age. Because of lack of
uniformity in definitions and differences in accuracy
and completeness of reporting, international com-
parisons of crime rates are exceedingly difficult and
error-prone. This entry focuses on demographic as-
pects of crime in the United States.

Crime Data and Trends

There are three major sources of data on crime and
delinquency in the United States. First is the Federal
Bureau of Investigation’s (FBI) Uniform Crime Re-
ports (UCR). These data provide summary counts of
crimes reported to police agencies. The UCR pres-
ents detailed data on seven categories of crime,
called the index offenses (or Part I crimes). These in-
clude four violent offenses—murder and non-
negligent manslaughter, forcible rape, robbery, and
aggravated assault—and three crimes against prop-
erty—burglary, larceny-theft, and motor vehicle
theft. Reported crime counts are also provided in the
UCR for a set of twenty-one additional (Part II)
crimes. The second major source of crime data is the
National Crime Victimization Survey (NCVS),
which collects information on crime victimization
from household interviews. Because many crimes
are not reported to the police, NCVS data show
much higher rates of victimization than the UCR.
However, both UCR and NCVS data tend to exhibit
quite similar long-term crime trends. The third data
source, collected through self-report surveys of
youth (e.g., the National Youth Survey) or the gen-
eral population, reflects crime and delinquency
offending.
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The most extensive time series of crime rates in
the United States are available for the UCR index of-
fenses. Annual rates for the years 1960 to 2000 of
total, property, and violent index crimes per 100,000
population are presented in Figure 1. The United
States experienced dramatic increases in rates of re-
ported index crimes in the three decades following
1960, but these rates then dropped every year from
1991 to 2000. The rate of violent crime more than
quadrupled between 1960 and 1991—from 161 to
758 per 100,000 population annually. By 2000 the
violent crime rate had fallen to about 500 per
100,000, a rate not seen since the late 1970s. Within
the category of violent crime, the number of mur-
ders (including non-negligent manslaughter) in the
United States was 23,000 in 1980 and 15,500 in 2000;
the corresponding rates per 100,000 population were
10.2 in 1980 and 5.5 in 2000. The rate of reported
property crime has been somewhat more volatile
over time, but still tripled between 1960 and 1991;
its subsequent steady decline resulted in a 2000 rate
similar to that experienced in the early 1970s. Figure
1 also clearly shows that property crimes comprise
the vast majority of all index offenses. In 2000, for

example, the four violent index crimes constituted
just 12.3 percent of all index offenses.

Demographic Predictors of Crime

Demographic factors such as age, sex, and race play
an important role in understanding variation in
crime rates across time and place. Demographic fea-
tures of the population effect crime rates in two dis-
tinct ways. First, characteristics of population struc-
ture have compositional effects: crime rates are
higher when demographic groups that have greater
levels of involvement in crime constitute a larger
share of the population. Second, aspects of popula-
tion structure may have contextual effects on crime
when they exert causal influences on criminal moti-
vations and opportunities for crime independent of
individual level for criminal tendencies.

The incidence of crime by age group exhibits a
consistent pattern: it increases sharply between early
and late adolescence (around age 17), and then de-
clines. The late-adolescent peak in offending rates—
the “age-crime curve”—is one of the few established
empirical regularities in the demography of crime,
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although debate over the nature of this relationship
continues. Scholars such as Michael Gottfredson and
Travis Hirschi argue that the age-crime curve is es-
sentially invariant across subpopulations based on
sex, race, income, and other characteristics, and can-
not be explained by social processes that vary across
age. Others argue that the relationship between age
and crime varies by offense type and historical peri-
od. Contextual hypotheses regarding the effects of
age structure have emphasized the negative impact
of disproportionately youthful populations on the
capacity for social control by societies and other col-
lectivities.

The relationship between sex and crime is also
well-established, with men exhibiting consistently
higher rates of criminal activity, particularly for seri-
ous crimes such as the violent index offenses. The
explanation for sex differences in criminal activity is
also the subject of continued debate. The widespread
view presented by John Hagan, John Gillis, and A.
R. Simpson links gender inequality with variation in
criminal activity. In this view, sex differences in
crime rates should narrow as women achieve greater
social equality with men. In contrast, other scholars
such as Darrell J. Steffensmeier and Emilie Anderson
Allan suggest that criminal activity by women is like-
ly to be higher in contexts where gender inequality—
and the corresponding level of crime-inducing dis-
advantage among women—is most pronounced.
Contextual hypotheses regarding the effect of the
population sex ratio (the ratio of the number of men
to women) have drawn attention to the potential
role of high sex ratios on the social valuation of
women. Contexts in which there are relatively few
women may result in greater protection of women
from victimization.

Official statistics on reported crimes and arrests
show that African Americans are over-represented as
both offenders and victims in most types of serious
crimes in the United States. The causes of the large
black—white difference in criminal involvement are
controversial. Some researchers have contended that
distinct cultural orientations toward violence pro-
duce the racial differences in the crime rates. How-
ever, most recent research attributes the largest part
of the race gap in violent crime to differences in the
structural circumstances of African Americans and
whites. African Americans have higher levels of dis-
advantages such as poverty than whites, and these
disadvantages are associated with greater violent
criminal offending and victimization. In addition,

African Americans tend to live in more highly disad-
vantaged communities that produce social condi-
tions that are more conducive to crime. When Afri-
can Americans and whites live in comparable
community settings, rates of violence are quite
similar.

See also: Homicide and Suicide.
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CULTURE AND POPULATION

Demographers have long suspected that under-
standing population processes requires an under-
standing of culture. The need to take account of cul-
ture is an empirical issue, growing from the
recognition of otherwise unexplainable differences
in such demographically relevant areas as fertility,
marriage practices, and kinship systems.

Acknowledgment of a cultural dimension in
population studies has an intellectual genealogy that
includes those nineteenth- and early-twentieth-
century British bureaucrats who administered an
empire by pivoting their data collection strategies
along observed markers of ethnic and other identi-
ties. It took a more sustained scholarly turn from
this administrative past with the post-World War II
debates over development programs and the ratio-
nality of widely differing fertility regimes across so-
cieties. Later developments—such as the inability of
simple demographic transition theories to account
for variations in the pattern of fertility change across
Europe’s cultural regions—clinched the importance
of cultural factors beyond changing patterns of ur-
banization, literacy, infant and child mortality, and
industrialization. Finally, John C. Caldwell’s move-
ment into micro-demography in the 1970s and
1980s encouraged highly localized studies of popula-
tion processes involving intimate, long-term contact
between researchers and the people being studied.
These studies opened population research to its
most recent engagement with cultural explanation.

This engagement has brought a usable theory of
culture for demographic analysis within the reach of
population researchers. A theory of culture for de-
mography must necessarily enhance, rather than do
away with, existing analytic approaches based on the
social survey and multivariate models. Incorporating
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culture into demography may nevertheless demand
revision of the longstanding assumptions underlying
some population research. This demographically vi-
able theory of culture emphasizes understanding
concrete and highly local situations. For demogra-
phy, a working theory of culture would lead to bet-
ter-specified models through the definition of novel
independent variables, a refined interpretation of ex-
isting standard variables, and the greater under-
standing of actor motivations.

A Theory of Culture

Contemporary cultural analysis allows researchers to
incorporate local systems of meaning and motiva-
tion into demographic explanations while account-
ing for a dynamic relationship between individual
actors and their institutional contexts. Earlier defini-
tions of culture emphasized normative institutions
and betrayed a legalistic concern with rules for social
organization. Contemporary culture theorists have
increasingly moved toward definitions that empha-
size shared systems of symbolic meaning that both
construct and are constructed by the active partici-
pation of their members. As scholar David Kertzer
writes, from being the “cultural dopes” of earlier
theories, people are recognized to actively negotiate
and manipulate the cultural symbols available to
them and, in so doing, create the possibilities for cul-
ture change. This trend toward emphasizing systems
of meaning, along with the understanding that dis-
crete cultural systems are themselves embedded
within larger political worlds, challenges some of the
assumptions in older demographic analyses. At the
same time, these developments offer workable solu-
tions that enhance the specificity and explanatory
power of population research. They also offer more
empirically satisfying understandings of how the
shared and intersubjective nature of culture can be
linked to variable individual experience and action.

Examples of cultural approaches, spawned in
part by a welcoming openness among demographers
themselves, abound in recent collections of demo-
graphic research by anthropologists. Although dif-
fering in emphasis, these approaches use definitions
that share important characteristics for understand-
ing meaning in cultural terms. In Clifford Geertz’s
classic phrasing, which captures the sense of mean-
ing and motivation, cultural patterns may be taken
as both models of and models for reality.

As models of reality, cultural patterns constitute
the perceived worlds of human actors and define
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how behaviors receive their symbolic meaning with-
in a field of relationships. The same behaviors may
hold entirely different meanings across settings. Be-
ginning with cultural models of reality allows de-
mographers to discover what is significant from the
point of view of the actors themselves. Both demog-
raphers like Caldwell and anthropologists like Eu-
gene Hammel recommend attention to cultural
models of reality as a starting place for analysis.

As a model for reality, culture offers a partial
resolution to the problem of establishing motivation
for actors operating within a common cultural con-
text—the cultural logic of why people do what they
do. Although the cultural emphasis on the localized
nature of motivations requires a change from the as-
sumptions of some approaches (specifically, that
people act rationally to achieve universal goals), it
does not by itself do away with the assumption of ra-
tional actors altogether.

While these two features of culture, as models
of and for reality, promise enhanced demographic
analyses, other characteristics make it difficult to use
the culture concept in demography. Culture, wheth-
er as model of or model for reality, exists in the back-
ground understanding of its members. Cultural
models are not necessarily consciously held, so that
the actors themselves are unlikely to be able to pro-
vide a coherent account of their own key frames of
meaning and motivation. The discovery of these
models requires analysis beyond the face-value
responses to questions posed by researchers in
focus groups or surveys, and may require atten-
tion to domains that appear superficially remote
from the proximate determinants of demographic
phenomena.

Contemporary cultural theorists assert that a
concern for meaning need not preclude using em-
pirical data, although it may require quantitative an-
alysts to broaden the criteria for what counts as a
valid argument and to be more open to reformula-
tion and reinterpretation. A truism for culture theo-
ry is that cultural systems are at some level coherent-
ly integrated. Those themes that have key cultural
salience are likely to echo across markedly different
domains such as oral traditions, ritual, and everyday
practices. From this perspective, symbolic construc-
tions, recurrent themes present in myths and leg-
ends, and even the layout of physical space may all
be used as empirical indicators to support an inter-
pretation of key cultural elements that have demo-
graphic significance.

Applications to Population Research

The most immediate outcome of demographic at-
tention to culture may be the reinterpretation of ex-
isting standard variables. For cultural theorists, no
behavior is devoid of cultural meaning. Kertzer ar-
gues that cultural explanations, coupled with atten-
tion to political economy, reintroduce the emotional
and symbolic sides of human beings into demo-
graphic models, and thereby link apparently discrete
behaviors to a whole system of meanings. Even the
more proximate determinants of demographic
events, such as the role of education in age at mar-
riage, can be significantly reinterpreted through cul-
tural understanding.

Few relationships, for example, are more consis-
tent than the positive association between schooling
and age at marriage: the higher the schooling level,
the older the age at marriage. Demographic Transi-
tion Theory in its earlier, classic form took education
at face value to be an indicator of modernization and
argued that it correlated with secularization, in-
creased rationality, and heightened individual au-
tonomy. Such understandings ignore both the possi-
bility that marriage may have implications for
relationships involving family groups larger than the
two individuals united by it, and the potential for
symbolic, in addition to utilitarian, meanings for ed-
ucation.

An analysis from rural Pakistan by Tom Fricke
and colleagues confirmed the positive association
but included the puzzling finding that a substantial
fraction of women who attended school only briefly,
without completing a full year, also married at later
ages than those who never attended school at all.
Using local understandings and practices for reinter-
preting the meaning of this variable, the authors sug-
gested that education was part of a larger world of
symbolic status indicators. The new cultural reading
of education as a marker of family status placed the
experience of schooling within a wider array of pres-
tige markers that are at play in marriage negotiation
in this specific context. In a setting where no woman
chose her own husband, actual educational attain-
ment and its implications for autonomy were sec-
ondary.

By attending to local systems of meaning and
practice, researchers introduce novel variables be-
yond the immediately demographic into analysis.
Thus, by noting the culture of sin, the institutional
role of the Catholic Church, and changes in family



and work within an existing kinship system, Kertzer
integrates cultural and economic explanations in his
study of the rising practice of infant abandonment
in eighteenth- and nineteenth-century European so-
cieties. Susan Greenhalgh’s reinterpretation of Chi-
nese fertility transitions extends the focus on indi-
vidual families to larger institutional contexts, such
as the demise of pre-existing state systems of mobili-
ty. In his analyses of marriage change, Fricke intro-
duces individual variations in culture-specific ele-
ments of the marriage process to show how symbols
are redeployed by active agents who pursue their op-
tions within a common framework of meanings. All
three of these studies suggest that these novel vari-
ables must be arrived at through an understanding
of concrete empirical situations.

The use of cultural models also complicates the
understanding of motivations. Even if general moti-
vations such as improved social, economic, and po-
litical status may be said to characterize all people,
the understanding of avenues for achieving these
general goals is always conditioned by concrete local
histories and circumstances. Moreover, the content
and demographic implications of these general cate-
gories can vary considerably depending on the larger
system of which they are a part. Examples of the
value of considering the cultural aspects of motiva-
tion are found in the contrast between how patrilin-
eal families influence fertility in Greenhalgh’s studies
of China and in Fricke’s studies of Nepal. Where cul-
tural models stress the autonomous responsibility of
the patrilineal family for its own well being, security
and mobility goals may encourage high fertility.
Where cultural models stress cooperation between
patrilineal units, high fertility may be a secondary
consideration (since the responsibility for well being
includes multiple lineages united by marriage). Sim-
ilarly, Tim Dyson and Mick Moore’s contrast of de-
mographic regimes in north and south India turns
on this difference and demonstrates how women’s
symbolic roles within two pre-transition settings can
differ because of their different relationships to larg-
er organizational features.

Implications for Population Research

In spite of increased academic interest, incorporat-
ing culture into demographic analysis remains prob-
lematic. Anthropology, the discipline of culture’s
greatest theoretical elaboration, has a different re-
search orientation and style from demography.
These differences are compounded by the difficulty
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of translating the new understandings of culture into
terms that present population specialists with a de-
mographically usable model. While population re-
searchers have themselves recognized the need to in-
clude culture in their research, the apparent
difficulties in using it, the need to rethink funda-
mentals, and demography’s disciplinary orientation
toward multivariate analyses of individual-level vari-
ations raise the constant temptation to ignore cul-
ture in favor of more easily gathered and analyzed
measures.

Anthropologists point to two strains of demo-
graphic explanation that fail to make use of these re-
vised theories. The first tends to leave out culture al-
together by positing universally applicable goals to
rational actors whatever the context. At the level of
aggregate analysis, the inattention to cultural context
replicates the failure of classic Demographic Transi-
tion Theory. At the level of individual analysis, the
inattention leaves out the highly localized meanings
of standard variables in favor of more universal and
decontextualized interpretations. Even when these
analyses incorporate subjective states through the
measurement of values and attitudes, they are un-
likely to achieve a fully realized cultural view of
meaning because they undervalue its shared patterns
in favor of individual variation.

The second strain in demographic explanation
tends to focus on institutional contexts, but falls
prey to the static treatment of culture widely adhered
to within anthropology itself a half century ago. In-
dividual actors are not acknowledged as thinking
and emotion-laden participants and strategists in
this approach. Here, culture exists in the form of
ironclad rules followed by its unquestioning mem-
bers. While these group measures have the advan-
tage of easy use as independent variables in multi-
variate models, they have encouraged the use of such
ill-considered cultural categories as “Muslim cul-
tures” or “Confucian cultures” and the like. These
categories leave out local histories and contexts,
along with the possibility of demonstrating the
mechanisms by which cultural variables may influ-
ence demographically relevant behaviors.

Although the precise mechanisms that connect
culture and population processes may best be inves-
tigated through the kinds of long-term and intensive
studies characteristic of micro-demography and an-
thropological fieldwork, the sensitive use of cultural
understandings in demographic analysis is far less
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demanding. Cultural demography does not require
that every researcher learn a field language and
spend months in a single community. Many of the
individual studies and collections cited here are, in
fact, reliant on secondary data sets or involve histori-
cal materials. Culturally sensitive population studies
require an assumption that people engage their
worlds in terms of highly various and local systems
of meaning, and a willingness to explore existing
sources with an eye to relating those meanings to de-
mographic outcomes.

See also: Anthropological Demography; Caldwell, John
C.; Mass Media and Demographic Behavior; Religions,
Population Doctrines of; Values and Demographic Be-
havior.
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