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Series Foreword

The Springer book series Innovation, Technology, and Knowledge Management
was launched in March 2008 as a forum and intellectual, scholarly “podium”
for global/local, transdisciplinary, transsectoral, public-private, and leading/
“bleeding”-edge ideas, theories, and perspectives on these topics.

The book series is accompanied by the Springer Journal of the Knowledge
Economy, which was launched in 2009 with the same editorial leadership.

The series showcases provocative views that diverge from the current “conven-
tional wisdom,” that are properly grounded in theory and practice, and that consider
the concepts of robust competitiveness,' sustainable entrepreneurship,” and
democratic capitalism,’ central to its philosophy and objectives. More specifically,
the aim of this series is to highlight emerging research and practice at the dynamic

'We define sustainable entrepreneurship as the creation of viable, profitable, and scalable
firms. Such firms engender the formation of self-replicating and mutually enhancing innovation
networks and knowledge clusters (innovation ecosystems), leading toward robust competitive-
ness (E.G. Carayannis, International Journal of Innovation and Regional Development 1(3),
235-254, 2009).

2 We understand robust competitiveness to be a state of economic being and becoming that avails
systematic and defensible “unfair advantages” to the entities that are part of the economy. Such
competitiveness is built on mutually complementary and reinforcing low-, medium- and high-
technology and public and private sector entities (government agencies, private firms, universities,
and nongovernmental organizations) (E.G. Carayannis, International Journal of Innovation and
Regional Development 1(3), 235-254, 2009).

3The concepts of robust competitiveness and sustainable entrepreneurship are pillars of a regime
that we call “democratic capitalism” (as opposed to “popular or casino capitalism”), in which real
opportunities for education and economic prosperity are available to all. especially—but not
only—younger people. These are the direct derivative of a collection of top-down policies as
well as bottom-up initiatives (including strong research and development policies and funding, but
going beyond these to include the development of innovation networks and knowledge clusters
across regions and sectors) (E.G. Carayannis and A. Kaloudis. Japan Economic Currents, p. 6-10,
January 2009).
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intersection of these fields, where individuals, organizations, industries, regions,
and nations are harnessing creativity and invention to achieve and sustain growth.

Books that are part of the series explore the impact of innovation at the
“macro” (economies, markets), “meso” (industries, firms), and “micro” levels
(teams, individuals), drawing from such related disciplines as finance, organiza-
tional psychology, research and development, science policy, information systems,
and strategy, with the underlying theme that for innovation to be useful it must
involve the sharing and application of knowledge.

Some of the key anchoring concepts of the series are outlined in the figure below
and the definitions that follow (all definitions are from E.G. Carayannis and
D.F.J. Campbell, International Journal of Technology Management, 46, 3—4, 2009).

. . A Global

Systemic Mode 3 emocracy Democratic

macro level capitalism

Structural and

organizational . . .

megso level Kngwledge Innovation Entrepreneurial Acadpmic

clugters networks university firm Gobal/local

Susfainable
engrepreneurship

Individual

micro level

¥ Local

Conceptual profile of the series Innovation, Technology, and Knowledge
Management

e The “Mode 3” Systems Approach for Knowledge Creation, Diffusion, and Use:
“Mode 3” is a multilateral, multinodal, multimodal, and multilevel systems
approach to the conceptualization, design, and management of real and virtual,
“knowledge-stock” and “knowledge-flow,” modalities that catalyze, accelerate,
and support the creation, diffusion, sharing, absorption, and use of cospecialized
knowledge assets. “Mode 3” is based on a system-theoretic perspective of
socioeconomic, political, technological, and cultural trends and conditions that
shape the coevolution of knowledge with the “knowledge-based and knowledge-
driven, global/local economy and society.”

e Quadruple Helix: Quadruple helix, in this context, means to add to the triple
helix of government, university, and industry a “fourth helix” that we identify as
the “media-based and culture-based public.” This fourth helix associates with
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“media,” “creative industries,” “culture,” “values,” “life styles,” “art,” and
perhaps also the notion of the “creative class.”

» Innovation Networks: Innovation networks are real and virtual infrastructures
and infratechnologies that serve to nurture creativity, trigger invention, and
catalyze innovation in a public and/or private domain context (for instance,
government—university—industry public—private research and technology devel-
opment coopetitive partnerships).

¢ Knowledge Clusters: Knowledge clusters are agglomerations of cospecialized,
mutually complementary, and reinforcing knowledge assets in the form of
“knowledge stocks” and “knowledge flows” that exhibit self-organizing, learn-
ing-driven, dynamically adaptive competences and trends in the context of an
open systems perspective.

» Twenty-First Century Innovation Ecosystem: A twenty-first century innovation
ecosystem is a multilevel, multimodal, multinodal, and multiagent system of
systems. The constituent systems consist of innovation metanetworks (networks
of innovation networks and knowledge clusters) and knowledge metaclusters
(clusters of innovation networks and knowledge clusters) as building blocks
and organized in a self-referential or chaotic fractal knowledge and innovation
architecture (Carayannis 2001), which in turn constitute agglomerations of
human, social, intellectual, and financial capital stocks and flows as well as
cultural and technological artifacts and modalities, continually coevolving,
cospecializ- ing, and cooperating. These innovation networks and knowledge
clusters also form, reform, and dissolve within diverse institutional, political,
technological, and socioeconomic domains, including government, university,
industry, and nongovernmental organizations and involving information and
communication technologies, biotechnologies, advanced materials, nanotech-
nologies, and next- Generation energy technologies.

Who is this book series published for? The book series addresses a diversity of
audiences in different settings:

1. Academic communities: Academic communities worldwide represent a core
group of readers. This follows from the theoretical/conceptual interest of the
book series to influence academic discourses in the fields of knowledge, also
carried by the claim of a certain saturation of academia with the current concepts
and the postulate of a window of opportunity for new or at least additional
concepts. Thus, it represents a key challenge for the series to exercise a certain
impact on discourses in academia. In principle, all academic communities that
are interested in knowledge (knowledge and innovation) could be tackled by the
book series. The interdisciplinary (transdisciplinary) nature of the book series
underscores that the scope of the book series is not limited a priori to a specific
basket of disciplines. From a radical viewpoint, one could create the hypothesis
that there is no discipline where knowledge is of no importance.

2. Decision makers—privatelacademic entrepreneurs and public (governmental,
subgovernmental) actors: Two different groups of decision makers are being
addressed simultaneously: (1) private entrepreneurs (firms, commercial firms,
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academic firms) and academic entrepreneurs (universities), interested in
optimizing knowledge management and in developing heterogeneously com-
posed knowledge-based research networks; and (2) public (governmental,
subgovernmental) actors that are interested in optimizing and further developing
their policies and policy strategies that target knowledge and innovation.
One purpose of public knowledge and innovation policy is to enhance the
performance and competitiveness of advanced economies.

3. Decision makers in general: Decision makers are systematically being supplied
with crucial information, for how to optimize knowledge-referring and
knowledge-enhancing decision-making. The nature of this “crucial information”
is conceptual as well as empirical (case-study-based). Empirical information
highlights practical examples and points toward practical solutions (perhaps
remedies), conceptual information offers the advantage of further-driving and
further-carrying tools of understanding. Different groups of addressed decision
makers could be decision makers in private firms and multinational corporations,
responsible for the knowledge portfolio of companies; knowledge and knowl-
edge management consultants; globalization experts, focusing on the interna-
tionalization of research and development, science and technology, and
innovation; experts in university/business research networks; and political sci-
entists, economists, and business professionals.

4. Interested global readership: Finally, the Springer book series addresses a whole
global readership, composed of members who are generally interested in knowl-
edge and innovation. The global readership could partially coincide with the
communities as described above (“academic communities,” “decision makers”),
but could also refer to other constituencies and groups.

Elias G. Carayannis
Series Editor



Preface

We, doctoral graduates of Dundar F Kocaoglu, compiled this Festschrift* to honor
him and his work in Engineering Management and especially in Hierarchical
Decision Modeling (HDM). He is known to us all as “Dr. K”.

Dr. K is a legend in the field of Engineering Management. His contributions to
Engineering Management began with his creation of the “Engineering Management
Program” at the University of Pittsburgh in the late 1970s. In the 1980s, he moved
to Portland State University to start his second engineering management program.
Dr. K graduated 26 PhD from 1981 to 2014. Their topics and current position of
employment are listed below.

At University of Pittsburgh:

1. John Shepherd, 1981; Optimal Project Portfolio Under Multiple Criteria;
Management Consultant, Pennsylvania

2. Amir Sadrian, 1986; Portfolio Selection and Resource Allocation for R&D
Projects Using 0-1 Goal Programming, Bell Labs (retired), New Jersey

3. Margaret Shipley, 1986; HDM for Strategic Planning and Resource Allocation
in Academic Institutions, University of Houston, Texas

4. Hugo Gomez-Guzman, 1986; Production Scheduling in a Manufacturing Cell,
Management Consultant, Mexico

5. Jang Ra, 1988; Analysis of Expert Judgments in HDM, University of Alaska
(retired), Alaska

At Portland State University:

1. Guven Iyigun, 1994; Strategic R&D Portfolio Selection; Unilever, Europe
2. Sida Zhou, 1995; Aggregation of Group Decisions; Intel Corp., Oregon

*In academic world, a Festschrift is defined as a volume written to honor an academic during his or
her life. Generally the volume is composed of articles by the doctoral students of the academic
person—Wikipedia.
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. Karen Beekman Eden, 1997; Information Technology in the Health Care

Industry; OHSU, Oregon

. Tugrul Daim, 1998; Technology Eval’n. and Acquisition Strategies in the

U.S. Electronics Mfg. Industry; PSU, Portland

. Tom Long, 1998; Culture and Strategy in the Electronics Industry; CEO,

Oregon

. Erwin L. “Al” Herman, 1998; Strategies in the U.S. Electronics Industry;

CEO, Ohio

. Razif Abd. Razak, 1999; Site Selection for Petroleum Explorations;

Universite Technologia, Malaysia

. Robert Martin, 2002; A Unified Model for the Software Development

Process; Management Consultant, Oregon

. Toryos Pandejpong, 2002; Technology Selection in the Petrochemical Indus-

try; King Mongkut University, Thailand

Stacey E. Ewton (Schultz), 2003; Impacts of E-Commerce Technologies on
Business Processes; CEO, Oregon

Nathasit Gerdsri, 2004; Technology Roadmapping for Emerging Technolo-
gies; Mahidol University, Thailand

Jonathan Ho, 2004; Strategic Technology Choices for Semiconductor
Manufacturing Industry , Yuan Ze University, Taiwan

Audrey Alvear, 2005; Technology Strategies in a Developing Economy;
Consultant, California

Hongyi Chen, 2007; Sensitivity Analysis in Decision Making; Univ. of
Minnesota, Minnesota

Iwan Sudrajat, 2007; Supply Chain Management in U.S. Electronics
Manufacturing Industry; Research Manager, Indonesia

Pisek Gerdsri, 2009; Nat’l Technology Policies for Emerging Nano-Tech.
Applications; SCG, Thailand

Kenny Phan, 2013; Innovation Measurement; PSU, Portland

Pattharaporn Suntharasaj, 2013; International Collaboration in Science &
Technology; NSTDA, Thailand

Nasir Sheikh, 2013; Solar Photovoltaic Technology Assessment; SUNY-
Stony Brook, South Korea

Thien Tran, 2013; University Knowledge and Technology Transfer; Consul-
tant, Texas

Ilknur Tekin, 2014; Green Innovativeness and Financial Performance; Nike,
Portland

Dr. K’s contributions to our field have been in multiple dimensions. He was the

second Editor-in-Chief for the IEEE Transactions on Engineering Management.
Under his tenure, the journal became one of the top journals. Dr. K started PICMET
(Portland International Center for Management of Engineering and Technology) in
1991. Since then, the annual PICMET conference has become the premier confer-
ence in our field. It now alternates between Portland and an international location.
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The recent out-of-Portland conferences have been held in Korea, Turkey,
South Africa, Thailand, Canada, and Japan.

This book has 15 chapters written by PSU doctoral graduates. The theme of the
book is concentrated on Hierarchical Decision Modeling.

The first four chapters (1, 2, 3, 4) present HDM applications for Technology
Assessment. The following four chapters (5, 6, 7, 8) present HDM applications for
Strategic Planning. Next three chapters (9, 10, 11) present National Technology
Planning applications. Final four chapters (12, 13, 14, 15) present Decision-Making
Tools developed either by development of new HDM applications or for use with
existing HDM applications

We would like to thank Dr. K for his contributions to the field. The following
section describes the introductory fundamentals of HDM in his own words:

Implicit in the development of decision models is a complex process through which relative
values are assigned to the various decision elements. The coefficients in the objective
function of an optimization model are the weighted contributions of the decision variables
to the objective. The scores used in project selection methods are the relative importance
measures of the various criteria and attributes. Probability distributions reflect the relative
likelihood of the occurrence of various events.

In some cases, these relative values can be obtained by a straightforward measurement
of a quantitative or quantifiable characteristic of the system. Cost, distance, time, and
probabilities of repetitive events are examples of such measurable values. In most cases,
however, the values are not in a readily measurable form. It is seldom that the decision
maker deals with repetitive events. A vast majority of decisions involves uncertainty of the
occurrence of a one-time event and the risk of its outcome. For example, in many cases,
probabilities cannot be determined from previous observations because of the
non-repetitive nature of the events. Relative impact of emerging technologies on a
company’s objectives cannot be measured because the technologies have not even been
developed yet.

However, the decision makers can typically make educated guesses about the likelihood
of the outcomes. Their judgment based on years of experience on similar conditions in the
past reflects the relative strength of their belief in the occurrence of an outcome in
comparison with another outcome. Similarly, the weights assigned to criteria, attributes
and other parameters in decision models represent the final impacts of interrelated actions
on the outcome of those models.

Subjective probabilities, importance weights, and the relative contributions of decision
variables have two characteristics in common: First, the measurements are in ratio scale.
Second, although they cannot be measured by direct objective methods, they are implicit in
the value judgments of the decision makers.

In HDM, the subjective judgments expressed in pairwise comparisons are converted to
relative weights in ratio scale. This is done by a series of mathematical operations on three
matrices. The methodology can be used for quantifying the judgment of a single decision
maker, or multiple decision makers. When multiple decision makers are involved, the
HDM approach is an effective way to form consensus among decision makers where the
members of the group have different goals. HDM links the decision elements at multiple
levels of organizational entities, in which decisions at the operational level are made in
support of higher level goals and objectives, and when the objectives are met, the final
results of the operational decisions are transformed into benefits for the organization. This
is a systematic process, but it is difficult to quantify the direct relationships between the
benefits at the top of decision hierarchy and the operational decisions at the bottom without
dividing the space between the top and bottom of decision hierarchy into intermediate
levels. That is what the HDM does.


http://dx.doi.org/10.1007/978-3-319-18558-3_1
http://dx.doi.org/10.1007/978-3-319-18558-3_2
http://dx.doi.org/10.1007/978-3-319-18558-3_3
http://dx.doi.org/10.1007/978-3-319-18558-3_4
http://dx.doi.org/10.1007/978-3-319-18558-3_5
http://dx.doi.org/10.1007/978-3-319-18558-3_6
http://dx.doi.org/10.1007/978-3-319-18558-3_7
http://dx.doi.org/10.1007/978-3-319-18558-3_8
http://dx.doi.org/10.1007/978-3-319-18558-3_9
http://dx.doi.org/10.1007/978-3-319-18558-3_10
http://dx.doi.org/10.1007/978-3-319-18558-3_11
http://dx.doi.org/10.1007/978-3-319-18558-3_12
http://dx.doi.org/10.1007/978-3-319-18558-3_13
http://dx.doi.org/10.1007/978-3-319-18558-3_14
http://dx.doi.org/10.1007/978-3-319-18558-3_15

Xii Preface

Decision Hierarchy

Actions

Fig. 1 A typical hierarchical decision model (HDM)

The number of levels in HDM depends upon the logical sequence of the decisions
involved. If too many levels are identified, the number of measurements becomes exceed-
ingly large; if too few levels are used, measurements become difficult because of excessive
aggregations.

The typical starting point to trigger a decision process is the establishment of the
mission and objectives. These are broad statements specifying the overall benefits expected
from an organized activity. Because of the abstract nature of objectives and the difficulty of
developing a precise measure of effectiveness for the benefits, the objectives need to be
disaggregated into specific goals with recognizable targets. Once the goals are defined, the
approach to achieve those goals has to be developed. This is done by establishing strategies
and identifying specific actions as the components of the strategies.

Each level of such a decision hierarchy consists of multidimensional, often conflicting
decision elements. At the top, multicriteria objectives contribute to the fulfillment of the
mission. At the bottom, each action becomes a part of one or more of the strategies with
varying degrees of contribution to each strategy. Strategies impact multiple goals. The
achievement of each goal results in meeting one or more of the objectives. These impact
relationships are depicted in a typical HDM Hierarchy in Fig. 1.

When the arcs connecting the nods in Fig. 1 are measured by quantifying expert
judgments, a vector at the “Objectives” level and a series of matrices below the
Objectives are obtained. Relative value of each decision element at each level of
the hierarchy is then determined by performing matrix multiplications among the
levels. The final result is a normalized set of values representing the relative
contribution of each action to the mission of the organization.

Portland, OR, USA Tugrul U. Daim
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Chapter 1
Technology Assessment: Criteria
for Evaluating a Sustainable Energy Portfolio

Dundar F. Kocaoglu, Tugrul U. Daim, Ibrahim Iskin, and Yasser Alizadeh

Abstract Selecting an appropriate portfolio of energy resources is a complicated
and multidimensional problem. Affected by numerous factors stemming from
multiple perspectives including technical, economic, environmental, social, and
political, each energy resource has varying degrees of appropriateness for different
regions/energy systems. Although there is significant amount of research
attempting to incorporate different pieces of aforementioned considerations in an
assessment framework very little has addressed this issue in a complete manner.
This research study reviews assessment studies in the energy field and identifies
over 50 assessment criteria that fall under aforementioned perspectives. Output of
this study is expected to provide a knowledge database for practitioners and
scholars for enabling development of more comprehensive assessment frameworks.
Ultimately, this study is expected to contribute to energy planning field for devel-
opment of more sustainable energy portfolios.

1.1 Introduction

Nature of resource planning has changed dramatically since 1970s due to increased
diversity in resource options such as renewable alternatives, demand side manage-
ment, cogeneration of heat and electricity in industrial applications, and deregulation
of the energy market. New objectives have been added to the utilities’ decision-making
processes beyond cost minimization, requiring utilities to address environmental
and social issues that may emerge as a result of their operations [1].
Moreover, technological development, instability in fuel markets and government
regulations started taking place faster than ever before and as a result, complexity
and uncertainty involved in utility decision-making practices have become increas-
ingly significant.

D.F. Kocaoglu « T.U. Daim (P<) « Y. Alizadeh

Department of Engineering and Technology Management, Portland State University,
Portland, OR, USA

e-mail: ji2td@pdx.edu

I. Iskin
Zulily, Seattle, WA, USA
e-mail: ibrahimiskin@gmail.com

© Springer International Publishing Switzerland 2016 3
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and Knowledge Management, DOI 10.1007/978-3-319-18558-3_1
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During the 1970s, nature of decision-making in energy planning was mostly
single dimensional, aiming to design energy systems in a least cost manner [2, 3].
In the 1980s, environmental awareness has started to show itself in energy
planning considerations. This situation let increasing use of multi-criteria deci-
sion-making (MCDM) approaches attempting to address trade-off between
environmental and economic decision attributes [4, 5]. One of the most significant
reasons behind this situation stems from MCDM methods’ ability to address
decision issues in the presence of multiple objectives and stakeholders. This feature
has been observed to be very important due to complexity of the energy systems
where different stakeholders have varying degrees of interest on different decision
attributes.

Increasing concerns on peak oil, energy security, global warming; and increasing
interest on renewable energy alternatives have drawn significant amount of attention in
the energy literature. Although fossil-based resources seem to continue playing a major
role in world economy in the short and medium term, development of resource diverse
energy portfolios is becoming more and more favorable among researchers and
practitioners. Selecting an appropriate energy portfolio is a complex and multivariable
problem that requires taking a number of high level perspectives into consideration
such as technical, economic, environmental, social, and political. Despite the signif-
icant amount of research in the literature, there still needs more research for extending
the scope of existing energy technology assessment approaches.

1.2 Assessment Criteria Employed in the Energy
Technology Assessment Literature

In this section each assessment factor is going to briefly explained along with a
number of reference studies.

1. Assessment Factors under Technical Perspective
1.1. Power Plant Availability

1.1.1. Technical Availability

1.1.2. Resource Availability

1.2. System Efficiency
1.2.1. Heating Value
1.2.2. Thermal Efficiency
1.3. Capacity factor

1.4. Fuel Logistics

1.5. Supportive Technology Accessibility
1.6. Power Plant Lifetime
1.7. System Compatibility and Integrity

1.8. Operational Flexibility and Modularity

1.9. Technology Maturity

(continued)
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(continued)

1.10. Workforce Availability

2. Assessment Factors under Economics Perspective
2.1. Capital Cost

2.2. Operational and Maintenance Cost

2.3. Fuel Costs

2.4. Waste Management Cost

2.5. Land Use

2.6. Grid Connection Cost

2.7. Grid Reinforcement Cost

2.8. Investment Costs into Regulating Power Plants Caused by Integration of Renewables

2.9. Change of Operational Costs of Conventional Power Plants due to the Integration of
Renewables

2.10. Private R&D Expenditures
2.11. Creation of Competitiveness and Supportive Industries
3. Assessment Factors under Environmental Perspective

3.1. Air Conservation

3.1.1. Greenhouse Gas Emissions

3.1.2. Other Air Polluters

3.2. Land Conservation

3.2.1. Soil Nutrient Balance

3.2.2. Soil Pollution

3.3. Water Pollution/Impact on Water Resources
3.4. Noise

3.5. Light Pollution

3.6. Smell

3.7. Wind Pattern Changes

4. Assessment Factors under Social Perspective

4.1. Visual Impact (aesthetics)

4.2. Public Acceptance

4.3. Job Creation

4.4. Impact on Buildings and Historical Monuments
4.5. Safety

5. Assessment Factors under Political Perspective

5.1. Security
5.2. IPR (Intellectual Property Right)
5.3. Power Market Structure and Regulations

5.4. Incentives/Government Financial Support/Disincentives

5.4.1. Information Campaigns

5.4.2. Regulations/Standards

5.4.3. Market-Based Instruments

5.4.4. White Certificates

5.4.5. Subsidies/Grants/Loans

5.4.6. Tax Exemptions

5.4.7. Carbon Tax/Carbon Cap and Trade

(continued)
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(continued)

5.5. Public R&D Network Infrastructure (Linkage of Industry, Universities, State-owned Labs,
Standard Setting Organizations)

5.6. Technology Transfer Availability and Costs

5.7. Current and Future Market Size

5.8. Reserves/Production Ratio (R/P)

5.9. National/International Standards

5.10. Resource Diversity
5.11. Technological Diversity
5.12. Overall Security of the Energy Supply

1. Assessment Factors Under Technical Perspective

1.1. Power Plant Availability

Power plant availability is a ratio defined as the division of amount of time that
electricity/heat (energy) production is up by the total amount of time in a specific
analysis period [6]. Power plant availability can be approached with respect to a
number of factors such as technical and resource availability.

1.1.1. Technical Availability

Technical availability is a ratio defined as the division of amount of time that
electricity/heat (energy) production is up by the total amount of time in a specific
analysis period—excluding downtime caused by lack of fuel and resources [7-9]. A
power plant can be out of service due to maintenance, repairs [9] as well as
unsuitable weather conditions [10]. Technical availability is subject to change
based on the technology in question and continuously improves due to technolog-
ical progress. Most steam-electric power plants such as: coal, geothermal, oil,
natural gas, biomass as well as nuclear power plants, have 80-96 % availability.
Photovoltaic, wind, and hydro power plants have lower availability values ranging
between 20 and 50 % [7, 8]. Most studies refer to technical availability [11] in
assessment purposes. There are many studies on technical availability of nuclear
power plants [12—-14].

1.1.2. Resource Availability

Resource availability/reliability refers to degree of reliability in accessing
required resources. Fuel availability is defined as the division of the amount of
time that electricity/heat (energy) production is up by the amount of total time in
that specific period—excluding downtime caused by scheduled maintenance and
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repair activities. Resource availability is effective specifically on solar, wind, and
hydropower plants due to significant direct effects caused by atmospheric and
climatic changes [10]. Based on the energy source, measurement of resource
reliability is calculated using two different approaches. First approach employs
a ratio defined as the division of amount of time that a power plant is able to
produce energy over a certain period by the analysis period. This ratio is mostly
used for wind, solar, and other renewable sources [15]. Second approach employs
reserves to production ratio which refers to number of years that a certain
nonrenewable energy source can be supplied in an economically feasible manner
[6]. This ratio can be calculated with respect to both increasing and stable
demand. Relevant studies in the area include water availability for three types
of power plants in Europe [16], gas availability for thermoelectric power plants
[17], and forest biomass [18]. Furthermore, there have been studies attempting to
explore wind availability in various regions such as Germany, Egypt, Canada, and
Taiwan [19-22].

1.2. System Efficiency

System efficiency is a ratio which is defined by division of output energy by input
energy. Output energy is the desired form of energy which power plants are using
input energy to convert into. Efficiency ratio is always smaller than 100 % as some
of the input energy is always lost during the conversion process [7, 8, 23]. Heating
value and thermal efficiency are important in assessing fuel economies of different
systems [24]. Among different methods of determining a power plant’s efficiency,
variations of data envelopment analysis (DEA) methods have been used more than
any other [25-28].

1.2.1. Heating Value

Heating value of a given fuel type has important impact on overall efficiency of
power plants. Heating value or calorific value is defined as the amount of heat
released during the combustion of per unit of substance [23, 29]. Heating value
becomes particularly important in comparing biofuels with fossil-based fuels. For
instance, there has been considerable amount of scholarly research on comparing
ethanol with conventional petroleum-based fuels. Although heating value of
ethanol is lower than petroleum-based fuels, higher thermal efficiency of
ethanol-based fuel makes it a good fuel candidate [24]. Moreover, heating values
of bio-based chars are comparable with those of lignite and coke; heating values
of liquids are comparable with those of oxygenated fuels such as methanol and
ethanol, which are much lower than those of petroleum fuels. Heating values of
biogases are also comparable with gasified coal and are much lower than that of
natural gas [30].



8 D.F. Kocaoglu et al.

1.2.2. Thermal Efficiency

Not only the type of fuel but also the combustion processes can significantly affect
overall system efficiency. Thermal efficiency is defined as the ratio of heat actually
produced in a combustion process compared to total amount of heat that would be
released if the combustion process was perfectly complete [31].

1.3. Capacity Factor

Capacity factor is defined as the amount of energy that a power plant produces over
a period divided by the amount of energy it could have produced if it had run at full
power over the analysis period [7, 8]. Besides the availability and efficiency, power
plant capacity plays a key role in decision-making practices. Power plant design,
embedded technologies as well as characteristics of energy source have major
impact on nominal capacity of power plants. Hence, although high capacity
power plants are desirable, it should be noted that they are limited by the geograph-
ical limitations such as water potential (flow and head values) for hydroelectric
power plants [11], elevation and radiation (kWh/m?/day) for solar power plants,
annual crop production (kton/year) for biofuel-based plants [32], and wind speed
for wind farms [32, 33].

At this point, it should be noted that capacity factor should not be confused with
plant availability. Accordingly, plant availability refers to time aspect of the
efficiency, whereas capacity factor refers to amount of energy that can be generated
at full capacity at a given time. For instance, oil, natural gas turbines and natural gas
combined cycle plants have 92, 91 and 91 % availability rates, while they have
26.2, 16.6 and 38.2 % capacity factors. Furthermore, wind power plants have
greater availability of 38 % as compared to their capacity of 32.1 %, while
photovoltaics have less availability of 20 % as compared to their capacity of
22.1 % [7, 8].

1.4. Fuel Logistics

In many cases, energy technologies have particular requirements in terms of
transmission and storage of process inputs and energy outputs. Fuel logistics is
used to capture level of difficulty in transportation and storage of fuels as well as
conservation of undesired process outputs. For example, in the case of biofuel
power plants, feedstock has to be delivered to power stations in a limited amount of
time due to decomposing of organic matter which decreases the efficiency factor. In
the case of nuclear power plants, specially equipped transportation devices are used
to deliver radioactive fuel and waste. Moreover, due to intermittency of wind
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turbines and solar power technologies, utilities invest in storage technologies to
increase efficiency levels by storing energy at peak production periods and save it
for peak load periods [34]. Current storage technologies vary in terms of technology
maturity and capacity, and viability of these investments depend on technological
as well as load characteristics. It has been observed that literature regards fuel cell
technology as one of the most promising storage alternative in the future. Fuel cells
are also favored for their ability to be transferred from one location to another,
enabling it to be a promising energy transmission mediator [35].

1.5. Supportive Technology Accessibility

In addition to distribution and storage technologies some power plants require
supportive technologies as well. This variable is especially more applicable in
case of nuclear power plants where uranium enrichment capability is considered
as one of the most important factor in determining the fuel cost of nuclear
energy [36].

1.6. Power Plant Lifetime

Power plant lifetime refers to expected effective lifetime of a power plant. Most of
the time it is embodied in the internal rate of return or cost-benefit analysis, but
essentially lifetime of a power plant is an important technical criterion which has a
significant relationship with fatigue of mechanical components, maintenance,
downtime occurrences, and even safety risks [37-39]. In the case of photovoltaics,
system lifetime, influenced by sudden temperature changes that create deformation
on the panel surface, is an important limitation that drives the energy production
costs higher [40].

1.7. System Compatibility and Integrity

Most of the renewable energy generation sites reside in remote places which bring
out the need to connect newly built generation units with existing transmission
grids. Since generation capacity of renewable energy alternatives is less predictable
than conventional power plants, this situation might cause failure in another part of
the grid due to power congestion [41, 42]. The same risky situations in transmission
related challenges are also applicable to generation capacity planning and opera-
tions decisions due to increased uncertainty. Accordingly, there is an increasing
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need for new grids and generation technologies to be more responsive to rapid
changes for maintaining reliability.

1.8. Operational Flexibility and Modularity

Operational flexibility is one of the technical metrics which refers to ease and speed
of scaling output of a given power plant up and down. Accordingly, base load
power plants are operated for supplying continuous demand which is not subject to
huge fluctuations whereas peak generation units act as back-up units and are
suitable for instances where demand fluctuate at relatively high frequencies. Cur-
rently, base loads are mostly supplied by fossil and nuclear-based power plants
which perform most efficiently at higher utilization rates, but cannot respond to
rapid load fluctuations. Peaking power plants are based on reliable and fast starter
capabilities with significant generation capacities such as natural gas turbines and
hydropower plants. However, there are also hybrid power plants such as wind-gas
[43], solar-gas-storage [44], and geothermal [45] which have been proposed as
proper alternatives for peaking power plants.

In the literature, modularity has been assessed in terms of providing support of
deregulation of energy markets and accelerating of rural electrification [46]. Solar
power panels are good examples of modularity, by adding or removing new panels
into the existing system power production can be aligned in a small amount of time
[47]. On the more conventional power generation side, modular nuclear reactors
with improved safety features became more available after the Three-Mile Island
accident. Economics of small modular reactors compared to large light water
reactors, whose power output is 10 times higher, is a major issue for market
adoption [48]. Modularization has been proposed as a nuclear power plant
design-fabrication approach for increasing flexibility [49] and reducing construc-
tion costs [50].

1.9. Technology Maturity

A mature technology is defined to have been in use for long enough that most of its
initial faults and inherent problems have been removed or reduced by further
development. Technical maturity is essential for evaluation of applied technology
alternatives [51-54]. Emerging technologies that are more mature have higher rate
of reliability and lower costs [55, 56]. As for renewable energy technologies Wang
et al. [52] and Wang and Jing et al. [53] suggest four technological development
stages for defining maturity level. Accordingly these stages are: technologies that
are in laboratory development; technologies that are only performed in pilot tests;
technologies that are in the market, but could still be improved; and consolidated
technologies which are close to reaching their theoretical limits of efficiency.
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1.10. Workforce Availability

Workforce availability variable refers to match between available workforce in the
market and level of expertise in required expertise for operation of a particular
energy technology. This case applies to nuclear as well as newly established
renewable energy alternatives. In the case of large deployments of such technolo-
gies there will be a need for qualified people in technology development and
operations. Thus, opening new educational programs about related expertise as
well as promoting people to follow their career in new fields will be required.

2. Assessment Factors Under Economics Perspective

2.1. Capital Cost

Capital costs include cost of land, cost of facility and required equipment as well as
cost of complementary technologies [57]. Cost of labor and any cost item related to
maintenance is not considered under this item [6]; however, some research studies
address investment costs and O&M cost together [58, 59].

2.1. Operational and Maintenance Cost

Wages of employees, product and services related to plant operation as well as any
cost items associated with operations and maintenance is considered under opera-
tional and maintenance cost [7, 8, 60]. O&M are divided into two subcategories,
namely fixed and variable costs. Fixed O&M costs are yearly costs for operation
and maintenance that are not independent from the amount of electricity produced.
Variable costs are directly related to the amount of electricity produced [7, 8, 11].

2.2. Fuel Costs

Fuel costs may include extraction, transportation, and fuel processing for use in a
power plant [7, 8].
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2.4. Waste Management Cost

Clean-up costs refer to cost items related to collecting, transporting, processing,
recycling, storing or disposing wastes after energy production process as well as
decommissioning costs of facility. This cost item cannot be neglected due to the
fact that some energy technologies’ process outputs are toxic to the environment
and should be disposed or contained safely. Selected literature on the issue covers
fossil fuel power plants [61], disposal of materials in nuclear power plants [62], and
process outputs [7, 8].

2.5. Land Use

Land use of a given energy technology is the area occupied for producing the
energy and where the infrastructure is located. Moreover, apart from infrastructure
there may be a need for larger land requirements for extracting and processing
process inputs. Literature indicates that both direct and indirect land use should be
taken into account as part of the life-cycle in order to enable comprehensive
decision-making practices [63]. This variable has been observed to be significant
in the case of biofuel technologies, which is also referred to as indirect land use.
Accordingly, biodiversity has been negatively influenced by intensive agriculture,
forestry and the increase in urban areas [64]. Renewable energy sources often are
regarded as dispersed, requiring substantial land resources in comparison to con-
ventional energy sources [63]. Selected studies on the matter cover impacts of
biofuel [65] and solar [46] technologies.

2.6. Grid Connection Cost

Renewable energy sources may be located in remote areas and in such cases cost of
grid connection plays an important role in economic feasibility. Cost items regard-
ing power grid connection largely depends on the distance between energy source
and point of coupling with the grid, voltage level of the connection line and
capability of applying standardized equipment such as cables and bulbar [57, 66].

2.7. Grid Reinforcement Cost

Existing power grids are designed to handle supply and demand by considering
future load forecasts. Connecting new energy sources to existing grids in order to
deliver electricity to larger consumption areas might lead overload in local grids. In
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the case of renewable energy alternatives, fluctuations in energy supply also affect
the reliability of the grid. Thus, weak points in transmission or distribution net-
works have to be identified and energy flow should be managed by forecasting
changes on the external effects. Cost items related to grid reinforcement largely
depend on new energy resource’s power capacity and existing grids’ tolerances,
fluctuations in the power flow caused by externalities, managing energy reliability
and quality [57, 67].

2.8. Investment Costs into Regulating Power Plants Caused
by Integration of Renewables

In the case of renewable energy resources, due to fluctuations in power production
demand for reserve power regulation will be increased. Thus, flexible power
generation technologies like gas turbines will be necessary to speed up power
generation in a small amount of time and storage technologies like pumped hydro
or compressed air energy storages will become necessary to compensate losses
during excess power generation [67—71]. This variable is going to be measured by
using monetary value. This cost item can be replaced under operational and
maintenance cost in economical assessments.

2.9. Change of Operational Costs of Conventional Power
Plants due to the Integration of Renewables

Large scale integration of renewable energy alternatives lead in significant fluctu-
ations in power generation which not only decrease the utilization of conventional
power plants decreases but also reduce plant life time due to improper usage.
Moreover, part load utilization decrease conventional power plants’ efficiency
factor and in turn fuel costs increase [67].

2.10. Private R&D Expenditures

Without institutional support, emerging energy technologies are limited by their
financial restraints from penetrating the commercial market. R&D expenditures
allocated today will shape the development pathways for energy production
methods for decades to come [72, 73]. A measure of commitment to developing
new energy technologies is referred to as R&D intensity (defined as R&D as a
percentage of net sales). Examining R&D intensity across sectors reinforces con-
cerns about the level of investment in R&D [72].
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2.11. Creation of Competitiveness and Supportive Industries

Different types of energy technologies create or expand different industries on the
local and national scale. For example, investing in oil or gas energy fosters
investment and development in refineries, mining and petrochemical industries,
whereas investing in solar or nuclear energies motivates other industries to more
development. Therefore, the energy technology selection may determine the devel-
opment and creation of supportive industries which may be realized as return on
investment on local and national scale.

3. Assessment Factors Under Environmental
Perspective

Importance of environmental aspect cannot be neglected in case of assessing
technologies [74-81]. In the literature there are various studies focusing on
assessing each energy technology in terms of impact on water habitants, soil
habitants ([82, 89]).

3.1. Air Conservation

Air conservation has been divided into subtopics due to specific emission issues
addressed by international agreements as well as other air polluters and gas
emissions mentioned in the literature. While calculating amount of emissions
released, it is very important to have a system perspective rather than just focusing
on one specific aspect. A study conducted by Nguyen et al. [83] assessed emission
profile of cassava ethanol for fuel production. Study approached the problem by
considering emissions during plantation, harvest, and conversion of raw material
into fuel as well as fuel’s usage in combustion engines. Such a wide perspective is
expected to reduce unexpected long term consequences.

3.1.1. Greenhouse Gas Emissions

According to Kyoto protocol, participant countries agreed to reduce the emissions
of six specific green house gases, namely CO, (carbon dioxide), CH, (methane),
N,O (nitrous oxide), HFC (hydrofluorocarbons), PFC (perfluorocarbons), and SF¢
(sulfur hexafluoride). Stated level of reduction between 2008 and 2012 is at least
5 % below 1990 levels [60]. Parameter GHG emission is usually one of the
important criteria in most of the studies [6, 24, 46, 65, 82—89].
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3.1.2. Other Air Polluters

o NOy

« CO

¢ SO, and its equivalents
* PMjo

* Dust

3.2. Land Conservation

In general, land degradation refers to reduction in biological productivity of agri-
cultural lands, pastures, rangelands, and woodlands [89-92]. Causes of land deg-
radation is various, so in the name of research scope we are going to be focusing on
potential energy related effects of altering hydrology, large dams, vegetation
removal, inappropriate agricultural practices, excess mining, and acid deposition
[92]. United Nation’s Commission on Sustainable Development has developed a
list of indicators on sustainable development [172]. In terms of sustaining soil
quality this list includes land degradation, pesticide use, and nitrogen balance as
important indicators that should be followed up [82]. In our study, these variables
are going to be used as indicators of land degradation.

3.2.1. Soil Nutrient Balance

Soil nutrient balance variable becomes an important variable in case of bio crops
plantation. Essential nutrient elements mentioned in the literature are carbon,
hydrogen, oxygen, nitrogen, phosphorus, potassium, calcium, magnesium, sulfur,
boron, chlorine, copper, iron, manganese, molybdenum and zinc [94]. There have
been studies in the literature identifying effects of growing bio crops as well as
pesticide use and residue burning [24].

3.2.2. Soil Pollution

Its distinctive nature and potential hazard make nuclear waste not only the most
dangerous waste ever created by humanity, but also one of the most controversial
and regulated with respect to disposal [62]. Soil contamination occurs in many
ways such as industrial waste, sewage, emissions from combustion of fuels as well
as pesticides used in farming [95]. Contaminants might be pesticides, lead like
heavy metals, solvents, petroleum hydrocarbons as well as nuclear wastes. Such
contaminants have negative effects on ecosystem and in order to manage the waste
and sustain soil quality government organizations set regulations regarding
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disposal. There are remarkable examples related to soil contamination even for the
clean perceived energy technologies. For example, in the case of biofuel production
there have been studies identifying negative effects of pesticide as well as fertilizer
use in bio crop plantation [24]. In the case of solar power plants there is risk leakage
of coolant liquids that contains glycol, nitrites, chromates, sulfites, sulfates, aro-
matic alcohols, oils, and such potentially harmful matters (OECD/IEA).

3.4 Water Pollution: Impact on Water Resources

Water is another resource that is negatively affected by energy production related
activities. Water pollution can be defined as any impurities that are unnatural to
water. A study done by Kowalski and his colleagues includes set of pollutants that
are proposed to be significant in assessing water quality with respect to energy
technologies [89]. As predicted each energy technology has different pollutants that
come into play. There are large numbers of water pollutants that have been
identified and tracked by US Environmental Protection Agency. To see the com-
plete list of water contaminants you can use US Environmental Protection Agency
website [96].

3.4. Noise

The requirements for preventing and mitigating noise pollution are increasingly
important subjects [97]. The frequencies of this noise due to steam ejection range
from a low frequency region to a very high frequency region [98]. Also, there are
some studies on noise and combined cycle power plants [97], gas turbines [99],
nuclear power plants [100], wind power plants [101] and solar [46].

3.6. Light Pollution

Animals can experience increased orientation or disorientation from additional
illumination and are attracted to or repulsed by glare, which affects foraging,
reproduction, communication, and other critical behaviors [102]. For example,
light pollution reduces the amplitude of migration of Daphnia (a type of a zoo-
plankton) if light levels are sufficiently high at night [103]. Ecologists have widely
studied effects of natural night lighting on species interactions [102].
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3.6 Smell

Smell variable refers to disturbance that has negative effect on both human and
natural habitat. Smell has been used in assessment of energy technologies by
Kowalski and his colleagues [89] by using qualitative methods. In our study
smell variable is going to be measured by using utility curve functions.

3.7. Wind Pattern Changes

Wind pattern changes variable refers to decreased speed of wind and its effects on
natural balance in the case of using wind turbines to extract energy from wind
power. There have been some concerns about negative impacts of decreased wind
speed on atmospheric circulation [104]. Effects have not been proven to be signif-
icant yet, but potential effects are stated to be abnormal local temperature changes
around the wind farm areas. Until claims of such studies are proven this variable is
not suitable to use. However, this variable is proposed to be measured by level of
temperature changes.

4. Assessment Factors Under Social Perspective

4.1. Visual Impact (Aesthetics)

If a power generation system is built near an area of natural beauty, the visual
impact can be significant. In the case of modules integrated into the facade of
buildings, there may be positive aesthetic impact on modern buildings in compar-
ison to historic buildings or buildings with cultural value. The ability to be “easily
integrated in buildings in an aesthetically pleasant manner” [46] is desirable most of
the time, although what is aesthetic is subject to debate. As noted by Tsoutsos
et al. [46], solar technologies in buildings are good examples.

4.2. Public Acceptance

Perception and awareness of individuals and societies have influenced the adoption
of many technologies, especially the emerging ones. Social perception has often
been an obstacle to the development and execution of nuclear policy [105]. Another
famous debate is on biofuels, also known as the “food vs. fuel” debate. Some
believe that using land for growing crops for biofuel production versus using the
land for growing food leads to increased food prices. Although some studies
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confirm this belief at least in the short run, according to Rathmann et al. [106], “We
find that the emergence of agro-energy has altered the land use dynamic, albeit not
yet significantly, with a shift of areas traditionally used to grow foods over to crops
to produce biofuels. This has been contributing to raise food prices in the short run.
However, it is probable that this is not the only factor determining this trend, nor
will it last over the long run. The challenge is to conciliate the production of
biofuels with the production of foods in sustainable form” [106]. Some researchers
reject the validity of this idea: “In recent years the share of bioenergy-based fuels
has increased moderately, but continuously, and so did feedstock production, as
well as yields. So far, no significant impact of biofuels production on feedstock
prices can be observed” [107]. There are many, however, who believe that fuel and
food crops can coexist without one being sacrificed or favored over the other.
However, success of this equilibrium depends on international policy [108]. Differ-
ent technologies among different people with different levels of awareness, expe-
riences and training have different levels of opposition or support. As an example, a
recent research in Greece regarding biofuel reveals that only 27.3 % believe that
priority must be given to biofuels over other renewable energy sources [109]. In the
meantime media, governments and NGOs could influence these values and beliefs.
Because of this many think the success of any technology depends on the mutual
development of society and technology [110].

4.3. Job Creation

Job creation is the extent to which an energy source can create jobs [56]. Numerous
authors have mentioned job creation as a criterion for any energy technology
selection [6-8, 51, 84, 85, 88, 111-115]. This criterion could include direct or
indirect job creation. Since job creation is a quantitative concept, it could be
measured by the existing statistics from the current energy source technologies,
although this estimation always includes errors due to type of technology, size of
power plants, etc. Also, technological changes and innovations are difficult to take
into account. Despite this, there are some studies which compare the job creation
capability of some energy sources such as refs. [116, 117].

4.4. Impact on Buildings and Historical Monuments

Emissions have impacts on buildings and historical monuments. The emissions
taken into consideration are primarily conventional air pollutants, i.e., sulfur diox-
ide (S0O,), nitrogen oxides (NOy) and total suspended particulates, as well as GHGs.
Fossil fuel power plants if near to historical sites and buildings may cause espe-
cially destructive effects, although other energy sources can also lead to such
destruction. For instance, construction of a new hydropower plant and dam (Sivand
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Dam) in Fars province, Iran, close to The Cyrus tomb (known as “Cyrus the Great”,
born in 600 BC and the founder of the Achaemenid Empire) and ancient Persian
capital of Persepolis, caused a big controversy over the destructive impact of
increasing humidity on the this historic structure [118].

4.5. Safety

Public safety is the impact on public health (increases in morbidity and mortality
rates). Mortality rate is defined as the death rate; the mortality rate of a disease is the
ratio of the number of deaths from a given disease to the total number of cases of
that disease. It is measured by the Years of Life Lost (YOLL). Morbidity rate is the
number of cases of a given disease occurring in a specified period per unit of
population. Nuclear waste issues, related to uncertainties in geologic disposal and
long-term protection, combined with potential misuse by terrorist groups, have
created uneasiness and fear in the general public and remain stumbling blocks for
further development of a nuclear industry in a world that may soon be facing a
global energy crisis [62].

5. Assessment Factors Under Political Perspective

5.1. Security

Many authors consider security a very important criterion for energy source selec-
tion [41, 46, 83, 89, 119-134]; however, none have addressed the issue from all
aspects. Having disrupted by recent oil crisis, effective international and geopolit-
ical forces have been put UK’s energy research agenda [41]. From the consumer’s
perspective, fuel or energy sources have to be reliable and resilient. Reliability
means users should be able to access the energy they require, when they require
it. Many authors address this as the “security for energy supply” issue and define it
as consistent availability of sufficient secure supplies of energy [119]. Several
studies argue that energy security is an important criterion for the assessment of
renewable energy [121-123, 135] and some have examined energy security for
specific energy sources such as solar [46]. Resilience (or invulnerability) is another
aspect of energy security and is defined as the ability of the system to cope with
shocks and changes. This aspect has been minimally addressed by a few authors
such as Markandya and Pemberton [131], Costantini et al. [124], and Jun
et al. [130]. Most of the time, however, energy vulnerability is tied to traditional
energy sources such as oil and gas. Some authors have proposed methods to
estimate the cost of oil dependency [125]. For solving the issue, some propose
diversification of the energy portfolio [133], some studies propose that reliance on
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indigenous resources may increase energy security [126, 128, 133] even if this
reduces diversity [128], and some suggest a shift to renewable energies [126, 136].

5.2. IPR (Intellectual Property Right)

Intellectual property (IP) is a term referring to a number of distinct types of
creations for which property rights are recognized and the corresponding fields of
law. Common types of intellectual property include copyrights, trademarks, pat
ents, industrial design rights, and trade secrets in some jurisdictions [137]. IPR can
have an impact on technology transfer. Intellectual property rights (IPRs) and the
transfer of low carbon technologies to developing countries have been the focus of
sustained disagreement between many developed and developing country Parties to
the United Nations Framework Convention on Climate Change (UNFCCC) [138].

5.3. Power Market Structure and Regulations

An energy system is driven by a combination of markets and regulations [41], so
what motivates private companies to invest in a particular energy source is
influenced by market regulations and degree of privatization of the market. Regard-
less of power market models or power structure, different regulations applied by
governments also impact all private and state-owned companies’ behavior regard-
ing the selection and investment in energy source technologies [139].

5.4. Incentives/Government Financial Support/Disincentives

Government incentives variable refers to tools that government agencies can take
advantage to promote specific energy technologies. There are number of tools
available focusing on different aspects of diffusion [41, 140].

5.4.1. Information Campaigns

Information campaign variable refers to government incentives that aim to educate
public about new technologies in order to eliminate biases and prejudices [41].
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5.4.2. Regulations/Standards

Importance of regulations emerges from the fact that they obligate some certain
expectations. For example, many states have set objectives about increasing the
percentage of electricity coming from renewable resources in a given amount of
time. Specifically, Oregon needs to generate 25 % of its electricity from new
renewable energy resources by 2010 [141].

5.4.3. Market-Based Instruments

MBIs are “instruments or regulations that encourage behavior through market
signals rather than through explicit directives” [142]. Focus of market-based instru-
ments may vary depending on the matter that needs to be controlled. There have
been examples applied on sulfur oxide, lead, nitrous oxides, and chlorofluorocarbon
release in the USA [143]. Some of the widely mentioned market instruments related
to energy issue are carbon tax and white certificates.

5.4.4. White Certificates

White certificates have been applied by a number of European countries in order to
increase use of energy efficient technologies. White certificates have the same logic
as carbon tax in terms of creating a demand and supply around a specific issue, but
differ with its attribution to energy efficiency rather than carbon emission
[144]. White certificates are used to set energy efficiency goals that oblige energy
suppliers and distributors to meet over a period. Energy savings are measured and
certified at the end of every period [145]. Certified energy savings can be traded via
white certificates in order to provide extra income through savings. There have been
studies focusing on developing policy frameworks that combines voluntarily agree-
ments with white certificates [140]. This variable is going to be measured by
monetary value of electricity savings given a period of time by each energy
technology compared to existing alternative. This variable is proposed to be used
in economic analyses.

5.4.3. Subsidies/Grants/Loans

Subsidies, grants and loans variable refers to financial aids allocated for helping
emerging technologies’ diffusion.
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Subsidies/Premium Tariffs

A subsidy is financial assistance, either through direct payments or through indirect
means such as price cuts and favorable contracts, to a person or group in order to
promote a public objective. Government guaranteed loans: the government acts as
an intermediary between the agency and the financial institutions as a guarantee of
the loan [146]. Many studies point out that subsidies have a strong impact on
motivating generation and application of renewable energies. The present health
of the industry, although it is based on a relatively fragile system of government
subsidies, is helping to stimulate the introduction of improved manufacturing
techniques and technology [147]. On the other hand, some argue that subsidies
for fossil fuels indicate that renewable energies have not yet achieved their proper
niche in the market. Consumers tend to ignore renewable power systems because
they are not given accurate price signals about electricity consumption [148]. The
subsidy could be applied to the energy producers, distributors, or consumers. The
latter one in renewable energy literature is known as “renewable premium tariff”
(RPT) [146].

Grants/Bonus

Governments may increase R&D in universities or any state-owned or private
research centers or power generator companies by scholarly grants or financial
bonuses. Some researchers have discussed the advantages of different bonus mech-
anisms such as a “pure bonus model” vs. an “optional bonus model” [149].

5.4.6. Tax Exemptions

As stated by Ekins, there have been tax exemptions on the supply side and corporate
investments on the demand side where as households have not received such a relief
in the UK [41]. A tax exemption is a full or partial immunity from the requirement
of paying taxes. Tax exemptions may increase the motivation for investing in any
specific field or technology. This policy can assist a country in improving energy
efficiency while innovating [140]. New terms such as tradable certificates for
renewable electricity and energy savings have also been discussed in this field
[150]. Some researchers have focused on identification of positive and negative
interactions between energy efficiency and renewable electricity promotion in order
to assess whether the choice of specific instruments and design elements within
those instruments affects the results of the interactions [151]. Cansino et al. studied
all tax incentives applicable to different types of taxes, from direct taxes (personal
income tax, corporate tax, property tax) to indirect taxes (value added tax (VAT),
excise duty exemptions) and so forth. Additionally, they studied 27 European
members and compared their experiences regarding the implications of tax incen-
tives and exemptions [152]. Other researchers have explored the impact of tax
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exemption regulations on specific energy sources in specific regions [153,
154]. Renewable energy alternatives are widely supported by tax exemptions in
order to increase diffusion rate in the USA [155].

5.4.7. Carbon Tax/Carbon Cap and Trade

A carbon tax is an environmental tax that is levied on the carbon content of fuels
[156]. A carbon tax is an indirect tax—a tax on a transaction—as opposed to a direct
tax, which taxes income. A carbon tax is also called a price instrument, since it sets
a price for carbon dioxide emissions [157]. Some studies have shown the real
impact of a carbon tax on the GHG reduction in some regions such as Europe,
Indonesia, Taiwan, and Japan [158—161]. Another alternative policy considered is
carbon cap and trade. The cap-and-trade strategy is considered a more market-
driven approach to handling carbon dioxide output. As the Environmental Protec
tion Agency (EPA) explains, under this system the government sets an overall
emissions cap while creating allowances that enable businesses to emit a given
amount. These allowances can be traded, so companies that reduce their emissions
can sell surplus allowances to those who would have to pay to a penalty to EPA. In
theory, this method allows companies to achieve their maximum allowable output
at the lowest cost (US Environmental Protection Agency n.d.).

5.5. Public R&D Network Infrastructure (Linkage
of Industry, Universities, State-Owned Labs, Standard
Setting Organizations)

R&D spending and patents, both overall and in the energy sector, have been highly
correlated during the past two decades. Declining investments in energy R&D in
industrial nations will also adversely impact developing nations that often have
limited capacity for energy R&D and rely instead on importing, adapting, or
collaborative policies to install new energy systems [72].

5.6. Technology Transfer Availability and Costs

In most of the cases, there are core or supportive technologies related to any energy
technology which are not affordable in the domestic market, leading the buyer to
purchase or transfer the technology from abroad. Availability of these missed
pieces and their prices could have an impact on decision-making when selecting
energy technologies. The transfer of technology from industrialized nations to
developing countries will play an important role in balancing increasing
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consumption with the need for reducing emissions from fossil fuels [111].
Intellectual property rights (IPRs) and the transfer of low carbon technologies to
developing countries have been the focus of sustained disagreement between many
developed and developing country Parties to the United Nations Framework Con-
vention on Climate Change (UNFCCC) [138]. Many developing nations have been
left feeling frustrated at the lack of progress that has been made in achieving
technology transfer in practice [162]. Also, different technology transfer methods
could be appropriate for different technologies and different regions. For instance,
Michanek et al. reviewed and analyzed the licensing process for nuclear power
plants in Sweden [163].

5.7. Current and Future Market Size

Many countries are looking not only to expand their domestic use of renewable
energy but also to develop accompanying local renewable energy industries to meet
the demand [164]. As an emerging industry, the potential market size plays an
important role in establishing the industrial competitiveness [135, 164, 165]. In
order to accomplish the economic goal of stimulating economic growth and
increasing employment, the potential market size, including those that are domestic
as well as international, should be carefully evaluated [165]. A larger market size
attracts more companies that are willing to invest, which is helpful to facilitate the
development of related industries [56].

5.8. Reserves/Production Ratio (R/P)

Ratio calculates the availability (in years) of a certain type of fuel according to
current consumption and the annual consumption increase/decrease rate of each
non-energy source for electric power generation [7, 8]. When evaluating the
amount of fuel, only well-known sources that can be truly exploited are considered.
Several types of models such as the exponential, harmonic and mechanistic Li—
Horne models are used frequently to estimate reserves and to predict the production
of oil and gas [166].

5.9. National/International Standards

Standards make technology diffusion simpler. Numerous studies have shown that
setting some single standards could increase the market size and consequently
firms’ motivation to adopt the technology or become active in the market [167].
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5.10. Resource Diversity

Resource diversity variable refers to level of diversity in energy production systems
in terms of source. This variable can be measured by using Stirling’s index with the
formula as shown below where p; represents the proportion of fuel type i in overall
energy portfolio [127]. Value of the resource diversity is the payoff between
resource diversity and cost of increasing energy source diversity by new energy
investments. This issue has been addressed by Awerbuch [120] using a portfolio-
based electricity generation planning.

5.11. Technological Diversity

Technological diversity variable refers to number of available technologies that can
be used to generate electricity from a particular energy source [127].

5.12. Overall Security of the Energy Supply

Overall security variable refers to supply reliability of each energy resource. Data
related to this variable can be found by looking at both region and impact of
historical crises [127].

1.3 Conclusions

Results show that majority of the assessment criteria used in the literature have
qualitative nature which may or may not necessarily be measures using quantitative
metrics. Although financial analysis methods have been established as a widely
accepted practice, there have been several issues concerning the limitations of these
methods. One of the major drawbacks of these methods emerges in case of adding
non-monetary variables into the analyses. Core of the criticism implies that there is
no reliable and commonly accepted way of monetizing benefits that derive from
qualitative decision attributes that largely stem from environmental, social and
political perspectives. It is stated that in order to include non-monetary variables
into the calculations, financial analyses are conducted by over simplifying the
assumptions which would otherwise prevent these variables from being incorpo-
rated into the analyses. As a result, judgments and assumptions behind the calcu-
lations are criticized to be too simple and hidden to decision makers which
ultimately reduce the reliability of the results [168—171]. Furthermore, due to nature
of economic decision analysis methods decision makers are not provided with
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detailed information to enable decision analysis at the multiple variable level, but
rather a single data point. Accordingly, current decision-making approaches,
employing economic analysis methods, have been observed to take only the
quantifiable variables into consideration and miss taking some of the social and
environmental variables that cannot be easily quantified [168].

This research study reviews assessment studies in the energy field and identifies
over 50 assessment criteria that fall under aforementioned perspectives. Output of
this study is expected to provide a knowledge database for practitioners and
scholars for enabling development of more comprehensive assessment frameworks
that can address some of the aforementioned weaknesses of current analysis
approaches. Ultimately, this study is expected to contribute to energy planning
field for development of more sustainable energy portfolios by enabling develop-
ment of more comprehensive decision analysis practices.
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Chapter 2
Technology Assessment: Energy Efficiency
Programs in Pacific Northwest

Ibrahim Iskin and Tugrul U. Daim

Abstract This chapter introduces a hierarchical decision modeling framework for
energy efficiency program planning in electric utilities. The proposed approach
focuses on assessment of emerging energy efficiency technologies and is proposed
to bridge the gap between technology screening and cost/benefit evaluation prac-
tices. The proposed approach is expected to identify emerging technology alterna-
tives, which have the highest potential to pass cost/benefit ratio testing procedures,
and contribute to effectiveness of decision practices in energy efficiency program
planning. Proposed framework also incorporates a sensitivity analysis for testing
the robustness of decisions under varying scenarios in an attempt to enable more
informed decision-making practices. Proposed framework was applied for the case
of Northwest USA, and results of the case application and future research initiatives
are presented.

2.1 Introduction

Nature of resource planning has changed dramatically since 1970s due to increased
diversity in resource options such as renewable alternatives, demand-side manage-
ment (DSM), cogeneration of heat and power (CHP) in industrial applications, and
deregulation of the energy market. New objectives have been added to the utilities’
decision-making processes beyond cost minimization, requiring utilities to address
environmental and social issues that may emerge as a result of their operations
[1]. Moreover, rapidly changing business conditions caused by technological
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development, instability in fuel markets, and government regulations have signifi-
cantly increased complexity of and uncertainty involved in utility decision-making
practices.

Prior to 1970s, utilities’ main strategy in meeting increasing demand mostly
consisted of capacity extensions; however due to increasing marginal cost of
generation this approach was abandoned and replaced with more efficient use of
existing resources. As a result, DSM initiatives were considered as a resource and a
part of integrated resource plans. DSM programs have been widely utilized to meet
increasing demand until the mid-1990s when the oil prices were again at a relatively
lower level. Until this point, electric utilities were required to prove cost-
effectiveness of DSM programs within certain definitions imposed by the Public
Utilities Commission. These definitions were primarily set in order to ensure that
proposed programs would recover cost of investments from a number of stakeholder
perspectives. After reduction of oil prices and restructuring of electricity markets in
1990s, new approaches for justifying cost-effectiveness of DSM programs emerged.
For instance, feasibility of DSM programs was evaluated by accounting for market
externalities that had not been taken into consideration by the preceding assessment
approaches. Inclusion of social and environmental externalities led recognition of
societal and environmental perspectives which eventually enabled a large number of
energy efficiency programs, which were previously infeasible, to be feasible
[2]. Although DSM programs have often been characterized as being part of
integrated resource planning, their value as a resource has not reached to its full
potential due to a number of reasons discussed in the barriers literature.

2.2 Background

A review of existing energy efficiency program management practices reveals that
there are four major components associated with energy efficiency program eval-
uation and deployment. These are program screening, evaluation, characterization,
and deployment. Aforementioned process starts with screening of energy efficiency
technologies, which have savings potential for a given case. Criteria for screening
practices are mostly technical considerations. Following the screening phase,
candidate technology applications are defined and evaluated based on their poten-
tial benefits. Evaluation phase mostly employs multiple perspectives considering
technical, economical, and environmental impacts. Those technology applications,
which pass evaluation phase, are moved to characterization phase where field tests
are conducted for quantification of costs and benefits associated with them. Based
on the quantified data cost/benefit ratio tests are conducted, reimbursement levels
are determined for specified cases. Lessons learned are documented and used as
input for creating measure implementation procedures for ensuring reliable energy
savings. Those measures, which pass cost/benefit ratio tests, are moved to deploy-
ment phase where energy efficiency measures are officially released and marketed
through various channels.
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Energy efficiency has been traditionally a significant part of Pacific Northwest’s
energy portfolio and its increasing contribution is expected to continue in the future.
In the last 30 years, energy conservation programs in the Pacific Northwest have
achieved 4,000 average megawatts of electricity savings, meeting the half of the
region’s demand growth between 1980 and 2008. Conserved amount of electricity
is expressed as being enough to power the states of Idaho, Western Montana, and
city of Eugene for 1 year, avoiding 8—10 new coal- or gas-fired power plants and
saving ratepayers $1.8 billion. Energy efficiency savings have been contributing to
the region’s power system in a number of ways by keeping electricity rates low,
avoiding new construction projects, reducing environmental footprint, and contrib-
uting to regional economic growth. Recent increases in cost of energy resources,
increasing electricity demand and straining the limits of the existing power system,
potential carbon policies have increased the importance of energy conservation
more than ever before. Accordingly, region’s resource plan demands 80 % of the
load growth in the next 20 years to be met by energy efficiency efforts.

Management of technology has been critical to Northwest’s historical success in
utilizing energy efficiency as a resource. It has been asserted that many of today’s
successfully diffused energy efficiency technologies, compact fluorescent lamps
(CFLs), resource-efficient cloth washers, super-efficient windows, and premium
efficiency motors, were results of research projects initiated in the 1980s and 1990s.
Due to deregulations taken place in mid-1990s, utility-driven technology develop-
ment efforts have halted significantly and its impacts are felt today in a way that
there is no portfolio of technologies that can enable significant savings potential for
the future. In order to meet the aggressive energy efficiency goals of Pacific
Northwest’s public power, investor-owned utilities and other energy efficiency
organizations have restarted technology management initiatives in 2008.

Considering its background in energy efficiency investments and future plans,
Pacific Northwest USA has been identified as a potential case application for this
chapter.

2.3 Research Methodology

Methodology employed in this research is hierarchical decision modeling (HDM),
which is one of the widely used multi-variable decision-making methodologies.
HDM breaks down complex decision problems into smaller subproblems and pro-
vides decision makers a systematic way to evaluate multiple decision alternatives.
HDM can be used for decision analysis problems with multiple stakeholders and
provides basis for group decision making. Its ability to make use of qualitative and
quantitative decision variables makes it very flexible and applicable to a wide range
of application areas. For instance, HDM has been applied in a number of energy-
related applications such as policy development and analysis [3, 4], electricity
generation planning [5, 6], technology evaluation [7-11], R&D portfolio manage-
ment [12], site selection [13, 14], integrated resource planning [15-18], evaluation
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of DSM implementation strategies [19, 20], evaluation of lighting efficiency mea-
sures [21], and prioritization of energy efficiency barriers in SMEs [22]. Further
information about the mechanics of the methodology can be obtained from studies
published by Dundar F. Kocaoglu and Thomas L. Saaty, who are the leading
contributors to development of this methodology.

Case application of this research consisted of multiple phases, which include
model development, model validation, and data collection. In the following sec-
tions you will be provided with further detail on aforementioned phases.

Model development process was initiated by constructing a preliminary assessment
model based on findings from a comprehensive literature review on energy efficiency
program assessment. It was observed that energy efficiency programs are utilized to
accomplish a number of power system objectives and goals. Parallel to that a large
body of assessment literature was observed to utilize utility objectives and goals as a
measure for evaluation purposes. See Table 2.1 below for breakdown of the current
literature with respect to assessment perspectives, utility objectives, and goals.

Preliminary assessment model was presented to a group of five experts, whose
participants had at least 15+ years of experience in the area of emerging energy
efficiency technologies. Based on the focus group feedback it was observed that the
preliminary model would be suitable for post-evaluation of energy efficiency pro-
grams at government level. However, for the case of emerging energy efficiency
programs it was emphasized that it would be difficult for experts to provide
judgment for each utility value stream due to lack of data and complexity of the
system. It was further noted that value of programs varies depending on different
parts of the system; thus it would be difficult for experts to account for all
sub-systems and come up with a value for the whole system. Accordingly, use of
variables that could combine all value streams was suggested being more practical
and accurate. Another important suggestion referred to the notion that program
selection should not be limited to value potential only, but also address program
development and market diffusion considerations. Within the evaluation of value
streams, it was communicated that non-energy savings are important, and however
should be separated from energy savings. Based on the focus group feedback
preliminary model was revised.

Total of 26 subject matter experts with various backgrounds, 15 utility, 7 non-
profit organization, 2 research lab, 1 university, and 1 consulting, and positions
participated in judgment quantification process. Experts had experience in the areas
of management, planning, engineering, and economics. A large number of energy
efficiency organizations, 5 utilities, 4 nonprofit organizations, 2 research labs,
1 university, and 1 consulting company, from the Pacific Northwest region were
represented.

Judgment quantification was conducted through six expert panels, which were
focused on quantifying different parts of the assessment model. Each panel required
different types of expertise and experts were assigned to panels accordingly. See
Table 2.2 below for focus of each expert panel and required expertise.

Judgment quantifications for panels 1 through 5 were performed by using
pairwise comparison method. Response with inconsistencies greater than a
predetermined threshold value was communicated back to its owner for further
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Table 2.1 Taxonomy of energy efficiency program assessment literature

Objectives

Goals

References

Promoting regional
development

Creating or retaining job
opportunities

(15, 16, 21, 23, 24]

Keeping local industry
competitive

[16, 21, 23, 24]

Improving life standards
(non-energy benefits)

[16, 21, 24-26]

Reducing environmental
impacts

Reducing GHG emissions

(15, 16, 21, 24-32]

Reducing emission of soil, air,
and water contaminants

[15, 16, 21, 23-28, 30]

Avoiding flora and fauna habitat
loss

[15, 16, 24, 30]

Increasing operating flex-
ibility and reliability

Reducing need for critical
resources

[15, 16, 21, 23, 24, 26-30, 32—
39]

Increasing power system
reliability

[15, 16, 21, 24, 28-30, 32, 33,
36, 37, 39, 40]

Increasing transmission and dis-
tribution system reliability

[15, 16, 21, 24, 28-30, 32, 33,
36-42]

Reducing system cost

Reducing/postponing capital
investments

[15, 16, 21, 23-31, 34, 35, 37,
38, 42-45]

Reducing operating costs

[15, 16, 21, 23, 24, 26, 27, 29—
32, 34, 35, 37, 42, 45]

Reducing adverse effects
on public

Avoiding noise and odor

[16, 24]

Avoiding visual impacts

[16, 24]

Avoiding property damage and
impact on lifestyles

[16, 21, 24, 25]

Table 2.2 Focus and required expertise per expert panel

Panels | Focus Required expertise

Panel | Energy efficiency program management Executive management

1 considerations

Panel | Variables under energy savings potential Program planning and evaluation

2

Panel | Variables under ancillary benefits potential | Program planning and evaluation, mar-
3 ket transformation

Panel | Variables under program development and | Project and program management, mea-
4 implementation potential surement and verification

Panel | Variables under market dissemination Market research and market

5 potential transformation

treatment. Expert panels with disagreements greater than a predetermined threshold
value were further analyzed. Subgroups with similar opinions were identified by
using hierarchical clustering method. Rank order analysis was conducted for
identified subgroups in order to determine whether differences in opinions would
have significant impact on end results. All experts demonstrated acceptable degree
of consistency in their judgments; however there were significant group disagree-

ments in panels 2 and 3.
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2.4 Results and Data Analysis

Results and data analysis section is divided into three major threads. Synthesis of
priorities section provides relative importance of model variables and decision
alternatives derived from aggregation of expert judgments. The following section
provides results of rank order analysis based on expert disagreements that were
identified. Finally, sensitivity analysis section provides allowable perturbations on
relative importance of program management considerations before a given incum-
bent program alternative would lose its current ranking to a given challenger
program alternative. Based on panel results, synthesis of priorities is calculated
for different levels of the decision hierarchy. For instance, relative importance of
sub-factors with respect to mission, relative importance of program alternatives
with respect to program management considerations, and overall importance of
decision alternatives with respect to mission are presented in this section. See
Fig. 2.1 below for overall importance of model variables with respect to mission.

Peak savings potential (0.166), base load (off-peak) savings potential (0.146),
and end-use adoption potential (0.115) are the highest; whereas equity consider-
ations (0.021), promotion of regional development (0.026), ease of compliance with
codes and standards (0.039), and reduction of environmental footprint (0.039) are
the lowest weighted sub-factors. The rest of the sub-factors, direct impact on power
system operations (0.075), intensity of market barriers and availability of leverage
points (0.074), ease of savings measurement and verification (0.070), supply chain
acceptance potential (0.068), ease of measure deployment (0.061), ease of
maintaining measure persistence (0.055), and degree of rebound effects (0.044),
have relatively closer weights.

2.5 Conclusions

Energy efficiency program planning is performed considering long-term needs,
which may be up to 20 years of time horizon. Since planning periods are signifi-
cantly long, it is very likely that priorities will change in an attempt to adapt to new
business environments. This research approach integrated a sensitivity analysis
with the assessment model and enabled decision makers to observe how optimum
decisions could change in different future scenarios. Integration of sensitivity
analysis through the proposed approach was observed to provide decision makers
more insight, enabling better decision-making practices.

Overall, proposed improvements contributed to existing level of knowledge by
enabling a more accurate energy efficiency program evaluation and planning
approach that can provide better understanding of the potential implications of
the strategic decisions.
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To identify the highest value emerging
Mission energy efficiency program alternatives for the
Pacific Northwest U.S.
Program Energy Ancillary Program development & Market dissemination
management savings potential benefits potential implementation potential potential
considerations 0.356 0.141 0.246 0.257
Base load (off-peak) Reduction of Ease of savings End-use adoption
savings potential |__{environmental footprint || measurement and - potential
verification (M&V)
0.146 0.040 0.070 0.115
Peak Promotion of regional Ease of measure Supply chain
|| savings potential — development — deployment || acceptance potential

0.166 0.026 0.061 0.068
Sub-factors Degree of Direct impact on power Ease of maintaining Intensity of barriers and
L_| rebound effects L_| system operations || measure persistence L__| availability of leverage

points

0.040 0.075 0.055 0.074

Ease of compliance with
|| codes and standards
0.039
Equity considerations
T 0.021

Fig. 2.1 Overall importance of model variables with respect to mission
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Chapter 3
Technology Assessment: Washington Public
Power Supply System (WPPSS)

Nasir Sheikh

Abstract The Washington Public Power Supply System (WPPSS) is remembered
as the largest bond default in the history of the USA. WPPSS was an ambitious
program for the construction of multiple nuclear power plants to augment hydro-
electric power and instead became known as the WPPSS (or “Woops”) debacle.
WPPSS was started as a small municipal corporation in the mid-1950s to meet
future electric power needs of the residential, industrial, and commercial sectors in
the Northwest region of the United States. The WPPSS charter was to enable
electric public utilities to combine their resources to build large power generation
plants and benefit from economies of scale. WPPSS initially consisted of 17 utilities
including Seattle City Light, Washington State’s largest public utility.

3.1 Introduction

The energy planners forecasted an increase in demand of about 7 % per year or
doubling in 10 years [1]. The existing hydroelectric power would not be sufficient
to support the long-term demand. Officials believed that nuclear power was the best
way to provide clean and inexpensive electricity. It should be noted that, “coinci-
dently,” WPPSS was located near the US Department of Energy’s Hanford Nuclear
Site which processed plutonium. This site had been built in 1943 for atomic
weapons related to the national defense program during World War II.

Not one but five nuclear power plants were proposed in the early 1970s. Certain
events occurred at that time to make this decision even more reasonable. Low
snowfall in 1972-1973 resulted in electricity shortage from hydroelectric power
and the Arab oil embargo in 1973 caused gas shortages and general public panic.

WPPSS was a small agency and this was its first attempt at such a large-scale
project. The program was wrought with major problems which caused huge delays
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and cost overruns. Based on Daniel Pope’s definitive work on the WPPSS debacle,
the author came to the conclusion that the main causes were [2, 3]:

* WPPSS’s ambitions greatly exceeding its capabilities

* Poor decisions and lack of management, financial, and construction/technical
expertise

» Changes in government regulation related to nuclear safety

¢ Constant design changes

* Construction delays

* Cost overruns

« Inflation

¢ Public suspicion

¢ Citizens and environmentalists joining the decision-making process (and oppos-
ing nuclear power)

e Declining demand for electrical power

The causes fed off of each other and had a cascading effect of escalating the
problems.

The project costs are summarized in Table 3.1 for the five nuclear power plants
WNP-1, WNP-2, WNP-3, WNP-4, and WNP-5 (WNP-i: WPPSS Nuclear Project i).

The WPPSS management explained the causes and cost overruns as listed in
Table 3.2 below [3].

Finally, in 1982, due to cost overruns and other problems WPPSS was forced to
stop construction for all the nuclear plant projects. Since no revenue had been
generated, WPPSS defaulted on $2.25 billion in bonds. This left the member
utilities and ratepayers with the debt obligations. For ordinary citizens this trans-
lated to about $12,000 per customer. The 75,000 bondholders sued and after
13 years in litigation a settlement of $753 million was reached which meant that
they received back less than 40 % of their investment. Furthermore, the courts ruled
that the member utilities were also liable because of inappropriate financial man-
agement by WPPSS. For example, Seattle City Light was held responsible for an
additional $50 million.

Only one plant, Plant 2 or WNP-2, was completed in 1984 and changed its name
to “Columbia Generation Station.” It is viable and produces 12 % of BPA’s power;
however it still makes the news due to recurring problems [4]. In 1998, WPPSS also
changed its name to “Energy Northwest.” The Hanford site and location of Energy
Northwest are depicted Fig. 3.1. The Hanford site itself has had environmental
problems due to hazardous waste and even today it is part of an immense environ-
mental cleanup project.
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Table 3.2 Causes of cost overruns (1977-1981) as explained by WPPSS (source: [3])

N. Sheikh

WPPSS: causes of cost overruns 1977-1981

Percent of total cost

Amount (billion)

Regulatory requirements 50 $4.2
Strikes/schedule extensions 15 $1.3
Inflation/estimating and design refinements 30 $2.5
Nuclear fuel 4 $0.3
Other authorized costs 1 $0.1

100 $8.4

0 VS Fah & Widite Senvice Managed Land
0 Depanment of Ereegy Managed Land

— - B—

Fig. 3.1 Location of energy northwest and the Hanford nuclear site (source: http://en.wikipedia.

org/wiki/Hanford_Site)
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3.2 Multiple Criteria Decision Making for Energy
Planning

Energy planning has improved significantly in the last decade and improved
methods and models are being used for capital projects related to electrical power
generation. These include integrated energy planning, decentralized planning,
energy forecasting, and energy conservation [5]. The cost of new energy programs
is becoming extremely high—in the hundreds of millions or billions of dollars
range—and decision mistakes can have immense negative effects from multiple
perspectives—social, technical, economic, environmental, and political. Hence,
multiple criteria decision-making models are becoming popular for new energy
projects, programs, and policies [6, 7]. Furthermore, it is important to use a decision
model that takes into consideration the judgment or input from multiple actors or
stakeholders and several leading alternative solutions [8].

As a counterexample to the WPPSS scenario, in 1988, the Finnish Parliament
commissioned the use of a hierarchical decision model AHP (which is similar
to HDM) and sensitivity analysis to help shape public policy for nuclear energy
[9, 10]. There had been a strong debate and controversy over the use of nuclear
power in Finland and the Parliament needed a rational decision model to help
resolve the debate. The situation was best stated as:

The controversial information and opinions about nuclear power are among the main
reasons for the great difficulties found today in energy policy decision making. The
simultaneous consideration of quantitative, qualitative and purely intuitive aspects of a
problem like this is usually a difficult task for an unaided human mind. In such an
environment individuals, including experts, are liable to a number of cognitive biases.
For example, an individual making up his mind may easily escape the difficult problem of
value trade-offs by focusing exclusively on part of the information which is new, easy to
understand or compatible with his earlier preferences and knowledge. In energy policy
debates this can explain the emergence of pressure groups concentrating on just one of the
relevant factors [10].

The situation in Finland was similar to the US Northwest in that it had hydro-
electric power and needed to expand its future capacity. For the national decision-
making process, three perspectives were considered: (1) national economy;
(2) health, safety, and environment; and (3) political factors. The objective was
“society’s overall benefit” and not just “increasing the supply of electric power.”
Each perspective had three criteria as shown in Table 3.3 below.

At that time the three competing energy alternatives were (1) no big power plant
(i.e., decentralized power), (2) coal-fired plant (i.e., low-cost traditional power), and
(3) nuclear plant (i.e., large-scale centralized power). The HDM framework is
shown in Fig. 3.2 below.

Even though this was a simplistic decision model, it enabled the stakeholders to
have a thoughtful structured approach that considered not just energy economics
but also other perspectives—with competing criteria—as well. The policy makers
were willing and capable to use a decision aid that multiple stakeholders/actors
could collectively frame and value the outcomes. Since then, Finland has refined its
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Table 3.3 Three perspectives for Finnish nuclear policy decision making (source: [9])

National economy

Health, safety, and environment

Political factors

Cheap electricity

Natural resources

Energy independence

Foreign trade

Unavoidable pollution

Centralization

Capital resources

Accidents and long-term risk

Political cooperativeness

Objective Society’s Overall Benefit

Perspectives National Economy HeaEm”W;";teym

Unavoidable
Pollution

==

Political Co-

Foreign Trade Operativeness

Cheap Electricity | | Capital Resources Natural Resources Centralization

Independence

|Accidents and Long‘

Alternatives

No Big Power Plant Nuclear Power Plant Coal Fired Power Plant

Fig. 3.2 The energy hierarchical decision model for the Finnish Parliament (source: [9])

decision-making approach and as of December 2011 boasts the following (“Nuclear
Power in Finland,” [11]):

» Four nuclear power plants providing about 30 % of the nation’s electricity.

e A fifth nuclear plant under construction and two more are planned.

« Radioactive waste disposal is well managed.

e The power plants have been uprated—capacity increased and lifetime
extended—since they were built. This is a remarkable feat since power plants
are typically downrated over time.

3.3 Application of Sheikh Proposal to WPPSS: A Decision
Analysis Framework

3.3.1 Consideration of Multiple Perspectives

In a similar approach to the Finnish case study above the Sheikh proposal uses five
perspectives—social, technical, economic, environmental, and political (STEEP)—
to develop an HDM framework for decision making. One potential set of criteria to
be considered under the STEEP perspectives is shown in Table 3.4 and then
summarized below. [The reader is also referred to the Sheikh Proposal and associ-
ated appendices [12]].
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Table 3.4 STEEP perspectives and associated criteria for selecting new power generation source

Social Technical Economic Environmental | Political
Public partic- | Energy Financing Pollution/nega- | Policies
ipation and capacity tive impact
perception planning
Employment | Technology/ | Start-up costs Environmental | Regulations

know-how benefits/posi-

maturity tive impact
Health and Deployment | Levelized cost of energy End of life/ Codes/stan-
safety (electricity generation costs disposal dards—

$/kWhr) compliance
Local infra- Operations Economic value (cost/benefit, | Consumption Security
structure IRR, profit, risk analysis, of resources (supply,
development energy payback time, pricing)
inflation)
Maintenance | Cost mitigation Waste
management

Resources/ Market demand

materials

required

Technology | Impact on local economy

roadmap

3.3.1.1 Social Perspective
Public Participation and Perception

The social phenomenon known as public perception may be viewed as a virtual
truth or aspect of the truth that is shaped by popular opinion, media coverage,
impact on social norms or livelihood, or reputation. It may consist of such factors as
aesthetics, impact on lifestyle, social benefits, and social acceptance. An important
aspect of perception management for energy projects is to have the affected public
and industry participate in the decision-making process. This is now referred to as
“participatory decision making and analysis” and is an effective way to the capture
the perceived values of the stakeholders. [It is important to draw out their concerns
early to avoid potential catastrophic public backlash.]

Employment

Essentially, employment is all about jobs. It is related to such factors as job
creation, availability of workforce, and poverty alleviation.
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Health and Safety

Health and safety is the protection of safety, health, and welfare of the individuals,
society, and workplace by governments and society. It includes public safety, work
safety, fail-safe mechanisms to prevent accidents, and prevention of long-term
hazardous health effects and is an investment in the long-term health of society.

Local Infrastructure Development

Typically, infrastructure development is a long-term benefit to the locality and
region. It consists of infrastructure improvements and promotion of related indus-
try, and empowers the region to improve productivity and quality of life.

3.3.1.2 Technical Perspective
Energy Capacity Planning

Traditional energy planning was focused on building up energy supply capacity
(power generation) while minimizing cost. This is also referred to as “supply-side
planning.”

Technology/Know-How Maturity

A technology is considered mature if it has been in use for a long time and many of
the associated problems and defects have been dealt with. Technology maturity
refers to the stage of the technology and is associated with trends and its persistence
ability. It includes factors such as density and maturity of patents, flexibility,
scalability, modularity, and obsolescence resistance.

Production/Operations

In this context production refers to manufacturing of renewable energy sources.
Operations also refer to manufacturing operations. This can include production
capacity, production process complexity, ability to leverage well-known processes,
production waste management, line breakage, and production maturity.

Resources/Materials Required

Availability and management of raw materials in the manufacturing process are
important for the evaluation of renewable energy sources. Factors key for this
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criterion include availability of resources, access to resources, avoiding the use of
rare metals and hazardous materials, and chemicals and gases used.

Deployment

Deployment of the renewable energy source has many forms, considerations, and
components. These factors may include large-scale installations, field performance,
service availability, effect of power purchase agreements (PPAs), impact on meet-
ing important national and international energy targets, suitability for transmission
and distribution.

Maintenance

Maintenance periods are closely aligned with installation and deployment. Impor-
tant factors in this criterion are low maintenance, long lifetime, and prevention of
annual power production degradation.

Codes/Standards: Compliance

It is an accepted fact that most energy deployments must be compliant with local,
regional, national, and/or international standards to some extent. For the USA such
standards include the United States Code, building safety standards, and environ-
mental safety standards.

Technology Roadmap (2010-2030)
Besides the current state of the energy technologys, its trajectory or roadmap must

also be assessed to gain a fuller understanding of the technology direction for the
next few decades. This criterion would contain technology-specific factors.

3.3.1.3 Economic Perspective
Financing
Funding is an important aspect of any capital project. The funding types and sources

such as issuance of bonds, investors, government, and ratepayers are the underlying
factors.
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Start-Up Costs

Planning for start-up costs for project success is fundamental to the energy planning
process. These include factors such as construction costs, licensing, zoning
approvals, capital equipment, nonrecurring engineering (NRE), and funding costs.

Electricity Generation Costs: LCOE

The total cost of electricity generation over the life of the energy source assists in
deciding the equivalent operating cost per kilowatt-hour (KWh). It has traditionally
been calculated as standardized or levelized cost of energy (LCOE) over the life
cycle of the product or energy source. However, this formula did not typically
include the end-of-life disposal costs. For a comprehensive assessment of technol-
ogy another calculation should be made and included as a factor to reflect the
true cost.

Economic Value

In this context engineering economic value has been defined as the financial
analysis related to the viability of energy investments and benefits derived and
includes factors such as cost/benefit analysis for public projects, return on invest-
ment (ROI), projected savings to power utilities, energy portfolio costs to utilities
(to supply power vis-a-vis renewable energy sources), and a roadmap of costs over
the next two decades. This criterion provides a long-term landscape for investment
purposes and enables experts or decision makers to compare to other important
economic criteria.

Cost Mitigation

One aspect or criterion of the economic perspective is cost mitigation or how an
energy technology or source can help to alleviate overall costs. There are multiple
factors that positively affect cost mitigation and include independence from econ-
omies of scale (implying that building a higher capacity power plant will increase
costs exponentially with size due to complexity of larger systems), energy supply
chain advantage (since fossil fuels require costly distribution and the supply chain is
extensive), reduction in government administrative costs (involving imported
fuels), and better use of hard currency (for developing countries that need to use
hard currencies for fuel imports).
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Market Demand

Forecasting and planning for energy demand from end-user sectors such as resi-
dential, commercial, industrial, and transportation is another important criterion.

Positive Impact on Local Economy

Local economies can be impacted through the deployment of energy technologies.
Besides the social quality-of-life gains the economic gain may include a mix of
factors related to higher wage jobs, new job creation, creation of an insourcing trend
(and in direct opposition to outsourcing), and creation or expansion of economic
clusters. Michael E. Porter defined economic clusters as a local concentration of
specialized companies and institutions that increase productivity. Cluster develop-
ment initiatives are an important agenda for many governments as they are seen to
improve economic activity. For example, the installation of a local PV manufactur-
ing or system integration plant can be at the heart of a cluster of other related
companies and activities that feed off of the PV product sales and installations. Plus
local universities may increase R&D activity to support the PV plant.

3.3.1.4 Environmental Perspective
Pollution or Negative Impact

From an environmental perspective pollution is the first thing that comes to people’s
minds and is an important criteria to use for the assessment of an energy technol-
ogy. The factors that make up this criterion and imply different types of pollution—
during the production or deployment phase of the technology—may include
greenhouse gases (GHG), smoke or dust particles, vapor, glare (visual pollution),
water, soil, noise, solid waste, water resources (used in production), stratospheric
ozone, natural habitat, water temperature change, wind pattern change, forest and
ecosystem, ecological footprints (crops, woods, marshes, etc.), and accidental
release of chemicals.

Environmental Benefits or Positive Impact

There can be a positive impact on the environment due to renewable energy. The
factors that comprise this criterion may include better land utilization, climate
change mitigation, environmental sustainability, low land (real estate) require-
ments, energy conservation improvement, better consumption of natural resources,
reduced fossil fuel imports (or dependence), and better use of rooftops (for PV and
wind energy).
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Disposal and End of Life

An environmental criterion that is gaining importance is the advanced planning for
waste and end-of-life disposal (or dismantling) of renewable energy sources.
Factors to be considered for this are related to biodegradability, ease in recycling,
and proper disposal of chemicals and gases used in production or deployment.
Another factor might be leveraging waste disposal management know-how from
existing mature production processes (such as from semiconductor manufacturing).
[It should be noted that the dismantling and cleanup aspect of a nuclear power plant
may make such projects unfeasible.]

Consumption of Resources

Considering that most natural resources are finite, their use especially during
manufacturing needs to be part of the technology assessment process. There are
three main factors: land, water, and raw materials.

3.3.1.5 Political Perspective
Policies

Renewable energy policies are typically at national or local levels and can mark the
success or failure of a renewable energy source. Policy factors include security,
support for certain types of energy (such as renewable energy), national energy
independence (from fossil fuels), financing option with government backing, local
sourcing, stipulated 5- or 10-year plans for certain types of energy or energy
efficiency, workforce training on new energy sources, and integration with/or
replacement of existing power plants.

Regulations

The power markets can be managed in many different ways through the political
process. Regulation can include factors such as renewable portfolio standard,
incentives, energy price controls through rate structures, subsidies (such as tax
credits, tax exemptions), carbon tax, cap and trade, and promotion of centralized or
decentralized power.



3 Technology Assessment: Washington Public Power Supply System (WPPSS) 57

Codes/Standards: Compliance

This criterion includes factors such as the United States Code (for the USA),
national and international standards, and building and environmental safety stan-
dards. (These factors imply that the policies enact the standards and enforce them.)

Security

Security is the responsibility of the government and is a public policy issue.
Security consists of both energy supply stability and energy price stability.
(These are the two factors that comprise the security criterion.) Even if govern-
ments cannot control the supply (especially in the case of fossil fuels) they may
need to control the price through subsidies because history has proven that energy
price escalation can lead to civil unrest.

3.3.1.6 Framing the Problem, Decision Modeling, and Desirability
Functions

The WPPSS objective was to build a “nuclear energy supply for the US Northwest’s
future needs.” If WPPSS had considered their objective as “new energy supply to
provide the maximum benefit to the US Northwest,” this would have enabled
WPPSS to have a broader scope of the challenge at hand and also included other
stakeholders such as the public and regulators. It would also have forced WPPSS to
consider nuclear energy in comparison to other alternatives such as utility-scale
renewable energy—wind or solar, traditional coal-firing power plants, and hydro-
electric power plants—small or large, and gas-firing power plant. Hence a rational
decision model could be built; judgments from experts, stakeholders, and decision
makers elicited; and sensitivity analysis applied for what-if scenarios. This, at least,
would have revealed potential major issues during the initial evaluation and feasi-
bility process. Clearly, the energy planners had thought of the other options but the
author believes that they may have dismissed them based on their own experiential
knowledge. They may have thought that they knew “what is best.” A decision
model framework applicable to WPPSS is shown below in Fig. 3.3.

With the aid of desirability functions WPPSS may have had a chance to review
areas of big gaps to “best desirability.” For example, building desirability functions
with respect to specific regulations should have indicated that nuclear power plants
had big gaps that needed to be addressed before construction started.

3.3.1.7 Interviews: Robert Ferguson and Daniel Pope

The author was privileged to interview Robert Ferguson and Daniel Pope to obtain
their expert opinion. The objective was to determine if such an approach of decision
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WPPSS Decision Model Framework

L1: Mission

L2: Perspectives Sosal
L3: Criteria
annig

L4: Factors (Not Described)

L5: Alternatives —Electric Power Plants

Fig. 3.3 Proposed WPPSS decision model framework

modeling and including the judgments of experts and decision makers could have
improved the WPPSS outcome. Robert Ferguson was the Managing Director of
WPPSS during its final days. Robert is now retired and lives in Lake Oswego,
Oregon. He was brought in from the Department of Energy to help salvage the
program. Daniel Pope, is a professor at the University of Oregon, Department of
History, and has written the definitive work on WPPSS entitled “Nuclear Implo-
sions: The Rise and Fall of the Washington Public Power Supply System” [3]. In
general, both agreed that such a decision modeling approach would have been very
useful. Some of the insights gained from the interviews include the following:

» Although Daniel Pope in his book listed major reasons for the WPPSS failure
[3], according to Robert Ferguson, the main cause was poor planning and the
other causes were secondary.

¢ The parties involved with the decision making and modeling must also be able
and willing to act on the decision.

» Use of forecasting models for electricity demand could not be relied upon.

* In the late 1970s wind technology was not developed enough to be an option.

¢ For base load energy production (i.e., power always available) the only other
feasible option was coal.

* Regional criteria—such as managing and balancing issues of energy, fisheries
(for example protecting salmon runs), and agriculture; the needs of local indus-
try that buys wholesale electricity (for example aluminum plants); and local
abundance of resources (for example sunlight or wind)—should also be included
in the modeling.

¢ In the case of WPPSS, initially it had public support but that changed (reversed)
over time.

o It was realized that factors such as debt payment (i.e., interest on the loans) and
project delays became more important than building nuclear facilities and
production capabilities.
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¢ Politics and legal constraints were major reasons for WPPSS to default on its
bonds. The restrictions caused WPPSS to take no action to mitigate the deteri-
orating situation—"“WPPSS defaulted by default.”

The above insights could be useful in decision modeling and comparative
assessment of utility-scale power systems based on different energy sources such
as nuclear, hydroelectric, coal, and gas (also refer to Fig. 3.3).

In the end the WPPSS program became entangled in legal and political issues
resulting in only one nuclear power plant. A decision model in the beginning (i.e., in
the initial planning phase) could have helped but its utility is questionable towards
the end when the situation had deteriorated to a crisis level.

3.4 Concluding Remarks

If the Sheikh proposal and modeling had been adopted by WPPSS it would have
helped in avoiding being blindsided by perspectives and criteria not considered
earlier in the planning cycle such as changing regulations and stay orders (and
lawsuits) by the public and environmentalists. (This was a very complex project and
a decision model may not have been able to capture and anticipate every criterion
and the changes over time.) It should be noted that good decision making alone does
not make a project successful. It is, however, a necessary condition. The decision
makers and the parties in charge must be willing and able to develop and execute
strategies that result in total program success. Large public works and construction
projects are complex and costly and, hence, the aid of the best known methods of
decision making and problem solving is needed to realize them. Decision modeling
and HDM’s power lie in the ability to make judgments—of experts and decision
makers with different values, preferences, and expertise—explicit. Hence it pro-
vides the ability for a structured analysis—for current and future reference and for
understanding the effect of underlying judgment criteria and factor changes.
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Chapter 4
Technology Assessment: Evaluating Personal
Transportation Technologies

Kevin van Blommestein, Tugrul U. Daim, Ritu Bidasaria,
Jared Nambwenya, and Matt Nickeson

Abstract A hierarchical decision model was applied to the problem of consumer
choice among single-person transportation technologies. Criteria and sub-criteria
were pulled from literature and similar studies to objectively compare the vehicles.
Pairwise comparison was used to rank the weights of each criteria and sub-criteria
across four different cultural states: the USA, South Africa, India, and Kenya. For
the USA the highest ranked criteria were economic and practicality, for
South Africa safety and economic, for India safety, and for Kenya practicality.
The lowest weight for all countries was for public use regulations. All countries
preferred the simple human-powered bicycle to any more advanced technology.
This data could be used to inform product development or marketing decisions
within each country.

4.1 Introduction/Problem Statement

As the world’s population continues to increase, transportation continues to be a
significant source of energy consumption [1]. The transportation of people has
greatly contributed to the shape of the modern world; as rural populations have
gradually moved to urban environments their logistical needs have evolved as well.
For instance, in 2009 the average American wasted 25 entire hours simply waiting
in traffic, along with a corresponding increase in fossil fuel consumption and
pollution [2]. Recent technological advances such as the Segway [3, 4], as well as
more commonplace, “low-tech” devices such as the simple bicycle, are at the
forefront of this technological shift.

Our paper sets out to use a hierarchical decision model (HDM) model to analyze
consumer preferences concerning single-person transportation options. By
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analyzing the preferences of a small panel of consumers between several indepen-
dent criteria and factors we hope to develop a model which can be used not only to
predict which vehicles are preferred but also to address which criteria are most
important to the consumer and so influence future product development.

4.2 Literature Review

4.2.1 Introduction to HDM Model

We opted to use an HDM model, which is used to break down a complex decision
problem into smaller, less complex, subproblems [S]. HDM models have been used
by many authors to compare between multiple technological options [6—8].

A hierarchical decision model has a goal, criteria that are evaluated for their
importance to the goal, and alternatives that are evaluated for how preferred they
are with respect to each criterion [5]. The goal, the criteria, and the alternatives are
all elements in the decision problem, or nodes in the model. Depending on the
complexity of the problem more levels can be added in a tree between goal and
alternatives. The lines connecting the goal to each criterion mean that the criteria
must be compared pairwise for their importance with respect to the goal. Similarly,
the lines connecting each criterion to the alternatives mean that the alternatives are
compared pairwise as to which is more preferred for that criterion.

An abstract view of such a hierarchy is shown in Fig. 4.1.

To identify the best alternative which will most satisfy the goal, the first step is to
identify the criteria, sub-criteria, and alternatives. The second step is to create the
hierarchical model and identify the relative priorities using pairwise comparisons.
The third step is to determine the best alternative and analyze the weight. The steps
are described in more detail below.

GOAL

’ CRITERIA 1 ‘ ’ ‘ ’ ‘ ’ ‘ ’CRITERIA'N"

’ ALTERNATIVE 1 ‘ ’ ‘ ’ ALTERNATIVE 'N' ‘

Fig. 4.1 HDM in abstract



4 Technology Assessment: Evaluating Personal Transportation Technologies 63

4.2.1.1 Identify Criteria, Sub-criteria, and Alternatives

In this step different criteria, the technological factors (sub-criteria) under each
criteria, and different alternatives are identified which specifically satisfies organi-
zation’s objective. Technological factors can be either quantitative or qualitative.
Brainstorming, interview, group discussion, and Delphi technique are some of the
methods which can be used for identifying criteria and factors under each criterion.

4.2.1.2 Hierarchical Modeling

In this step a hierarchical model is developed by identifying the relative priority of
each criteria and determining the relative importance of factors by calculating
weights.

4.2.1.3 Weight Evaluation

In this step the best alternative is identified which contributes most to the organi-
zation’s goal after evaluating the weight of all the technologies.

4.3 Hierarchical Decision Model

4.3.1 Criteria and Sub Criteria

To identify the criteria and sub-criteria, we searched many websites and discussed
within our team in order to understand the important aspects that one should
consider in comparing different types of single-person transportation vehicle.
Since it was difficult to obtain quantitative objective values for some subcriteria,
a 5-point scale was used. Other criteria needed to be inverted to reflect their
appropriate value; for instance a high-cost score is a negative thing; these criteria
are shown along with their proportional weighted curves. The criteria and sub-
criteria used in our model are the following:

Safety [6]

1. Safety features: This is the safety equipment installed on the vehicle (e.g.,
braking system). The 5-point scale used for this sub-criterion is described in
Appendix 2.

2. Stability: This is how steady the vehicle is when operating (i.e., turning corners,
changing between different surfaces). The 5-point scale used for this sub-crite-
rion is described in Appendix 2.
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. Weight restriction: This is the maximum weight of the person operating the

vehicle that is specified by the manufacturer.

. Recommended age: This is the lowest recommended age for a person operating

the vehicle, as specified by the Department of Motor Vehicles or equivalent.

. Maximum speed: This is the absolute maximum speed at which the vehicle can

travel.

Practicality [6, 8]

1.

2.
. Charge time: This is how long an electric vehicle takes to fully charge before it

Equipment weight: This is the weight of the vehicle (e.g., how heavy it is to pick
up in the train, into your car).
Equipment size: This is the length of the longest dimension of the vehicle.

can be used. The linear curve for charge time is shown in Fig. 4.2, which ranged
from the best case (zero hours) for charging to the worst case (12 h). Twelve
hours and above was seen as an unacceptable charging time since it is no longer
practical for everyday use.

. Maximum speed: This is the maximum speed at which an average user can travel

using the vehicle. The sub-criterion is not just repeated; however, it is looking at
how practical it is to use the vehicle and not the safety as under the safety
criteria.

. Range per charge: This is the maximum distance that the vehicle can travel on

one charge. This assumes that the vehicle is being used economically and not at
maximum performance.

Economics [6-9]

1.

Purchase cost: This is the initial cost to purchase the vehicle. The linear curve
shown in Fig. 4.3 was used, which ranged from the best case ($0) to the worst
case ($7,000). To calibrate the scale, one dollar above the Segway price was

Charge Time

Percentage
[=2]
[=]
/
v
h

Time (Hours)

Fig. 4.2 Linear curve (charge time)
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Fig. 4.3 Linear curves (purchase cost and operating cost)

chosen as the limit to the purchase cost, with any amount above this making the
purchase impractical.

2. Operating (charging) cost: This is the cost to use the vehicle per month (i.e.,
charging cost for an electric vehicle). The linear curve shown in Fig. 4.3 was
used, which ranged from the best case ($0) to the worst case ($15). The charging
cost was calculated using the kWh usage per charge of the vehicle and a $0.2 per
kWh rate, multiplied by 30 days of the month. This assumes that the vehicle will
be charged once per day. The Segway for example uses 1.04 kWh per charge [8];
therefore taking 1.04 kWh per day multiplied by 30 days per month, multiplied
by $0.2 per kWh, results in $6.24 per month. Although different countries have
different kWh rates, this will not affect the outcome since all alternatives will be
adjusted equally.

3. Maintenance cost: This is the cost to maintain the vehicle (e.g., replacing
tires, batteries). The 5-point scale used for this sub-criterion is described in
Appendix 2.

Service and Support [6, 8]

1. Warranty: This is the length of the warranty for the vehicle in years.

2. Ease of maintenance: This is how easy the vehicle is to maintain yourself. The
5-point scale used for this sub-criterion is described in Appendix 2.

3. Reliability: This is how reliable the vehicle is generally perceived to be.
The 5-point scale used for this sub-criterion is described in Appendix 2.

Ease of Use

1. Physical exertion: This is how much effort goes into using the vehicle. The
5-point scale used for this sub-criterion is described in Appendix 2.

2. Comfort: This is how comfortable the vehicle is (e.g., standing vs. sitting, seat
comfort). The 5-point scale for this sub-criterion is described in Appendix 2.

3. Storage: This is how practical the vehicle is to store away (e.g., in a cupboard).
The 5-point scale for this sub-criterion is described in Appendix 2.

4. Handling: This is how easy the vehicle is to operate (e.g., turning, balancing).
The 5-point scale for this sub-criterion is described in Appendix 2.

5. Appearance: This is the general perception on what the vehicle looks like. The
5-point scale for this sub-criterion is described in Appendix 2.
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Public Use Regulations [10]

1. Sidewalk restrictions: This is whether the vehicle is allowed to be used on
sidewalks or not. A binary “Yes or No” is used to quantify this sub-criterion.

2. Road restrictions: This is whether the vehicle is allowed to be used on the road or
not. A binary “Yes or No” is used to quantify this sub-criterion.

3. License/permit requirements: This is whether you require a license or permit to
use the vehicle on public roads and sidewalks. A binary “Yes or No” is used to
quantify this sub-criterion.

4.3.2 Alternatives (Technologies)

Our team decided to choose technologies which are used as single-person trans-
portation vehicles, with an average speed less than 30 miles per hour, which leads
us to evaluate the following six technologies (the values for the sub-criteria of these
technologies can be found in Appendix 3):

1. Human-powered (standard) bicycle: This is a standard bicycle with the highest
physical exertion and lowest price among all the technologies selected. The
bicycle is easy and inexpensive to maintain, has no public use restrictions, and
has no charge time and cost. The bicycle used in the model was the Trek Soho
Deluxe [9, 10].

2. Electric-assisted bicycle: This is a bicycle with an additional electric motor to
assist the user when he/she pedals. The electric-assisted bicycle is considered as
a standard bicycle with respect to public use regulations, except with an addi-
tional restriction for use on sidewalks. The bicycle has much less physical
exertion than the standard bicycle with a relatively low charge time and cost;
however the price is more than double. The bicycle used in the model was the
Kalkhoff Sahel Pro [11-13].

3. Electric Trikke: This is a three-wheeled vehicle that is propelled by the user
shifting his/her body weight, with assistance from an electric motor. The Trikke
has a low charge time and cost, has relatively low purchase cost, and is foldable
and easy to store away. The vehicle used in the model was the Trikke Tribred
Pon-e 48V [14, 15].

4. Electric kick scooter: This is a two-wheeled vehicle with a small platform to
stand on and propelled by an electric motor. It is approximately the same price as
the electric-assisted bicycle (for similar performance to the other technologies),
has a relatively low charge time and cost, and is also foldable and easy to
store away. However the safety features and stability of the vehicle are consid-
ered to be poor. The vehicle used in the model was the Go-Ped ESR750 Li-ion
32 [16-18].

5. Segway: This is a two-wheeled self-balancing electric vehicle. The Segway has
a very high cost and lower speed compared to the other technologies, but has
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good safety features and is relatively easy to store away. The vehicle used in the
model was the Segway i2 [19-21].

6. Electric scooter: This is a type of motorcycle with an electric motor for propul-
sion. The vehicle is heavy with a low speed, is not easy to maintain, and has high
maintenance costs. The vehicle used in the model was the X-Treme XB-420M
Electric Scooter [22-24].

4.3.3 Decision Model

The HDM model shown in Fig. 4.4 is structured with an objective, criteria, sub-
criteria, and alternatives. The model attempts to include as many objective sub-
criteria that could be obtained from the manufacturers’ websites, manuals, and
alternative sources. Some subjective sub-criteria however were included that were
quantified by a 5-point scale, as described in Appendix 2. The alternative technol-
ogies were chosen all with a maximum average speed below 30 mph, over a varying
price range, and with different benefits, however all performing the same purpose of
single-person transportation.

4.3.4 Expert Responses

The experts for the model were the consumers, the people who would be making the
decision of which vehicle to purchase for single-person transportation. The survey
shown in Appendix 1 was sent out to possible consumers in four countries, namely
India, Kenya, South Africa, and the USA. In total 16 complete responses were
received, consisting of 5 from the USA, 4 from India, 4 from South Africa, and
finally 3 from Kenya.
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Fig. 4.4 Hierarchical decision model
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4.3.5 Calculating Weights

The survey in Appendix 1 was used to obtain the pairwise comparisons from the
consumers in the different countries. The comparisons were manually entered into
the Pairwise Comparison Method (PCM) software [25] and the respective weights
for the criteria and sub-criteria were obtained. The technology rankings were then
obtained using these weights and the objective values per vehicle.

4.4 Results

The weights for the criteria and sub-criteria per country are shown in Appendix 4,
with very few inconsistencies above 0.1. Using these weights the technology
rankings per country were obtained.

4.4.1 Criteria and Sub-criteria Weights

Figure 4.5 illustrates the weights for the six criteria per country. It can be seen that
the criteria with the highest weights for the USA was economic and practicality, for
South Africa was safety and economic, for India was safety, and for Kenya was
practicality. The lowest weight for all countries was for public use regulations.

BUSA @SouthAfrica @india ®Kenya

015“"
0a012
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0.30
021
I"I 016
Safety Practicality Economic Service and Ease of Use Public
Support Regulations

Fig. 4.5 Criteria weights per country
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4.4.2 Sub-criteria Weights
4.4.2.1 Sub-criteria Weights Under Criteria

The weights for the sub-criteria per country under each criterion can be found in
Appendix 4. These weights can be used to evaluate the importance of each sub-criterion
to each criterion; however it was determined that it would be more beneficial to evaluate
the sub-criteria to the overall objective.

4.4.2.2 Sub-criteria Weights to Objective

The weights for the sub-criteria to the objective (i.e., criteria weight multiplied by
the sub-criteria weight) are shown under Appendix 5. The results are summarized in
Table 4.1, which includes the highest and lowest weights for each country.

4.4.3 Technology Ranking

Figure 4.6 illustrates the outcome of the decision model, showing the rankings of
each technology per country. The human-powered bicycle was ranked the highest
for all four countries, while the electric scooter was ranked the lowest. The ranking
of devices from all countries is in the same order.

Table 4.1 Sub-criteria weights to objective

Country Highest weights Lowest weights
USA * Equipment weight +  Weight restriction
* Purchase cost ¢ Sidewalk restriction

» Operating cost
* Maintenance cost
* Road restrictions

South Africa » Purchase cost »  Weight restriction
» Operating cost ¢ Recommended age
o Stability * Equipment weight
+ Equipment size
» Storage
« Appearance
India » Safety features » License/permit requirement
Kenya » Range per charge * Recommended age
« Physical exertion
» Storage

¢ Appearance
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Fig. 4.6 Technology ranking per country
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Fig. 4.7 Technology ranking per country (without human-powered bicycle)

Figure 4.7 illustrates the technology ranking with the human-powered bicycle
removed. The ranking order remains the same among the electric vehicles. The
electric Trikke and electric-assisted bicycle are ranked slightly higher than the
remaining vehicles.

4.5 Discussion

As shown in Fig. 4.5, each country roughly agreed in terms of overall criteria, with
a few exceptions. Indian respondents gave more emphasis to safety factors than the
other countries, and less importance to regulations. Kenya ranked practicality the
highest, while the USA and South Africa spread their weights across safety,
practicality, economics, and ease of use.

We felt that this response made sense because of the perception of heavy traffic
conditions in India which lead people to fear for their personal safety when using
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transportation in public. It was also noted that there are no strict rules regarding
vehicle licensing and no significant punishment for infractions which explains the
low rank given to the regulation criteria.

For South Africa one of the highest weights was for purchase cost, which may be
due to the fact that products in South Africa are generally more expensive, and the
general income is lower. As an example, the Segway 12 is approximately 16 % more
expensive than in the USA [26]. Additionally, the operating (charging) cost may
have one of the highest weights because of the high increase in electricity costs over
the previous years [27]. The lower weights (equipment weight, size, and storage)
could be because bicycles are generally used for recreational or sporting activities
in South Africa and lifting the vehicle is not a common requirement, neither is
storing it away an issue.

For the Kenyan responses, practicality rose to the top largely due to the “range
per charge” factor which makes sense given the local infrastructure and relative
lack of urban development. One surprise was that the USA gave such a high ranking
to economic concerns, being the richest country surveyed. There was also wide-
spread agreement on the service and support criteria.

As shown in Table 4.1, each country also applied factor weights differently
within each criteria group. It can be seen that for the USA the economic factors are
the highest overall although there were other factors which achieved equal weight.
It is also easy to see the rank of safety for Indian respondents, with “safety features”
having the highest individual weight across all countries overall.

One surprising aspect of this table is the relatively low weight applied to
“appearance.” It is known that vehicle appearance can be quite important to
consumers, but the team believes that the placement of this factor within the
criterion of practicality may have led to its being overlooked by our survey
respondents. Despite the different weights applied across all the criteria and factors,
each country chose the simple human-powered bicycle as the best technology for
transporting a single person. The actual scores are shown in Fig. 4.6. However, it
appeared that, due to overwhelming weights applied such categories as “range per
charge,” “cost per charge,” and “time to recharge,” the bicycle was masking the
differences between the other electric vehicles. Therefore we ran the weights again
without the bicycle and achieved the answer shown in Fig. 4.6. The next preferred
vehicle is the electric-assist bicycle followed closely by the Trikke and Segway.
The least preferred vehicle was the electric scooter in all cases.

4.6 Future Work

As mentioned earlier, this chapter used a simple HDM model to compare across
different transportation alternatives. However, when we began this project we
attempted to apply a more advanced model using technology valuation
(TV) factors to further refine the weights of each technological attribute. However,
upon discussion with our advisor we opted to forgo this step since it would be too
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time consuming to obtain appropriate desirability information from each respon-
dent country. Future work could look into this TV methodology and attempt to
refine the scores of our vehicle alternatives.

We hope that this methodology could also apply across different transportation
sectors beyond single-person and low speed. For instance, knowing that safety is so
important to Indian consumers could inform the marketing or even product devel-
opment of transportation projects in that country. To further this research it
would be good to offer the same survey to both consumers and product develop-
ment personnel in each country to compare and contrast the weights applied by
each group.

4.7 Conclusion

We have used a simple HDM model to compare consumer preferences for trans-
portation alternatives across four very different countries and shown that while each
country has preferred characteristics, they all prefer the common bicycle to any
newer, more highly featured alternatives.
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Appendix 1: Survey

Single-Person Transportation Survey

The purpose of this survey is to establish the importance of different criteria and
factors that a person takes into account when deciding to purchase a vehicle for
single-person transportation. These are devices such as bicycles, electric-assisted
bicycles, and electric scooters. A full list of vehicles can be seen at the end of this
survey. Throughout this survey “vehicle” refers to any one of these options.

Section 1: Comparisons
Introduction
The comparisons in this section are done by a method called pairwise comparison.

This is when you have 100 points available and you assign them between two
options. For example, the following is comparing safety against practicality:

Pairwise comparison
Safety | 70 ‘ 30 ‘ Practicality

Since I see safety as more important than practicality I assign more points to
safety than practicality. If I see them as equal I assign 50 to practicality and 50 to
safety. If I see safety as substantially more important than practicality I assign 99
points to safety and 1 point to practicality. Do not assign 100 points to one option
only. Also make sure that the values add up to 100 points for each comparison.

Comparison 1

The first comparison is between the following criteria when purchasing a vehicle
for single-person transportation:

1. Safety—This is how safe the vehicle is to use (e.g., safety features, stability,
weight restriction, maximum speed).

2. Practicality—This is how convenient the vehicle is to use (e.g., the weight and
size of the vehicle, charging time, distance per charge).

3. Economic—This is the costs involved with purchasing, operating, and
maintaining the vehicle.

4. Service and support—This is the length of the warranty and the reliability of the
vehicle.

5. Ease of use—This is how much effort goes into using the vehicle (e.g., physical
exertion, comfort, storage,).
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6. Public use regulations—This is the restriction when using the vehicle (e.g.,
license requirements, sidewalk and road restrictions).

Please complete the comparison below:

Pairwise comparison

Safety Practicality

Safety Economic

Safety Service and support
Safety Ease of use

Safety Public use regulations
Practicality Economic
Practicality Service and support
Practicality Ease of use
Practicality Public use regulations
Economic Service and support
Economic Ease of use
Economic Public use regulations
Service and support Ease of use

Service and support Public use regulations
Ease of use Public use regulations

Comparison 2

The second comparison is between factors under safety, which are as follows:

1. Safety features—This is the safety equipment installed on the vehicle (e.g.,
braking system).

2. Stability—This is how steady the vehicle is when operating (i.e., turning corners,
changing between different surfaces).

3. User weight restriction—This is the maximum weight of the person operating
the vehicle.

4. User recommended age—This is the youngest recommended age for a person
operating the vehicle.

5. Max speed—This is the maximum speed at which the vehicle can travel.

Please complete the comparison below:

Pairwise comparison (safety)

Safety features Stability

Safety features User weight restriction
Safety features User recommended age
Safety features Max speed

Stability User weight restriction
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(continued)

Pairwise comparison (safety)

Stability User recommended age
Stability Max speed

User weight restriction User recommended age
User weight restriction Max speed

User recommended age Max speed

Comparison 3

The third comparison is between factors under practicality, which are as follows:

1. Equipment weight—This is the weight of the vehicle (e.g., how heavy it is to
pick up in the train, into your car).

2. Equipment size—This is the longest length of the vehicle.

3. Charge time—This is how long an electric vehicle takes to fully charge before it
can be used.

4. Max speed—This is the maximum speed at which the vehicle can travel.

5. Range per charge—This is the distance that the vehicle can travel on one charge.

Please complete the comparison below:

Pairwise comparison (practicality)

Equipment weight Equipment size
Equipment weight Charge time
Equipment weight Max speed
Equipment weight Range per charge
Equipment size Charge time
Equipment size Max speed
Equipment size Range per charge
Charge time Max speed
Charge time Range per charge
Max speed Range per charge

Comparison 4

The fourth comparison is between factors under economic, which are as follows:

1. Purchase cost—This is the initial cost to purchase the vehicle.

2. Operating cost—This is the cost to use the vehicle (e.g., charging cost for
electric vehicle).

3. Maintenance cost—This is the cost to maintain the vehicle (e.g., replacing tires,
batteries).
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Please complete the comparison below:

Pairwise comparison (economic)

Purchase cost Operating cost
Purchase cost Maintenance cost
Operating cost Maintenance cost

Comparison 5
The fifth comparison is between factors under service and support, which are as
follows:

1. Warranty length—This is the length of the warranty for the vehicle.
2. Ease of maintenance—This is how easy the vehicle is to maintain yourself.
3. Reliability—This is how reliable the vehicle is perceived to be.

Please complete the comparison below:

Pairwise comparison (service and support)

Warranty length Ease of maintenance
Warranty length Reliability
Ease of maintenance Reliability

Comparison 6

The sixth comparison is between factors under ease of use, which are as follows:

1. Physical exertion—This is how much effort goes into using the vehicle.

2. Comfort—This is how comfortable the vehicle is (e.g., standing vs. sitting, seat
comfort).

. Storage—This is how practical the vehicle is to store away (e.g., in a cupboard).

. Handling—This is how easy the vehicle is to operate (e.g., turning, balancing).

5. Appearance—This is your perception on what the vehicle looks like.

W

Please complete the comparison below:

Pairwise comparison (ease of use)

Physical exertion Comfort
Physical exertion Storage
Physical exertion Handling
Physical exertion Appearance
Comfort Storage
Comfort Handling
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(continued)

Pairwise comparison (ease of use)

Comfort Appearance
Storage Handling
Storage Appearance
Handling Appearance

Comparison 7

The seventh comparison is between factors under public use regulations, which are

as follows:

1. Sidewalk restrictions—This is whether the vehicle is allowed to be used on

sidewalks or not.

2. Road restrictions—This is whether the vehicle is allowed to be used on the road

or not.

3. License requirement—This is whether you require a license or permit to use the

vehicle on public roads and sidewalks.

Please complete the comparison below:

Pairwise comparison (public use regulations)

Sidewalk restrictions

Road restrictions

Sidewalk restrictions

License requirement

Road restrictions

License requirement

Thank you for your patience and time for completing this survey!!!!

Section 2: Single-Person Transportation Vehicles

Human-powered bicycle
e Price—$1,369
¢ Shimano mechanical disc front brakes
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Electric Trikke

e Price—$2,200

e Weight—46 Ib

* Range—24 miles per charge
¢ Max speed—16 mph

« Foldable

¢ Dual disk brakes

¢ Charge time—3 h

Electric-assisted bicycle

e Price—$3,449

*  Weight—47 1b

* Range—40 miles per charge

¢  Warranty—?2 years

¢ Shimano hydraulic disk brakes

Electric kick scooter

e Price—$3,795

e Weight—46 Ib

« Range—28 miles per charge (econ)
¢ Max speed—20 mph

« Foldable

* Mad Dog Disc braking system

Segway i2

e Price—$6,999

¢ Weight—105 Ib

* Range—24 miles per charge
¢ Max speed—12.5 mph
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(continued)

Electric scooter

e Price—$1,799

e Weight—265 Ib

* Range—15 miles per charge
¢ Max speed—15 mph

*  Warranty—6 months

¢ Charge time—8 h

« Front and rear drum brakes
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Appendix 2: Description of 5-Point Scale for Sub-criteria

Table 4.2 Sub-criteria 5-point scale description

Factor

5-point scale

Description

Factor 11: Safety
features

Excellent (E)

Safety features are above all other vehicles in the same
category.

Good (G)

Safety features are equivalent to the leading vehicles in
the same category.

Average (A)

Safety features are equivalent to competing products in
the same category.

Poor (P) Very basic safety features installed that are not up to the
standards of competing vehicles in the same category.

Unacceptable | No safety features installed on the vehicle.

(UA)

Factor 21:
Stability

Excellent (E)

The vehicle can handle corners and changes in surface
safely at the maximum speed.

Good (G)

The vehicle can handle corners and changes in surface
safely at the average speed of the vehicle.

Average (A)

The vehicle handles corner sufficiently, and can handle
changes in surface; however there is still a possibility of
the vehicle losing control.

Poor (P) The vehicle turns corners with difficulty or unsafely. It is
recommended to turn corners at very low speeds.
Unacceptable | The vehicle cannot turn corners or handle changes in
(UA) surface; it can basically not be used for any purpose.
Factor 33: Mainte- | Very Low The cost to maintain the vehicle is less than 10 % of the
nance cost (VL) purchase cost of the vehicle.
Low (L) The cost to maintain the vehicle is between 10 and 30 %
of the purchase cost of the vehicle.
Acceptable The cost to maintain the vehicle is between 30 and 60 %
(A) of the purchase cost of the vehicle.
High (H) The cost to maintain the vehicle is between 60 and 90 %
of the purchase cost of the vehicle.
Very High The cost to maintain the vehicle is above 90 % of the
(VH) purchase cost of the vehicle.

Factor 24: Ease of
maintenance

Excellent (E)

It is possible to maintain all parts of the vehicle without
assistance.

Good (G)

It is possible to maintain small parts (tires, chains, etc.)
and medium parts (batteries, wheels, etc.) without
assistance.

Average (A)

It is possible to maintain small parts (tires, chains, etc.)
and medium parts (batteries, wheels, etc.) with assistance.

Poor (P) It is possible to maintain small parts (tires, chains, etc.) of
the vehicle with assistance.

Unacceptable | It is impossible to maintain the vehicle. The vehicle needs

(UA) to be sent into the repair shop.

(continued)
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Table 4.2 (continued)

Factor 5-point scale | Description
Factor 34: Excellent (E) | The vehicle is reliable 100 % of the time.
Reliability Good (G) The vehicle operated acceptably with a very small

possibility of failure.

Average (A)

The vehicle operates acceptably with a small possibility
of failure.

Poor (P) The vehicle is operational but there is a consistent
possibility of failure.
Unacceptable | The vehicle cannot be operated without a failure occurring.
(UA)
Factor 15: Physi- | Verylow (VL) | No effort is required when operating the vehicle.
cal exertion Low (L) Slight amount of effort is required while operating the
vehicle (e.g., standing).
Acceptable Some effort is required while operating the vehicle
(A) (e.g., pushing, assisted cycling).
High (H) Equivalent effort to the average pace of walking is
required while operating the vehicle.
Very high Equivalent effort to the average pace of running or
(VH) cycling is required to operate the vehicle.

Factor 25:
Comfort

Excellent (E)

The vehicle has no discomfort and can be used continu-
ously without any issues.

Good (G)

The vehicle is comfortable to operate for the duration of a
long daily commute.

Average (A)

The vehicle is comfortable to operate for the duration of
an average daily commute.

Poor (P) The vehicle is uncomfortable to operate but can still be
used for short durations.

Unacceptable | The vehicle is extremely uncomfortable to operate. The

(UA) vehicle should not be used.

Factor 35: Storage

Excellent (E)

The vehicle can be stored in a small-size closet, trunk of a
car, etc.

Good (G)

The vehicle can be stored in a standard-size storage
closest.

Average (A)

The vehicle can be stored in a small open area (e.g.,
balcony, storage room).

Poor (P) The vehicle can be stored in an open area such as a garage
and small yard.
Unacceptable | The vehicle cannot be stored anywhere except in a large
(UA) open area.
Factor 45: Excellent (E) | The vehicle can handle all possible conditions
Handling Good (G) The vehicle can handle different road surfaces and most

weather conditions and is extremely easy to maintain
balance on.

Average (A)

The vehicle can handle slight changes in weather conditions
and road conditions and is easy to maintain balance on.

Poor (P) The vehicle can only operate in standard weather condi-
tions and flat paved roads.

Unacceptable | The vehicle is very difficult to balance on, and does not

(UA) handle any conditions and cannot be used.

(continued)
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Factor 5-point scale | Description
Factor 55: Excellent (E) | The vehicle would be appealing to all consumers in the
Appearance market.

Good (G) The vehicle would be appealing to the current market of

single-person transportation vehicles and will attract cur-
rent motor vehicle users.

Average (A)

The vehicle would be appealing to the current market of
single-person transportation vehicles.

Poor (P)

The vehicle would be acceptable to a very small amount
of consumers in the market.

Unacceptable
(UA)

The vehicle is not appealing to any consumer and will not
be purchased.

Appendix 3: Technologies
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Appendix 4: Criteria and Sub-criteria Weights

1. India

Table 4.4 Criteria and sub-criteria weights (India)

K. van Blommestein et al.

Person 1 ‘ Person 2 | Person 3 Person 4 Mean
Criteria
Safety 0.19 0.43 0.31 0.26 0.30
Practicability 0.16 0.24 0.26 0.22 0.22
Economic 0.23 0.11 0.15 0.19 0.17
Service and support 0.2 0.12 0.1 0.17 0.15
Ease of use 0.12 0.07 0.14 0.11 0.11
Public use regulations 0.1 0.03 0.04 0.04 0.05
Inconsistency 0.053 0.11 0.049 0.086 0.056
Safety sub criteria
Safety features 0.25 0.26 0.51 0.41 0.36
Stability 0.37 0.29 0.18 0.21 0.26
Weight restriction 0.11 0.14 0.08 0.11 0.11
Recommended age 0.13 0.14 0.05 0.1 0.10
Max speed 0.15 0.17 0.18 0.17 0.17
Inconsistency 0.041 0.017 0.039 0.039 0.069
Practicability sub-criteria
Equipment weight 0.17 0.19 0.15 0.18 0.17
Equipment size 0.25 0.18 0.17 0.14 0.19
Charge time 0.2 0.29 0.23 0.23 0.24
Max speed 0.23 0.13 0.21 0.18 0.19
Range per charge 0.15 0.21 0.23 0.27 0.22
Inconsistency 0.048 0.063 0.014 0.038 0.041
Economic sub-criteria
Purchase cost 0.43 0.33 0.25 0.33 0.34
Operating cost 0.29 0.33 0.38 0.33 0.33
Maintenance cost 0.29 0.33 0.38 0.33 0.33
Inconsistency 0.000 0.000 0.000 0.000 0.052
Service and support sub-criteria
Warranty length 0.65 0.17 0.09 0.16 0.27
Ease of maintenance 0.24 0.3 0.3 0.3 0.28
Reliability 0.11 0.53 0.61 0.54 0.45
Inconsistency 0.032 0.022 0.026 0.01 0.198
Ease of use sub-criteria
Physical exertion 0.17 0.39 0.14 0.25 0.23
Comfort 0.27 0.18 0.31 0.2 0.24
Storage 0.2 0.08 0.21 0.21 0.17
Handling 0.18 0.21 0.21 0.2 0.20
Appearance 0.18 0.15 0.14 0.14 0.15

(continued)
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Table 4.4 (continued)
Person 1 Person 2 Person 3 Person 4 Mean
Inconsistency 0.003 0.072 0.024 0.065
Public use regulations sub-criteria
Sidewalk restrictions 0.49 0.08 0.36 0.33
Road restrictions 0.31 0.52 0.47 0.43
License requirement 0.2 0.4 0.18 0.24
Inconsistency 0.059 0.021 0.005 0.132
2. Kenya
Table 4.5 Criteria and sub-criteria weights (Kenya)
Person 1 | Person 2 Person 3 Mean
Criteria
Safety 0.16 0.16 0.16 0.16
Practicality 0.24 0.25 0.33 0.27
Economic 0.21 0.11 0.11 0.14
Service and support 0.12 0.18 0.17 0.16
Ease of use 0.14 0.19 0.12 0.15
Public use regulations 0.12 0.11 0.09 0.11
Inconsistency 0.081 0.076 0.05 0.038
Safety sub-criteria
Safety features 0.31 0.34 0.3 0.32
Stability 0.26 0.21 0.26 0.25
Weight restriction 0.11 0.19 0.2 0.17
Recommended age 0.11 0.1 0.09 0.10
Max speed 0.21 0.16 0.14 0.17
Inconsistency 0.035 0.07 0.016 0.032
Practicality sub-criteria
Equipment weight 0.15 0.13 0.14 0.14
Equipment size 0.2 0.2 0.2 0.20
Charge time 0.19 0.19 0.19 0.19
Max speed 0.19 0.21 0.2 0.19
Range per charge 0.27 0.27 0.27 0.27
Inconsistency 0.102 0.08 0.09 0.006
Economic sub-criteria
Purchase cost 0.33 0.33 0.24 0.30
Operating cost 0.33 0.29 0.28 0.30
Maintenance cost 0.33 0.38 0.48 0.40
Inconsistency 0.000 0.021 0.006 0.056
Service and support sub-criteria
Warranty length 0.18 0.33 0.38 0.30
Ease of maintenance 0.41 0.33 0.37 0.37

(continued)



88

Table 4.5 (continued)
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Person 1 Person 2 Person 3 Mean
Reliability 0.41 0.33 0.25 0.33
Inconsistency 0.000 0.000 0.05 0.081
Ease of use sub-criteria
Physical exertion 0.16 0.15 0.15 0.16
Comfort 0.33 0.24 0.32 0.30
Storage 0.11 0.13 0.13 0.12
Handling 0.3 0.33 0.3 0.31
Appearance 0.11 0.15 0.1 0.12
Inconsistency 0.034 0.108 0.182 0.062
Public use regulations sub-criteria
Sidewalk restrictions 0.32 0.29 0.26 0.29
Road restrictions 0.24 0.28 0.19 0.24
License requirement 0.43 0.43 0.55 0.47
Inconsistency 0.023 0.049 0.029 0.05
3. South Africa
Table 4.6 Criteria and sub-criteria weights (South Africa)
Person 1 | Person 2 | Person 3 Person 4 Mean
Criteria
Safety 0.18 0.26 0.29 0.13 0.21
Practicability 0.16 0.13 0.14 0.26 0.17
Economic 0.24 0.19 0.19 0.23 0.21
Service and support 0.23 0.08 0.19 0.07 0.14
Ease of use 0.11 0.13 0.1 0.2 0.13
Public use regulations 0.07 0.21 0.09 0.12 0.12
Inconsistency 0.051 0.005 0.016 0.059 0.06
Safety sub-criteria
Safety features 0.23 0.36 0.41 0.11 0.28
Stability 0.3 0.38 0.33 0.23 0.31
Weight restriction 0.12 0.09 0.04 0.16 0.10
Recommended age 0.1 0.05 0.12 0.17 0.11
Max speed 0.25 0.13 0.09 0.34 0.20
Inconsistency 0.053 0.005 0.073 0.065 0.09
Practicability sub-criteria
Equipment weight 0.1 0.16 0.2 0.12 0.14
Equipment size 0.09 0.06 0.1 0.12 0.09
Charge time 0.33 0.17 0.23 0.2 0.23
Max speed 0.21 0.22 0.13 0.34 0.22
Range per charge 0.27 0.4 0.34 0.22 0.31

(continued)
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Table 4.6 (continued)
Person 1 Person 2 Person 3 Person 4 Mean
Inconsistency 0.068 0.013 0.028 0.017 0.064
Economic sub-criteria
Purchase cost 0.38 0.5 0.25 0.38 0.38
Operating cost 0.33 0.33 0.38 0.33 0.34
Maintenance cost 0.29 0.17 0.38 0.29 0.28
Inconsistency 0.021 0.000 0.000 0.005 0.078
Service and support sub-criteria
Warranty length 0.21 0.42 0.36 0.14 0.28
Ease of maintenance 0.37 0.21 0.18 0.41 0.29
Reliability 0.42 0.37 0.47 0.45 0.43
Inconsistency 0.006 0.006 0.005 0.029 0.103
Ease of use sub-criteria
Physical exertion 0.26 0.35 0.15 0.08 0.21
Comfort 0.24 0.19 0.23 0.35 0.25
Storage 0.1 0.12 0.13 0.11 0.12
Handling 0.15 0.29 0.27 0.3 0.25
Appearance 0.24 0.04 0.23 0.16 0.17
Inconsistency 0.021 0.008 0.023 0.017 0.078
Public use regulations sub-criteria
Sidewalk restrictions 0.26 0.38 0.33 0.25 0.3
Road restrictions 0.54 0.38 0.33 0.43 0.42
License requirement 0.2 0.25 0.33 0.33 0.28
Inconsistency 0.005 0 0 0.005 0.071
4. USA
Table 4.7 Criteria and sub-criteria weights (USA)
Person 1 | Person 2 | Person 3 | Person4 |Person5 | Mean
Criteria
Safety 0.22 0.23 0.19 0.1 0.13 0.17
Practicality 0.18 0.14 0.23 0.35 0.14 0.21
Economic 0.17 0.17 0.26 0.16 0.31 0.22
Service and support 0.18 0.2 0.07 0.05 0.08 0.12
Ease of use 0.17 0.12 0.22 0.15 0.18 0.17
Public use regulations | 0.08 0.14 0.04 0.18 0.15 0.12
Inconsistency 0.026 0.05 0.033 0.156 0.049 0.065
Safety sub-criteria
Safety features 0.37 0.27 0.25 0.1 0.3 0.26
Stability 0.37 0.25 0.25 0.31 0.21 0.28
Weight restriction 0.05 0.16 0.06 0.26 0.06 0.12

(continued)
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Table 4.7 (continued)
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Person 1 | Person2 |Person3 |Person4 |Person5 |Mean
Recommended age 0.09 0.15 0.25 0.14 0.14 0.16
Max speed 0.13 0.16 0.18 0.19 0.28 0.19
Inconsistency 0.015 0.023 0.003 0.01 0.101 0.075
Practicality sub-criteria
Equipment weight 0.27 0.19 0.09 0.26 0.77 0.32
Equipment size 0.25 0.13 0.06 0.19 0.08 0.14
Charge time 0.15 0.22 0.26 0.14 0.02 0.16
Max speed 0.18 0.12 0.26 0.27 0.11 0.19
Range per charge 0.15 0.34 0.34 0.14 0.03 0.20
Inconsistency 0.006 0.016 0.019 0.056 0.068 0.147
Economic sub-criteria
Purchase cost 0.29 0.38 0.27 0.23 0.46 0.33
Operating cost 0.43 0.29 0.57 0.23 0.17 0.34
Maintenance cost 0.29 0.33 0.16 0.54 0.36 0.34
Inconsistency 0 0.005 0.004 0 0.038 0.133
Service and support sub-criteria
Warranty length 0.38 0.38 0.09 0.11 0.14 0.22
Ease of maintenance 0.25 0.29 0.55 0.5 0.28 0.38
Reliability 0.38 0.33 0.36 0.39 0.58 0.41
Inconsistency 0 0.005 0.186 0.005 0.035 0.131
Ease of use sub-criteria
Physical exertion 0.11 0.14 0.09 0.17 0.28 0.16
Comfort 0.27 0.34 0.15 0.25 0.15 0.23
Storage 0.16 0.17 0.17 0.22 0.06 0.16
Handling 0.25 0.22 0.43 0.19 0.33 0.28
Appearance 0.2 0.13 0.17 0.18 0.17 0.17
Inconsistency 0.024 0.035 0.014 0.054 0.03 0.071
Public use regulations sub-criteria
Sidewalk restrictions 0.31 0.38 0.05 0.12 0.02 0.18
Road restrictions 0.21 0.38 0.68 0.66 0.85 0.55
License requirement 0.48 0.25 0.27 0.22 0.14 0.27
Inconsistency 0 0 0.051 0.019 0.123 0.19
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Appendix 5: Sub-criteria Weights to Objective

Factor 11| Safety Features
Factor 21| Stability
Factor 31| Weight Restriction
Factor 41| Recommended Age
Factor 51| Max Speed

Factor 12| Equipment Weight

Factor 22| Equipment Size 0.04 0.05
Factor 32| Charge Time 0.03 0.04 0.05 0.05
Factor 42| Max Speed 0.04 0.04 0.04

Factor 52| Range per charge

Factor 13
Factor 23
Factor 33

Purchase Cost
Operating (Charging) Cost
Maintenance Cost

Factor 14| Warranty
Factor 24| Ease of Maintenance
Factor 34| Reliability

Factor 15| Physical exertion
Factor 25| Comfort
Factor 35| Storage
Factor 45| Handling
Factor 55| Appearance

Factor 16| Sidewalk Restriction
Factor 26| Road Restriction
Factor 36| License/Permit Requirement

Fig. 4.8 Overall factor weights per country
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Strategic Planning



Chapter 5

Strategic Planning: A Quantitative Model
for the Strategic Evaluation of Emerging
Technologies

Nathasit Gerdsri

Abstract This chapter presents a quantitative model used for evaluating the impact
of emerging technologies on a company’s objective. The hierarchical model with
four levels (objective—criteria—factors—technology alternatives) is structured to
decompose the complex decision problems and incorporate quantitative and qual-
itative aspects into the evaluation process. A new approach on applying a semi-
absolute scale to quantify the values of technologies is proposed in conjunction with
the determination of criteria priorities and the relative importance of factors under
each criterion. The impact of technologies on a company’s objective is calculated as
a composite index called technology value. The improvement gap and improve-
ment priority of each technology are also determined to identify the characteristics
of the emerging technologies on which technology-driven companies would focus
in order to maximize the impact of those technologies on the company’s strategic
objectives. A case study is included in this chapter to illustrate the applicability and
computations of the proposed model.

5.1 Introduction

Increasing global market competition is making a strong impact on the design and
development of new products [1, 2]. To survive under this intense pressure,
companies are seeking for the better way to exploit the uses of technologies
[3-5]. Choosing the right technologies would help companies supporting the future
development of their new products.

In today’s environment, technologies are changing faster than ever. Companies
have to keep an eye on the development of emerging technologies as they con-
stantly monitor the development of existing technologies. The success of
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implementing technologies to new products would open windows of opportunity
for companies to gain competitiveness [6]. However, managers of technology
development divisions in companies often struggle with finding a proper way to
analytically evaluate the impacts of those emerging technologies on a company’s
objective.

Despite the fact that there is an abundance of literature on decision-support
models for the evaluation of technologies, only a few studies specifically address to
emerging technologies. The development processes of a decision-support model for
emerging technology tend to be more sophisticated than those of existing technol-
ogies due to the higher degree of uncertainty and the limited amount of data
available.

Theoretically, the concept of hierarchical modeling (also known as analytical
hierarchy process—AHP) can be applied to structurally decompose the complex
problems as well as incorporate quantitative and qualitative aspects into consider-
ation [7, 8]. There have been several studies done on applying AHP approach to the
evaluation or assessment of technologies: for example, Technological Choice in the
Less Developed Countries: An Analytical Hierarchy Approach, Ramanujan [9];
The Analytical Hierarchy Process for Choice of technologies, Prasad [10]; The
Prioritization of Technologies in a Research Laboratory, Melachrinoudis [11];
Prioritizing Telecommunications Technologies for Long-Range R&D Planning to
the Year 2006, Suh [12]; and Justification of New Manufacturing Technology: A
Strategic Approach Using the AHP, Albayrakoglu [13].

In those studies, the hierarchical model for the evaluation and assessment of
technologies is constructed with either three levels (objective—criteria—technology
alternatives) or four levels (objective—criteria—subcriteria—technology alternatives).
The series of comparative judgments are analyzed to determine the relative impact
of technologies on the objective.

However, obtaining the direct comparison of technologies with respect to each
criterion may pose the problems on the aggregation of comparative judgments
[14]. These issues really become the limitations on the application of the model
to emerging technologies.

To unleash the limitations and enhance the robustness of a model, this chapter
proposes a new approach by replacing the technologies with their measures of
effectiveness. Thus, the impact of emerging technologies can be evaluated through
the semi-absolute values instead of the relative values.

5.2 Model Development

The development of proposed model for the evaluation of emerging technologies is
achieved in three steps: (1) technology characterization, (2) hierarchical modeling,
and (3) technology evaluation. Figure 5.1 represents the flow of information within
the model from Step 1 to Step 3 as well as the integration of strategic information
used as inputs to the model. The strategic information presents the list of potential
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Fig. 5.1 Information flow to and within the model

emerging technologies and the estimated time of their occurrence along with the
metrics describing the performance and physical characteristics of each technology.

To obtain the strategic information on emerging technologies, it is always
challenging due to the limited data availability inherent in emerging technologies.
Gerdsri and Kocaoglu applied Delphi method to obtain this strategic information by
gathering expert opinions [15].

For the main technology evaluation model, the concept of hierarchical decision
modeling is applied to decompose the structure of complex issues into hierarchies
and then apply the comparative judgments to synthesize the relative priorities of
components in each hierarchy.

The identification of components in each hierarchy as well as the quantification
of their relative priorities need to be specifically determined for a company. An
expert panel is formed for this purpose. Members of the panel are all involved in the
implementation technologies in the company.

5.2.1 Step 1: Technology Characterization

The experts are first asked to define and verify the company’s objective for
evaluating technologies. It is important to align the objective with the company’s
strategy. After that the experts are asked to decompose the decision complexity by
identifying criteria and technological factors which contribute to the satisfaction of
the company’s objective.
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A set of technological factors is specifically defined under each area of criteria so
that the contribution of technology can be directly measured. For example, under
economic criterion, at least three factors, cost of fabrication, cost of operation, and
cost of service and maintenance, should be considered on affecting the importance
of economic criterion. Technological factors can be either quantitative or qualita-
tive parameters depending on the means used in measuring the contribution of
technologies toward factors.

The identification of components placed in the criteria and technological factor
level is accomplished based on the focus of their preferential independence even
though some components may share their technical dependency.

Many methods such as brainstorming, interview, nominal group discussion, and
Delphi technique can be applied to establish a set of criteria and factors through the
use of expert opinions.

5.2.2 Step 2: Hierarchical Modeling for the Evaluation
of Emerging Technologies

Through conceptual thinking, a generalized hierarchical model can be constructed
with a four-level hierarchy: objective, criteria, factors, and technologies, as shown
in Fig. 5.2. This model represents the hierarchical structure in which the relative
contributions of technologies to the objective are calculated by determining the
priorities of the criteria, the relative importance of factors on each criterion, and the
relative impact of technologies on each factor. The relative values of components in
a given level are determined through a series of pairwise judgment quantifications
with respect to the elements in the next higher level.

The aggregation of comparative judgments on technologies with respect to each
factor poses two disadvantages. First, the judgment quantification approach
becomes very difficult when the number of technologies increases. Second, the
whole series of comparative judgments need to be repeatedly quantified every time
a new technology is added to the list.

To overcome these difficulties, a composite index called “technology value” is
developed to quantify the impact of each technology on the objective based on the
semi-absolute values instead of the relative values.

With the new approach of quantifying the technology value, the generalized
model has to be transformed to an operational model by replacing the technologies
with their measures of effectiveness as shown in Fig. 5.3. A set of measures of
effectiveness (metrics) is defined for each technological factor so that the perfor-
mance and physical characteristics of emerging technologies could be directly
evaluated. The impact relationships of measures of effectiveness associated with
each factor are determined through the quantification of judgments for the desir-
ability of each measure of effectiveness.
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Fig. 5.3 The operational hierarchical model developed for evaluating emerging technologies

5.2.3 Step 3: Technology Evaluation

Referring to the operational hierarchical model in Fig. 5.3, the technology value of
an emerging technology (TV,,) can be computed as shown in Eq. (5.1):
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K Ik
ZZ Wi fjok V(tn/k ) (5.1)

k=1

where

TV,: Technology value of technology (n) determined according to a company’s
objective

wy: Relative priority of criterion (k) with respect to the company’s objective

[ j,.x+ Relative importance of factor (ji) with respect to criterion (k)

tn, j,.k: Performance and physical characteristics of technology (n) along with factor
(jx) for criterion (k)

V(t,l, s k): Desirability value of the performance and physical characteristics of
technology (n) along factor (jy) for criterion (k)

The computational process is described through five measurements as follows:

Measurement 1: Determination of [wy], the relative priority of criterion (k), with
respect to the objective:

K
Zwk =1.0; where w; > 0 (5.2)

The series of comparative judgments are obtained from each expert through the
allocation of 100 points between two criteria at a time (applying the constant-sum
method) [16, 17]. The judgments are converted to a normalized measure of relative
priority values in ration scale for the criteria.

The group values for the relative priority of criteria are calculated as the mean of
the priority values obtained from individual experts.

Measurement 2: Determination of [ f i « 1, the relative impact of factors (jy),
associated with each criterion (k):

Ji
Zf./k’k =1.0 foreach criterion (k); where f; , > 0 (5.3)

Ji=1

The series of comparative judgments on technological factors with respect to each
criterion are obtained and the relative importance of those factors under each
criterion is calculated by following the same approach described in measurement 1.

Measurement 3: Determination of [V(mjk, k)], the relative desirability of measures
of effectiveness (metrics), under each factor (ji) and criterion (k)
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This process is conducted through four steps.

Step a: Identify the best and worst desirable limiting metrics that each factor can
take on.

Step b: Verify the measures of effectiveness whose desirability value is linearly
proportional to their numerical value between the two limits.

Step c: Develop a semi-absolute scale by assigning O point to the worst and
100 points to the best desirable limiting metrics under each factor.

Step d: Calculate the relative desirability of the intermediate values between the
two limits by following one of the two approaches described below:

Approach 1: If a characteristic of a factor can be verified as a linearly propor-
tional function, the relative desirability of the measures of effectiveness
between the worst and best metrics is determined as linearly proportional to
its numerical values between the limits.

Approach 2: If a characteristic of a factor cannot be verified as a linearly
proportional function, the nonlinear functional relationships between the
numerical values of the metric and their desirability value need to be
developed:

0 < V(mj,x) <100 for each factor (j,) and criterion (k) (5.4)

The relative desirability values of metrics under each factor can be graphically
presented as a desirability curve by arranging the range of metrics value on X-axis
and the desirability value on Y-axis.

Measurement 4: Mapping of technological metrics [#,, ;] to the desirability values
[V (tn, 1))

For each technology, the mapping of technological metrics [, .« ] to the
desirability values [V(t,,, i ,k)] is completed through the relative desirability of the
measures of effectiveness [V(m s k)] computed in Measurement 3:

Vimj,,
bn, jok (—/ﬁ ! V(ty, j.k) for technology (n) (5.5)

Measurement 5: Quantification for [TV,], technology value

By applying Eq. (5.1), the technology value is calculated through the matrix
computations among the criteria priorities (Measurement 1), the relative impor-
tance of factors on each criterion (Measurement 2), and the desirability value of
technologies to factors (Measurement 4). The outcomes are the technology values
of emerging technologies according to a company’s objective. The ideal technology
from a company’s point of view would represent the technology value of 100.
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5.3 Application of the Model

For the purpose of illustration, the proposed model is applied to the strategic
evaluation of emerging electronic cooling technologies. The outcomes of technol-
ogy value will indicate which cooling technology a company should consider for
R&D investment in developing thermal platforms to support new computer servers.

5.3.1 Problem Statement

A group of experts in a company concerns that the current thermal platform using
air cooling technology may not be efficient enough to support new computer server
which is planned to launch in 2006-2007 even though the performance and physical
characteristics of air cooling technology will continue to improve.

With the strategic information about emerging electronic cooling technologies,
the experts identify that there will be three potential candidates for R&D invest-
ment. The three technologies are channel flow boiling, spray cooling, and mechan-
ically pumped single-phase liquid cooling (MPS-LP). The estimation of metrics of
these technologies is presented in Table 5.1.

A company will determine its R&D investment in cooling technology according
to the technology value of four different alternatives (including the three emerging
technologies and the incremental improved air cooling technology).

All relevant data are obtained from the ongoing research on Building a Tech-
nology Development Envelope (TDE) for Roadmapping of Emerging Electronic
Cooling Technologies [15].

5.3.2 Literature Review of the Current Situation of Thermal
Management

The thermal management issues in electronics systems have become crucial
because future products including high-density desktop computers, multiprocessor
rack-mounted servers, and telecommunications cabinets are reaching volumetric
thermal densities beyond the limits of the current technology, direct air cooling
[18, 19].

There is enough evidence showing that the demands for more functionality,
faster performance, lighter weight, smaller size, lower price, and more reliable
product cause ever-serious challenges to electronic packaging density and thermal
management [20-22]. By managing these challenges, companies can develop
competitive advantage in their new electronic product development.
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Table 5.1 Metrics and desirability values of potential cooling technologies estimated for 2006—
2007

Technological Metrics (tn,jx,k) === Desirability Values V (tn,ji,k)

Criterion Factors Measurement Air Channel | Spray | MPS-LC* Air Channel Spray MPS-LC*
Unit Cooling Flow Cooling (Ta) Cooling Flow Cooling (Ta)
(T1) Boiling (T3) (T1) Boiling (T3)
(T2) (T2)

C1: Performance F11: Heat removal flux WicmA2 120 120 200 200 12 12 20 20
F21: Thermal resistance °C/Watt 0.2 0.03 0.04 0.08 [ 90 88 72
F31: Temperature Temperature 10 10 4 2 0 0 62 82
controllability swing (°C)

C2: Geometric F12: Height inches 4 0.3 0.4 2 0 95 92 67
F22: Footing space cmA2 6 2 4 4.5 60 88 75 72
F32: Weight Ibs 2 0.2 15 6 0 90 25 0
F42: Distance of heat inches 4 1 100 20 50 125 100 100
transportation

C3: Reliability F13: Continuous hours 2000 10000 10000 5000 10 40 40 24
operation
F23: Durability under 5-point scale VG G G G 90 7 7 71
adverse environment
conditions
F33: % of performance % 10 30 5 5 90 70 95 95
drop overtime
F43: Length of the seconds 0 10 30 300 100 90 75 0
warming up period at
start
F53: Longevity years 7 5 3 5 90 75 50 75

C4: Economic F14: Power consumption Watts 5 10 50 15 95 90 50 85

for cooling system

F24: Cost of fabrication $ 10 150 80 75 97 50 73 75

F34: Cost for recharging, $ 5 100 80 75 99 65 73 75
servicing and reclamation|

C5: Environmental F15: Toxic control of 5-point scale E VG G VG 100 80 60 80
[Compatibility, Safety, cooling media and
and Regulation combustion products

F25: Temperature control| °F 55 5 0 0 75 97 100 100

of exhaust coolant
(air/gas/liquid)

C6: Serviceability &  F16: Installation & 5-point scale E A G G 100 40 60 60

[Maintenance maintenance Complexity
F26: Interchangeability of|  5-point scale E A P A 100 50 25 50
components

C7: Flexibility F17: Physical Moldability 5-point scale A A P G 27 27 8 50
F27: Scalability 5-point scale G G G VG 58 58 58 82
F37: Upgrade ability 5-point scale A G P G 33 55 12 55

As a result of continuously increasing power dissipation, electronic cooling
technologies will experience a major evolution from air to liquid to possibly
cryogenics in the future, as shown in the electronic cooling technology mapping.

5.3.3 Model for the Evaluation of Emerging Electronic
Cooling Technologies

A panel of six experts was formed in thermal management division of a technology-
driven company. Each expert was involved in some aspects of implementing new
electronic cooling technologies to computer servers such as R&D, technology
enabling, product design, and manufacturing.
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5.3.3.1 The Identification of Technology Characterization (Step 1)

N. Gerdsri

All experts verified their company’s objective for the evaluation of emerging
electronic cooling technologies as “To achieve technological competitiveness
through the new thermal platform development for computer servers.” Then, they
identified seven criteria and a set of factors associated with each criterion along
with the limiting values of the measures of effectiveness applied for each factor as
shown in Table 5.2.

Table 5.2 List of criteria and factors associated with each criterion along with their limiting
values on measures of effectiveness

Measure of
Measurement | effectiveness
unit (limiting values)
Worst Best
Criteria 1: Performance
Factor 11: Heat removal flux [Watts/cmz] 0 1,000 or
higher
Factor 21: Thermal resistance [°C/Watts] 0.2 or 0
higher
Factor 31: Temperature controllability [A°C] 10 or 0
higher
Criteria 2: Geometric (form factor)
Factor 12: Height [inches] 4 or 0
higher
Factor 22: Footing area [sq. cm] 16 or 0
larger
Factor 32: Weight [grams] 2 or 0
more
Factor 42: Distance of heat transportation [inches] 0 8 or
longer
Criteria 3: Reliability
Factor 13: Continuous operation [hours] 0 25,000 or
higher
Factor 23: Compatibility and durability to various [5-point UA E
operating environment conditions scale]*
Factor 33: % of Performance drop over time [%] 100 0
Factor 43: Length of warming or starting up [seconds] 120 or 0
longer
Factor 53: Longevity [years] 0 8 or
longer
Criteria 4: Economic
Factor 14: Cost of operation [Watts] 100 or 0
higher
Factor 24: Cost of fabrication [$] 300 or 0
higher
Factor 34: Cost of recharging and reclamation [$] 300 or 0
higher

(continued)
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Table 5.2 (continued)

Measure of

Measurement | effectiveness
unit (limiting values)
Worst Best

Criteria 5: Environmental compatibility, safety, and regulation

Factor 15: Toxic control of cooling media and com- [5-point UA E

bustion products scale]®

Factor 25: Temperature control of exhaust coolant [°F] 150 0

Criteria 6: Service and maintenance

Factor 16: Ease of installation and maintenance [5-point UA E
scale]®

Factor 26: Interchangeability [5-point UA E
scale]®

Criteria 7: Flexibility

Factor 17: Physical moldability [5-point UA E
scale]®

Factor 27: Scalability [5-point UA E
scale]®

Factor 37: Upgradeability [5-point UA E
scale]®

“The description of all 5-point scales is specifically defined for each factor (see Appendix 1)

5.3.3.2 The Construction of Hierarchical Modeling (Step 2) (Fig. 5.4)

5.3.3.3 The Quantification of the Technology Value (Step 3)

Measurement 1: Determination of [wy], the relative priority of criteria (k), with
respect to the objective

The constant-sum values representing comparative judgment on each pair of
criteria were obtained from each expert to determine the relative priority of the
seven criteria. Table 5.3 represents the 21 comparisons provided by experts.

Using PCM software,' the relative priority of the seven criteria to which this
expert assigned can be determined as C1:0.26, C2:0.09, C3:0.20, C4:0.21, C5:0.07,
C6:0.10, and C7:0.09.

' PCM software is developed by Dundar F. Kocaoglu and coded by Bruce J. Bailey. The software
is used to facilitate the computation process of constant-sum pairwise comparison method by
converting judgments into numerical values [23].
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Company's
Objective To achieve technological competitiveness from new thermal
platform development for computer servers
Criteria
Critedon 1: Critedon 2: Critedon 3: Critedon 4: Criterion 5: Critedon 6:
Performance s Ex i &

Safety & Regulation Maintenance

N L | 5
Tie) et o 0 s

il i il

Fig. 5.4 Hierarchical model for the evaluation of emerging electronic cooling technologies with
respect to a company’s objective

Table 5.3 Example of the constant-sum values in comparative judgments provided by one
expert

Cl: 75 Cl: 60 Cl: 50 Cl: 80 Cl: 70 Cl: 75 C2: 30
C2: 25 C3: 40 C4: 50 C5: 20 C6: 30 C7. 25 C3: 70

C2: 30 C2: 50 C2: 50 C2: 50 C3: 50 C3: 75 C3: 70
C4: 70 C5: 50 C6: 50 C7: 50 C4: 50 C5:. 25 C6: 30

C3: 70 C4: 70 C4: 70 C4: 70 C5: 40 CS5: 40 Co6: 60
C7: 30 C5: 30 C6: 30 C7: 30 C6: 60 C7: 60 C7: 40

Table 5.4 The relative priority of the seven criteria, [wy]

Criteria WRT objective Cl C2 C3 C4 C5 C6 Cc7 z
Rel. importance [w;] — 0.27 0.12 0.20 0.15 0.09 0.09 0.08 1.00

By combining the relative priority values given by all experts, the mean value
was calculated to represent the group decision on the relative priority of the seven
criteria. The final result is shown in Table 5.4.

Measurement 2: Determination of [ f ok 1> the relative impact of factors (jy),
associated with each criterion (k)

The constant-sum values representing comparative judgments on the set of
factors associated with each criterion were obtained from all experts. The relative
importance of factors with respect to the criterion with which they are associated
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Table 5.5 The relative importance of factors under each criterion, [f io «

Factors under C1 F11 F21 F31 z

Rel. importance — 0.34 046 0.20 1.00

Factors under C2 F12 F22 F32 F42 X

Rel. importance — 0.33 0.35 0.16 0.16 1.00

Factors under C3 F13 F23 F33 F43 F53 z
Rel. importance — 0.22 0.20 0.22 0.14 0.22 1.00
Factors under C4 F14 F24 F34 x

Rel. importance — 0.52 0.23 0.25 1.00

Factors under C5 F15 F25 >

Rel. importance — 0.54 0.46 1.00

Factors under C6 Fl16 F26 x

Rel. importance — 045 0.55 1.00

Factors under C7 F17 F27 F37 p

Rel. importance — 0.24 040 0.36 1.00

was calculated by following the same approach as Measurement 1 above. The final
results representing the group mean for the normalized relative importance of
factors under each criterion are shown in Table 5.5.

Measurement 3: Determination of [V(m_ik’k)], the relative desirability of measures
of effectiveness (metrics), under each combination of factor (ji) and criterion (k)

Each expert assigned a value between 0 and 100 representing his/her judgment
on the relative desirability of each measure of effectiveness as a ratio of the
desirability of the “best” limiting metric. The mean values were calculated
among the relative values given by each expert to represent the group decision.
As a result, 22 desirability curves were developed.

Figure 5.5 shows some examples of desirability curves developed for heat
removal flux, longevity, cost of fabrication, and upgradeability factors. The desir-
ability curves for the other 18 factors are shown in Appendix 2.

Measurement 4: Mapping of technological metrics [, ;1] to the desirability
values [V (t,,, Je ,k)] using the relative desirability value of measures of effectiveness
[V(m o k)] resulting from Measurement 3 as presented in Fig. 5.5 and Appendix 2.

Measurement 5: Quantification for the technology value [TV,]

The technology value of each of the four technologies is determined by applying
Eq. (5.1) along with the substitution of values obtained from Measurements 1, 2,
and 3 as presented in Tables 5.4, 5.5, and Appendix 2, respectively.

For example, the technology value of air cooling technology (T,) is determined
as shown in Table 5.6.

From the computation, the technology value of air cooling technology (T;) is
equal to 54.1. Similarly, the technology values of the three emerging technologies,
T,, T3, and Ty, are 62.3, 60.7, and 64.4, respectively.
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Fig. 5.5 Desirability curves
5.3.3.4 Interpretation of Results

— Air cooling, channel flow boiling, spray cooling, and MPS-LP technology
represent the value of 54.1 %, 62.4 %, 60.7 %, and 64.4 % of the ideal
technology alternative according to a company’s preference.

— The company perceives the value of MPS-LP, channel flow boiling, and spray
cooling as 1.19, 1.15, and 1.12 times as preferable as air cooling technology.

5.3.3.5 Discussion of Results

A comparison of the technology values of four different cooling technology alter-
natives indicates that air cooling technology will no longer be satisfying the
company’s objective. The computation of the technology value of air cooling
technology as shown in Table 5.6 indicates that further improvements of economic,
environmental compatibility, and serviceability and maintenance aspects would not
yield any greater contribution to its technology value since the desirability values of
the factors associated with those three criteria are already approaching the full
scores. This situation can also be explained as the phenomenon of overshooting
market expectation as Christensen described the difference on expected trajectory
between existing and disruptive technologies [24]. Without any breakthrough
improvements on performance and geometric limitations, air cooling technology
would be replaced by one of the three emerging cooling technologies.
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Table 5.6 Computation of technology value of air cooling technology

Desirability Technology

Criterion Factors value value
C1: Performance (0.27) F11(0.34) | V(t;.11) (12) 1.10
F21 (0.46) | V(t121) (0) 0.00

F31(0.20) | V(#,31) (0) 0.00

C2: Geometric (0.12) F12(0.33) | V(t,.12) (0) 0.00
F22 (0.35) | V(1 22) (60) 2.52

F32(0.16) | V(t;32) (0) 0.00

F42 (0.16) | V(11 .42) (50) 0.96

C3: Reliability (0.20) F13(0.22) | V(t;,13) (10) 0.44
F23 (0.20) | V(t,23) (90) 3.60

F33(0.22) | V(t,33) (90) 3.96

F43 (0.14) | V(t1.43) (100) 2.80

F53(0.22) | V(t1.53) (90) 3.96

C4: Economic (0.15) F14 (0.52) | V(t1.14) (95) 7.41
F24 (0.23) | V(t124) (97) 3.35

F34(0.25) | V(t,34) (99) 3.71

C5: Environmental compatibility (0.09) F15(0.54) | V(t;,15) (100) 4.86
F25(0.46) | V(t15) (75) 3.11

C6: Serviceability and maintenance (0.09) | F16(0.45) | V(¢ 16) (100) 4.05
F26 (0.55) | V(1 .26) (100) 4.95

C7: Flexibility (0.08) F17(0.24) | V(t1.17) (27) 0.52
F27 (0.40) | V(t,27) (58) 1.86

F37(0.36) | V(t;37) (33) 0.95

54.10

5.4 Improvement Gap and Improvement Priority

These two measures are developed to determine which of the technologies to focus
on as well as which of the factors to improve.

5.4.1 Improvement Gap

Improvement gap (IG) is the weighted gap between the performance of each
technology along a factor and the upper bound for the ideal technology along that
factor as calculated from the expert judgments. It is defined as
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Ji
Z wi e £k [100 =V (6, 1)) (5.6)

.TTMa

The performance gap along factor (ji), [100-V (¢, 1)1, is weighted by the product
of the relative value of the criterion (k) and the factor (jy).

5.4.2 Improvement Priority

Improvement priority (IP) is the rank order of the factors according to the IG value
of the technologies determined along those factors.

Analysis of IG and IP in the case study

The technology values of channel flow boiling, spray cooling, and MPS-LP tech-
nologies are close to each other (62.3, 60.7, and 64.4, respectively). Table 5.7
represents the improvement gap and improvement priority of each of these tech-
nologies along 22 factors.

Calculation of IG

Channel flow boiling has the desirability value of 12 out of 100 on the factor of heat
removal flux (F11). The improvement gap on this factor is equal to 0.27 x 0.34 x
(100 — 12) =8.08. The IG values along all other factors are calculated in the
same way.

Determination of IP
The IP is shown for the top five factors for each of the three technologies in
Table 5.7.

The decision on which technology should be selected will significantly depend
on successful improvement of heat removal flux (F11) in one of the three technol-
ogies. As seen in Table 5.7, the IG value of this factor has the highest IP for all three
technologies.
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5.5 Conclusion

This chapter presents a robust quantitative model for evaluating the impact of
emerging technologies on a company’s objective. The technology value [TV,]
can be determined for any technology (n) whose performance metrics (measures
of effectiveness) are available under (ji) factors for (k) criteria. Once the technol-
ogy value is known, then technology can readily be incorporated into the model and
compared with all other available and emerging technologies. The model also
provides a measure for the relative value of improvements in technical character-
istics of each technology and the factors on which a company has to focus in order
to maximize that technology’s impact on the company’s objective.

Appendix 1: Description of 5-Point Scale Specifically Defined

For Each Qualitative Factor

Factors 5-point scale | Description
Factor 23: Durability under Excellent (E) | Cooling systems are durable to operate under
adverse environmental all three adverse conditions.
conditions Very Good Cooling systems are durable to operate under
(VG) two out of three adverse conditions.
Good (G) Cooling systems are durable to operate under
one adverse condition only.
Acceptable Cooling systems are durable to operate under
(A) normal office environment.
Poor (P) Cooling systems are required to operate under
special environment like clean room.
Unacceptable | Hypothetically, cooling system could not be
(UA) operated under any environment.
Factor 15: Toxicity of cooling | Excellent (E) | Totally clean; no toxic treatment needed.
media and combustion Very Good Low toxicity but still well below the safety
products (VG) allowance limits; no treatment needed.
Good (G) Toxicity within the safety allowance but close
to the limit; no treatment needed.
Acceptable Protective measures such as thicker tank
(A) walls are needed to meet the safety allowance
but no specific toxic treatment is required.
Poor (P) Toxic treatment is required, for example, an
ammonia cooling system, which requires an
ammonia tank surrounded by water.
Unacceptable | No toxic treatment is available to make
(UA) cooling systems useable.

(continued)
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(continued)
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Factors

5-point scale

Description

Factor 16: Ease of installation

Excellent (E)

Just plug-in.

and maintenance Very Good Only a screwdriver needed; no skills required.

(VG)

Good (G) Basic handyman skills with a set of tools
required.

Acceptable Some technical skills with a box full of tools

(A) required.

Poor (P) Extensive technical skills with a box full of
tools required.

Unacceptable | Cooling systems could not be installed or

(UA) maintained on-site, so systems need to be
replaced when maintenance is needed.

Factor 26: Interchangeability | Excellent (E) | System components are interchangeable with
same/similar components made by numerous
manufacturers commonly available in elec-
tronic stores.

Very Good System components are interchangeable with

(VG) same/similar components made by few man-
ufacturers and commonly available in elec-
tronic stores.

Good (G) System components are interchangeable with
same/similar components made by few man-
ufacturers and available only in specialized
stores.

Acceptable System components are interchangeable only

(A) with same/similar components made by the
original manufacturer available only in spe-
cialized stores.

Poor (P) System components are made to order by the
original manufacturer.

Unacceptable | System components have to be specifically

(UA) redesigned.

Factor 17: Physical Excellent (E) | Easy to reshape; no tools are needed.

moldability Very Good Reshaping requires specific hand tools.

(VG)

Good (G) Difficult to reshape but it can be done without
going through a machine shop process.

Acceptable Re-shapeable but it has to go through

(A) machine shop process.

Poor (P) Very difficult to reshape even when going
through manufacturing processes.

Unacceptable | Components could not be reshaped.

(UA)

(continued)
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(continued)

Factors

5-point scale

Description

Factor 27: Scalability

Excellent (E)

Cooling system can adjust itself automati-
cally according to the change of heat dissi-
pation amount.

Very Good Cooling system can adjust itself automati-

(VG) cally when the certain limits of changes in
heat dissipation amount are reached.

Good (G) The cooling capacity can be adjusted manu-
ally (such as opening valve or throttle wider)

Acceptable Some components need to be replaced to

(A) respond to any change of heat dissipation
amount.

Poor (P) The whole cooling system has to be replaced.

Unacceptable | Cooling system is not scaleable.

(UA)

Factor 37: Upgradeability Excellent (E) | Just remove the existing components and plug
the new ones in; no additional adjustment or
hardware modification required.

Very Good Some adjustments are needed; no hardware

(VG) modification required.

Good (G) Some adjustments are needed along with
some hardware modification.

Acceptable The whole cooling system needs to be

(A) adjusted along with hardware modification.

Poor (P) The whole cooling system needs to be
replaced.

Unacceptable | Cooling systems could not be upgraded.

(UA)
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Chapter 6

Strategic Planning: An Analytical Approach
to Building a Technology Development
Envelope (TDE) for Roadmapping

of Emerging Technologies

Nathasit Gerdsri

Abstract This chapter presents the research on the development of a new concept
and methodology called technology development envelope (TDE). TDE approach
is applied for identifying the optimum path in developing a technology roadmap in
which technology strategies and business strategies are combined. TDE allows the
executive-level decision makers in corporations as well as the policy-level decision
makers in governments to incorporate disruptive technologies and radical innova-
tions in the development of technology strategies. The combination of Delphi
method and hierarchical decision (AHP) is used as a foundation for building the
TDE concept. The judgments from technology developers and technology imple-
menters are utilized in the process to assure that the technology strategies are in full
support of corporate goals and objectives.

6.1 Introduction

In order to survive in today’s fast-changing business environment and intense
market competition, technology-based companies look for R&D investment in
emerging technologies as a key solution [1-5]. Successful implementation of
technologies can strongly enhance a company’s competitiveness. However, due
to funding constraints, companies must cautiously evaluate technologies before
they should invest.

An analytical model was developed in this research to help managers understand
how technologies are evolving and how well different technologies fit their
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corporate strategy. The model combines technology forecasting, identification,
assessment, evaluation, and selection.

The Delphi method for obtaining expert opinion is applied to generate strategic
information regarding potential emerging technologies including their estimated
introduction date and their characteristics.

Emerging technologies are then evaluated using a hierarchical decision model
with four levels: objective, criteria, factors, and technology alternatives. Compar-
ative judgments provided by experts are analyzed to determine the relative prior-
ities of the components in each level of the hierarchy. A new method for applying a
semi-absolute scale to quantify the value of each technology is proposed. The
overall impact of each technology on the company’s strategic objective is calcu-
lated as a composite index called technology value.

Technology development paths are specified by connecting technologies from
one period to the next. The path connecting technologies with the highest value in
each time period is defined as the “technology development envelope (TDE).” By
investing in technologies following the TDE path, a company’s technological
benefits will be maximized. The TDE and the various technology development
paths serve as strategic inputs to the company’s technology roadmapping process.

Determining the value of emerging technologies with respect to a company’s
strategic objective is a valuable process in its own right. However, the results of this
research go beyond that. They show that the proposed method leads to a technology
development envelope and suggestions for possible technology development paths
where none had existed previously. This method was developed using a systematic
approach, and was subjected to various tests to show that the method is robust with
respect to the variations in the company’s priorities.

To demonstrate the process, a specific case study is presented for the develop-
ment of a TDE on emerging electronic cooling technologies for one of the leading
computer server developers. Currently, this industry is in a technological transition
period due to the volumetric thermal density limitation of the current electronic
cooling technology—direct air cooling.

6.2 Literature Review

To lay out a fundamental understanding of this research, an extensive literature
search was conducted on topics including emerging/disruptive technologies, tech-
nology forecasting, Delphi method, technology identification, technology assess-
ment, technology evaluation, technology selection, analytical hierarchy process
(AHP), and technology roadmapping. The major emphases and potential gaps in
the existing literatures are summarized below:

» A wide range of research is available on technology forecasting and assessment
methods such as statistical technology forecasting, trend analysis, and judgmen-
tal methods [6—12]. Yet, there is a limited number of studies combining expert
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opinions and analytical models for forecasting the impact of technologies on
corporate objective [13—19].

e Most of the technology forecasting applications are applied to the extension of
existing technologies, not emerging technologies [20-25].

» Despite an abundance of literature on decision-support models and applications
for identifying or selecting technologies, only a few studies specifically address
emerging technologies. The development of a decision-support model for
emerging technology applications tends to be more sophisticated than the ones
for existing technologies. This results from the fact that not only both quantita-
tive and qualitative measures must be taken into consideration, but also the
limitation on historical data availability of emerging technology has to be
overcome [26-31].

* Generally, decisions for technology evaluation are exclusively made by a group
of technology managers in companies. It is rare that decisions are made in the
environment which technology developers and technology implementers inter-
actively participate [32-37].

» Although the use of technology roadmaps as a technology forecasting technique
is spreading among industries, a systematic approach for building a roadmap and
keeping it alive is not well defined in the literature [38—43].

» Technology roadmapping processes are carried out either internally within a
company or externally among peer technology developers across industries. The
linkage between external researchers/developers and corporate decision makers
in roadmapping is weak [44—47].

¢ Strategic management of technology is practiced by applying tools, concepts,
and processes in different companies. Therefore, there is an opportunity to
develop an operationalizable model to guide the entire process.

6.3 Research Objective, Goals, and Questions

The objective of this research was to develop an analytical approach to build a
strategic TDE for roadmapping of emerging technologies. The approach involves
forecasting, identification, assessment, evaluation, and selection of emerging tech-
nologies. The combination of the Delphi method and hierarchical decision model-
ing is applied in this research [35, 48—-54].

The research objective was achieved by fulfilling five research goals. One or
more research questions needed to be answered for each goal. The research goals
and questions are summarized below (Table 6.1).
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Table 6.1 Research goals and research questions

N. Gerdsri

Research goals

Research questions

RG1: Develop a forecasting model using
Delphi for identifying the trends of emerging
technologies.

RQI1: What is the trend of emerging technol-
ogy development in the industry?

RG2: Develop a judgment quantification model
for evaluating the value of emerging technolo-
gies on a company’s objective.

RQ2: What are the significant criteria and
technological factors associated with each
criterion to satisty the objective? What should
be the measures of effectiveness applied for
each factor?

RQ3: What is the relative priority of each
influencing criterion?

RQ4: What is the relative importance of
influencing technological factors on each
criterion?

RQ5: How should the measures of effective-
ness be evaluated in terms of their relative
desirability for the objective?

RG3: Assess technological characteristics of
each emerging technology along the identified
factors.

RQ6: How should the characteristics of
emerging technologies be assessed based on
their technological metrics?

RG4: Evaluate emerging technologies.

RQ7: How should the value of emerging
technologies be evaluated in terms of the rel-
ative desirability of their technological met-
rics for the objective?

RGS: Construct the technology development
envelope and paths by sequentially connecting
one technology to another over time.

RQ8: What is the technology development
envelope? How can it be determined?

RQ9: How can the possible paths of technol-
ogy development be identified?

6.4 Research Approach

The research consisted of six steps: technology forecasting, technology character-
ization, technology assessment, technology evaluation, hierarchical modeling, and
formation of a TDE as shown in Fig. 6.1. Each step was designed to accomplish a
specific research goal as summarized in Table 6.1.

Step 1

Technology forecasting: Develop a forecasting model using Delphi
for identifying the trend of emerging technologies. (RQ1)

Step 2

Technology characterization: Identify criteria and technological factors
satisfying a company’s objective. (RQ2)

Step 3

Technology assessment: Assess emerging technologies based on the
measures of effectiveness (metrics). (RQ6)

Step 4

Hierarchical modeling: Develop a hierarchical model to determine the relative
importance of criteria, the relative impact of factors under each criterion,
and the relative desirability of measures of effectiveness on each factor. (RQ3-5)

(continued)
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Fig. 6.1 Six-step TDE

development Experts’ Roles and Interactions
Expert Panel 1 Expert Panel 2
Step 1:Technology Step 2:Technology
Forecasting Characterization
I I
A A4
Step 3:Technology Step 4: Hierarchical
Assessment Modeling
Objective
Criteria
Factors
| Measures of
\A Effectiveness
1
Researcher |Step 5:Technology Evaluation
v
Step 6:Formation of Technology
Development Envelope
(continued)
Step 5 Technology evaluation: Evaluate the semi-absolute impact value of emerging
technologies on a company’s objective. (RQ7)
Step 6 Formation of TDE: Construct the TDE and technology development paths.
(RQ8 and RQY)

Due to limited data availability inherent in emerging technologies, and complex
issues in combining qualitative and quantitative aspects into decision-making
process, it is always challenging for any organization to understand how emerging
technologies are evolving over time and how the development of those technologies
impacts an organization’s objective.

To overcome these challenges, two expert panels, technology developers (EP-1)
and technology implementers (EP-2), were formed to provide inputs and complete
specific requirements in each process. The flow of strategic information through
these six steps as well as the interaction between the two expert panels are shown in
Fig. 6.1.

6.5 Expert Panels

Each panel is a group of experts who have expertise in a particular area. Members of
each expert panel are required to provide balanced representation of ideas/back-
grounds and have little or no bias regarding the outcomes of the study. Also, they
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must be in a position to understand the overall scope of the issues and to influence
the decision process. The description and role of each expert panel are described
below:

Expert panel 1 (EP-1) is a group of “technology developers” widely chosen from
the industry. This group of experts is a technology-dependent source of knowledge.
EP-1’s responsibilities are to identify a list of emerging technologies with the
expected time of their occurrence and to provide the measures of effectiveness of
each emerging technology.

Expert panel 2 (EP-2) is a group of “technology implementers” in an organiza-
tion who design and develop technologies into products. This group of experts is an
organization-dependent source of knowledge. EP-2’s responsibilities are to identify
a set of criteria and technological factors associated with each criterion for satisfy-
ing the organization’s objective of achieving technological competitiveness. They
determine the relative importance of criteria, the relative impact of technological
factors on each criterion, and the relative desirability of measures of effectiveness
on each technological factor.

6.6 TDE Model Development

The list of potential emerging technologies, the estimated time of their occurrence
(resulting from Step 1), and the metrics describing the performance and physical
characteristics of each technology (resulting from Step 3) were obtained from the
expert group of technology developers through Delphi process. The evaluation
model was constructed in a hierarchal format with four levels: objective, criteria,
factors, and characteristic metrics (resulting from Step 2). The comparative judg-
ments to determine the relative priorities of components at each level of the
hierarchy were provided by the expert group of technology implementers (resulting
from Step 4). The characteristic metrics of each technology were evaluated
according to the organization’s judgments on the desirability of each metric, the
relative impact of factors associated with each criterion, and the relative priority of
criteria on the objective. The computational results of the technology evaluation are
presented as a composite value called technology value indicating the overall
impact of each technology on the company’s strategic objective (resulting from
Step 5). The mathematical model for the technology evaluation was developed as
shown in the section below. A technology evaluated with the highest value in each
time period represents the technology for which a company has the highest prefer-
ence compared with other technologies. The path connecting technologies from one
period to another is a technology development path. The path connecting technol-
ogies that have the highest value in each time period is defined as the “TDE”
(resulting from Step 6) (Figs. 6.2 and 6.3).
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6.7 Mathematical Model

The mathematic model for the evaluation of emerging technologies is shown
below:

K Ji

ZZ Wi+ f./kl‘ thjk)
=1

where

TVn: Technology value of technology (n) determined according to a company’s
objective

wy: Relative priority of criterion (k) with respect to the company objective

fjk, «+ Relative importance of factor (j) with respect to criterion (k)

Z Wi - f; x: Relative importance of factor (ji) with respect to the objective

Ji=1

tn, j,.x: Performance and physical characteristics of technology (n) along with factor
(ji) for criterion (k)

V(t,l, Jis k): Desirability value of the performance and physical characteristics of
technology (n) along factor (jy) for criterion (k)

The technology value is calculated through matrix computations among the
criteria priorities [wy], the relative importance of factors on each criterion [ fh s

and the desirability of technologies for each factor [V (t,, j,.x)]. See Appendix 1 for
the measurement procedure of desirability values.

This value indicates the level of company’s appreciation on the development of
any specific technology over time compared with a company’s perception of an
ideal technology.

6.8 Research Instruments

The research instruments were specifically designed to capture information about
the future development of emerging technologies and the measurement of impacts
of technologies on a company’s objective. The structure of research instruments
facilitates Delphi feedbacks and judgment quantifications as well as the collection
of anonymous opinions.

Internet tools were applied as the backbone architecture of all research instru-
ments. This way, the demographic limitations due to the widespread locations of
experts in this research were overcome at no cost. In addition, the use of an Internet-
based survey alleviated the research participants’ time constraints and encouraged
them to provide immediate responses.
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6.9 Data Analysis

Data analysis was conducted in three areas: Delphi outputs on technology forecast-
ing and assessment, judgment quantification for the evaluation of emerging tech-
nologies, and formation of a TDE.

Delphi study: The outputs include the list of emerging technologies and the time of
their occurrence. Descriptive statistics are applied to analyze the distribution of
expert opinions. The stability between successive Delphi rounds is tested to statis-
tically verify when the Delphi study can be stopped. The chi-square test is applied
for this purpose to determine whether there is a significant difference between
individual responses in different rounds. See Appendix 2 for the Delphi
stopping rule.

Judgment quantification: The relative priority of the criteria and the relative impor-
tance of factors associated with each criterion are determined through a series of
comparative judgments provided by each expert. Experts’ judgments are expressed
by allocating a total of 100 points between two elements at a time (applying the
constant-sum method). The judgments are converted to a normalized measure of
relative values in ratio scale. The level of agreement among the group of experts is
tested to determine the degree to which experts are in agreement with one another
according to their judgments. The expert agreement on the judgment values and
rankings of elements is measured by interclass correlation coefficient and Kendall’s
coefficient of concordance. F-test and chi-square test are applied, respectively, to
statistically verify the significant level of agreement. See Appendix 3 for the group
agreement tests.

Formation of TDE: Technologies are arranged according to their technology value
in each time period, and the lines serially connecting one technology to another
technology in the later time periods represent paths of technology development.
The path connecting technologies whose values are highest in each time period is
considered the TDE.

6.10 Research Validation

Three tests were conducted to validate this research for: content validity, construct
validity, and criterion-related validity.

Content validity was tested in the research preparation phase and the develop-
ment of research instrument to ensure that all information can be captured as
intended. Construct validity was tested when the hierarchical decision model was
developed to assure unidirectional hierarchical relationships among decision levels,
and independence among decision elements. Criterion-related validity was tested
after the completion of the model to see how adequately the results represent the
reality.
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6.11 Case Study: Determination of TDE on Emerging
Electronic Cooling Technologies

The research results were applied to the development of electronic cooling tech-
nology, and tested in a leading computer server developer company. The applica-
tion demonstrated the robustness of the approach and the model. The details are
shown below.

Currently, the technological improvement of existing cooling technologies is
reaching the volumetric limitation [55, 56]. This challenge will eventually become
a roadblock for the electronic industry [57-60]. R&D departments of many insti-
tutes in both industry and academia have been working on developing a new
cooling technology. Some of the new technologies are completely different from
the existing ones as the emerging concepts of nano-engineering and power-free are
applied. An official technology roadmap representing the future direction of the
industry has not been recently presented because the industry is in the technological
transition period and many developments of new technologies are still in an infancy
stage.

Two expert panels were formed. EP-1 consisted of 12 members representing
industry, academia, and government. Their roles and titles ranged from VP, CTO,
engineering manager, senior technical staff, research engineer, and professor. EP-2
consisted of eight members from the company representing R&D, technology
enabling, technology implementation, assembling, and manufacturing department.

6.11.1 Steps 1 and 3: Technology Forecasting
and Assessment

Thirteen emerging electronic cooling technologies were initially identified from the
most up-to-date literature and sent to EP-1 experts to estimate their availability for
OEM’s implementation. Four new emerging technologies were also added by the
experts into the initial list after the first round of Delphi study. Therefore, the total
number of emerging electronic cooling technologies included in this study was
17 as listed in Table 6.2.

The group of EP-1 experts agreed that 16 of 17 technologies would be ready for
implementation by OEM’s implementation by 2010. The group agreement on the
time of occurrence of each technology is defined as the specific time by which 50 %
of experts agree that this particular technology will be ready for implementation.
The specific time of occurrence of each technology is shown in Fig. 6.4.

Experts also provided their estimates on the technological metrics indicating the
future development progress of each technology along 22 factors.
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Table 6.2 List of emerging electronic cooling technologies

Pre-identified emerging technologies T10 : | Heat pipes

T1: | Air cooling T11: | Capillary pumped loops

T2 : | Air flow-through and cold-wall |T12: | Thermoelectric cooling
cooling

T3 : | Cold plate cooling T13 : | Thermo-tunneling

T4 : | Channel flow boiling Additional emerging technologies

TS5 : | Pool boiling/thermosyphons N1: | Mechanically pumped single-phase
liquid cooling

Z
3

T6 : | Jet impingement and Mechanically pumped single-phase liquid
spray cooling with heat removal by two-phase heat transfer
T7 : | Immersion-liquid cooling

Z,

3: | Electrohydrodynamics

z

T8 : | Vapor compression 4 : | Oscillatory heat pipes

T9 : | Phase change cooling
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Fig. 6.4 Representing the specific time of occurrence of each technology

6.11.2 Steps 2 and 4: Technological Characterization
and Hierarchical Modeling

The group of EP-2 experts agreed on defining the objective of their technology
evaluation as “to achieve technological competitiveness from new thermal platform
development for computer servers.” Seven criteria and factors associated with each
criterion along with their limiting values on the measure of effectiveness were
finalized. The hierarchical model for technology evaluation was structured
according to the relationship among the seven criteria and all factors as shown in
Fig. 6.5.

A series of experts’ comparative judgments on each pair of criteria and factors
were analyzed to determine the relative priority of criteria as well as the relative
importance of factors associated with each criterion. The desirability curves
representing the company’s preference on the technological metrics of each factor
were developed.
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Company’s - - —
Objective To achieve technological p veness from new thermal

platform development for computer servers

Criterion 1: | | Criterion 2: || Criterion 3: || Criterion 4: | Criterion 5: Criterion 6:

Performance Geometric Reliability Economic Environmental & Serviceability&

Flexibility
Safety &

Criterion 7: |

mi/ (T2 Fﬂ

Measures of Effectj %/ %
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1,42
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2,53
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3,53
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4,53

Measure of Eff .

Measure of Eff .
1,53 5,53

Fig. 6.5 Hierarchical model for the evaluation of electronic cooling technologies

6.11.3 Step 5: Technology Evaluation

Each technology was evaluated in each time period by measuring how well their
technological metrics meet the company’s desirability level and then factored that
by the relative importance of factors and the relative priority of criteria
(as described in Mathematical Model section). The results representing technology
value of all 16 technologies over time are shown in Fig. 6.6.

The results also indicate that the technology value of jet impingement/spray
cooling would be significantly improved over time as the development of this
technology goes on. And eventually, this technology would become a dominant
technology by the end of the decade. The current technology—air cooling—will not
be attractive any more even though the production cost will continue dropping.

6.11.4 Step 6: Formation of Technology
Development Envelope

From the results, a TDE was formed as a path connecting pool boiling (T5) in 2003,
capillary pumped loop heat pipes (T11) in 2004-2005, mechanically pumped
single-phase liquid cooling (N1) in 2006-2007, and jet impingement and spray
cooling (T6) from 2008 to 2010. The value of these four technologies is the highest
in those periods.
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Fig. 6.6 Position of technologies ranked by their impact values on a company’s objective

6.12 Flexibility and Generalization of the TDE Model

Flexibility is a prominent feature of the TDE model. The value of technologies can
be reevaluated or quantified at almost no time as the changes on the development of
any particular emerging technologies or the emergence of new technologies are
captured. Then, the TDE diagram would be automatically adjusted to reflect those
changes.

Generalization of the TDE model was tested by forming a technology develop-
ment envelope under the variations in a company’s priorities. The parametric
approach on changing a company’s priorities was applied to represent seven unique
emphases of corporate values at the criteria level. For each case, one criterion was
determined as the primary criterion with the priority value of 0.4 and the other six
were considered as secondary criteria with the priority value of 0.1 each. The TDE
was determined for each case as shown in Table 6.3.

The results of TDE analysis on the variation of company priorities represent the
strategic direction for each electronic cooling technology. For example, in the year
2010, the heat removal capacity of jet impingement and spray cooling (T6) is
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Table 6.3 Formation of a TDE under the variations in a company’s priorities

Primary emphases of companies Technology development envelope
Performance T5—T11 —=NI1—T6

Geometrics T2 —-T4—T6—T6

Reliability T10 throughout

Economics Tl =Tl —-N4 — N4
Environment T1— T4 — N3-N3

Service and maintenance T1 throughout

Flexibility T11 — NI — N3-N4

estimated to be 13 times as high as the capacity of the current cooling technologies.
The value of heat pipe (T10) will be very high for reliability-oriented companies
especially as the current limitation on its heat removal capacity is expected to be
overcome by 2010. Electrodynamic (N3) and oscillatory heat pipe
(N4) technologies are expected to be ready for implementation by the end of the
decade. N3 will be an attractive technology because of its environment friendliness,
and N4 will be attractive because of its power-free operation.

6.13 Conclusion and Contributions

The main contribution of this research is the enhancement of the body of knowledge in
strategic planning for development of emerging technologies. The research was a
systematic approach for developing a TDE by applying the concepts of technology
forecasting, evaluation, and selection in conjunction with multi-criteria decision-mak-
ing methodologies. The TDE is a strategic input to technology roadmapping. The
decision-support model developed in this research fills a challenging gap that technol-
ogy managers are facing in linking technology development to corporate strategy.

Appendix 1: Determination of the Relative Desirability
of Measures of Effectiveness (Metrics) Under Each
Factor (j;) and Criterion (k)

This process is conducted in four steps.

Step a: Identify the best and the worst desirable limiting metrics that each factor can
take on.

Step b: Verify the measures of effectiveness whose desirability value is linearly
proportional to their numerical value between the two limits.
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Step c: Develop a semi-absolute scale by assigning O point to the worst and

100 points to the most desirable limiting metrics under each factor:

0 < V(’”i,»k, jk»k) < 100 for each factor (j,) and criterion (k)

Step d: Calculate the relative desirability of the intermediate values between the
two limits by following one of the two approaches described below:

Approach 1: If a characteristic of a factor can be verified as a linearly proportional
function, the relative desirability of the measures of effectiveness between the
worst and the best metrics is determined as linearly proportional to its numerical

values between the limits.

Approach 2: If a characteristic of a factor cannot be verified as a linearly propor-
tional function, the nonlinear functional relationships between the numerical
values of the metrics and their desirability values need to be developed. Each
expert is asked to assign a value between O and 100 representing his/her
judgment on the relative desirability of each measure of effectiveness as a
ratio of the desirability of the “best” limiting metric. The mean values are
calculated among the relative values given by each expert to represent the

group decision.

The relative desirability values of metrics under each factor can be graphically
presented as a desirability curve by arranging the range of the metrics values on the

X-axis and the desirability value on the Y-axis as shown in Fig. 6.7.
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Appendix 2: Delphi Stopping Rule

Objectives: To test for stability between successive Delphi rounds in order to
determine when it is appropriate to stop the Delphi study.

Literature Review:

Dajani et al. [61] suggest that the appropriate criterion for the termination of Delphi
studies is stability rather than the agreement criterion. Chaffin and Talley [62] have
proved that individual stability is more suitable than group stability for measuring
the consistency of responses between successive rounds of a study. Since individual
stability implies group stability the converse does not hold.

The chi-square statistic can be applied to determine whether individual response
of rounds i and round i+ 1 are independent. To test whether there is a significant
difference between individual responses in different rounds, two hypotheses can be
presented as

Hp = Individual responses of rounds i and i + 1 are independent.
H; = Individual responses of rounds i and i + 1 are dependent.

If individual responses in the rounds are dependent, it can be concluded that the
same respondents who voted for a given response in the i th round would have also
voted for the same response in round i + 1.

Dajani, Sincoff, and Talley (1979) have proposed a function of chi-square value as

2

2 _ ~\ (Ojk_Ejk>
S Ey
k=1 j=1 7
where Oj: Observed frequency of responses in the j th response interval in the i th
Delphi round and & th response interval in the (i + 1) th Delphi round
Ejx: Expected frequency of responses in the j th response interval in the i th Delphi
round and k th response interval in the (i + 1) th Delphi round
m: Number of nonzero response intervals in the i round
n: Number of nonzero response intervals in the i+ 1 round

If the computed chi-square value is greater than the critical value with (m — 1)
(n — 1) degrees of freedom at any desirable level of significance, the null hypoth-
esis, Hy, is rejected. Then, the individual stability can be verified.
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Individual Stability Test Between First and Second Rounds
of Delphi Study (All Responses on Technology 4: Channel
Flow Boiling)

(a) Observed frequencies (second round)

Response interval Al | 2004-2005 2006-2007 | 2008-2009 | 2010-Later | Never | Total

(First Al 1 1 2

round) | 2004-2005 0
20062007 5 5
2008-2009 1 3 4
2010-Later 1 1
Never 0
Total 1 0 6 3 1 1 12

(b) Expected frequencies (second round)

Response interval AlL 2004-2005 | 20062007 | 2008-2009 | 2010-Later | Never

(First round) | A.L 0.17 | 0.00 1.00 0.50 0.17 0.17
2004-2005 | 0.00 | 0.00 0.00 0.00 0.00 0.00
20062007 | 0.42 | 0.00 2.50 1.25 0.42 0.42
2008-2009 | 0.33 | 0.00 2.00 1.00 0.33 0.33
2010-Later | 0.08 |0.00 0.50 0.25 0.08 0.08
Never 0.00 |0.00 0.00 0.00 0.00 0.00

AL represents “already implemented”

n 2
2 (Ojk - Ejk) _
¥ = 2 Z E—jk_ 31.50
=1 j=1

where

Ojk: Observed frequency of responses in the j th response interval in the first Delphi
round and k th response interval in the second Delphi round

Ejk: Expected frequency of responses in the j th response interval in the first Delphi
round and k th response interval in the second Delphi round

m: Number of nonzero response intervals in the first round

n: Number of nonzero response intervals in the second round

Note: The zero response intervals have been darkened in the table above.
Degrees of freedom (df)=(m—1) (n—1)=@A-1) (5—-1)=12.
Critical chi-square value at a 0.01 level of significance = 26.22.
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With the chi-square value is being greater than the critical value, the null
hypothesis, Hy: individual responses of round i and i + 1 are independent, is rejected
and individual stability is verified.

Appendix 3: Analysis of Individual Judgment
and Group Agreement

The individual judgments on the criteria are shown below. According to the graph,
the responses from five experts can be visually separated into two groups. The first
group consists of Expert # 21 and 27, who perceive equal values on the relative
priorities between reliability and economic criterion. The other group consists of
Expert # 15, 20, and 22, who perceive that reliability is almost twice as important as
the economic criterion.

Statistical tests were applied to see whether the visual separation meant dis-
agreement among those experts. The group agreement analyses were conducted
using both intraclass correlation coefficient and Kendall’s coefficient of concor-
dance, as shown in the following section.

Table 6.4 The relative priority of the seven criteria

Individual's judgement on the rel. importance of criteria to
the objective

0.40

3 A Group Mean ->

£ 035 H

E —e—Expert # 15

g 0.30 m

£ —— Expert # 20

% 0.25 Expert #21 [

c 0.20 —»—Expert #22 [
——+——Expert # 27

0.15 \
010 %
0.05 ;

0.00 T T T T T T

Criterion

Criteria WRT Objective| Cl1 C2 C3 C4 C5 (€] C7
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Expert # 20| 0.37 | 0.14 | 0.20 | 0.09 | 0.07 | 0.08 | 0.06

Expert # 21| 0.26 | 0.09 | 0.20 | 0.21 | 0.07 | 0.10 | 0.09

Expert # 22| 0.23 | 0.12 | 0.21 | 0.11 | 0.11 | 0.11 | 0.11

Expert # 27| 0.23 | 0.14 | 0.18 | 0.23 | 0.10 | 0.07 | 0.05
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Approach A: Intraclass Correlation Coefficient

The intraclass correlation coefficient represents the degree to which & respondents
agree on the mean rating of n objects. The coefficient is measured in a range
between 0 and 1 indicating no agreement and perfect agreement, respectively.

From the data set shown in Table 6.4, the intraclass correlation coefficient was
measured as 0.78 and this value was also tested to be statistically significant at 0.01.
Therefore, it is concluded that there is a high level of agreement among five experts
on justifying their relative values of the seven criteria. The following is the
calculation and statistics test process as shown in Table 6.5.

Total subjects (n) =7

Total experts (k) =5

(a) Computing intraclass correlation coefficient referring to

o MSBS - MSrex
- MSBS + (k - 1)MS]‘€S + %(MSB/ - MSres)

Total sum of squares (SSt) =0.19
Between-judges sum of squares (SSgj) =0.00
Between-subjects sum of squares (SSgs) =0.16
Residual sum of squares (SSyes) =0.04
Between-judges degrees of freedom (dfpgy) =4
Between-subjects degrees of freedom (dfgs) =6
Residual degrees of freedom (dfyes) =24
Total degrees of freedom (dfr) =34
Mean square between-conditions (MSg;) = SSg;/dfgy = 0.00
Mean square between-subjects (MSgs) = SSps/dfgs = 0.03
Mean square residual (MS,;) = SSes/dfres = 0.03

Thus, by substituting all values in the equation above:
Intraclass correlation coefficient (ryc) = 0.78

(b) The F-test for evaluating the null hypothesis (H,: pjc =0, representing no
correlation among experts) is obtained by dividing between-subjects variabil-
ity with residual variability, Fgg = MSgs/MScs.

Table 6.6 Summary table of analysis of variance

Source of variation SS df MS F
Between-subjects 0.16 6 0.026 16.64
Between-conditions 0.00 4 0.000

Residual 0.04 24 0.002

Total 0.19 34
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The critical F-value obtained from the table of F-distribution with

df,ym =dfgs =7 — 1 =6 and dfgy, =dfes = (7 — 1)(5 — 1) =24 at 0.01 level is
equal to 3.67. Since F = 16.64 is greater than the critical values, the null hypothesis
can be rejected at the 0.01 level as shown in Table 6.6.

Approach B: Kendall’s Coefficient of Concordance

Kendall’s coefficient of concordance represents the degree to which k respondents
agree on the ranking of n objects. The coefficient is measured in the range between
0 and 1 indicating no agreement and perfect agreement, respectively.

From the data set in Table 6.4, Kendall’s coefficient of concordance was
measured at 0.83, and this value was also tested to be statistically significant at
0.01. Therefore, it is concluded that there is high level of agreement among five
experts with respect to how they rank the relative importance of the seven criteria.
The following is the calculation and statistics test process.

(a) Convert those relative priority values into ranks. For the criteria that received
the same relative importance values, they are considered as tied ranks and their
new ranks are assigned to the average of the ranks in which they are involved
as shown in Table 6.7.

Table 6.7 Conversion of the relative priority values into ranks

Criteria WRT objective | C1 Cc2 C3 C4 C5 C6 Cc7 Total
Expert # 15 1 4 2 3 5.5 5.5 7

Expert # 20 1 3 2 4 6 5 7

Expert # 21 1 5.5 3 2 7 4 5.5

Expert # 22 1 3 2 5.5 5.5 5.5 5.5

Expert # 27 1.5 4 3 1.5 5 6 7

2Ry 55 19.5 12 16 29 26 32 140

The sum of squares of deviations of the column total around their mean, which is
140/7 =20, is

S = (5.5 —20)% + (19.5 — 20)* + (12 — 20)* + (16 — 20)* + (29 — 20)?
+(26 — 20)* + (32 — 20)*
=551.5
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The value for tied ranking adjustment is computed as

Expert # 15 =

1 3 —
—2(2 -2)=05

_ 1 3 _ —
Expert # 21 = 5(2 2) =0.5

Expert # 22 = %(43 —4)=5.0

1
Expert # 15 = E(? —2)=05

1 m
Ezz':l (u3 — u) =6.5

With the effect of ties in a ranking, W S is modified to

W= I
%mz(rﬁ—n)—]—lzmzl,:l (M —u)
17 551.5 _
Thus, W = -7 569 0.826

Smax

(b) By assuming that the chi-square distribution is a good approximation of the

sampling distribution of W, the statistic chi-square test for evaluating the null
hypothesis (H: W =0 representing no correlation among ranks assigned by
experts) is obtained through y? = m(n — 1)W, and its degree of freedom is
calculated as df=n — 1. From the data above, y*> = 5(7 — 1)0.826 = 24.78.
Comparing with the tabled critical value at the 0.01 level of significance for
df=7—1=6 (;(2001, 6 1s equal to 16.81), the obtained ;(2 value is greater than
the tabled critical value (y* > y%00;. ¢), and the null hypothesis is rejected.

In conclusion, the results from all three approaches indicate a high level of

agreement among five experts for justifying the relative priority of the seven criteria

as summarized in Table 6.8.

Table 6.8 Comparison of the level of group agreement computed through two different

approaches

Intraclass correlation coefficient

Kendall’s coefficient of concordance

0.78 (Statistically verified at the 0.01 level of
significance)

0.83 (Statistically verified at the 0.01 level of
significance)

References

1. Betz, F. (1998). Managing technological innovation (p. 369). New York: John Wiley & Sons,

Inc.

2. Sugiura, H. (1990, Fall). How Honda localizes its global strategy. Sloan Management Review,

32(1), 77-82.



5.

6.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

23.

24.

25.

26.

27.

Strategic Planning: An Analytical Approach to Building a Technology. .. 143

. Schmitt, R. W. (1985, May—June). Successful corporate R&D. Harvard Business Review,

63(3), 124-129.

. Radhakrishna, A. V., & Vardarajan, A. (1991, November/December). Maximizing innovation

in industry and adopting to change. Industrial Management, 33(6), 19-21.

Kokubo, A. (1992, January—February). Japanese competitive intelligence for R&D. Research-
Technology Management, 35(1), 33-34.

Jantsch, E. (1967). Technological forecasting in perspective: A framework for technological
forecasting, its technique and organization; a description of activities and an annotated
bibliography. Paris: Organization for Economic Co-Operation and Development.

. Cetron, M. J. (1969). Technological forecasting; a practical approach. New York, NY:

Technology Forecasting Institute.

. Bright, J. R., & Schoeman, M. E. F. (1973). A guide to practical technological forecasting.

Prentice-Hall, NJ: Englewood Cliffs.

. Mitchell, A. (1975). Handbook of forecasting techniques. Springfield, VA: Stanford Research

Institute.

Twiss, B. (1976). Technological forecasting for decision making. In Managing technological
innovation (2nd ed., pp. 66-94). London: Longman.

Porter, A. L. (1991). Forecasting and management of technology. New York, NY: Wiley.
c1991.

Martino, J. P. (1987). An introduction to technological forecasting. New York, NY: Gordon
and Breach.

Linstone, H. A., & Turoff, M. (1975). The Delphi method: techniques and applications
(p- 620). London: Addison-Wesley.

Dalkey, N. C., & Helmer, O. (1963). An experimental application of the Delphi method to the
use of experts. Management Science, 9, 458-467.

Hill, K. Q., & Fowler, J. (1975). The methodological worth of the Delphi forecasting
technique. Technological Forecasting and Social Change, 7, 179—192.

Rowe, G., & Wright, G. (1999). The Delphi technique as a forecasting tool: Issues and
analysis. International Journal of Forecasting, 15, 353-375.

Shin, T. (1998). Using Delphi for a long-range technology forecasting and assessing directions
of future R&D activities. Technological Forecasting and Social Change, 58, 125-154.

Van Dijk, J. A. G. M. (1990). Delphi questionnaires versus individual and group interviews: A
comparison case. Technological Forecasting and Social Change, 37, 293-304.

Dieftz, T. (1987). Methods for analyzing data from Delphi panels: Some evidence from a
forecasting study. Technological Forecasting and Social Change, 31, 79-85.

Martino, J. P. (1993, July—August). Technological forecasting. The Futurist, 13—16.
Linstone, H. A. (1999). TFSC 1969-1999. Technological Forecasting and Social Change, 65,
1-8.

Watts, R. J., & Porter, A. L. (1997). Innovation forecasting. Technological Forecasting and
Social Change, 56, 25-47.

Chakravarti, A. K., et al. (1998). Modified Delphi methodology for technology forecasting:
Case study of electronics and information in India. Technological Forecasting and Social
Change, 58, 155-165.

Cauffiel, D. A., & Porter, A. L. (1996). Electronic manufacturing in 2020: A national
technological university management of technology mini-Delphi. Technological Forecasting
and Social Change, 51, 185-194.

Bower, J. L., & Christensen, C. M. (1995, January—February). Disruptive technologies:
catching the wave. Harvard Business Review, 73(1), 43-53.

Hall, D. L., & Nauda, A. (1990). An interactive approach for selecting IR&D projects. /[EEE
Transaction in Engineering Management, 47(2), 126—133.

Iyigun, M. G. (1993). A decision support system linking research and development project
selection with business strategy. Project Management Journal, 24(Dec), 5-13.



144 N. Gerdsri

28. Chun, Y. H. (1994). Sequential decisions under uncertainty in the R&D project selection
problem. /EEE Transaction in Engineering Management, 41(4), 404—413.

29. Kocaoglu, D. F., & Iyigun, M. G. (1994). Strategic R&D project selection and resource
allocation with a decision support system application. In IEEE International Engineering
Management Conference.

30. Henriksen, A. D., & Traynor, A. J. (1999). A practical R&D project-selection scoring tool.
IEEE Transaction in Engineering Management, 46(2), 158-170.

31. Stummer, C., & Heidenberger, K. (2001). Interactive R&D portfolio selection considering
multiple objectives, project interdependencies, and time: A three-phase approach. In PICMET
2001. Portland, OR.

32. Linstone, H. A. (1999). Decision making for technology executives: using multiple perspec-
tives to improve performance. Norwood, MA: Artech House Publishers.

33. Costello, D. (1983). A practical approach to R&D selection. Technological Forecasting and
Social Change, 23, 353-368.

34. Souder, W. E. (1975). Achieving organizational consensus with respect to R&D project
selection criteria. Management Science, 21(6), 660—681.

35. Saaty, T. (1980). The analytic hierarchy process: Planning, priority setting, resource alloca-
tion (p. 287). New York, NY: McGraw-Hill.

36. Liberatore, M. J., & Titus, G. J. (1983). The practice of management science in R&D project
management. Management Science, 29(8), 962-974.

37. Easley, R. F., Valacich, J. S., & Venkataramanan, M. A. (2000). Capturing group preferences
in a multicriteria decision. European Journal of Operational Research, 125, 73-83.

38. Willyard, C. H., & McClees, C. W. (1987, September—October). Motorola’s technology
roadmap process. Research Management, 30(5), 13—19.

39. Gedney, R. W., McElroy, J. B., & Winkler, P. E. (1998). The implication of roadmapping on
university research. In /998 Electronic Components and Technology Conference.

40. Radnor, M., & Peterson, J. W. (1999). Aligning strategy and technology using roadmaps:
Emerging lessons from the NCMS ‘MATTI’ project. In Portland International Conference on
Management of Engineering and Technology (PICMET). Portland.

41. Galvin, R. (1998, May). Science roadmaps. Science, 280, 803.

42. Shaller, R. (2001). Technological innovation in the semiconductor industry: A case study of
the international technology roadmap for semiconductors (ITRS). In Portland International
Conference on Management of Engineering and Technology (PICMET). Portland.

43. Kostoff, R. N. (2001). Science and technology roadmaps. /[EEE Transactions on Engineering
Management, 48(2), 132—143.

44. Groenveld, P. (1997, September—October). Roadmapping integrates business and technology.
Research Technology Management, 40(5), 48-55.

45. Bray, O. H., & Garcia, M. L. (1997). Technology roadmapping: The integration of strategic
and technology planning for competitiveness. In Portland International Conference on Man-
agement of Engineering and Technology (PICMET). Portland.

46. Phaal, R., & Probert, D. R. (2001). Workshop: Fast-start technology roadmapping. In Portland
International Conference on Management of Engineering and Technology. Portland, OR.

47. Kappel, T. A. (2001). Perspectives on roadmaps: How organizations talk about the future.
Journal of Product Innovation Management, 18, 39-50.

48. Khorramshahgol, R., Azani, H., & Gousty, Y. (1988). An integrated approach to project
evaluation and selection. /[EEE Transactions on Engineering Management, 35(4), 265-271.

49. Khorramshahgol, R., & Steiner, H. (1988). Resource analysis in project evaluation: A
multicriteria approach. Journal of Operational Research Society, 39(9), 795-803.

50. Khorramshahgol, R. M., & Vassilis, S. (1988). Delphic Hierarchy Process (DHP): A method-
ology for priority setting derived from the Delphi Method and Analytical Hierarchy Process.
European Journal of Operational Research, 37(3), 347-354.



51.

52.

53.

54.

55.

56.

57.

58

59.

60.

62.

Strategic Planning: An Analytical Approach to Building a Technology. .. 145

Azani, H., & Khorramshahgol, R. (1990). Analytic Delphi Method (ADM): A strategic
decision making model applied to Location Planning. Engineering Costs and Production
Economics, 20(1), 23-29.

McCarthy, K. J. (1992). Comment on the “Analytic Delphi Method”. International Journal of
Production Economics, 27(2), 135-137.

Tavana, M., et al. (1993). An AHP-Delphi group decision support system applied to conflict
resolutions in hiring decisions. Journal of Management Systems, 5(1), 49-74.

Byun, D.-H., et al. (1998). Prioritizing telecommunication standardization work areas using
Delphi Analytic Hierarchy process based on a spreadsheet model. International Journal of
Computer Applications in Technology, 11(1/2), 45-52.

Azar, K. (2001, January). The future of thermal management in the unstable technology
market. Electronics Cooling Magazine, 1.

Khrustalev, D. (2001). Loop thermosyphons for cooling of electronics. Lancaster, PA:
Thermacore, Inc.

Intel, Moore’s Law. (2001). www.intel.com/research/silicon/mooreslaw.htm

. Montgomery, S., et al. (2002). High-density architecture meets electrical and thermal chal-

lenges. In Intel Developer Update Magazine, 1-8.

Viswanath, R., et al. (2000). Thermal performance challenges from silicon to systems. Intel
Technology Journal, Q3, 1-16.

Azar, K. (2000, January). The history of power dissipation. Electronics Cooling Magazine,
42-50.

. Dajani, J. S., Sincoff, M. Z., & Talley, W. K. (1979). Stability and agreement criteria for the

termination of Delphi studies. Technological Forecasting and Social Change, 13, 83-90.
Chaffin, W. W., & Talley, W. K. (1980). Individual stability in Delphi studies. Technological
Forecasting and Social Change, 16, 67-73.


http://www.intel.com/research/silicon/mooreslaw.htm

Chapter 7

Strategic Planning: Evaluation of Emerging
Technologies in the Taiwan Semiconductor
Foundry Industry

Jonathan C. Ho

Abstract The semiconductor manufacturing technologies have been evolving
continuously since their invention. The semiconductor foundry industry, whose
core business is contract semiconductor manufacturing service, is greatly
influenced and shaped by the flow of these newly arriving technologies. This
research applies the analytic hierarchy process (AHP) model to evaluate the
strategic impact of new manufacturing technologies in the semiconductor foundry
industry in Taiwan where the industry is in a global leadership position. The model
incorporates the levels of overall competitive success, competitive goals, technol-
ogy strategies, and emerging technologies. Relative impacts of elements in one
level on its upper level are obtained by utilizing the inputs from experts of Taiwan
semiconductor foundry industry. The results show the relative importance of
competitive goals in the semiconductor foundry industry. Each competitive goal
is aligned to the technology strategies as well as emerging technologies in the
prioritized orders.

7.1 Introduction

Semiconductor devices have become one of the driving forces in the information
age. These devices are embedded in a wide variety of products, which enable the
functions of creating, storing, processing, and communicating information.
Manufacturing of semiconductor devices is very critical to the supply chain of
information products. It is the manufacturing process that turns designs of devices
into physical products.

In the semiconductor foundry industry, new technologies emerge from both
inside and outside the industry. New technology represents either opportunities or
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threats to a firm depending on the characteristics of the technology. It also involves
intensive investment in that a typical wafer facility costs more than one billion
dollars [1]. In addition, it takes about 2 years between deciding to build a plant and
completing it. In general, the semiconductor foundry industry is a technologically
intensive and high-stake business.

High capital investment may constrain an organization to certain strategies and
make the organization less flexible. On the other hand, technological uncertainty
requires an organization to be able to adapt to the changes brought on by emerging
technologies. Under this situation, strategic assessment of emerging technologies
will help organizations understand the influences of new technologies on their
strategies and businesses.

For the recent decades, technology has become an important dimension in the
business world. The importance of technology has been illustrated in many ways:
displacing products and their embedded technologies [2], shaping the industrial
structure [3-5], and creating competitive advantage for profitability [3]. To fully
exploit advantages brought by technology, it is necessary to know the attributes of
the technology and its feasibility for a firm’s business practice.

At the same time, technology can also alter the rules for competition by changing
the business environment. These changes bring critical strategic issues to manage-
ment. These changes in the business environment can be either negative or positive
[5, 6]. Negative impacts are deemed as threats to the firm while positive impacts are
opportunities for the industry. Regardless of threats or opportunities, management
must be able to proactively respond to these changes in order to be successful. It is
critical for management to understand the implications of the changes and alter
their strategies accordingly [7]. Evaluation of potential technological impacts that
change the operational environment of business is an essential task for strategic
management.

This research investigates the influences of emerging technologies in the aspects
of technology strategies, competitive goals, and overall competitive success in the
semiconductor foundry industry. An analytic hierarchy process (AHP) model is
developed for this purpose. The model will assess the strategic impacts of emerging
technologies on overall competitive success in the semiconductor foundry industry.
It will also assess the influence of emerging technologies on technology strategies
and competitive goals. The results of the assessment model are expected to align
emerging technologies, technology strategies, and competitive goals in order to
gain overall competitive success in the industry.

7.2 Technology Evaluation for Strategic Management

Technology plays a critical role in business. The most important role of technology
is to create superior capability for the firm to outperform its competitors. Many
authors have recognized this key role that technology can play to achieve business
success [8—10]. Yet technology should be properly deployed before its economic
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benefit can be obtained. Firms are striving to adopt technologies and put them in
their business processes. The consistency or fit between technology and business
operation sets the baseline for a successful technology implementation [11-13].

Probert et al. developed a five-process model for technology management that
integrates technology into the business planning process [14]: technology identifi-
cation, selection, acquisition, exploitation, and protection. When technology is put
into this kind of business planning process, it is connected to the strategy of the
organization. In other words, the impact of the technology under evaluation greatly
depends on the strategic pattern and position of the organization.

A variety of methods have been developed to help technology evaluation and
selection. These methods are used to determine the value or impact of a techno-
logical project on an organization along certain dimensions. Each method has its
framework that reflects the decision process. Taxonomies for technology evaluation
methods have been developed in terms of the features of these methods. Meredith
and Mantel generally categorized these methods into non-numeric and numeric
groups [15].

The non-numerical methods rely on either decision maker [16] or expert judg-
ments [17, 18] or preferences which are not quantified. The decision process based
on these judgments or preferences can be either covert such as comparative benefit
model [16] or made observable such as cognitive modeling [19, 20].

In the numerical category, there are three classes, economic, priority ranking,
and mathematic programming models. Economic models use monetary data and
dollar amounts to determine the value of projects [21]. The model applies the
concept of time value of money, which is a type of economic equivalence that is
used as an index while evaluating technological projects. These indexes include net
present value (NPV), internal rate of return (IRR), and return on investment (ROI).

Priority ranking methods select a set of factors that are considered important to
evaluate technologies. These factors can be either weighted or non-weighted.
Among priority ranking methods, AHP was developed to incorporate the natural
decision hierarchy in a model [22]. The hierarchy includes objectives, goals,
strategies, and other decision elements of an organization. Pairwise comparison
method (PCM) was developed to capture subjective judgments of experts for
quantification.

Mathematic programming models optimize the selection result in accordance
with a certain objective. In general, there is an objective function that needs to be
optimized under certain constraint functions. Various mathematical approaches,
such as goal programming [23] and data envelopment analysis (DEA) [24], have
been developed to find the optimum solution to the project and/or portfolio selec-
tion problem.

Lee et al. and Standke suggested that no technology evaluation method serves as
an all-purpose tool [25, 26]. Approaches to technology assessment should be
designed in accordance with its problems [27]. Since the 1980s, the uses of
economic models for technology evaluation have been considered inadequate for
the modern complex business environment [28, 29]. In reviewing the literature on
evaluating technological alternatives, the trend tends to employ multiple criteria for
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the decision process [30—33]. More recently, many authors have suggested incor-
porating strategic aspects into the evaluation process [34—39].

From the perspective of strategic management, technology can be utilized to
differentiate products, lower costs, improve efficiency within a value chain, or
create new market opportunity, and as a result sustaining competitive advantages
for an organization. Not the technology itself provides all these benefits to a firm but
the capability of managing technology in a strategic way. To fully understand the
potential of technology, the connection of technology and strategy should be
established.

Mintzberg defines strategy as “a pattern in a stream of decisions” which is
formed in the business context [40]. He suggests that strategies as patterns of
organizational behaviors are the results of complex organizational processes.
These patterns of strategies are called “strategy archetypes” or “generic strategies.”

Many authors have developed strategy archetypes to distinguish successful
strategies from failure ones [41-47]. However, technology evaluation is rarely
linked to these strategy archetypes, which are widely observable in many industries.
This research is designed to bridge this gap between technology evaluation and
strategic management using Taiwan semiconductor foundry industry as the specific
case. It is also to operationalize the concept of strategic patterns or so-called
strategy types developed in the literature.

7.3 Research Background

The objective of this research is stated as follows:

“to develop a technology evaluation model for the assessment of strategic impacts of
emerging technologies on overall competitive success in the semiconductor foundry
industry.”

The model integrated critical emerging technologies, technology strategies, and
competitive goals in order to determine the impact of each emerging technology
under consideration on overall competitive success.

7.3.1 Development of Model Hierarchy

The research starts with its objective: to understand the impacts of technologies to
competitiveness in the semiconductor foundry industry. Due to the complexity of
the stated problem, it is difficult to assess the contributions of technologies to any
source of competitiveness directly. Identification of all affecting factors between
technologies and competitiveness as well as their connections to each other is the
way to construct the analytic model. Since the model represents a system designed
to solve the proposed problem, competitiveness should be considered an emergent
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property of the system [48]. The model consists of a hierarchy of several levels with
connections between the elements in any two adjacent levels.

In order to determine the hierarchy, the generic three-level approach is adopted
[49, 50]. The three levels are listed below.

1. Impact level contains the objectives and benefits. For this research overall
competitive success is the ultimate objective of the model. Overall competitive
success is directly supported by competitive goals.

2. Target level contains the goals that are measurable by disaggregating the
objectives. In the model, goals are the sources of competitive advantage. Com-
petitive advantages are the result of successful competitive strategies supported
by appropriate technology strategies.

3. Operational level contains the strategies and actions that contribute to the target
level. In the model, operation level contains technology strategies and emerging
technologies. Technology strategies are the decision patterns of management to
acquire, deploy, and exploit technologies. In this study, the focus is on the
deployment of emerging technologies in the semiconductor foundry industry.
The available emerging technologies in that industry are identified and deployed
to manufacturing and business processes in accordance with technology
strategies.

An AHP model is developed to answer the overall question and to explore
strategic implications of the technological changes in the industry. In order to
illustrate the question clearly, the hierarchy of the AHP model is depicted in
Fig. 7.1.

In the AHP, notations are defined as follows:

T;: Impact of emerging technology i on technology strategy j

Sjx: Impact of technology strategy j on competitive strategy k

G Relative importance of competitive strategy k in the semiconductor foundry
industry

i: The number of emerging technologies under evaluation

j: The number of technology strategies

k: The number of competitive goals

Synthesis for overall impacts of emerging technologies on competitiveness can
be obtained with the following matrix operation:

K
Ti= Y TiSuGi; fori=1,..., L
=1 j=1

where
T; is the impact of emerging technology i on overall competitive success.
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Overall Competitive Success

Competitive Goals

Technology Strategies

Emerging Technologies

Fig. 7.1 The AHP hierarchy

7.3.2 Development of Evaluation Criteria in Each Level
of the Hierarchy

The design of the AHP model was based on current literature of strategic manage-
ment of technology (SMT) and extended it to an integral and operational model.
Therefore, the evaluation criteria in each level of the decision hierarchy were
extracted from related literature. The definitions of each criterion along with their
related literature are summarized in the following sections.

7.3.2.1 Overall Competitiveness

The ultimate impact to be analyzed is the overall competitive success in the
semiconductor foundry industry. Overall competitive success is the synthesis of
competitive advantages resulted from successful execution of competitive
strategies.

7.3.2.2 Competitive Goals

The competitive goals for the model are the combination of competitive advantages
and industry key success factors. In the AHP model competitive goals were
extracted from literature of competitive strategy. They are listed below.

G1: Cost Leadership: Low overall costs by reducing cycle time, increasing yield,
and utilizing economy of scale [S1-55].

G2: Product Leadership: Development of cutting-edge and proprietary IC process
technologies [51-55]. (For foundry, products are the services of IC manufactur-
ing processes.)

G3: Customer Leadership: Intimate customer relationships to reduce lead time, to
improve on-time delivery, and to provide customized processes and services
[51-53, 55].
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G4: Market Leadership: Development of new markets and strengthening the
position in existing market to influence market and to benefit from scale of
scope [52, 56, 57].

7.3.2.3 Technology Strategies

Technology strategies are measured in many technology management dimensions.
These dimensions are the measurable variables used to distinguish managerial
approaches toward technologies. In the literature, the following types of technology
strategy along the product and production dimensions have been identified.

S1: Innovation: Use of advanced technology to develop new products for the
market. This strategy is to develop the best performance products on the market
[41-43, 47, 58].

S2: Imitation: Quick application of technology to product development after the
product leader has proved the technology successful [41-43, 47-58].

S3: Diversity: Use of technology to support a spectrum of products that may be
during any stage of their life cycles. This strategy increases the variety of
products [41-43, 47, 58].

S4: Efficiency: Use of technology to improve production methods. This strategy
improves the efficiency of production [41-43, 47, 58].

S5: Flexibility: Use of technology for rapid development of products in quick
response to changing market demands. Products under this strategy should
have the flexibility to serve different market segments and to adjust in terms of
production volume [42, 43, 58].

7.3.2.4 Emerging Technologies

In identifying emerging technologies that have significant strategic impacts on the
semiconductor industry, technologies are reviewed along the categories classified
by the industrial research institutes. According to the international technology
roadmap for semiconductors published by SEMATECH, several technologies are
identified as having significant strategic impacts on the industry. These technolo-
gies are defined by the function and performance of their overall characteristics,
referred to as “technology nodes” in the SEMATECH international roadmap. In the
near term of the roadmap, the critical technologies are identified:

. Increase wafer size to 300 mm and beyond

. Reduced linewidths to 90 nm and under

. High k gate dielectrics

. Low k intermetallic dielectrics

. Factory integration of manufacturing equipment and inspection tools

DN AW N =
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7.3.3 Validation of the Model

An expert panel was formed to validate the hierarchical model and its elements in
each level. The experts were selected from industry, research institute, as well as
government agency of Taiwan.

The research objective, research approach, and process were communicated to
the expert panel. Once the experts were familiarized with the research, the valida-
tion instruments were sent to them. The expert panel reviewed the structure of the
model and the viability of each element in the hierarchy and provided their opinions
to the research. Comments from the validation process were taken to finalize the
model and the definitions of the evaluation criteria.

7.4 Data Collection

To quantify the AHP model, experts were split into three groups on their expertise.
Each group provided one type of measurement. These measurements were the
following:

Measurement I: Relative preferences of competitive goals (G) to overall compet-
itive success (0).

Experts provided the judgment regarding the dimensions of competition in the
industry. Competitive advantages are the result of successful execution of
generic business strategies. It is assumed that corporations are well aligned to
the business strategy and effectively gain the advantage to their competitors.

Measurement 2: Relative impacts of technology strategies (S) to competitive goals
(G).

Experts provided the judgments regarding the contributions of technology strate-
gies to competitive goals. Technology strategies are the decision patterns to
deploy technologies in order to fulfill management objectives. In this case these
objectives are competitive goals in which management decides to excel.

Measurement 3: Contribution of short-term emerging technologies (T') to technol-
ogy strategies (§).

Experts identify short-term (2003-2007) emerging technologies within and/or
outside the industry and determine the relative contributions of these technolo-
gies to various technology strategies.

Six experts, based on their expertise in the industry, are assigned to these three
measurements. In order to protect the experts’ identities, capital letters A, B, C,
D, E, and F are assigned to the six experts. Experts were paired to provide judgment
quantifications to the model: Experts A and B were assigned to measurement
1, experts C and D worked on measurement 2, and experts E and F took measure-
ment 3.
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This allocation of experts is to best utilize their expertise and, in the same time,
balance their perspectives [59, 60].

Experts A and B are business executives in the semiconductor foundry industry.
They are the decision makers in terms of directing and positioning their organiza-
tions. They are the objective setters and strategy practitioners in the industry.

Experts C and D are industrial analysts. They understand the characteristics of
the industry and have the intelligence of analyze it. Expert C works for a
nonprofitable organization, which collects and analyzes industry intelligence for
the public. Expert D is a veteran in the semiconductor foundry industry and is a
venture capitalist.

Experts E and F are technologists who have the knowledge of the emerging
technologies in terms of their capabilities and developing trends. However, they are
from the organizations with different missions.

Multiple experts provided their pairwise comparisons for each measurement.
The multiple pairwise comparison results for each measurement can be averaged as
the collective and balanced perspective of Taiwan as an organization in the semi-
conductor foundry industry. On the other hand, these multiple results, when viewed
individually, represent the decision preferences at company level and under differ-
ent business perspectives.

7.5 Results

The research results are based on the three basic measurements and the synthesis of
these measurements. The data of pairwise comparisons obtained form experts are
calculated with pairwise comparison method (PCM) algorithm that is described in
the methodology section. The outputs of the PCM algorithm are the relative impacts
of the decision elements under comparison. The calculated results for the three
basic measurements are summarized below.

Measurement 1: Experts A and B assess the relative importance of competitive
goals to overall competitive success. The data are collected with the instruments
and are compiled in the form of matrices as the result of pairwise comparisons.
With the algorithm of the pairwise comparison method (PCM), the relative
importance of competitive goals to overall competitive success in the semicon-
ductor foundry industry is listed in Table 7.1.

Measurement 2: Experts C and D provided the assessments of the relative impacts
of technology strategies on competitive goals. Similarly, the results are complied
in the form of a matrix as shown in the following table.

Measurement 3: Experts E and F have assessed contributions of short-term emerg-
ing technologies to technology strategies. The results are listed below.

A. Relative importance of the competitive goals in the industry
From measurement 1, the relative importance of the competitive goals is in the
order of cost (0.38), product (0.25), customer (0.21), and market (0.18)
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Table 7.1 Relative importance of competitive goals to overall competitive success

Cost Product Customer Market
Expert | leadership leadership leadership leadership Inconsistency
A 0.40 0.21 0.13 0.26 0.020
B 0.35 0.28 0.29 0.09 0.011
Mean | 0.38 0.25 0.21 0.18 0.085

leaderships. This rank is the average results obtained from two experts A and
B. The rank indicates that the semiconductor foundry industry is competing
heavily along the dimensions of cost reduction and product innovation. These
two competitive goals are common to Taiwan foundries who, however, can
differentiate from each other in either customer leadership or market leadership.

. Relative impacts of technology strategies on the competitive goals

The relative impacts of technology strategies on the competitive goals represent
the alignments of technology strategies to individual competitive goals. They
are illustrated in Table 7.2 that are the results obtained from measurement 2. The
contributions of the technology strategies to each competitive goal are summa-
rized below.

1. Relative contributions of technology strategies to cost leadership
For the competitive goal of cost leadership, the relative importance of
technology strategies is in the order of efficiency (0.43), flexibility (0.29),
diversity (0.14), imitation (0.11), and innovation (0.02). The inconsistency
for the mean value is low (0.074), which indicates consensus between the two
experts.

2. Relative contributions of technology strategies to product leadership
For the competitive goals of product leadership, the relative importance of
technology strategies is in the order of innovation (0.54), diversity (0.17),
imitation (0.14), flexibility (0.08), and efficiency (0.07). The inconsistency
for the mean values is 0.08, which indicates consensus between the two
experts.

3. Relative contributions of technology strategies to customer leadership
The mean contributions of the technology strategies to customer leadership
are in the order of efficiency (0.27), diversity (0.24), flexibility (0.23),
imitation (0.14), and innovation (0.11). The inconsistency for the mean
values is 0.104 representing some disagreement between the two experts.

4. Relative contributions of technology strategies to market leadership
The mean contributions of the technology strategies to market leadership are
in the order of flexibility (0.24), diversity (0.21), imitation (0.20), efficiency
(0.18), and innovation (0.16). The inconsistency for the mean values is 0.134
representing a relatively high disagreement between the two experts.

The major difference is that expert C assigned the highest score to flexi-
bility strategy to market leadership while expert D considered imitation
strategy having the highest impact. Expert C believes that flexibility strategy
allows an organization shifts among products timely to match the needs of a
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dynamic market. By foreseeing the needs of the market, the organization is
able to create and sustain the emerging market with flexibility strategy.
Expert D, on the other hand, emphasized the requirement of foreseeing the
emerging market need in order to sustain market leadership. However,
instead of a timely switch among products, expert D believes that imitation
of the leading companies, not only in the foundry industry but also in other
electronic industries, is the strategy to foresee the market needs. The imita-
tion strategy is not confined to the foundry industry, but extended to related
industries and markets.

C. Relative impacts of emerging technologies on technology strategies
The relative impacts of emerging technologies on the technology strategies are
the contributions of emerging technologies to each technology strategy. They
are illustrated in Table 7.3 and are summarized below.

1. Contribution of Emerging Technologies to Innovation Strategy
From Table 5.3, the relative contributions of short-term emerging technolo-
gies to innovation technology strategy are in the order of 300 mm wafer
(0.31), factory integration (0.20), 90 nm linewidth (0.19), low k dielectrics
(0.17), and hi k dielectrics (0.13). Firms with innovation strategy concentrate
on 300 mm wafer technology that accounts for 0.31 of relative contribution.
Factory integration and 90 nm linewidth technologies approximately equally
contribute to innovation technology strategy with the scores of 0.20 and 0.19,
respectively.

2. Contribution of Emerging Technologies to Imitation Strategy
The relative contributions of short-term emerging technologies to imitation
technology strategy are in the order of 300 mm wafer (0.29), 90 nm linewidth

Table 7.3 Relative contributions of short-term emerging technologies to technology strategies

Strategy Expert |300mm |90nm |Hik |Lok |Factory integration |Inconsistency
E 0.31 0.21 0.14 10.14 |0.21 0.000
Innovation |F 0.30 0.17 0.13 1021 |0.19 0.027
Mean | 0.31 0.19 0.13 |0.17 |0.20 0.027
E 0.39 0.19 0.12 |0.12 |0.17 0.004
Imitation | F 0.19 0.29 0.09 [0.22 |0.20 0.029
Mean |0.29 0.24 0.11 |0.17 |0.18 0.081
E 0.20 0.31 0.20 |0.20 |0.08 0.000
Diversity | F 0.24 0.24 0.10 10.23 |0.21 0.008
Mean |0.22 0.27 0.15 021 |0.14 0.058
E 0.21 0.21 0.14 |0.14 |0.31 0.000
Efficiency |F 0.24 0.22 0.10 |0.22 |0.22 0.003
Mean |0.22 0.21 0.12 |0.18 |0.27 0.043
E 0.09 0.21 0.19 1023 |0.28 0.015
Flexibility |F 0.09 0.37 0.07 021 |0.26 0.059
Mean | 0.09 0.29 0.13 /022 |0.27 0.065
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(0.24), factory integration (0.18), low k dielectrics (0.17), and hi k dielectrics
(0.11). Similar to innovation strategy, firms with imitation strategy concen-
trate on 300 mm wafer technology that accounts for 29 % of relative
contribution. Ninety nanometer linewidth technology (0.24) is the second
large contributor to imitation technology. Due to the costly 300 mm wafer
equipment and 90 nm lithograph tools, imitation strategy benefits most from
two technologies by following the success paths of the pioneers.

3. Contribution of Emerging Technologies to Diversity Strategy
The relative contributions of short-term emerging technologies to diversity
technology strategy are in the order of 90 nm linewidth (0.27), 300 mm wafer
(0.22), low k dielectrics (0.21), hi k dielectrics (0.15), and factory integration
(0.14). Ninety nanometer linewidth technology allows smaller IC feature
products while material technologies such as hi k and lo k dielectrics
diversify into various IC functionalities. In the meantime, 300 mm wafer
technology, although it does not diversify products, is the second important
technology to diversity strategy due to its overwhelming benefit in
productivity.

4. Contribution of Emerging Technologies to Efficiency Strategy
The relative contributions of short-term emerging technologies to efficiency
technology strategy are in the order of factory integration (0.27), 300 mm
wafer (0.22), 90 nm linewidth (0.21), low k dielectrics (0.18), and hi k
dielectrics (0.12). Factory integration enhances the efficiency between com-
plicate IC manufacturing processes and contributes most to efficiency tech-
nology strategy. Similarly, 300 mm wafer and 90 nm linewidth technologies
allow more IC chips being manufactured for the same amount of cycle time.

5. Contribution of Emerging Technologies to Flexibility Strategy
The relative contributions of short-term emerging technologies to flexibility
technology strategy are in the order of 90 nm linewidth (0.29), factory
integration (0.27), low k dielectrics (0.22), hi k dielectrics (0.13), and
300 mm wafer (0.09). Ninety nanometer linewidth technology extends the
flexibility to manufacture products in more advanced processes and factory
integration technology enables smaller batches and customized processes.
The 300 mm wafer technology (0.09) on the other hand constrains the size of
least production and does not contribute much to flexibility strategy.

D. Relative impacts of technology strategies on overall competitive success
The relative impacts of technology strategies on overall competitive success in
the semiconductor foundry industry are obtained by synthesizing measurement
1 and measurement 2. It is a vector [S/O] which is the multiplication of
measurement 2 matrix [S/G] by measurement 1 vector [G/O] (Table 7.4):

[S/0] = [S/GIx[G/O]
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Table 7.4 The vector of impact of technology strategies on overall competitive success

Innovation Imitation Diversity Efficiency Flexibility

0.19 0.14 0.18 0.27 0.22

Table 7.5 The matrix for short-term emerging technologies to competitive goals

Goal 300 mm 90 nm Hik Lok Factory integration
Cost leadership 0.19 0.24 0.13 0.19 0.24
Product leadership 0.27 0.22 0.13 0.18 0.20
Customer leadership 0.21 0.24 0.13 0.19 0.22
Market leadership 0.22 0.24 0.13 0.19 0.21

The most important technology strategy to overall competitive success in the
semiconductor foundry industry is efficiency (27 %) followed by flexibility
(22 %), innovation (19 %), diversity (18 %), and imitation (14 %). Because of
the relatively short product life cycle of IC products, time to market is critical.
Efficiency strategy enables cost-effective production which is critical to market
share. Flexibility strategy, as a complement to efficiency strategy, facilitates the
production to cope with changing market demands while not losing much
efficiency.

. Relative impacts of emerging technologies on competitive goals.

For short-term technologies, the [T/G] matrix is the result of multiplication of
measurement 3, the [T/S] matrix, by measurement 2, the [S/G] matrix:

[T/G] = [T/SIx[S/G]

Table 7.5 is the matrix for the relative contributions of short-term emerging
technologies to competitive goals. In general, 300 mm wafer, 90 nm linewidth,
and factory integration technologies are relatively important than high k and low
k dielectrics technologies. Hi k dielectrics technology is the least important
technology and low k dielectrics technology has the second least priority.
Among the top three technologies, the ranks of these technologies vary with
the competitive goals.

For the competitive goal of cost leadership, the rank is in the order of 90 nm
linewidth, factory integration, and 300 mm wafer. In fact, factory integration
ties with 90 nm linewidth that altogether contribute 48 % to the competitive goal
of cost leadership.

For the competitive goal of product leadership, the order is in 300 mm wafer,
90 nm linewidth, and factory integration. 300 mm wafer technology is the most
important technology to competitive goal of product leadership and is 5 % more
than the second important 90 nm linewidth technology.

For the competitive goal of customer leadership, the order is in 90 nm
linewidth, factory integration, and 300 mm wafer. Again, 90 nm linewidth is
the most important technology for the competitive goal of customer leadership.
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Table 7.6 The vector for impact of short-term emerging technologies on overall competitive
success

300 mm 90 nm Hik Lok Factory integration
0.22 0.24 0.13 0.19 0.22

For the competitive goal of market leadership, the scores of the short-term
emerging technologies are similar to those of customer leadership, except the
slight 1 % differences in 300 mm wafer and factory integration technologies.

In summary, among the top three short-term emerging technologies, 90 nm
linewidth is commonly important to all competitive goals and accounts for 22—
24 % contributions. Factory integration also stably contributes 20-24 % to all
competitive goals. The 300 mm wafer technology is important to the compet-
itive goal of product leadership (27 %), but is relatively of less contribution to
cost leadership (19 %) and almost evenly contributes to customer leadership
(21 %) and market leadership (22 %).

F. Relative impacts of emerging technologies on overall competitive success
These vectors, [T/O] and [T'/O], represent the importance of both short-term and
long-term emerging technologies to overall competitive success in the semicon-
ductor foundry industry. They are obtained by synthesizing all the matrices of
measurement 3 [T/S] and measurement [T’/S] with measurement 2, the matrix
[S/G] and measurement 1, the vector [G/O]:

[T/0] = [T/Sx[S/GIx[G/O];

Table 7.6 contains the vector of the relative impacts of short-term emerging
technologies on overall competitive success. The results show that 90 nm
linewidth is the most important short-term emerging technology and 300 mm
wafer and factory integration technologies are equivalently the second important
technologies to the overall competitive success in Taiwan semiconductor
foundry industry.

7.6 Conclusion

This research explored the strategic impact of emerging technologies in the semi-
conductor foundry industry in Taiwan. The strategic insight of the emerging
technologies in terms of their priorities to technology strategies, competitive
goals, and overall competitive success was obtained. In addition to the priorities
of emerging technologies, the alignments between technology strategies and com-
petitive goals and the relative importance of each competitive goal were also
presented.
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The research results can be applied to both the industry and individual compa-
nies in the industry. The synthetic or commonly shared research results are for
Taiwan semiconductor foundry industry as an organization. On the other hand,
companies in the industry can look at the alignments of technologies, strategies, and
goals to differentiate themselves.
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