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Foreword

‘‘Syngas from Waste: Emerging Technologies’’—An Example of What is Required
for Today’s New Green and Sustainable Chemical and Process Engineering

Oil, chemical and related industries are today evolving considerably at the
beginning of this new century, because of unprecedented globalization market
demands and constraints stemming from public and media concerns over envi-
ronmental and safety issues, and sustainable considerations, in combination with
tools like stakeholders analysis, indicators, and Life Cycle Assessment covering a
cradle-to-grave approach of the supply chain.

A great number of requirements are clearly focused on societal exigencies such
as carbon dioxide sequestration, chemical looping combustion, methane CPO and
reforming, biodiesel synthesis and hydrogen production, as mentioned in the USA
and European roadmaps related to the mise en oeuvre of the required green
chemistry and the green chemical and process engineering. And it is obvious that
the existing processes and new processes, both involving the need of emerging
technologies and computer aided process engineering, must be progressively
adapted to the principles of the green chemistry [1].

The present book is a typically good illustration of the modern chemical
engineering in the framework of globalization, sustainability, and acceleration of
innovation that includes a computer aided multi-scale product design and engi-
neering approach [2], and process intensification reducing material usage, energy
consumption, and waste generation, i.e., producing much more and better with
using much less, thus also enhancing the corporate image of chemistry [3].

Indeed this book, based on the competences of scientists confronted with
industry practice is a reference tool. It concerns the topic of production of syngas
from low-cost solid biomass and organic wastes from any origin and their blends
with coal, coke, and petcoke for electricity production or pure hydrogen produc-
tion, incorporating advanced technologies for carbon dioxide concentration. The
clear objective of the book is to emphasize how production and cleaning tech-
nologies can be improved by developing perfected models and simulations that are
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validated, interlinked in optimized physical and chemical processes and eco-
nomically designed and assessed in the framework of today’s energetic context.

The content presents successively (a) the raw material handling involving the
raw materials characterization and the green supply chain management modeling,
(b) the process modeling and simulation with the modeling of the reactors
encountered in syngas generation and purification, with the emerging technologies
on syngas purification by adsorption processes, with the modeling of the hydrogen
production and the carbon dioxide separation with the Water Gas Shift Membrane
Reactor, and with the appropriate representation by means of a process super-
structure mathematic tool of all possible flowsheets for the production of a given
product from different raw materials using different process units, and (c) the
conceptual design and decision-making support for the global clean gas process
synthesis and optimization and for the selection of the best designs for specific
applications, and finally industrial data collection and several examples of
industrial applications are presented with successful case studies and also limita-
tions, ranging from clean power generation to complex combined heat and power
systems and high purity hydrogen for use in fuel cells.

Summarizing the book, contains two main areas. The first area focuses on the
improvement of the conceptual design of syngas production and purification both
with the scientific advancement of improved and emerging innovative technolo-
gies and with the development of better performing models. The other area focuses
on the modeling, validation, and technico-economical evaluation of improved and
innovative systems for clean syngas production, targeted to enhance the industrial
design of gasification processes at a preliminary stage. Moreover it has to be
underlined and emphasized that a state of the art systems approach is used
throughout the book: a process superstructure is introduced to describe the flow-
sheet configurations for intermediate syngas production aiming at power and
hydrogen production. This process superstructure is based on commercial and
custom-made simulation tools, which are standards-compliant, interoperable and
open to future developments. And as explained by the author of the book, Pro-
fessor Puigjaner, the reader is guided in the use of the superstructure, which acts as
a versatile and flexible tool for the preliminary design of novel process alternatives
and redesign of existing ones, and serves to improve the operating conditions of
the real process plant. And in all cases, several process-wide performance indi-
cators related to the simultaneous consideration of economic and environmental
aspects are considered for optimization of the best design.

As mentioned previously, this book illustrates what I call the modern green and
sustainable chemical and process engineering in presenting for the first time the
most recent concepts, methods, and techniques for the preliminary conceptual
design and optimization of most promising emerging technologies for the pro-
duction of clean quality syngas upon demand from low-cost solid biomass and
organic wastes under simultaneous economical and environmental constraints.
Moreover the design strategy presented in this guide allows a tailor-made
design for several processes other than syngas production, where an appraisal of
technico-economical feasibility and environmental improvement in the system
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approach of green and sustainable process is required. Therefore the book may be
considered as a vade mecum which may serve also as a decision-making support
for the chemical engineer at the plant to assess or improve its performance.

It is clear that this book entitled ‘‘Syngas from Waste: Emerging Technologies’’
which contain high quality works from leading experts in the field, is intended as a
textbook for postgraduate students, scientists, academy and industry researchers,
and industry practitioners in the up-to-date topic of syngas production and
applications. It will especially interest those who are concerned and involved in the
design, retrofit design and evaluation activities of alternative solutions. Such a
vade mecum should also be strongly recommended to lecturers and teachers
delivering advanced courses in process design and engineering focusing on
engineers and scientists working in industry and being involved with the crucial
problems and challenges encountered in the evaluation and improvement of
existing installations or in the design of a new one that require emerging tech-
nologies and the use of better performing models.

Nancy, 31 October 2010 Prof. Dr. Ing. Jean-Claude Charpentier
Past-President of the European Federation

of Chemical Engineers
CNRS/ENSIC/INPL Nancy-Université, France
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Introduction

Luis Puigjaner

Abstract This chapter briefly introduces the main components that play a role in
syngas production technologies. First, the thermochemical principles underlying
the syngas production process are enunciated. Second, the suitable raw materials
for gasification, the products obtained, and their end uses are identified. Third, the
advantages, opportunities, present commercial status, and future perspectives of
gasification are discussed. Finally, the need for enhanced technologies supported
by the development of an appropriate framework for a robust design and opti-
mization is justified. These issues are covered in detail in this book and should
prove useful for assessing current technologies, conveying novel concepts and
providing the basis for the future technological advancement of sustainable clean
syngas production at a competitive advantage.

Notation

BGC British Gas Corporation
CCS Carbon Capture and Storage
ERG Eastern Research Group
IGCC Integrated Gasification Combined Cycle
MSW Municipal Solid Waste

1 Thermochemical Principles

Gasification is a thermal process that converts a combustible material or residual
into gas through partial oxidation at elevated temperatures. A solid is normally
converted into a moderate heating value gas consisting of hydrogen and carbon

L. Puigjaner (&)
ETSEIB, Universitat Politècnica de Catalunya, Diagonal 647, 08028 Barcelona, Spain
e-mail: Luis.puigjaner@upc.edu

L. Puigjaner (ed.), Syngas from Waste, Green Energy and Technology,
DOI: 10.1007/978-0-85729-540-8_1, � Springer-Verlag London Limited 2011
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monoxide in varying ratios. The gasification agent can be air, oxygen, and/or
steam.

Air gasification produces a gas with a poor higher-heating value in the range of
4–7 MJ/Nm3 (950–1,600 kcal/Nm3), which can be burned in a steam generator, an
internal combustion engine, or a steam turbine to create plants with an integrated
gasification combined cycle (IGCC). It is not usually economical when used at a
distance from the gasifier because of the higher cost of transportation. Gasification
with oxygen produces a higher-quality gas with a higher-heating value in the range
of 10–18 MJ/Nm3 (2,400–4,300 kcal/Nm3). In this case, limited transportation is a
possibility and it can even be used as a raw material for the synthesis of organic
compounds, such as methanol or gasoline.

The process of biomass or organic waste gasification has three stages: drying
(evaporation of moisture contained in the solid), pyrolysis (thermal decomposition
in the absence of oxygen), and gasification (partial oxidation of pyrolysis
products).

Pyrolysis occurs when a solid fuel is heated to temperatures between 300 and
500�C without an oxidizing agent. The products of pyrolysis are coal, condensable
hydrocarbons or tar, and gases. The relative proportions of different products
depend largely on the heating rate and final temperature. In general, pyrolysis is
much faster than gasification, so the latter stage controls the speed of the process.
Gas, liquid, and coal produced by pyrolysis react with the oxidant (usually air) and
generate permanent gases (CO, CO2, and H2) and smaller quantities of hydro-
carbons and olefins. The gasification of coal pyrolysis is the interactive combi-
nation of various gas–solid and gas–gas reactions, which oxidizes and becomes
carbon monoxide and carbon dioxide, and hydrogen is produced by the shift
reaction between the gas and water. Gas–solid reactions are slower and limit the
speed of the process. The final composition of the gas depends on many factors,
such as the composition of feed, water content, reaction temperature (between 600
and 1,100�C), and the degree of oxidation of pyrolysis products [1, 2].

When the products of pyrolysis are not completely converted into gas, tar
contaminants appear. These contaminants, which are more likely to occur in
biomass gasification than in coal, are difficult to remove by means of thermal,
catalytic, or physical processes. Several research teams are therefore working on
ways to overcome this problem by cracking or removing the tars.

2 Raw Materials and Products

Raw materials with high carbon content (coal, petcoke, biomass, and organic
waste) are considered suitable for gasification. The last two are especially relevant
to make the syngas production process an economically competitive alternative
source of energy. Biomass is widely considered the greatest potential fuel for
energy in the future. As an energy source, could represent 50% of total energy
demand in Europe, using biomass crop specific field unnecessary for food, and also
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considering other wastes and residues from agriculture, trade, and consumers.
Biomass can be classified by origin as follows [3, 4]:

(a) Agriculture includes a wide range of ligno-cellulosic materials generated by
the food industry.

(b) Forestry includes wood from forest clearing, logging, and other wood-
processing industries.

(c) Industry typically originates from packaging and pallets, which are generated
in large quantities and often include paper, cardboard, and wood (all with a
high heating value).

(d) Municipal solid waste can be gasified after glass and metal are removed.
(e) Mix includes sewage sludge and wood from the construction and demolition of

buildings. Although it has a high carbon content, sewage sludge poses serious
difficulties related to high moisture content, high ash content, and the presence
of heavy metals. The wood from demolished buildings can also contain sig-
nificant amounts of heavy metals.

A classic way of characterizing these types of solids is by immediate analysis
(moisture, fixed carbon, volatiles, and ash) and elemental analysis (C, O, N, H, and
S) from which the material balance and scope of certain environmental effects can
be set.

The most common processes of transformation of biomass for further use of
fuel in electricity generation or cogeneration are thermal combustion, gasification,
and pyrolysis (Fig. 1). Of the three processes described for the assessment of
biomass energy, gasification is one that involves more advantages [5, 6]:

(i) First, the volume of gases produced in gasification is much lower and with
lower concentrations of pollutants; thus, cleaning systems are smaller and
operate more efficiently.

(ii) Second, with the gasification yields a fuel that can be used in a wide variety
of applications with conventional equipment designed for fuel gases appro-
priately tailored so that it can be transported to a distance from the site of
generation.

(iii) Third, if the goal is to produce electricity and steam, the overall thermody-
namic efficiency by using a synthetic gas that expands in heat engines after
combustion and uses the excess energy in the hot gases to produce steam is
much higher for gasification than in combustion.

(iv) Finally, gasification is much more developed than pyrolysis-level industrial
operation, and both equipment design and the operation are simpler for the
case of the gasification.

From an energy point of view, the main feature that differentiates gasification
from combustion is that although all the energy of the gas is in the form of sensible
heat during combustion, part of the chemical energy contained in the feedstock is
transferred to the gas during gasification. However, not all the energy is used as
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gas-heating value: There is a gasification performance that depends on the type of
gasifier and the oxidizing agent [7].

The main reason for requiring a certain gasification performance is that the
above process (drying ? pyrolysis ? gasification) is endothermic, which means
that it is necessary to provide energy. This can be done in two ways: through an
external source or through the combustion of a portion of the gasified solid. The
latter alternative, which is most often used industrially, requires careful control of
the solid–air (or oxygen) ratio. In this case, a series of endothermic and exothermic
reactions occurs within the gasifier. If the process is handled properly (at constant
temperature), the heat generated by the exothermic reactions (combustion) com-
pensates for the heat absorbed by endothermic reactions. Then, the process is
referred to as ‘‘autothermal’’ [8, 9].

The gas obtained contains carbon monoxide (CO), carbon dioxide (CO2),
hydrogen (H2), methane (CH4), small amounts of other heavier hydrocarbons, such
as ethane (C2H6) and ethylene (C2H4), water (H2O), nitrogen (N2) (when using air
as oxidant), and several contaminants, such as small carbonaceous particles, ash,
tars, and oils. Partial oxidation can be carried out using air, oxygen, steam, or a

Fig. 1 Schematic of waste treatment and recycling of biomass/organic waste
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mixture of these elements. CO and H2 confer heating value to the gas and they may
react with oxygen (combustion in a boiler, engine, or turbine). CO2 and H2O are
undesirable but unavoidable products. Although it is often formed in small
proportions, methane is responsible for much of the energy content of gas.

The gas composition depends on the composition of the gasified solid, the
gasifier operating conditions, and the design of the gasifier.

3 Opportunities and Future Prospects

Compared with other technologies, gasification has many positive attributes that
help to stimulate its market. It is the only technology that offers both flexibility and
advantages in terms of feed kinds and product uses. All raw materials containing
carbon, including hazardous waste, municipal solid waste, sewage sludge, and
biomass, can gasify after pretreatment to produce clean synthesis gas that can then
be processed. Because of this ability to use low-cost raw materials, gasification
technology is most suitable for many industrial applications, such as those used in
refineries [10].

Compared with combustion systems, gasification is more efficient and causes
less environmental impact to produce low-cost electricity from solid materials and
gets even closer to the production of electricity from combined-cycle natural gas.
Greater efficiency is achieved when it is integrated with the use of fuel cells and
other advanced technologies. Increased efficiency in electricity production reduces
operating costs and produces less carbon dioxide. In addition, the gasification
process can be adapted to incorporate advanced technologies for CO2 concentra-
tion with a reduced impact on cost and thermal efficiency. This feature is one of
the most important factors for selecting this technology in future power plants.

Moreover, the products of gasification are much easier to clean than those of
combustion, thereby reducing emissions of sulfur and nitrogen oxides. In general,
the volume of gas-processed fuel in an IGCC plant to be cleaned is usually a third
of that which would correspond to a conventional power plant. This reduces the
cost of equipment to prevent contamination. It is also much easier to remove
sulfur, nitrogen, and other pollutants from reducing gas leaving the gasifier than
from combustion gases. This in turn affects the emissions of sulfur and nitrogen
oxides, which are lower than those that correspond to conventional combustion
processes. If necessary, gasification plants can also be configured to achieve zero
emissions.

Unlike the combustion process, the ash and slag produced as a by-product of
gasification are not dangerous. Therefore, ash can be deposited in landfills without
any additional treatment costs, used as building materials, or further processed for
value-added products, leading to a zero-discharge plant (nonproduction of solid
waste).

The aforementioned features provide good prospects for gasification in an
environment marked by greater competitiveness in the electricity market, by
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increasingly stringent regulations regarding emissions of sulfur, nitrogen oxides,
air pollutants, and other particles, and by treaties to reduce emissions of green-
house gases. To be competitive and choose the most appropriate technology in this
frame of reference, Stiegel and Maxwell [5] at the US Department of Energy point
out that technologies entering the market should have a thermal efficiency greater
than 60% and investment costs less than US$1,000/kWe; issue little or no sulfur
and nitrogen oxides, other air pollutants, and particulate matter; use noncarbon
sources; produce a wide range of specialty products; and capture and sequester
carbon dioxide. Of all the advanced technologies being developed, gasification-
based technologies are the only ones that have the potential to meet these objec-
tives with production costs at or less than current market costs.

4 Commercial Status

In the late twentieth century, gasification was deployed widely throughout the
world. In 1999, there were 128 plants with 366 gasifiers in operation. Most of these
facilities were in Western Europe, the Eastern Pacific, Africa, and North America.
Combined, these plants generated 42,000 MW of synthesis gas. In the 1999–2003
period, there were plans to build 33 plants with 48 additional gasifiers, which adds
another 18,000 MW of capacity to produce synthesis gas. Most of these plants
belong to Asian countries, which need to expand electricity production because of
economic development [11].

At present, the main raw materials used in gasification plants are coal and
petroleum residues, which account for more than 70% of the synthesis gas pro-
duced, followed by natural gas, which accounts for about 20%. In the latter case,
natural gas is only used as a raw material for chemicals. In the coming years, growth
can be expected in the use of low-grade coal, petroleum residues, and other waste.

In the current market situation of power generation, gasification cannot compete
with combined-cycle natural gas because of the high investment costs and low
price of natural gas. The low costs of fossil fuels or waste materials that can be
gasified, compared with the cost of natural gas, are not sufficient in most scenarios
to achieve the return on capital investment in the gasification plant. An acceptable
return is only possible when the raw material cost is very low, the local cost of
natural gas is high, high added-value products are obtained, or improved tech-
nology is integrated into existing systems [12, 13].

The Värnamo plant in Sweden is an example of a successful exploitation. In the
United States, there is a limited number of biomass gasification projects that receive
government support, and most are in a demonstration phase. A recent study [12]
shows that 50 manufacturers from Europe, the United States, and Canada market
gasification technologies, 75% of which are moving-bed or fixed-bed designs
(Lurgi, Wellmann Galusha, Woodall Duckham, Merc, Riley Morgan, Willputte,
Wellmann, FW Stoic, BGC Lurgi, etc.) and 20% are fluidized bed systems
(Winkler, CO2 acceptor, Hygas, Synthane, Cogas, Eron, Batelle Union Carbide,
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Westinghouse, U Gas, etc.) or entrained bed systems (Koppers Totzek, Shell-
Koppers, Texaco, Ruhrgas, Combustion Engineering, Foster Wheeler, and Babcock
& Wilcox).

5 Future Development

Considerable activity is underway to develop biomass gasification for efficient and
environmentally acceptable energy conversion applications, as evidenced by the
status of efforts made in several countries to generate clean power [14]. However,
an underlying framework is required for the conceptual design of Emerging
Technologies for the Generation and Conditioning of Syngas From Waste. This
framework should be useful not only for assessing current technologies but also for
incorporating novel concepts and being open to future advancements.

Such a framework should encompass a detailed treatment of the following
technical and operational issues:

(a) New processes for the pretreatment of biomass wastes, through the modifica-
tion of their properties prior to gasification, so as to make them more attractive
for their subsequent use (see chapter Raw Materials, Selection, Preparation
and Characterization).

(b) Efficient energy supply chains from biomass: design and planning of efficient
multiple source—multiple product bioenergy supply chains (see chapter Raw
Materials Supply).

(c) Gasification precise modeling for improved design of high energy efficiency
plants considering the enlargement of the fuel panorama (see chapter
Modelling Syngas Generation).

(d) Conditioning and gas cleaning of synthesis gas from biomass and other waste
types requiring specific treatments for commercial use, including removal
of tars, particulates, alkali, ammonia, chlorine, and sulfur (see chapter
Main Purification Operations).

(e) Process intensification: development of high-temperature purification pro-
cesses that avoid or reduce the loss in performance employing ‘‘important
value’’ adsorbents (see chapter Emerging Technologies on Syngas Purification:
Process Intensification).

(f) Implementation of innovative CO2 Capture and Storage (CCS) technologies
increasing CO2 uptake and improving H2 and CO2 separation, as well as
promoting process intensification and avoiding energy intensive options
(see chapter H2 production and CO2 separation).

(g) Process systems engineering approach to integrated conceptual design of
syngas process networks leading to the flexible and versatile representation of
all possible flowsheets for its production from different raw materials
using different processing units by means of a process superstructure. This
superstructure would be subsequently optimized (see chapter Modelling
Superstructure for Conceptual Design of Syngas Generation and Treatment).
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(h) Process integration: heat exchange network synthesis and exergy opportu-
nities should be explored for enhanced energy efficiency of improved designs
(see chapter Process Integration: HEN synthesis, Exergy opportunities).

(i) Global clean gas process synthesis and multiobjective optimization taking
into account key performance indicators associated to syngas generation
(cost, environmental impact, and safety requirements) (see chapter Global
Clean Gas Process Synthesis and Optimization).

(j) Selection of best designs for specific applications: techno-economical data-
base involving many sustainable integrated processes for clean power pro-
duction from solid raw materials mixtures co-gasification (focused on
entrained flow and fluidized bed gasifiers), with corresponding flowsheets,
detailed technical characteristics, and optimal kWh cost price (see chapter
Selection of Best Designs for Specific Applications).

(k) Examples of industrial applications: successful case studies and limitations.
Data collection from industry, including mining and reconciliation techniques
for their exploitation in upgrading the model of the entire process of gasifi-
cation and its influence on future designs. Also, this collection leads to the
knowledge of the process response time to perturbations in the main vari-
ables. Each industrial design shall be finished off by the evaluation of the
profitability of the overall process in question, the cornerstone of its com-
mercial viability (see chapter Examples of Industrial Applications and
Industrial Data Collection).

The aforementioned issues are examined in detail in this book.

6 About This Book

The objective of this book is to demonstrate how production and cleaning tech-
nologies applied to syngas can be improved by developing perfected models that
are validated, interlinked in optimized processes, and economically assessed tak-
ing into account the expansion of the fuel panorama. The content is divided into
two main areas. The first area focuses on the improvement of the conceptual
design of syngas production and purification technologies at two levels:
(a) development of better performing models and (b) scientific advancement of
improved and innovative technologies. The second area focuses on the modeling,
validation, and techno-economic evaluation of improved and innovative systems
for clean syngas production, targeted to enhance the industrial design of gasifi-
cation processes at a preliminary stage. A state-of-the-art systems approach is used
throughout the book: A superstructure is introduced to describe the flowsheet
configurations for intermediate syngas production aiming at power and H2 pro-
duction. This superstructure is based on commercial and custom-made simulation
tools, which are standards compliant, interoperable, and open to future develop-
ments. The student and practicing engineer are guided in the use of the
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superstructure, which acts as a versatile and flexible tool for the preliminary design
of novel process alternatives and redesign of existing ones and serves to improve
the operating conditions of the real process plant. In all cases, several process-wide
performance indicators related to the simultaneous consideration of economic and
environmental aspects are contemplated for optimization of the best design.

This book contains high-quality works from leading experts in the field. It is
intended as a textbook for academics (PhD, MSc), researchers, and industry
practitioners in syngas production and applications who are involved in the design,
retrofit design, and evaluation activities of alternative scenarios. Teachers can
benefit from this book for teaching advanced courses, and industry professionals
are provided with the know-how to evaluate and improve existing installations or
to design a new one.

References

1. Puigjaner L (2005) Valoració de residus sòlids industrials. In: Llebot JE (ed) La Terra i el
Medi. Institut d’Estudis Catalans, Barcelona, pp 201–224

2. Puigjaner L (2009) Tecnologies Emergents per al Tractament Tèrmic de Residus: La
Gasificació. In: Gaya J (ed) La Gestió de Residus de Catalunya. COEIC, Barcelona, pp 39–42

3. Antares Group, Incorporation (2003) Assessment of power production at rural utilities using
forest thinnings and commercially available biomass power technologies. Prepared for the
US Department of Agriculture, US Department of Energy, and National Renewable Energy
Laboratory

4. Belgiorno V, De Feo G, Della Rocca C, Napoli RMA (2003) Energy from gasification of
solid wastes. Waste Manage 23:1–15

5. Stiegel GJ, Maxwell RC (2001) Gasification technologies: the path to clean, affordable
energy in the 21st century. Fuel Process Technol 71:79–97

6. Warneche R (2000) Gasification of biomass: comparison between fixed and fluidized bed
gasifier. Biomass Bioenergy 18:489–497

7. Bain R (2006) Biomass gasification presentation. Presented at the USDA thermochemical
conversion workshop. NREL Biorefinery Analysis and Exploratory Research Group

8. Farriol X, Montané D, Salvadó J (1994) Tecnologies avançacades per al tractament tèrmic de
residus. Eficiència Energètica 5:10

9. Higman C, van der Burgt M (2008) Gasification. Elsevier, Amsterdam
10. McGowan TF (2009) Biomass and alternate fuel systems: an engineering and economic

guide. AIChE, Wiley, Hoboken, NJ
11. Kwant KW, Knoeff H (2004) Status of gasification in countries participating in the IEA and

GasNet activity. IEA Bioenergy Gasification—EU Gasification Network
12. U. S. Environmental Protection Agency (EPA) Combined Heat and Power Partnership (2007)

Biomass combined heat and power catalog of technologies. Report prepared by: Energy and
Environmental Analysis, Inc., an ICF International Company, and Eastern Research Group,
Inc. (ERG). http://www.epa.gov/chp/documents/biomass_chp_catalog.pdf

13. Resource Dynamics Corporation (2004) Combined heat and power market potential for
opportunity fuels. Prepared for Oak Ridge National Laboratory

14. Smith D (2006) Entropic energy LLC community based model for forest land management
and bioenergy production using distributed CHP system. Presented at World Bioenergy.
Jonkoping, Sweden

Introduction 9





Raw Materials, Selection, Preparation
and Characterization

Fernando Rubiera, José Juan Pis and Covadonga Pevida

Abstract Among the different energy sources, biomass wastes hold most promise
for the near future. Biomass is considered a neutral carbon fuel because the carbon
dioxide released during its use is an integral part of the carbon cycle. Increasing
the share of biomass in the energy supply contributes to diminishing the envi-
ronmental impact of CO2 and to meeting the targets established in the Kyoto
Protocol. The use of biomass waste material as a fuel, however, has certain
drawbacks related with its high-moisture content, low-energy density and the
problem of reducing the size of the biomass, especially in the pulverized range of
entrained flow gasifiers. Currently, there is increasing interest in developing new
processes for the pre-treatment of biomass wastes, through the modification of
their properties prior to gasification, so as to make them more attractive for their
subsequent use. Pelletization is a proven technology for improving biomass
properties, whereas torrefaction is considered a plausible alternative for decreasing
the moisture content, increasing the energy density and greatly facilitating the
handleability and grindability properties of the torrefied material.

Notation

CHE Pellets from chestnut
BCOAL Pellets from bituminous coal
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HGI Hardgrove Grindability Index
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PIN Pellets from pine
RDF Refuse derived fuel
TOP Torrefaction and pelletization process
IGCC Integrated gasification in combined cycle

1 Introduction

The energy systems of most of the developed countries are based on fossil fuels at
a time when the energy demand is continuously increasing. The limited reserves of
such fuels are leading to a heavy dependence on imported fuels. If the amount of
fuel needed to produce energy (rate energy/fuel) is reduced, more energy can be
generated from the same amount of fuel, and the dependence on external energy
supplies can therefore be reduced. Furthermore, the burning of fossil fuels pro-
duces pollutants and has a very negative impact on the environment, especially
from the point of view of CO2 emissions and climate change. For these reasons,
one of the current challenges in energy production is to reduce the dependence on
fossil fuels and to create a more sustainable scenario. One of the most promising
approaches for diversifying energy resources is to resort to renewables, because
these have a much less harmful environmental impact than fossil fuels and help to
preserve the equilibrium of ecosystems. Moreover, renewable energies are
indigenous resources and an increase in their use would have positive implications
for the security of energy supplies. Among the different renewable energy
resources available, biomass waste is the most promising for the immediate future
as it is considered a carbon neutral fuel, i.e., the carbon dioxide released when
biomass is used is an integral part of the carbon cycle.

Although several waste materials, such as biomass wastes, plastic wastes, used
tyres and organic municipal solid wastes (RDF fraction), can be used directly as a
solid fuel because of their high-heating value, their conversion into fuel gas or
chemicals is an attractive alternative. Gasification can be considered as a way to
recover energy from low-grade fuels, biomass, wastes or their mixtures [1, 2]. In
particular, integrated gasification in combined cycle (IGCC) is highly efficient and
has great potential for reducing the amount of man-made CO2 emissions. Various
solid fuels, including coal, biomass and wastes such as petroleum coke, heavy
refinery residuals and municipal sewage sludge have all been employed as feed-
stocks in gasification systems [3–6].

However, the use of biomass waste material as a fuel entails several problems,
including its high-bulk volume, high-moisture content and relatively low-calorific
value, which make raw biomass an expensive fuel to transport. For biomass to
produce an equivalent amount of energy as fossil fuels such as coal, very high
loads of this material would be needed. Another drawback of some types of
biomass (e.g., lignocellulosic materials) is that they are difficult to grind into fine
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particles. This problem is especially acute when biomass is to be used in pul-
verised systems, such as entrained flow gasifiers. All of these drawbacks have led
to the development of new technologies, the aim of which is to improve the quality
of biomass fuels so that they are easier to transport, process and handle.

This chapter mainly deals with new processes, such as torrefaction, that have
been proposed as a means of treating biomass wastes to overcome some of the
drawbacks of these renewable sources, in particular those related with densifica-
tion, handleability and grindability. These problems are especially important when
biomass is gasified with coal or petcoke, in entrained flow gasifiers where fine
grinding is required, making the pre-treatment of the biomass particularly difficult
when fibrous materials such as wood have to be handled.

2 Materials Pre-Treatment

The origin of biomass fuels can be very wide-ranging and they may be obtained
from many sources, including forestry and agriculture residues, food-processing
wastes or municipal and urban wastes. Likewise, the chemical constituents and
moisture content of biomass materials are also extremely varied [7]. The char-
acteristics of the biomass feedstock, especially moisture and mineral matter con-
tent, have a significant effect on the performance of the gasifier. The gasification of
biomass that has a high-moisture content produces fuel gas with lower effective-
heating values and higher tar concentrations. The energy valorization of these
organic wastes requires as a first-step dewatering technologies with a low-energy
consumption. Various types of pressure-assisted dewatering devices, such as filter
presses, belt presses and centrifuges, can be used to reduce the water content. For
many applications, mechanical dewatering cannot guarantee a sufficiently low-
moisture content and, in this case, thermal drying must be used instead [8]. Many
types of dryers are used to dry biomass, including direct- and indirect fired rotary
dryers, conveyor dryers, cascade dryers, flash or pneumatic dryers, superheated
steam dryers and microwave dryers. The direct flue gas biomass-drying technol-
ogies produce exhaust gases that contain high-volatile organic compounds [9]. The
drying of biomass with superheated steam provides a more uniform drying over
shorter periods at high temperatures. In modern drying technologies, woody bio-
mass is dried in recirculated gas in conditions of relatively high humidity [10].

In moving bed gasifiers, the gas is made to pass through the biomass so the feed
at the bottom has to have sufficient compressive strength to withstand the weight of
the feed above it. In addition, the bed can tolerate only a limited amount of fines
without experiencing an excessive pressure drop. In these gasifiers, particle sizes
tend to be in the 20–80 mm range [11, 12]. Most biomass gasifiers use fluidized
bed technologies, and bubbling beds are more common than circulating systems.
In these gasifiers, the particle size is still in the millimetre range, and size reduction
is not as critical as in the case of entrained flow gasifiers, where the short residence
times make it necessary to pulverize the fuel [13].
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2.1 Grindability

To prepare biomass for gasification, it is first necessary to reduce the material to a
smaller size. However, it is usually not practical, nor necessary, to reduce the
biomass feedstock to the same size as the coal feed. For biomass fuels, a wide
range of equipment is used to produce different particle sizes. Grinding mills or
hammer mills are used to produce particle sizes less than 5 mm, whereas particle
sizes between 5 and 50 mm are produced by drum chippers and disc chippers, and
the larger particle sizes (5–25 cm) by chunkers [14].

The dependence of most biomasses on seasonal availability and the higher
efficiencies attained in larger coal gasifiers are among the causes that have led to
the co-gasification of coal and biomass. There are, however, some disadvantages
with this approach. In the case of entrained flow gasifiers where pulverized fuel is
used, the addition of biomass quickly reduces the mill capacity during fuel han-
dling because of the fibrous nature of some feedstocks. Higher throughputs can be
achieved with dedicated co-use schemes. Nevertheless, co-milling is an attractive
option compared with the alternative of a separate biomass feed system acting in
parallel with the coal feed system as it avoids additional maintenance and
installation costs [15].

An evaluation of the grinding behaviour of blends of biomass and solid fossil
fuels (coal/petcoke) was conducted at the Instituto Nacional del Carbón (CSIC), as
part of a Spanish project [16] coordinated by ELCOGAS, S.A., an electricity
generating company that runs an IGCC of 335 MWe, using coal and petcoke as
feedstocks. One of the objectives of this project was to select the most convenient
biomass for co-gasification with a 50:50 blend of coal and petcoke. A mortar and
pestle was used to grind the blends to which up to 20% of biomass was added and
the particle size distribution of the different blends was determined.

Three biomass samples were used: (i) almond shells, (ii) olive oil waste and
(iii) olive stones. The particle size distribution of the biomasses and the 50:50
petcoke–coal blend (CP–PT) are represented in Fig. 1. It can be seen that the coal–
petcoke blend produces the highest amount of fines and does not contain any
material greater than 212 lm under the conditions of the study. The results
achieved for the biomass samples are clearly worse than for the coal–petcoke
blend, with olive oil waste showing the best behaviour, as reflected by the higher
amount of fine material in the \75 lm fraction. The olive stones also have a
relatively high percentage of \75 lm particles.

Regarding the grinding behaviour of blends of 50:50 CP–PT with different
percentages of biomass, the performances in the case of the almond shells and
olive stones were similar. The addition of low amounts of biomass to the coal–
petcoke blend increased the amount of large particles in the ground material. The
behaviour of olive oil waste was different to that of the other biomasses, as can be
seen in Fig. 2. For percentages of biomass of up to 10%, the grinding behaviour of
the ternary blend was not affected and the particle size distribution of the blend
was similar to that of the original coal–petcoke blend. However, when the
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percentage of olive oil waste was increased to 20%, a notable increase in the
number of larger particles was observed in the milled product in comparison with
the coal–petcoke blend, 7% of the particles exceeding 125 lm in the case of this
particular blend, whereas after the addition of 20% of olive oil waste, the per-
centage of particles greater than 125 lm raised to 26%.

3 Raw Materials Characterization

The characterization of fuels normally includes the proximate and ultimate anal-
yses, and the calorific value, which give an indication of the quality of the fuel and
its suitability. Because of increasing environmental constraints, analysis of metals
concentration is also becoming more common. There are, of course, other prop-
erties that could be included in a more exhaustive fuel characterization, such as the
ash fusion temperatures, the fuel particles hardness as measured by the Hardgrove
grindability index and fuel density.

The nature and behaviour of the mineral constituents have a significant bearing
on the design, operation and performance of the gasifier. For the gasification

Fig. 2 Particle size
distribution of the ternary
blend coal–petcoke–olive oil
waste ground in a mortar and
pestle

Fig. 1 Particle size
distribution of samples
ground in a mortar and pestle
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process, the range of biomass materials and ash qualities, of which there is limited
practical experience in real plant conditions, is a particularly acute problem in the
case of entrained flow gasifiers. The proximate and ultimate analyses, and high-
calorific value of selected waste materials, including a petcoke, are presented in
Table 1. An analysis of a high-volatile bituminous coal is also provided for
comparative purposes [17]. The ash contents of the majority of the biomass
materials listed in Table 1, with the exception of the grape waste, coffee husks and
olive oil waste, are quite low. In general, clean white wood materials have very
low ash contents, generally less than 1%, whereas straw and grass materials, and
the solid residues from the vegetable oil-producing industries, have ash contents in
the 4–7% range.

The volatile matter content of the biomass materials is much higher than that of
coal, ranging between 70 and 85%, as can be seen in Table 1. High-volatiles
content increases the production of tars in all gasification systems except entrained
flow gasifiers, which produce tar-free syngas. Nonetheless in these reactors, bio-
mass is blended in low percentages with coal and/or petcoke [18]. In addition, the
heating values of biomass fuels are lower than that of coal, as can be seen in
Table 1. One of the limitations of biomass materials is their relatively low volu-
metric heating value or energy density (MJ/m3), which is about five times lower
than that of coal. This gives rise to concomitant problems related to the need for a
large volumetric flow of biomass, even when co-gasifying small percentages of
biomass with coal [19].

The drawbacks of using biomass for co-gasification, such as the difficulty of
grinding to low particle sizes and the low-energy density of biomass, have
prompted the search for new processes and methods of preparing biomass for
co-feeding. These include densification through pelletization and/or torrefaction.

Table 1 Proximate and ultimate analyses and high-heating value of various samples

Sample Proximate analysis
(wt.%, dry basis)

Ultimate analysis
(wt.%, dry basis)

High-heating
value (MJ/kg)

Ash Volatile
matter

Fixed
carbon

C H N S O

Pine 0.2 86.3 13.5 45.2 6.3 0.1 0 48.2 20.0
Chestnut 0.4 82.1 17.5 45.5 5.7 0.2 0 48.2 19.1
Eucalyptus 0.5 84.6 14.9 46.8 6.1 0.1 0 46.5 19.5
Cellulose residue 1.3 87.7 11.0 41.0 6.4 0.3 0 51.0 17.6
Coffee husks 4.5 79.4 16.1 43.2 6.3 2.6 0.2 43.2 20.1
Grape waste 7.5 67.9 24.6 50.0 6.0 2.0 0.1 34.4 22.1
Almond shells 1.2 79.3 19.5 49.2 6.0 0.2 0 43.4 19.7
Olive stones 0.6 81.4 18.0 50.6 6.1 0.1 0 42.6 19.0
Olive oil waste 7.1 77.3 15.7 48.9 6.2 1.4 0.2 36.2 21.6
Petcoke 0.6 12.6 86.8 87.2 4.1 1.5 5.4 1.2 35.2
High-volatile
bituminous coal

7.6 37.7 54.7 77.9 5.1 1.7 1.5 6.2 32.4
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4 Improvement of Biomass Quality

4.1 Pelletization

The densification of biomass waste materials contributes to improving their
behaviour as a fuel by increasing their homogeneity and allowing a wider range of
lignocellulosic materials to be used as fuel [20]. Wood pellets are also easier to
handle, transport and store because of their uniform size, high density and low-
moisture content [21]. All over the world, wood pellet markets are experiencing
exponential growth. In fact, several new pellet plants are planning to base their
production on more secure and cheaper feedstocks than sawdust. Increasingly,
market parties, especially large-scale users, are experimenting with pellets made of
straw, coffee husks, wheat husks and other agricultural residues [22].

The use of blends of coal and biomass could produce fuel pellets with more
suitable characteristics for use in industrial furnaces, because coal has a higher
carbon content and calorific value than biomass [7]. Apart from their increased
density, and higher homogeneity, the quality of the pellets can be evaluated by
measuring their mechanical resistance. This is quantified by means of the abrasion
index, Ia, lower values of Ia indicating a better pellet quality or a higher resistance
[17].

The results of the abrasion index, Ia, for the pellets obtained from some of the
raw materials presented in Table 1 are given in Fig. 3. The highest mechanical
durability was attained with pellets from chestnut, CHE, followed by pine, PIN,
and bituminous coal, BCOAL, whereas the pellets obtained from coffee husks,
COF, and grape waste, GRA, were the weakest. Blending materials with high- and
low-abrasion index have also been tried in an attempt to increase the mechanical
resistance of some common wastes. The results of the work of Gil et al. [17]
indicated that a blend of pine sawdust or chestnut sawdust with different per-
centages of a bituminous coal of up to 20% would be the most suitable for pellet
production. In addition, a blend of this coal with eucalyptus sawdust was found to
improve the mechanical durability of eucalyptus pellets considerably when the
coal was added in a percentage equal to, or higher than, 10%.

As pointed out above, wood-based pellets are produced commercially around the
world but there is only a limited production of agricultural biomass-based pellets.
A recent study has developed a data-intensive techno-economic model for assessing
the economic viability of using agricultural residue for pellet production [23].
The conclusions of this study indicate that for average and maximum yields, the
cost curves are quite flat for a number of plants that produce 70,000 tonnes a year.
This implies that plants smaller than the economically optimum size can be built
with only a minor penalty cost. In addition, from a sensitivity analysis conducted
in the same study, it was concluded that the total cost of pellet production is
most sensitive to the field cost (cost of harvesting and collection, on-farm stor-
age, nutrient replacement and farmer’s premium) followed by the transportation
cost.
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4.2 Torrefaction

The drawbacks of raw biomass waste, which include a low-energy density (typi-
cally 18 MJ/kg) and high-moisture content (around 10% even after drying), make
the transport of biomass relatively expensive. A drying step would be insufficient
as the biomass may regain moisture and result in storage problems, such as deg-
radation and self-heating. Increasing the energy density of biomass is, therefore,
seen as a necessary step to make biomass more useful and attractive as an energy
source. On the other hand, it has been shown that higher gasification efficiencies
can be achieved for fuels with low O/C ratios, such as coal, than for fuels with high
O/C ratios, such as wood. Therefore, rather than gasify these fuels directly, it
would seem preferable to modify their properties before gasification [24].

Torrefaction is a pre-treatment technology that makes biomass more suitable
for combustion or gasification applications by addressing problems such as high-
bulk volume, high-moisture content and poor grindability. The improved grinda-
bility of biomass after torrefaction may lead to higher use rates in the near future.
Torrefaction is performed under atmospheric pressure at a relatively low-heating
rate of less than 50�C/min in the absence of oxygen. Temperatures vary from 200
to 300�C according to the type of biomass. The biomass is partly decomposed and
yields a solid product with a very low-moisture content and a high-calorific value,
in addition to a condensable liquid and non-condensable gases. The main advan-
tages of torrefied biomass include the production of a hydrophobic solid with a
higher calorific value than that of the raw biomass, and the enhancement of
grindability, because the energy consumption for milling is reduced by three to
seven times with respect to the parent biomass [25].

Biomass is completely dried during torrefaction and after torrefaction the
uptake of moisture varies from 1 to 6%. The hydrophobic nature of biomass after
torrefaction can be explained by the destruction of OH groups, and the subsequent
impossibility of hydrogen bonding. In addition, unsaturated structures are formed
which are non-polar. This property is also the main reason why torrefied biomass is
almost completely preserved and why biological degradation, as often observed
with untreated biomass, does not occur anymore [26]. Torrefaction removes

Fig. 3 Abrasion index of
pellets from different
materials (cf. Table 1)
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moisture and low weight organic volatile components and depolymerizes the long
polysaccharide chains, producing a hydrophobic solid product with an increased
energy density (on a mass basis) and greatly increased grindability. As a result, a
significantly lower amount of energy is required to process the torrefied fuel and it
no longer requires separate handling facilities when it is co-used with coal in
existing power stations [15].

It has been stated that applying torrefaction as a biomass pre-treatment process
can be expected to contribute to the technical and economic feasibility of
entrained-flow gasification of biomass using existing feeding technology. More-
over, particles can be produced that are pneumatically transportable, which would
be impossible in a bed of untreated biomass particles [26].

The changes in the grindability characteristics of biomass samples subjected to
mild pyrolysis treatment or torrefaction has been studied in considerable depth by
several authors. Bridgeman et al. [15] conducted an experimental research on the
pulverization behaviour of two torrefied energy crops, willow and Miscanthus. The
untreated and torrefied fuels were subjected to standard fuel analysis techniques,
including ultimate analysis, proximate analysis and calorific value determination.
The grindability of these fuels was then determined using a laboratory ball mill
and by adapting the Hardgrove Grindability Index (HGI) test for hard coals. As the
temperature and residence time of the process increased, a trend of decreasing
volatile matter content was observed. The energy content of the torrefied biomass
experienced an increase, the lowest energy yield (76%) corresponding to Mi-
scanthus, at a treatment temperature of 290�C and a residence time of 1 h. The
conclusions of the study showed temperature to be the most important parameter in
terms of mass loss, increase in energy content, and ease in grindability of the solid
product. It was also demonstrated that residence time plays an important role in
facilitating grindability. The results demonstrated that Miscanthus was easier to
pulverize than willow, the particle size distribution profiles of the pulverized pre-
treated Miscanthus being similar to those of coals with similar or equivalent HGI
values. The authors also concluded that particle size distribution is a more satis-
factory method of analysis of grinding behaviour than the modified Hardgrove
Grindability Index used in their work.

Arias et al. [27] evaluated the influence of torrefaction on the grindability of
eucalyptus. 10–15 g of biomass was ground and sieved to a particle size of 5 mm.
Torrefaction was performed under a nitrogen atmosphere, at a heating rate of
10�C/min up to three different final temperatures (240, 260, 280�C). The samples
were kept at the final temperature for different residence times (0 to 3 h). Torre-
faction increased the gross calorific value with the temperature treatment and the
residence time. In the most critical conditions studied in their work (280�C and 3 h),
the gross calorific value of the product increased by 34% with respect to that of the
raw biomass. However, during torrefaction, there was a loss of energy with respect
to the original biomass, as was computed from the heating value yield. Figure 4
shows the evolution of the heating value yield of the torrefied eucalyptus.
Here the heating value yield ranges from 92% for the sample treated up to 240�C
(TRE-0-240) to the unacceptable value of 67% for the sample treated at 280�C for
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3 h (TRE-3–280). It can be seen from the results in this figure that even at low
residence times, treatment at 280�C produces a large decrease in the heating value
yield. For the other two temperatures (240 and 260�C) the heating value yield
remained practically constant from 30 min to 2 h of treatment, with a slight
reduction being observed after 3 h.

The grindability characteristics of the torrefied eucalyptus were evaluated by
treating the samples in a cutting mill and sieving the samples into four size
fractions. The particle size distributions of the torrefied eucalyptus samples are
shown in Table 2. In the case of the raw eucalyptus only 29% of the untreated
biomass passed through the 425lm sieve. In all cases, there is an improvement in
the grindability characteristics of the treated biomass, the percentage of particles
passing to the lower size fractions greatly increasing for the samples subjected to
torrefaction. The results of the work of Arias et al. [27] indicated that a mild
torrefaction treatment at 240�C for 30 min could improve the grinding charac-
teristics of the biomass with little loss of heating value yield.

A combination of the processes of pelletization and torrefaction has been
developed at the Energy Research Centre of the Netherlands (ECN), and has been
named as the TOP process [28]. Densification by means of pelletization is con-
sidered to be a proven technology for improving the properties of biomass for its
conversion into heat and power. However, biopellets are expensive, require special
treatment at the power station and can only be produced from a limited variety of
biomass feedstock. The TOP process integrates the advantages of torrefaction and
pelletization with respect to the quality of the biopellet. The experimental work
conducted at ECN revealed that TOP pellets may have a bulk density of
750–850 kg/m3 and a net calorific value of 19–22 MJ/kg as received. This results in
an energy density of 14–18.5 GJ/m3, which is reasonably similar to that of sub-
bituminous coal (16–17 GJ/m3). The energy density is significantly higher than
that of conventional biopellets produced from softwood (sawdust: 7.8–10.5 GJ/m3).
In contrast to conventional biopellets, the TOP pellets can be produced from a wide
variety of feedstock (sawdust, willow, larch, verge grass, demolition wood and
straw) yielding similar physical properties.

Fig. 4 Variation in the
heating value yield of
torrefied eucalyptus for
different treatment
temperatures and residence
times (reprinted from Arias
et al. [27] with permission
from Elsevier)
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5 Conclusions

The use of biomass waste materials for gasification is increasingly seen as a means
of reducing the dependence on fossil fuels and reducing the emissions of CO2 to
the atmosphere. The disadvantages associated with the high-moisture content and
the low grindability properties of biomass waste materials can be greatly reduced
by applying new processes such as torrefaction or a process that combines pel-
letization and torrefaction. The reduction in the size of the biomass is an energy
consuming process that subjects the equipment to excessive wear. The torrefaction
of biomass decreases energy consumption, while increasing production capacity
with respect to the untreated, raw material. The higher energy efficiencies achieved
in pressurized entrained flow gasifiers would make the co-gasification of coal and/
or petcoke with biomass wastes, and the pre-treatment of biomass (i.e., torrefac-
tion) more attractive for the industrial application.
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ronmental burdens and to propose effective environmental strategies. This chapter
proposes the use of a mathematical modelling approach as an analytical tool that
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efficient multiple source—multiple product bio-energy supply chains. The math-
ematical formulation of this problem becomes a multi-objective MILP (moMILP).
Criteria selected for the objective function are the net present value (NPV) and the
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Notation

Indices
e Suppliers
f, f 0 Facility locations
i Tasks
j Equipment technology
s Materials (states)
t, t0 Planning periods
a Mid-point environmental impact categories
g End-point environmental impact categories

Sets

Ag Set of mid-point environmental interventions that are combined into
end-point damage factors g

Erm Set of suppliers e that provide raw materials
Êprod Set of suppliers e that provide production services
�Etr Set of suppliers e that provide transportation services
Fe Set of locations f where supplier e is placed
FP Set of materials s that are final products
Ij Set of tasks i that can be performed in technology j
�Je Technology j that is available at supplier e
~Jf Technology j that can be installed at location f

Ji Technologies that can perform task i
Mkt Set of market locations
NTr Set of non-distribution tasks
RM Set of materials s that are raw materials
Sup Set of supplier locations
Ts Set of tasks producing material s
�Ts Set of tasks consuming material s
Tr Set of distribution tasks

Parameters

Asft Maximum availability of raw material s in period t in location f
Demsft Demand of product s at market f in period t
distanceff0 Distance from location f to location f0

FCFJjft Fixed cost per unit of technology j capacity at location f in period t
IJ
ft Investment required to establish a processing facility in location f in

period t
NormFg Normalising factor of damage category g
Pricesft Price of product s at market f in period t
PriceJ

jft
Investment required per unit of technology j capacity increased at
facility f in period t
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rate Discount rate
Waters Moisture for material s
Watermax

ij Maximum moisture for task i performed in equipment j

asij Mass fraction of task i for production of material s in equipment j
�asij Mass fraction of task i for consumption of material s in equipment j
bjf Minimum utilisation rate of technology j capacity that is allowed at

location f
fag g end-point damage characterisation factor for environmental inter-

vention a
hijff 0 Capacity utilisation rate of technology j by task i whose origin is

location f and destination location f 0

qtr
eff 0t Unitary transportation costs from location f to location f 0 during period t

sut1
ijfet Unitary cost associated with task i performed in equipment j from

location f and payable to external supplier e during period t
sut2

sfet Unitary cost associated with handling the inventory of material s in
location f and payable to external supplier e during period t

vest Unitary cost of raw material s offered by external supplier e in period t
wijff 0a a environmental category impact CF for task i performed using

technology j receiving materials from node f and delivering it at node f 0

wT
ija

a environmental category impact CF for the transportation of a mass
unit of material over a length unit

Binary Variables

Vjft 1 if technology j is installed at location f in period t, 0 otherwise

Continuous Variables

DamCgft Normalised end-point damage g for location f in period t
DamCSC

g
Normalised end-point damage g along the whole SC

EPurchet Economic value of purchases executed in period t to supplier e
ESalest Economic value of sales executed in period t
FAssett Investment on fixed assets in period t
FCostt Fixed cost in period t
Fjft Total capacity of technology j during period t at location f
FEjft Capacity increment of technology j at location f during period t
ICaft Mid-point a environmental impact associated to site f which rises

from activities in period t
Impact2002

f
Total environmental impact for site f

Impact2002
overall

Total environmental impact for the whole SC
LHVsi Lower heating value for material s in task i
NPV Net present value
Pijff0t Activity magnitude of task i in equipment j in period t whose origin

is location f and destination location f 0
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Pvsijff0t Amount of material s for flexible task i in equipment j in period
t whose origin is location f and destination location f 0

Profitt Profit achieved in period t
Purchpr

et Amount of money payable to supplier e in period t associated with
production activities

Purchrm
et Amount of money payable to supplier e in period t associated with

consumption of raw materials
Purchtr

et Amount of money payable to supplier e in period t associated with
consumption of transport services

Salessff0t Amount of product s sold from location f in market f 0 in period t
Ssft Amount of stock of material s at location f in period t

Superscripts

L Lower bound
U Upper bound

Acronyms

B-NET Biomass utilisation networks
BM Biomass
CBA Cost benefit analysis
CCS Carbon capture and storage
CF Characterisation factors
DFCF Discounted-free-cash-flow
Eco-indicator 99 Damage environmental metric
EISA Energy Independence and Security Act
FWR Forest wood residues
GHG Greenhouse gas
GrSCM Green supply chain management
IMPACT 2002+ Mid-point and end-point (damage) environmental metric
LCA Life cycle assessment
LCIA Life cycle impact assessment
LCI Life cycle inventory
STN State task network
moMILP Multi-objective mixed integer linear programming
NPV Net present Value
SCM Supply chain management
STN State task network
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1 Introduction

Global trends are promoting the utilisation of renewable sources of energy.
For instance, the European Union has established a target of 20% share of
renewable energy out of the total European energy consumption by 2020 [1].
Biomass energy generation is an option that is expected to play an important role
in the renewable energy mix. As a matter of fact, the USA in its Energy
Independence and Security Act (EISA) of 2007 states that advanced biofuels shall
supply at least 21 billion gallons of US motor fuels by 2022. It is recognised that in
order to achieve these targets efficient networks to supply sustainable amounts of
biomass required, cost-effective technologies to convert biomass and improved
distribution infrastructures to deliver the final product (i.e., energy or fuel) are to
be developed [2]. Even more, the efficient integration of these three elements is
equally relevant to reach the posed goals. In this chapter, we propose a supply
chain modelling approach as a tool that can support decision-making towards
accomplishing such integration.

The concept of supply chain (SC) refers to the network of interdependent entities
(i.e., processing sites, distributors, transporters, warehouses and raw material
suppliers) which is the processing and distribution channels of a product from
origin of its raw materials to final delivery to the customer. Then, supply chain
management (SCM) can be defined as the management of material, information and
financial flows through a SC that aims at producing and delivering goods or services
to consumers [3]. Note that a SC is comprised by components that may be
geographically distributed. One of the main objectives of SCM is to synchronise
and coordinate the flows of materials that go through the different processes so that
the final product is delivered in a most efficient manner. This is especially important
for biomass to energy projects which are highly geographically dependent and
whose profitability can be strongly influenced by the location of the different
processes and biomass sources. Commonly, biomass production and transportation
account for a significant part of the whole bioenergy supply chain cost [4].
Therefore, a tool capable of evaluating the possible trade-offs between the different
feedstock sources, each one with specific properties (i.e., moisture and energy
density) and the location of processing sites and consumption is a requisite to
develop efficient bioenergy networks.

The interest on SC biomass-based for different final purposes, ranging from
energy or fuels production, has increased since the 90s, thus being a relatively new
concept and also a consequence of the current energy paradigm. Typically, a
biomass SC problem considers the possible use of multiple sources of biomass. It
is also important to point out that biomass usually requires some pre-treatment
before its use. This previous treatment is done aiming at obtaining a homogenised
or densified biomass, whether in terms of mass or energy. In this sense, Hamelinck
et al. [5] considers an international bioenergy SC taking into account the fact that
biomass production and consumption do not need to be in the same region, i.e.,
that biomass residues and energy crops are in excess in some areas, but scarce in
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others, and energy import regions (Western Europe) do not match with the higher
biomass production areas (Scandinavia, Eastern Europe and Latin America).
Biomass compacted into briquettes or pellets can be used to save transport use
because of their smaller volume. Nevertheless, there exists a trade-off between the
type of transport, the distance and the densification methods since the cost of
biomass pre-treatments as a whole should not be higher than the compensated
logistic costs. This is an important consideration to take into account when long
distances should be covered. They demonstrate that an international bioenergy
trade has real potential; however, governments must stimulate the biomass market
in terms of prices, policies and social acceptance. Panichelli and Gnansounou [4]
contemplate forest wood residues (FWR) from final cuttings to produce torrified
wood that supplies a gasification unit in order to produce electricity. They are able
to allocate biomass quantities between predefined combinations of candidate sites
to find the best set of locations for the energy units. They state fix values for the
torrefaction and gasification units, and take into account cost minimisation. A
mixed integer linear program (MILP) that determines the optimal sizes and
locations of biomass-based methanol plants (biofuel plants) is developed by Leduc
et al. [6]. The objective function considered to be optimised is the operating costs
plus the investment required to establish the biomass SC. The supply is given by
poplar coppice, as energy crop, and the demand is based on gasoline-methanol car
blend use. The possible consumer sites are the already existing gas stations in
Austria, while methanol production is considered through the use of gasification
plants. The evaluation of three scenarios is performed, based on different metha-
nol-gasoline blends. By-production of heat is also considered as economic reve-
nue, and CO2 emissions are accounted finally, but not introduced in their model as
an environmental objective to be accomplished. Later on, Ayoub et al. [7] present
a methodology for designing and evaluating the biomass utilisation networks (so
called B-NETs), which are process networks aiming at producing different bio-
products, from one or more biomass resources. The idea of this methodology is to
provide a framework to create the underlying superstructure that relates the bio-
mass resources to their products via current and possible future available pro-
cesses; which can be used to develop an optimisation model. Their methodology is
applied at a local level and proposes better biomass uses by means of economic
parameters (costs) and environmental impacts accounting. The environmental
indicator that the authors use accounts for emissions to air, water pollutants and
solid wastes. The work of Rentizelas et al. [8] emphasises the multi-biomass
seasonal availability and combines this fact with the biomass storage problem. The
stages considered before the conversion plant of the raw material include har-
vesting and collection, in field handling and transport, storage, loading and
unloading, transport and biomass pre-treatment. This last stage can be included in
any of the abovementioned stages, and optimally could precede the transportation
stage. Storage can be also located in the biomass origin in an intermediate step or
at the power station site. The authors state that one of the main drawbacks of the
use of biomass as a source is its relatively low density and heating value when
compared, for instance, with other fossil sources. On a later work, Rentizelas et al.
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[9] exemplify the fact that a biomass SC can account for multiple sources, as well
as for multiple final products production, such as electricity, heat and cooling.
They apply the methodology in a specific region of Greece. The results provide
with optimal locations and investment details for potential investors. More
recently, Van Dyken et al. [10] developed a linear optimisation model for planning
the capacity expansions in energy systems where several alternative biomass and
technologies are considered simultaneously. The main objective of this work is to
present a generic model including different components such as sources, handling,
processing, storage and final usage. Heating value, moisture content and bulk
density are the key parameter changes that biomass undergo along the SC. The
objectives to be optimised are the operating cost and emissions of the whole SC.

Definitely, energy policies are driven by environmental considerations, more
specifically by the pressure on reducing greenhouse gas (GHG) emissions. In that
sense, biomass is an energy source that is expected to provide significant reductions
of environmental impacts related to GHG emissions when compared to the classical
fossil fuels technologies. Therefore, it is relevant the integration of environmental
thinking into SCM in order to assess such expected reduced environmental impacts.
The aforementioned integration may be achieved through the emerging concept
regarded as ‘green supply chain management’ (GrSCM). This concept considers the
environmental interventions associated with the raw materials sourcing and selec-
tion, manufacturing process selection, delivery of final product to the consumers as
well as end of life management of the product after its useful life [11]. Traditionally,
the methodologies devised to assist SC operation and design have focused on finding
a solution that maximises a given economic performance indicator while satisfying a
set of operational constraints imposed by the manufacturing/processing technology
and the topology of the network. In recent years, however, there has been a growing
awareness of the importance of including environmental aspects as objectives and
not constraints associated with the SC decision support [12, 13].

The environmental science and engineering community have developed several
systematic methodologies for the detailed characterisation of the environmental
impacts of chemicals, products and processes. All of these methodologies have
embodied the concepts of life cycle, i.e., they are based on a life cycle assessment
(LCA) which is described in a series of ISO documents [14]. The LCA framework
includes the entire life cycle of the product, process or activity, encompassing
extraction and processing of raw materials; manufacturing, transport and distri-
bution; re-use, maintenance recycling and final disposal. Most importantly, it takes
a holistic approach, bringing the environmental impacts into one consistent
framework, wherever and whenever these impacts have occurred or will
occur [15]. These methodologies are based on the incorporation of an optimisation
step into the four classical phases that comprise an LCA study namely, goal
definition, life cycle inventory—LCI, life cycle impact assessment—LCIA and
interpretation (see Fig. 1). The idea of them is to determine process conditions or
topology using a multi-criteria optimisation strategy in order to evaluate the trade-
off between economic and environmental issues.
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As aforementioned, the concept of SC refers to the network of interdependent
entities that constitute the processing and distribution channels of a product from
the supply of its raw materials to its delivery to the final consumer. Because an
LCA study ideally covers a cradle-to-grave approach, it can be clearly seen that
LCA fits as a suitable tool for quantitatively assessing the environmental burdens
associated with designing and operating a SC.

This chapter describes an analytical approach for the design and planning of a
multiple source—multiple product interregional bioenergy SC taking into con-
sideration not only economic issues but also environmental impact. The model
accounts for different biomass wastes sources as well. The approach applies mixed
integer modelling techniques. The model is optimised so as to select the most
appropriate pre-treatment technologies, the most appropriate feedstock supplier
for each process and the most convenient production and distribution profiles, in
order to supply electricity and hydrogen to the customers. The mathematical model
encompasses direct emissions, raw materials production and transport distribution
emissions. LCA concepts are embedded in the approach, and going further in order
to attain a comprehensive LCA application, not merely an overall environmental
impact indicator is calculated but also partial environmental impact categories are
studied. Furthermore, the impact associated with every SC echelon is mapped
aiming at discovering possible opportunities to focus resources for environmental
impact reduction.

Fig. 1 Life cycle assessment
steps [13]
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2 Biomass Supply and Operations Planning

This chapter deals with the strategic-tactical problem associated to the optimal
design and operation of a biomass SC network taking into account economical and
environmental considerations. Generally speaking, the SC strategic level
determines the network through which production and distribution serves the
marketplace. The intent of the SC network design problem is typically to deter-
mine the optimal sourcing, manufacturing and distribution network for the new
and existing product lines of a company (e.g., expansion or contraction of the
business, introduction of new products, new strategic suppliers). The most
common approach is to formulate a large-scale mixed integer linear program
(MILP) that captures the relevant fixed and variable operating costs for each
facility and each major product [16].

The considered biomass SC network consists of a number of potential locations
where either a processing site or distribution centre or both of them can be
installed, and suppliers at fixed locations which have available biomass with
different characteristics. In general, each final product (energy or H2) can be
produced at several plants located at different locations using the different biomass
wastes. The characteristics of the biomass can be changed by using the
pre-treatment units (e.g., drying or torrefaction) so that the treated biomass meets
the characteristics required to be used in further steps. Even more, such pre-
treatments increase the energy content and bulk density of the biomass. By doing
so the mass is reduced, thus significant savings in transportation may be achieved.
The production capacity of each processing site is modelled by relating the
nominal production rate per activity to the availability of the equipment tech-
nology at each plant. Distribution centres are described by upper and lower bounds
on their material handling capacity and they can be supplied from more than one
manufacturing plants. Given the way the problem is modelled, materials flow
between any facilities may appear if selecting such flow allows improving the
performance of the SC. A market demand may be served by more than one site.

The mathematical model is an analytical tool intended to support managers on
planning decisions such as:

• The active SC nodes and links among them
• The facilities capacity expansion in each time period
• The product portfolio per plant, production amounts, utilisation level and

transportation links to establish in the network alongside with material flows
• The amount of final products (energy or H2) to be sold
• The environmental impact associated to each SC node or activity

A general schematic of the biomass energy SC is shown in Fig. 2. One can
notice that it is comprised by four blocks: (i) sourcing, (ii) pre-treatment,
(iii) generation and (iv) distribution. The sourcing block consists in collecting the
different biomass that may be available from different regions and suppliers.
Each type of biomass (e.g., pine waste, forest wood residues, olive pomace) has its
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own characterizing properties such as moisture content and heating value that
determines its energy conversion efficiency. The pre-treatment block considers
those activities that modify the quality (primarily moisture content) and/or shape
of the biomass. Examples of this kind of processes are the chipping, pelletizing,
drying, and torrefaction. Notice that these activities may be necessary, provided
that there are some technologies which require feeding material to have a fixed
maximum moisture content and/or some shape requirements in order to be
processed. The generation block converts biomass into energy or any biofuel.
Finally, the distribution block comprises those activities aiming at delivering the
final product to the consumption points.

2.1 Supply Chain Drivers

All the aforementioned decisions will be taken such that an economic indicator,
i.e., net present value (NPV), and an environmental impact metric, are optimised at
the end of a predefined planning horizon.

2.1.1 Cost Benefit Analysis

The usage of NPV is the back bone of cost benefit analysis (CBA) of any project.
A generic CBA consists of three steps: (i) valuation of the yearly costs and benefits
of the project, (ii) discounting costs and benefits in future years to make them
commensurate with present costs and benefits and (iii) calculation of the metric,
(see Sect. 2.1 in chapter Global Clean Gas Process Synthesis and Optimisation).

Fig. 2 General schematic of a biomass SC
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Here, in order to compute the NPV, operational costs include those associated with
production, handling of material, transportation and raw materials. Transportation
costs are assumed to be linear functions of the actual flow of the product from the
source echelon to the destination echelon. Revenue is obtained by the selling of
products. Investments on facilities and equipment are also taken into account.
The cash flows are discounted at a given return rate.

2.1.2 Environmental Metrics

Regarding the selection of environmental metrics, different methodologies have
been developed; however, all of them rely on the accurate estimation of envi-
ronmental interventions. Environment is compromised by industry mainly in two
ways, namely, its emissions and the consumption of raw materials. See Sect. 2.3 in
chapter Global Clean Gas Process Synthesis and Optimisation for further details.

Here, the environmental metrics used are the ones devised in the work of
Humbert et al. [17], which presents an implementation working at both mid-point
and end-point (damage) levels. For each environmental intervention two charac-
terisation factors are proposed, which eases model implementation. Their
methodology, IMPACT 2002+, is mainly a combination between IMPACT 2002
[18], Eco-indicator 99 [19] using egalitarian factors, CML [15], and the
Intergovernmental Panel on Climate Change (IPCC) considerations for CO2

emissions. IMPACT 2002+ has grouped similar category end-points into a struc-
tured set of damage categories by combining two main schools of impact model
methods: classical impact assessment methods (CML/IPCC) and damage-oriented
methods (Eco-indicator 99). This methodology proposes a feasible implementation
of a combined mid-point/damage-oriented approach. It links all types of LCI results
via 15 mid-point impacts (human toxicity, respiratory effects, ionizing radiation,
ozone layer depletion, photochemical oxidation, aquatic ecotoxicity, terrestrial
ecotoxicity, terrestrial acidification/nitrification, aquatic acidification, aquatic
eutrophication, land occupation, global warming, non-renewable energy and min-
eral extraction) to four areas of protection end-point categories (human health,
ecosystem quality, climate change and global warming potential and resources).

This approach contains the advantages of being able to calculate both mid- and
end-point indicators. Within the presented model, and in order to avoid emission
double counting, raw material emissions are not aggregated to product manufac-
turing, similarly transport and energy consumption are considered separately.

To conclude, Matthews et al. [20] highlight the importance of a footprint
estimation that includes the total SC up to the production gate, also known as
cradle-to-grave approach (tier 3). Furthermore, the authors refer to tier 4 emission
estimations when the whole product life cycle is taken into account by considering
emissions occurring during distribution and product end of life. This extended
scope is expected to better aid effective environmental strategies since both firms
and consumers have an important influence over the footprints through their
‘purchase’ decisions.
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3 The Mathematical Formulation

This chapter describes, besides the methodology, also a tool that can be used to
assist in the planning and design of a biomass SC under economical and
environmental impact considerations. The resulting model is solved by using a
multi-objective MILP (moMILP) algorithm, which allows observing possible
environmental trade-offs between damage categories and the economic indicator.

The mathematical formulation of the LCA-SC problem is briefly described
next. The variables and constraints of the model can be roughly classified into
three groups. The first one concerns process operations constraints given by the SC
topology. The second one deals with the environmental model used while the third
refers to the economic metric applied.

3.1 Supply Chain Design: Planning Model

The design-planning approach presented is a translation of the state task network
(STN) formulation [21] to SC modelling, which is adapted from the work of
Laínez et al. [22]. Such a formulation is suitable to collect all SC node information
through a single variable, which eases the environmental and economic metrics
formulation. This way SC node characteristics are modelled with a single equation
set, since manufacturing nodes and distribution centres are treated in the same way
as production and distribution activities. Subsequently, it turns out that the most
important model variable is Pijff0t; which represents the specific activity of task
i performed using technology j receiving input materials from site f and ‘deliv-
ering’ output materials to site f0 during period t. Indeed, to model a production
activity it must receive and deliver material within the same site (Pijff). In case of a
distribution activity, facilities f and f0 must be different. The model’s equations are
briefly described in the next paragraphs. The separation between tasks and
technologies allows for a flexible formulation of different scenarios.

Materials mass balance must be satisfied at each one of the nodes. The expression
for the mass balance for each material (state in the STN formulation) s consumed at
each potential facility f in every time period t is presented next. Parameter asij is
defined as the mass fraction of material s that is produced by task i performed using
technology j; Ts set refers to those tasks that have material s as output, while �asij and
�Ts set, refer to tasks that consume material s (Eq. 1).

Ssft � Ssft�1 ¼
X

f 0

X

i2Ts

X

j2 Ji\~Jf 0ð Þ
asijPijf 0ft �

X

f 0

X

i2�Ts

X

j2 Ji\~Jfð Þ
�asijPijff 0t 8s; f ; t ð1Þ

The model assumes that process parameters are fixed (such as reaction
conversion, separation factors and temperatures). This assumption is acceptable
for most activities. Notice that the recipe for a given activity is fixed and given
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by the parameters asij and �asij; however, there are activities for which it may be
desirable to let the model specify the mixture of inputs in order to achieve a
given value for a specific biomass property (i.e., moisture content). For such
activities the proportion of the different possible feedstocks should be variable.
In order to account for those activities the mass balance shall be modified as
shown in Eq. 2.

Ssft � Ssft�1 ¼
X

f 0

X

i2Ts

X

j2 Ji\~Jf 0ð Þ
asijPijf 0ft �

X

f 0

X

i2�Ts

X

j2 Ji\~Jfð Þ
�asijPijff 0t

þ
X

i2Ts

X

j2 Ji\~Jf 0ð Þ
Pvsijft �

X

i2Ts

X

j2 Ji\~Jfð Þ
Pvsijf 0t 8s; f ; t ð2Þ

For these flexible activities, it is necessary to make sure that the energy balance
is achieved. This is done by introducing Eq. 3. Here, HVsi is the heating value for
material s in activity i. Notice that heating values for feedstock are fixed. An
activity changes the output heating value if (i) it is a pre-treatment task that
modifies the biomass properties; or if (ii) it is a task that just changes the shape/
appearance of biomass but it is receiving different kinds of biomass as input.

X

s2Si

HVsiPvsijft ¼
X

s2Si

HVsiPvsijf 0t 8i 2 �I; j; f ; t ð3Þ

Let us consider that a flexible activity must accomplish a total moisture content.
In such a case, constraint (4) must be satisfied. Parameters Waters and Watermax

ij

express the moisture content for material s and the maximum moisture content
permitted for task i performed in equipment j.

X

s2Si

WatersPvsijft�Watermax
ij

X

s2Si

Pvsijf 0t 8i 2 �I; j; f ; t ð4Þ

Equation 5 models the temporal changes in facility capacities, in this sense the
model allows for the simultaneous consideration of design and retrofit of SCs.
Equation 6 serves for total capacity Fjft

� �
bookkeeping taking into account the

amount increased during planning period t FEjft

� �
.

VjftFEL
jft � FEjft �VjftFEU

jft 8f ; j 2 ~Jf ; t ð5Þ

Fjft ¼ Fjft�1 þ FEjft 8f ; j 2 ~Jf ; t ð6Þ

Equation 7 ensures the total production rate in each plant to be greater than a
minimum desired production rate and lower than the available capacity. Further-
more, parameter bjf defines a minimum utilisation rate of technology j in site f,
while hijff0 determines the resource utilisation factor.

bjf Fjft�1�
X

f 0

X

i2Ij

hijff 0Pijff 0t �Fjft�1 8f ; j 2 ~Jf ; t ð7Þ
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hijff 0 is the capacity utilisation rate of technology j by task i whose origin is
location f and destination location f 0. This parameter is one of the key factors to be
determined when addressing aggregated planning problems, considering strategic
and tactical decisions. This operational model may be applied in continuous as
well as in semi-continuous processes. First, let us consider the continuous pro-
cesses. For these cases, the capacity utilisation factor is a conversion factor,
which allows taking into account the equipment j capacity in site f in terms of
task i kg of produced material per time unit. In this way, the hijff factor is the
maximum throughput per planning period. On the other hand, this parameter is
closely related to tasks operation time in the case of semi-continuous (batch)
processes. Note that in this kind of production processes, the time period scale
utilised in aggregated planning is usually larger than the time a task (production/
distribution activity) requires to be performed. Therefore, the sequencing-timing
problem of short-term scheduling is transformed into a rough capacity problem
where aggregated figures are used. It is important to have in mind that capacity
is expressed as equipment j available time during one planning period, then hijff 0

represents the time required to perform task i in equipment j per unit of pro-
duced material. Thus, once operation times are determined this parameter can be
easily estimated. Equation 8 forces the amount of raw material s purchased from
site f at each time period t to be lower than an upper bound given by physical
limitations Asft

� �
. Also, the model assumes that part of the demand can actually

be left unsatisfied because of limited production or supplier capacity. Thus, Eq. 9
forces the sales of product s carried out in market f during time period t to be
less than or equal to demand.

X

f 0

X

i2�Ts

X

j2Ji

Pijff 0t �Asft 8s 2 RM; f 2 Sup; t ð8Þ

X

f 0

X

i2Ts

X

j2Ji

Pijf 0ft �Demsft 8s 2 FP; f 2 Mkt; t ð9Þ

For further model details the reader should refer to Laínez et al. [22].

3.2 Supply Chain: Environmental Model

The application of the LCA methodology to a SC requires four steps, namely
(i) goal setting, (ii) life cycle inventory (LCI), (iii) life cycle impact assessment
(LCIA) and (iv) results interpretation towards improvement.

Regarding goal setting, it is important to define the boundaries of the system
under study, and which is the functional unit (FU) that the SC will provide.
Boundaries in the case of the chemical industry in general and in the case of
Biomass SCs are usually drawn from cradle-to-grave, this is due to the fact that
most of these SC products (chemicals and electricity) are used in different ways
and the use phase of products made from these products is too difficult to model
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appropriately. Consequently raw material extraction, its processing and shipment
to a market are considered as part of the SC system. Regarding the FU, commonly
a certain amount of product produced is considered. In this sense it is advisable to
compare different SCs in terms of the fulfilled amount of sales or portion of
demand satisfied [12].

The LCI step requires the estimation of SC environmental interventions
(emissions or natural raw material consumptions) which requires assessment of
raw material producers, transportation and product processing impacts. This step is
the most time consuming within a LCA due to the large amount of information that
is required to be gathered, however the usage of LCI databases eases this issue.
More importantly the use of a mathematical model helps in calculating the
appropriate LCI for the optimal SC configuration.

The results of the LCI step of the LCA can be interpreted by means of different
environmental metrics. Environmental interventions are translated into metrics
related to environmental impact as end-points or mid-points metrics by the usage
of characterisation factors (CFs). This translation is the Life Cycle Impact
Assessment (LCIA) step. The metrics used differ in their position along the
environmental damage chain (environmental mechanism).

The equations of the environmental model are briefly described next.
Equation 10 models ICaft which represents the mid-point a environmental impact
associated to site f which rises from activities in period t; wijff 0a is the a environ-
mental category impact CF for task i performed using technology j, receiving
materials from node f and delivering them at node f 0.

ICaft ¼
X

j2~Jf

X

i2Ij

X

f 0
wijff 0aPijff 0t 8a; f ; t ð10Þ

Similarly to the case of asij and �asij, the value of wijff 0a is fixed and constant,
provided that all environmental impacts are directly proportional to the activity
performed in that node Pijfft

� �
. This issue is a common practice in LCA, where all

direct environmental impacts are considered linear with respect to the FU [23]. In
the case of transportation the FU commonly considered is the amount of material
(kg) transported a given distance (kg km). Consequently the value of wijff 0a can be
calculated by Eq. 11 in the case of transportation, which considers the distance
between sites distanceff 0

� �
and where wT

ija represents the a environmental category
impact CF for the transportation of a mass unit of material over a length unit. The
study of environmental impacts associated to transport or production can be per-
formed by setting the indices summation over the corresponding tasks (i.e., i 2 Tr
or i 2 NTr). It should be noted that environmental impacts associated to materials
transport are assigned to their origin node.

wijff 0a ¼ wT
ijadistanceff 0 8i 2 Tr; j 2 Ji; a; f ; f

0 ð11Þ

Equation 12 introduces DamCgft which are a weighted sum of all mid-point
environmental interventions combined using g end-point damage factors fag and
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then further normalised with NormFg factors. Equation 13 is used to compute the

g normalised end-point damage along the whole SC DamCSC
g

� �
.

DamCgft ¼
X

a2Ag

NormFgfagICaft 8g; f ; t ð12Þ

DamCSC
g ¼

X

f

X

t

DamCgft 8g ð13Þ

Equations 14 and 15 sum up the environmental damage category results for
each site f and for the whole SC, respectively.

Impact2002
f ¼

X

g

X

t

DamCgft 8f ð14Þ

Impact2002
overall ¼

X

f

X

g

X

t

DamCgft 8f ð15Þ

DamCSC
g or Impact2002

overall are both used as objective functions in the moMILP
formulation. In this sense the use of damage categories is sometimes preferred
given that they are easier to comprehend compared to mid-point values.

3.3 Economic Model

Many economic indicators have been proposed to assess the performance of a SC
network design. The most traditional indicators are profit, NPV and total cost. Other
more holistic measures have been recently proposed. Laínez et al. [24] proposed a
model that pursues the maximisation of a financial key performance indicator, the
corporate value of the firm at the end of the time horizon. The corporate value is
computed by a discounted-free-cash-flow (DFCF) method which can be introduced
as part of the mathematical formulation. Next, expressions to calculate (i) operating
revenue, (ii) operating cost and (iii) capital investment are presented which would
eventually permit integration with detailed financial models. Here, NPV will be
used for the sake of simplicity and comprehensiveness. The application of other
kind of metrics is out of the scope of this chapter, given the specific characteristics
of the problem addressed in this work, but they are discussed under chapter
Global Clean Gas Process Synthesis and Optimisation in Sect. 2.1

Operating revenue is calculated by means of net sales which are the income
source related to the normal SC activities. Thus, the total revenue incurred in any
period t can be easily computed from products sales executed in period t as stated
in Eq. 16.

ESalest ¼
X

s2FP

X

f2Mkt

X

f 0 62ðMkt[SupÞ
Salessf 0ftPricesft 8t ð16Þ
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In order to calculate overall operating cost an estimation of fixed costs and
variable costs is required. The total fixed cost of operating a given SC structure can
be computed using Eq. 17. Where FCFJjft is the fixed unitary capacity cost of
using technology j at site f.

FCostt ¼
X

f 62ðMkt[SupÞ

X

j2~Jf

FCFJjftFjft 8t ð17Þ

The cost of purchases from supplier e, which is computed through Eq. 18,
includes raw materials purchases, transport and production resources.

EPurchet ¼ Purchrm
et þ Purchtr

et þ Purchprod
et 8e; t ð18Þ

The purchases Purchrm
et

� �
associated to raw materials made to supplier e can be

computed through Eq. 19. Variable vest represents the cost associated to raw
material s purchased from supplier e.

Purchrm
et ¼

X

s2RM

X

f2Fe

X

i2�Ts

X

j2Ji

Pijfftvest 8e 2 Erm; t ð19Þ

The costs of transportation and production are determined by Eqs. 20 and 21,
respectively. Here, qtr

eff 0t denotes the e provider unitary transportation cost asso-

ciated to material movement from location f to location f’ during period t. sut1
ijfet

represents the unitary production cost associated to perform task i using tech-
nology j, whereas sut2

sfet represents the unitary inventory costs of material s storage at
site f, both of them using provider e during period t.

Purchtr
et ¼

X

i2Tr

X

j2Ji\�Je

X

f

X

f 0
Pijff 0tq

tr
eff 0t 8e 2 �Etr; t ð20Þ

Purchprod
et ¼

X

f

X

i 62Tr

X

j2ðJi\Ĵf Þ
Pijffts

ut1
ijfet þ

X

s

X

f 62ðSup[MktÞ
Ssfts

ut2
sfet 8e 2 ~Eprod; t

ð21Þ

In the case of sut1
ijfet, this parameter entails restrictions associated with asij and

�asij, which forces the plant to operate at the same fixed conditions, meaning
that the amount of utilities and labour spent is proportional to the amount of
raw material processed. However the utilities and labour unitary cost may
change over time. Moreover, possible cost decrease associated to economies of
scale are disregarded by using the former assumption, higher production rates
are associated linearly to higher production costs. Finally, the total investment
on fixed assets is computed through Eq. 22. This equation includes the
investment made to expand the technology’s capacity j in facility site f in

period t PriceFJ
jft FEjft

� �
.

Raw Materials Supply 39



FAssett ¼
X

f

X

j

PriceJ
jftFEjft þ IJ

ftJBft 8t ð22Þ

Equation 23 represents the calculation of profit at period t. To conclude, NPV is
computed by means of Eq. 24.

Profitt ¼ ESalest � FCostt þ
X

e

EPurchet

 !
8t ð23Þ

NPV ¼
X

t

Profitt � FAssett

ð1þ rateÞt
� �

ð24Þ

The selection of the discount rate (rate) for any time discounted metric is
subject to controversy, given that it represents the trade-off between the enjoyment
of present and future benefits and affects directly intergenerational aspects of
sustainability. Higher values of rate devaluate future impacts and consequently
they count little on long time horizon projects, which could be perceived as
contrary to the interest of future generations. Identically to the case of a weighting
set for a composite environmental index, the selection of a given discount rate is
highly subjective and should represent the decision makers belief in terms of
intergenerational aspects.

Finally, the SC network design-planning problem whose objective is to opti-
mise a given set of objective functions can be mathematically posed as follows:

Min
X ;Y
�NPV;DamCSC

g ; Impact2002
overall

n o

subject to Eqs. 2 – 24

X 2 f0; 1g;Y 2 R
þ

Here X denotes the binary variables set, while Y corresponds to the continuous
variable set.

4 Case Study: A Biomass Supply Chain Geographically
Located in Spain

The case study used to illustrate the concepts behind the presented design strategy
addresses a Biomass SC problem comparing the generation of electricity and H2

from two different kinds of feedstock: (i) different biomass wastes and (ii) coal,
which is a wide extended fossil fuel resource. The SC under study comprises
biomass collection sites and processing sites where biomass is pre-treated and
used, in distribution centres and marketplaces.
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A simplified potential network is proposed and restricted to Spain (see Fig. 3).
Lugo (F1), Ciudad Real (F2) and Burgos (F3) are considered to be possible
facilities location nodes. The feedstock is supposed to be available at Cordoba
(LA), Lugo (LB), Cuenca (LC), Santander (LD) and Oviedo (LE). This last site is
the one supplying coal. Hydrogen is supposed to be sold at three market places
located at Madrid (M1), Valencia (M2) and Barcelona (M3), while electricity is fed
to the Spanish electricity network at their respective generation places.

Different biomasses are modelled considering that each of them possesses
different energy content and moisture. Table 1 shows the characteristics of the
considered feedstocks, biomass wastes with useable energy content (see chapter
Raw Materials, Selection, Preparation and Characterization) that can be found in
Spain. Biomass types, approximate availability, costs and moisture contents are
based on data published in Gomez et al. [25], Van Dyken et al. [10], Rentizelas
et al. [8] and Panichelli and Gnansounou [4]. Lower heating values (LHV) for
biomasses are taken from Phyllis database [26]. Hypothetically, coal has been
considered as a dry material which does not require any pre-treatment. It is
interesting to observe that higher moisture contents are present in forest and wood
residues. Olive residues have low moisture content and high heating value which is
comparable to the one of the sub-bituminous coal considered here.

The biomass may be pre-treated before being finally processed. Figure 4
depicts the different pre-treatment processes that may be applied to the biomass

Fig. 3 Location map for the potential SC network
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(BM) so that it achieves the adequate shape and properties (energy content and
humidity) to follow up later processes. Several conditions have been assumed to
select the specific path of pre-treatment units for each feedstock. They depend
basically on the moisture content, shape and LHV of the input required for the
treatment plant. Energy densification and matter densification through drying as
well as dry matter loss in the different processes affecting the heating value have
been considered. Nevertheless, in this case study BM bulk density has not been
considered for the sake of simplicity and also given the planning horizon required
for the strategic decisions that are being addressed. Note that coal does not need
any pre-treatment. The characteristics for the pre-treatment processes are pre-
sented in Table 2 The data are from Panichelli and Gnansounou [4] and from
Hamelinck et al. [5]. The pre-treatment options considered here are:

• Chipper: Transformation of the biomass as received, into chips. It is the first
biomass size reduction step, and mandatory for all the biomass sources con-
sidered. It is considered that a first step of shape homogenisation is crucial for an
integrated Biomass SC. Moisture content is not modified, but there exists a loss
of dry matter, which is considered.

Fig. 4 STN representing the pre-treatment activities for a generic biomass

Table 1 Feedstock properties. LHV is in ar (as received) basis; Wt: Weight

Biomass Cost
(€ ton-1)

Lower
Heating
Value,
(MJ/kg)

Moisture
content
(%wt)

Seasonality Monthly
availability
(tons)

Source
location

Forest wood residue 25 8.597 48.9 None 40,500 LA
Pine waste 35 10.450 40 None 3,350 LB
Almond tree prunings 40 11.313 40 December

to February
12,400 LC

Olive pomace 65 19.098 7.6 January to
March

73,400 LD

Olive pit 35 18.778 6.1 February to
May

27,900 LD

Coal 45 15.000 – None 65,000 LE
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• Dryer: Active dryer is needed when the source has too high moisture contents. The
condition to enter this step is to have a humidity higher than 7%. Passive drying is
assumed not to be significant according to the unit of time that the model con-
siders. The dry matter loss is insignificant if compared with the moisture loss.

• Torrefactor: Its main objective is the LHV increase through volatiles release in
an inert atmosphere. The biggest dry matter loss is obtained here, and the drying
process also takes place. The condition to pass through this unit is to have a
LHV lesser than 15 MJ/kg.

• Pelletizer: In this case study we assume that the biomass must be pelletized
before its final transformation, thus a high homogeneous raw material is arriving
to the final plants. Note that the pelletizer requires input to have humidity equal
to or lower than 7%. This requirement may be fulfilled by mixing different types
of biomasses or pre-treated material. It is the main characteristic of this unit
(note that no moisture or dry matter losses are considered here).

The technology that is employed to provide the final product is gasification. An
integrated gasification combined cycle (IGCC) power plant is assumed for the
electricity generation, and a gasification plant with carbon capture and storage
(CCS) for the H2 generation. Efficiencies of 40 and 30% are assumed for each plant,
respectively, the adoption of such figures will be extensively discussed in chapter
Modelling Superstructure for Conceptual Design of Syngas Generation and
Treatment. It is assumed that the lower capacity that can be installed for the
energy generator is 85 MWh. Other relevant information concerning these tech-
nologies is presented in Table 3. These data are from Pérez-Fortes et al. [27] and
IEA-GHG [28]. Biomass and H2 transportation prices were estimated at 0.03 and
0.05 € ton-1 km-1 from current economical trends, respectively. The demand of H2

is evenly distributed along the three markets (M1, M2 and M3, while the demand of
electricity is supplied to the grid from any facility location). It is assumed that the
demand must be completely satisfied. For the case of NPV optimisation return rate is
assumed to be 8% which is a common value for this kind of projects.

Table 3 Parameters for the processes for electricity and H2 generation

Technology Operating
cost (€)

Capacity Investment
(1 9 106 €)

Product price
(€)

Total monthly
demand

Electricity 34.2 MWh-1 300 MW 860 0.151 kWh-1 75,000 MWh
H2 1,880 ton-1 33.6 tons h-1 1,500 3 kg-1 650 ton

Table 2 Pre-treatment processes and their main modelling assumptions

Activity/
equipment

Moisture
losses (%)

Dry matter
losses (%)

Operating
cost (€ ton-1)

Capacity
(tons h-1)

Investment
(1 9 106 €)

Electricity
consumption
(MWh ton-1)

Chipper 0 0.17 2.5 30 0.370 5
Dryer 88 0.08 55 100 5.000 20
Torrefactor 55 19 40 20 0.100 37
Pelletizer 0 0 3.5 6 0.485 30

Raw Materials Supply 43



In order to assess the environmental impact associated to the biomass-based
energy SC, the available LCI values were retrieved from the LCI database
EcoinventV1.3 [29] and using SimaPro 7.1.6 [30] and converted directly to the
IMPACT 2002+ mid-point indicators. For those activities which were not available,
the impacts were assumed based on similar products or activities. The environ-
mental impacts associated to energy generation, H2 production and pre-treatment
processes without consideration of feedstock and transportation consumption are
found in Table 4. The environmental impact for transportation activities is pre-
sented in that table as well. The environmental impact for feedstock can be found in
Table 5 which does not consider impacts associated to transportation.

The project is evaluated along a planning horizon of 25 years, considering
monthly planning decisions. The model has been implemented in GAMS which is
an algebraic modelling software. The formulation of the SC-LCA model leads to a
MILP with 4,159 equations, 41,221 continuous variables and 96 discrete variables.
It takes 61 CPU seconds to reach a solution with a 0.1% integrality gap on a
2.0 GHz Intel Core 2 Duo computer using the MIP solver of CPLEX.

Figure 5 shows the obtained dominant biomass-based SC that maximises NPV.
It is found that the three potential locations are considered and on each one of them
a facility is opened. All pre-treatment technologies are installed in location F1
besides the required equipment to produce H2. From this site H2 is delivered to all
markets. Note that F1 is collecting all the forest wood residues (FWR) for which
larger mass flows are required due to their low LHV. By establishing F1, which is
near to the FWR collection site, significant savings in transportation are obtained.
The electricity is generated in site F2. In this site; equipments to perform chipping,
drying and pelletising are installed. The electricity demand of each market is
satisfied from site F2. Site F3 is used just as a distribution centre for pre-treated
biomass. Equipment for chipping and drying is installed in such a site.

Table 6 shows the proposed capacity to be installed for each of the equipments
at every site to obtain the maximum NPV configuration. Notice that for this
configuration there are some inter-site flows, clearly showing the capabilities of
the model to tackle with inter-site distribution tasks. Forest wood residues which
have been dried and torrefied are being sent from site F1 to F2, while F3 is
transferring dried pine waste and dried almond tree pruning to location F2 in order
to be converted to energy later on. By having material flows of pre-treated biomass
the transportation cost is reduced due to the mass decrease that is achieved through
the utilisation of such processes.

The optimal configuration for the environmental impact has also been obtained.
Figure 6 shows the minimum IMPACT 2002+ configuration for the biomass-based
SC. Please note that this supply chain fulfills with the same demand as the one
obtained by optimising NPV. The capacity proposed to be installed for the
equipment of this configuration is presented in Table 7. Note that for this case
the location F3 is not considered, and all biomass is sent from the collection sites
to locations F1 and F2. This configuration is satisfying the demand of electricity
from both locations F1 and F2, whereas H2 is delivered from site F2. There is one
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inter-site flow from site F2 to F1, which corresponds to a flow of dried olive
pomace, in this environmental friendly configuration.

Recall that we introduced a ‘flexible’ task to account for those tasks for which
we would like the model to decide how to better mix different biomasses so as to
achieve a given specified biomass property. We have assumed that the pelletizer is
one of such tasks for this case study. To give an example, there are periods in
which the model proposes to make the following mix: 1.4% forest wood residues,
30.3% dried and torrefied forest wood residues, 10.5% dried pine waste, 14.4%
dried almond tree prunings and 43.5% chipped olive pomace (mass basis). This
mixture is then fed to the syngas production plant. The values of humidity cor-
responding to these materials are 10.0, 6.0, 7.0, 7.0 and 7.5%, respectively. It can
be proved that the humidity of this mix is 7.0% which is the maximum humidity
allowed for the pelletizer input.

Fig. 5 Optimum NPV
network configuration for the
biomass-based SC

Table 6 Equipment capacity
for the optimum NPV
Biomass SC

Equipment Facility

F1 F2 F3

Chipper (tons h-1) 67.5 60.4 40.0
Dryer (tons h-1) 47.4 20.7 20.0
Torrefactor (tons h-1) 55.8 – –
Pelletizer (tons h-1) 23.2 60.3 –
Electricity (GJ h-1) – 450.0 –
H2 (tons h-1) 1.1 – –
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Tables 8 and 9 summarize the most significant values corresponding to both
solutions regarding environmental and economic aspects. By deploying the SC
configuration corresponding to the more profitable SC configuration, a NPV equal
to 228.51 M€ is obtained. This value is reduced by 3% when the environmental
friendly configuration is established. Note that the main difference between these
two configurations is the investment required for installing the proposed capacity
in the different sites. For the case of NPV maximisation the installation of an
electricity generation plant at location F2 makes it necessary to send larger amount
of biomass to this site. In order to reduce this additional cost a distribution centre
at location F3 is established where biomass is treated before being transferred to
the other sites. The reduction in capacity investment offsets, the increase in the
transportation cost and the extra costs are associated to the pre-treatment of bio-
mass. Table 8 also shows the payback periods and internal rate of return for both
solutions.

Table 7 Equipment capacity
for the optimum Impact
2002+ Biomass SC

Equipment Facility

F1 F2 F3

Chipper (tons h-1) 73.1 70.3 –
Dryer (tons h-1) 54.4 20.7 –
Torrefactor (tons h-1) 51.7 – –
Pelletizer (tons h-1) 40.0 62.7 –
Electricity (GJ h-1) 300.0 300.0 –
H2 (tons h-1) – 1.1 –

Fig. 6 Optimum Impact
2002+ network configuration
for the biomass-based SC
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With regard to environmental interventions, the NPV optimum solution renders
an environmental impact of 117681 pts. The environmental friendly configuration
can slightly reduce the impact by 2%. Notice that the impacts for each damage
category (see Table 9) are very similar for both solutions. These configurations
have a major impact on the climate change category which represents 78% of the
overall impact. Figure 7 presents the distribution of environmental impacts
according to different SC activities. Notice that as for the NPV comparison, the
difference between the environmental impacts is mainly due to transportation.

Table 9 Environmental
impacts arising from single
economic and overall
environmental objective
function optimisation results
(Impact 2002+ points per
year)

End-point impact
category

Impact 2002+
optimisation

NPV optimisation

Human health 16,255.29 17,267.21
Ecosystem quality 3,375.79 3,610.96
Climate change 90,383.37 90,950.66
Resources 5,292.64 5,852.73
Impact 2002+ 115,307.09 117,681.56

Table 8 Economic aspects
arising from single objective
optimisation (NPV and
Impact 2002+) (M€)

Impact 2002+
optimisation

NPV
optimisation

Investment 170.21 148.13
Biomass cost 820.16 819.87
Transportation cost 92.73 122.65
Production cost 2,222.77 2,224.02
Sales 3,987.00 3,987.00
Profit 851.34 820.46
NPVa 220.59 228.51
IRR (%)b 24.02 27.38
Payback period (years) 5.00 4.51
a Based on a return rate of 8%
b Based on a planning horizon of 25 years

Fig. 7 Distribution of annual
environmental impacts for
single objective optimisation
solutions, according to
different SC activities
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In the presented case study electricity generation and H2 production are the most
important factors contributing to the overall environmental impact in both single
objective optimisation cases; while biomass sourcing is the least impacting aspect.
This clearly shows that activities to reduce environmental impact should be
focused on improving the technologies used to produce energy and H2.

We would like to highlight how sensitive the solutions for the biomass-based
SC are to the final product prices. For instance if we assume that the energy price
is reduced to 50% (i.e., 0.075 € kWh-1) the NPV at the end of the planning
horizon (i.e., 25 years) would be negative and equal to -553.25 9 106 €. The
price that renders an internal rate of return of 8% considering a project life time of
25 years is 0.129 € kWh-1. Any price below this value would require some sort of
subsidy. Figure 8 shows the energy prices that are required for different internal
rates of return.

For comparison purposes the optimal SC based on coal has been also obtained.
The optimal NPV configuration for this case proposes to deliver electricity from
location F1, where a capacity of 450 GJ h-1 is installed, while the H2 is produced
at location F3 where a capacity of 1.1 tons h-1 is installed. The minimum Impact
2002+ solution for this case (where coal is the only raw material available) is the
same as the one obtained by the NPV optimisation. The reason is that the only way
to improve the environmental impacts is by means of transportation, which is the
case of NPV optimisation since there are no pre-treatment associated with coal.
This solution is summarised in Tables 10 and 11. Note that an NPV improvement
of 219% can be gained by utilising coal as feedstock when compared to the
biomass-based SC. Notice that the main difference is from the production cost
which is due to the pre-treatment activities that are required in the biomass-based
SC. This fact also makes the investment increase in the Biomass SC.

Regarding the environmental impacts, the Impact 2002+ is increased in 203%
compared with the biomass-based SC. It is noteworthy that the impact associated
with the climate change category is very similar for both cases. We have to bear in
mind that CO2 is still emitted when using a Biomass SC, however this biomass is
regenerated faster than fossil fuels. Nevertheless, the other categories are signifi-
cantly increased specially for the case of resources and human health. The resource
regeneration issue is the reason why the impact related to the resources category is

Fig. 8 Energy price versus
internal rate of return for the
biomass-based SC obtained
by maximising NPV
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larger in the coal-based case. This fact also emphasises the importance of having
an overall impact indicator instead of a partial indicator such as CO2 kg. Notice
that if we compare the coal and biomass-based SCs based on CO2 kg, there would
not be an important reduction in the emissions to environmentally justify the
project. Figure 9 shows the distribution of environmental impacts according to
different SC activities for the coal-based SC. Notice that for the coal-based case
the impact of production accounts for 46% of the overall impact. The other activity
generating environmental impacts is the coal sourcing which accounts for the 50%

Table 11 Environmental
impacts arising from single
economic and overall
environmental objective
function optimisation results
for the coal-based SC (Impact
2002+ points per year)

End-point impact category NPV optimisation

Human health 109,640.53
Ecosystem quality 11,077.16
Climate change 95,334.48
Resources 140,605.89
Impact 2002+ 356,658.06

Fig. 9 Distribution of annual
environmental impacts for the
coal-based SC

Table 10 Economic aspects
arising from single objective
optimisation for the coal-
based SC (M€)

NPV optimisation

Investment 111.74
Coal cost 839.55
Transportation cost 181.70
Production cost 1,136.10
Sales 3,987.00
Profit 1,829.65
NPVa 729.40
IRR (%)b 112.75
Payback period (years) 1.53
a Based on a return rate of 8%
b Based on a planning horizon of 25 years
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of the overall impact. Moreover, from Fig. 9, it can also be concluded that if the
sourcing of raw materials would be disregarded then different solutions would be
obtained. If we disregard the raw materials sourcing from the analysis, the bio-
mass-based SC and the coal-based SC would result in a environmental impact of
112,701 and 178,225 points, respectively. This highlights the significance of a SC
approach to the problem, rather than focusing only in the processing sites. This
also points out the relevance of ‘purchase’ decisions on the environmental impact
of an SC.

5 Conclusions

This chapter presents an approach for designing and planning efficient Biomass
SCs. The model consists of a multi-period MILP that accounts for the multi-
objective optimisation of economic and environmental interventions. The model
considered the long-term strategic decisions (e.g., establishing of pre-treatment
trains of units and their respective location, selection of biomass sources, location
of processing sites and distribution centres). The problem has been formulated as a
multi-objective optimisation, where two objective functions are considered, the net
present value and the Impact 2002+ metric was adopted as a measure of overall
environmental impact.

A biomass SC case study, geographically located in Spain, is presented here
considering the availability of five different potential biomass waste sources. It has
been considered that two final products, electricity and H2, are delivered to mar-
ketplaces by means of gasification plants. The most environmental friendly and the
most profitable SC configurations for this case study have been shown and their
differences have been discussed. However, the indicator values were very similar. It
was shown that the more impacting damage category was climate change which
accounts for approximately 80% of the overall environmental impact. Moreover, the
sensitiveness of the optimal solutions to change in prices and rate of return values
was demonstrated. The most profitable SC results in a positive NPV, however
reductions of product prices can easily lead to economic losses. The prices to achieve
different internal rates over a project life time of 25 years were presented. For this
specific case study it was demonstrated that if a return rate of 8%, which is typical for
this type of projects, is required, the price cannot be lower than 0.129 € kWh-1.
Otherwise the project should be subject to a subsidy if it is meant to be sustainable.
This demonstrates how this type of models can be used to determine subsidy policies
in order to actually drive industry towards more environmental practices.

The problem was also solved for a coal-based SC. This comparison empha-
sised the relevance of (i) using an overall environmental impact rather than a
partial metric such as kg of CO2, and (ii) a supply chain approach to the problem
so that the entire life cycle of the product and/or process is included and ana-
lysed. Narrower approaches (i.e., merely analyzing the processing/manufacturing
sites) may lead to biased solutions when the magnitude of environmental impacts
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associated with producing, collecting or extracting the raw materials are con-
siderably high.
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Modelling Syngas Generation

Mar Pérez-Fortes and Aarón D. Bojarski

Abstract Syngas generation refers to the production of a synthetic or synthesis
gas that is mainly composed of CO and H2, in different proportions according to
the generation process used and the raw material composition. Gasification is the
referred technique to produce syngas. It can be used for different purposes, such as
power and/or heat generation or for chemicals and fuels production. This chapter
describes, we comment the generalities of syngas and its main characteristics and
properties, also discuss its possible sources and focus on biomass waste and its co-
gasification with coal and petcoke. Then, gasification modelling most common
approaches are mentioned. A thermochemical equilibrium model is presented here
as the model used for gasification plant conceptual design. Through sensitivity
analysis technique, the effects of the reactor temperature and pressure are seen in
syngas composition. This chapter enumerates the major hypothesis assumed in this
syngas generation step, which must be inevitably applied in modelling and opti-
mizing the entire gasification plant.

Notation

ASU Air separation unit
CC Combined cycle
CGE Cold gas efficiency
EOS Equation of state
ER Equivalence ratio
FT Fischer–Tropsch process
GT Gas turbine
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HHV Higher heating value
HP High pressure
HRSG Heat recovery steam generator
IGCC Integrated gasification combined cycle
IP Intermediate pressure
LHV Lower heating value
Pgasif Pressure of gasification
PRENFLO Pressurized entrained flow gasifier
PSD Particle size distribution
SA Sensitivity analysis
SG Solid–gas
ST Steam turbine
Tgasif Temperature of gasification
WHB Waste heat boiler

1 Introduction

Synthesis gas or producer gas (syngas) is a mixture of H2 and CO, with different
proportions of CH4 and CO2. Flexibility is one of its main characteristics, because
it is not restricted to a single source of fuel; but it can be obtained from natural gas,
coal, petroleum refinery fractions, biomass and organic wastes. Traditionally,
natural gas and petroleum fractions have been the largest syngas sources world-
wide because of the trade-off between costs and availability; however, because of
global economic, energetic and environmental contexts, coal and biomass/waste
are of growing interest and use. Syngas is the worldwide most used source of H2

and CO. The proportion of hydrogen and carbon monoxide depends on the source
and the syngas generation process [1]. Further details of the syngas use processes
are given in chapter ‘‘Main Purification Operations’’.

Two main routes are currently available for syngas generation; both are tra-
ditionally and highly used for hydrogen generation from fossil fuels, specifically
natural gas and coal. Syngas from natural gas mainly refers to partial oxidation
with oxygen, oxidation with steam or oxidation with steam and oxygen; being the
principal steam reforming. Syngas from coal involves gasification. From these two
possible ways, a second process is used for the hydrogen generation; the so-called
water–gas shift (WGS) reaction, where the conversion of CO into CO2 takes place.

Gasification can be defined as the partial combustion of organic matter, with
oxygen, air and/or steam as gasifying agents, thus less oxygen is used than that
required for the raw material complete combustion. Steam is used as the customary
temperature moderator; but we can also find the CO2 and N2 in this role. The usual
gasification process refers to solid organic matter as feedstock, where gas–solid
and gas phase reactions take place. Nevertheless, several applications demonstrate
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that the concept of gasification is also applicable to liquid and gas feedstocks,
being referred therefore as a ‘partial oxidation’ [2]. In this book, we consider the
gasification process referred to solid feedstock. In Fig. 1, a summary of the pos-
sible pathways to obtain syngas is shown, and the pathway of concern in this work
is specified in bold; as solids, coal, coke and petcoke (wastes from the refinery
industry) are traditionally and widely used materials, whereas biomass and other
wastes are nowadays being considered with more interest. It is worth mentioning
that when we talk about biomass gasification, we are referring to vegetable bio-
mass gasification, which is the most extended practice. Nonetheless, as declared in
chapter ‘‘Examples of Industrial Applications’’, animal biomass can be also gas-
ified with encouraging results. It is appreciated in Fig. 1 that all organic matter,
even waste from a main process, are susceptible to be used in a partial oxidation
process to produce syngas.1

2 Gasification: Principles

In this section, the most relevant gasification issues for process design are revised:
reactor and feedstock types and characteristics. Concerning feedstock types, we
are focused on the feedstock used in the case studies of this book.

A general gasification picture is given in [3], which provides gasification data
for year 2007, revealing that the global marketplace has coal as dominant feed-
stock and that Sasol Lurgi, GE energy and Shell are the main gasifier providers.

• Coal
• Coke
• Petcoke
• Biomass     mainly vegetable biomass, from 

specific crops or wastes

• Refinery residues (liquid and gas)
• Black liquor from paper industry
• Orimulsion (bitumen-water mixture from petroleum)
• Tar sands residues (deposits of heavy hydrocarbons 

 not reachable by pumping)
• Liquid organic residues, from petrochemical industry, 

 such as oxo-alcohols production 
• Tars from coal gasification
• Used lubricating oil
• Liquid wastes → organic chemical wastes or used oils
• Gas from Fischer-Trops process
• Coke oven gas

• Natural gas

GASIFICATION

PARTIAL 
OXIDATION

STEAM 
REFORMING

SYNGAS

Electricity

Heat

Chemical 
products

Hydrogen

Synthetic 
natural gas

Gas to liquids

Fig. 1 Syngas generation pathways, contemplating the mixture of coal, petcoke and solid
biomass wastes, to produce electricity and hydrogen in this specific case

1 In this book, solid wastes from vegetable sources, forestry or agricultural wastes are of
concern, as described in chapter ‘‘Raw Materials, Selection, Preparation and Characterisation’’.
From now, when we speak about biomass, biomass waste or simply waste, we are referring to
these forest or agricultural wastes, treated in this book.
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It is important to mention that China is developing its own technology, as the
current project Tianjin IGCC power plant exemplifies. Gasification plants are now
operating in more than 27 countries, leading Asia/Australia region, because of the
rapid growth of China. The preferred products are mainly chemicals production
(such as fertilizers) followed by Fischer–Trops (FT) liquids, power and gaseous
fuels, that will be further discussed in the next chapter.

2.1 Gasifier Types

The gasification is carried out in three types of gasifiers that differ from each other
by the type of bed that consists of the raw material itself: moving bed or fixed bed,
fluidised bed and entrained bed gasifiers. Only a few processes do not fit into these
three categories, namely, in situ gasification of coal (underground gasification),
molten iron bath gasification, plasma gasification or hydrogasification, as descri-
bed in Highman and van der Burght [2].

Moving bed or fixed bed gasifier is the most widely used gasifier, and is the one
that allows the feeding of the largest particle sizes. In these reactors, the bed moves
downwards as the feedstock is consumed, and the residence time can be in the
order of hours. The feedstock is introduced at the top of the reactor; and gasifying
agents can be introduced at the bottom (counter-current configuration or updraft)
or also at the top (co-current or downdraft). Oxidant requirements are low, and
gasification temperature is also relatively low if compared with the other types of
beds. The main drawbacks of these types of beds are their production of tars (see
Sect. 2.2.1), their temperature profiles that do not allow for a considerable ash
slagging phenomena,2 which results in high amount of fines (fly-ash), and the large
quantity of pyrolysis products (mainly CH4). Looking at the temperature profile
along the bed, a peak temperature can be observed in the combustion zone.
Nevertheless, it is stated by Reed and Das [4] that the downdraft configuration
might achieve higher conversion rates with relatively low tar formation; thus, it is
the most widely applied configuration for power generation. This type of bed is not
suitable for large-scale syngas production, because of its scale-up problems caused
by agglomeration. Agglomeration avoids obtaining a good bed because of pene-
tration and mixing problems for the gasifying agent. Nowadays, it is the most
widely used gasifier for biomass gasification, particularly for rural potential profit
and thus, suitable for rural development. Specifically, India countries are well
positioned using and extending this technology when paying special attention to
the supply chain management of the small-scale bioenergy chain, in an analogous
way to the features described in chapter ‘‘Raw Materials Supply’’ [5]. We can find
both batch and continuous moving bed gasifiers in the market, even if the batch
mode is the most usual one.

2 Ash slagging is important given that it prevents the formation of fly-ash.
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Fluidised bed gasifier is based on the principle of fluidisation of the solid
particles inside the reactor. When fluidisation occurs, particles and the mixture of
gasifying agent, moderator and other recirculation flow velocities are the same,
thus, driving the particles to a state of levitation. Consequently, this type of bed
offers a good mixing between feedstock and gasifying agent, therefore, allowing
better heat and mass transfer between gas and solid phases. As a consequence, it
approaches the behaviour of an ideal continuously stirred tank reactor (CSTR).
This fluidisation phenomenon allows for a stable temperature along the bed. In this
case, and differently from what occurs in the previous bed, where the temperature
is limited by the bed itself moving downwards as being consumed, the temperature
must be controlled to avoid ash slagging, because it would disturb the fluidisation
phenomena [2]. As a result of the temperature limitation, the solid conversion is
restricted. As the particles become lighter because of the conversion rate, it is very
common to entrain them out of the reactor. That is the reason why this type of beds
has a recirculation stream. The residence time is in the order of seconds to minutes.
This type of beds is well extended too for biomass gasification, as well as for coal.

Entrained bed gasifier profits the particles property of entrainment with oxidant
and moderator flows, in co-current way. The residence time is the shortest one, being
in order of several seconds. Particle size is the most restrictive one, because particles
should acquire the level of microns to be transported in the gas phase. To assure the
highest solid conversion, temperatures should be higher if compared with the other
two types of beds. As high temperatures are achieved, this reactor is in slagging
mode. The highest oxygen demand as well as the highest solid conversion are
obtained here. As the slag should be liquid enough not to block the gasifier, and
because of the different types of feeds, it is usual to use an additive, such as limestone,
to lower the ash melting point till an appropriate operating gasification temperature.
Consequently, in this type of beds, it is assumed that the solid is completely converted
and that no tar is produced, when gasifying biomass, because ‘all’ inorganic matter is
susceptible to be converted into slag, and due to the high temperature reached, tars
destruction is assured by thermal cracking [2, 6]. Integrated gasification combined
cycle power plants (IGCC) usually use entrained bed gasifiers.

Even if the gasification mechanism itself is the same in each type of reactor (see
Sect. 3), a typical syngas composition can be suited for each type of gasifier by
means of their most common conditions of pressure and temperature. Note that in
Table 1, apart from these characteristics, particle size and other important features
are summed up. Note also that these table values are tentative and only serve as a
general overview. Any type of bed can work at high or at low pressure, and they
can be fed by different feedstock sources, and use by different gasifying agents. In
summary, the syngas composition on a dry mole basis ranges from 15 to 21% for
H2 and from 18 to 60% for CO. At the end, the choice of the gasifier type and its
working conditions depends on the feed material and the syngas final use.

Downstream the gasifier, different processes can provide with electricity, heat,
chemicals or liquid fuels. The gasifier pressure is usually given by the final
application requirement. For instance, in a combined cycle (CC) final application,
the gasifier pressure is given by the gas turbine pressure. The feedstock pressure is
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usually matched with the syngas application because a solid compression is less
energy consuming than a gas compression. The temperature is always controlled
by the melting point of the ashes. The effect of the pressure and the temperature is
further discussed in the following Sect. 3. Other gasifier possibilities to consider
include the moisture content of the feedstock, that is, a dry feed or a slurry feed.
This last approach is beyond the scope of this chapter.

2.2 Syngas Sources: Bioenergy Sector

As already mentioned, coal, coke and petcoke are the most widely used materials.
Biomass is nowadays attracting more attention. Biomass is considered as the
renewable energy source with the highest potential to contribute to energy needs of
modern society in developed and developing areas. According to [7], biomass is a
very important source of energy especially in remote areas where centralised
systems cannot arrive. Indeed, biomass is assumed to be a zero-emissions source,
if disregarding the supply chain, where fossil fuels should be consumed [5]. If
waste is of concern, no controversy appears in relation with the land use. For these
three reasons, biomass waste, and even more, any type of organic waste (mainly
produced in an urban area) are of concern when talking about renewable sources.

The bioenergy sector is nowadays accepted as having the potential to provide
the major part of the projected renewable energy provisions of the future. Nev-
ertheless, it has to overcome several barriers, not only technological but also
economic and of social perception, to obtain good political support and to be
attractive as investment project [8]. Bioenergy in a global market, which covers
the generation and use of biomass for heat, power and biofuels production, should
still develop its specific regulation to control international and national trade, land
use and the increase and development of this sector in general. It can be seen from
different organisation reports, from IEA and EPRI for instance, that different

Table 1 Comparison between the three types of gasifiers by their most typical characteristics

Moving bed [2, 32–34] Fluidised bed [2] Entrained bed [2, 6]

T (�C) 400–875 800–1,100 1,250–1,600
P (bar) 1 1 25
Particle size (mm) 6–50 6–10 \0.1
Moisture content (%) 15–20 10 2
Feedstock Wood Biomass Coal–petcoke
Oxidant Air Air Oxygen
Ash slagging No No Yes
Carbon conversion (%) 99 97 99
Syngas (dry mol% ) – – –
CO 18 31 60
H2 15 18.9 21
CO2 10 6.7 4
CH4 1.5 2.1 0
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countries need common strategies to mitigate greenhouse gases emissions and to
secure the energy supply by lowering the dependence on fossil fuels. Furthermore,
it is estimated that the energy demand will be doubled by 2030, and the bioenergy
sector plays a key role in the new energy generation paradigm, where the share of
clean and renewable sources should be increased. It is then in this context where
biomass is increasing its importance.

2.2.1 Biomass: Tars Production and Reactor Suitability

When regarding to biomass gasification, it is inevitable to tackle with tars and to
think about small-scale gasification. As defined in [9], ‘Tars are the organics
produced under thermal or partial oxidation regimes of any organic material and
are generally assumed to be largely aromatics’. Even though the tars tolerance of
gasifier downstream units is subject of research, it can be stated through the
experience that tars constitute a problem when the syngas is not simply burnt in a
combustor. The handicap is mainly because of tars condensation before syngas
use; because of their carcinogenic effects, they imply health damage to humans
and generate environmental issues because of their disposal. A European tar
protocol has been developed not only to assess a standard methodology for their
measure, but also for characterising the quality of clean syngas, and the deter-
mination of gasifier downstream technology contamination [10].

Tar avoiding passes through two methodologies. First, tar formation reduction
in the gasifier itself; primary methods include adequate selection of main operating
parameters (pressure and temperature), the use of a catalyst and specific design
modifications (shape, dimensions, etc.). Second, tar removal from syngas;
secondary methods imply hot gas cleaning downstream the gasifier by means of
thermal or catalytic tar cracking, and as well as wet-scrubbing or mechanical
methods using cyclones and filters. Sutton et al. [11] review the use of dolomite,
alkali metals and nickel as catalysts, showing their suitability for hydrocarbons
removal or production reduction through experimental analysis, whereas the work
of Arena et al. [12] demonstrate that olivine is a good candidate for catalysed
gasification, where the tar amount is highly decreased in the case of plastic wastes.
An example of current research work in ECN (Energy research Center of the
Netherlands) is the OLGA (OiL GAs scrubber) technology that contemplates
the use of special scrubbing oils to remove tars from syngas. On the other hand, the
challenge of all the actual small gasification pilot plants, that use biomass waste
from rural areas, is to find an adequate design to produce a syngas free of tars,
avoiding the syngas-cleaning process before the final application, thus gaining
compactness and avoiding waste water treatment before final disposal. In short, the
formation of carbonaceous materials (char or particle fines) and that of heavy
compounds (tars) are strictly correlated to the fuel structure and composition.

Waste gasification is not a wide commercial process because of the multiple
composition options of the waste itself, and consequently because of the different
amount of fly-ashes, tars, chloride and fluoride, ammonia and sulphur compounds
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that can be present in the syngas. According to Mastellone et al. [12], among all
gasification technologies applied for waste processing, fluidised beds are the most
promising ones because of their operation flexibility for different oxidants (thus, for
different fluidising agents), different temperature and residence time range. They
also allow for catalyst addition. According to Highman and van der Burgt [2], low-
rank coals and biomass are more suitable for fluidised beds, because of their ashes
reactivity. However, biomass ashes have lower melting point, and in molten state
have an aggressive behaviour with refractory material. The temperature required
for complete gasification of both coal and biomass is of the same order.

Concerning the gasification itself and the tars removal method, it is found that
the most common type of process is the gasification with secondary methods of tar
avoiding. Apparently, because of the low ashes melting point, an entrained bed
gasifier looks very attractive to obtain a tar-free syngas, with less oxidant con-
sumption. Nevertheless, because of the aggressive behaviour of ashes, a non-
slagging process is recommended (except if the biomass is mixed with high
amounts of other feeds, such as coal or petcoke). Moreover, entrained bed gasifiers
require small particle diameter, however until now, there is no effective method for
size reduction of fibrous biomass. Fixed beds, with no highly restrictive particles
size, are extensively used for small-scale gasification of biomass waste applied
successfully in rural areas [4].

In summary, ashes reactivity and tars formation are the main drawbacks in
biomass waste gasification. The most extended bed for large-scale application is
the fluidised one, whereas the most extended bed for small-scale is the fixed one.
Entrained bed gasifiers are normally used when biomass is mixed with coal, for
instance, and for large-scale applications.

2.2.2 Co-Gasification

Co-gasification can be defined as the ‘joint conversion of two carbonaceous fuels
(one of them of fossil origin) into a gas with a useable heating value’ [13].
Therefore, renewable sources, such as biomass waste, allow reducing environ-
mental and disposal costs, with no relevant efficiency reduction in the gasification
process. As a practical example, as seen in chapter ‘‘Examples of Industrial
Applications’’, ELCOGAS power plant in Spain has demonstrated it by replacing a
10% in mass of its main feedstock (a mixture of coal and petcoke) with biomass
waste (olive pomace).

It has been seen that a synergic effect is reached by the co-feeding, leading to
better feeding properties that derive into carbon losses reduction and into syngas
energy content increase. Even if these synergetic effects are far from being well
understood, they can be defined as positive. Several authors have investigated
different mixtures of fuels into pressurised entrained bed gasifiers. Fermoso et al.
[14] demonstrate a synergic effect found in ternary blends of coal, petcoke and
biomass (almond shells, olive stones and eucalyptus), where the ratio H2/CO
decreases with the addition of biomass, and the carbon conversion as well as the
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cold gas efficiency (CGE) increase. Binary blends of coal with different biomass
show an analogous performance. Hernández et al. [13] demonstrate experimentally
that an increase in the proportion of biomass in the fuel blends (dealcoholised
grape marc with coal–petcoke) results in an improvement of the gasification
parameters (syngas composition and CGE). Mastellone et al. [12] at their turn,
work with co-gasification in a fluidised bed using coal, plastic and wood, remark
that it is crucial to choose the correct proportions of raw materials to achieve the
desired requirements for the final syngas application.

In conclusion, biomass waste use in co-gasification is not only an option for a
final waste disposal or an option as a renewable source but also it implies better
gasification results by improving gasifier efficiency and carbon conversion.

3 Gasification: Modelling

Even if a lot of work has been developed concerning gasification modelling, it is
still a challenge. The model’s level of detail depends on the final purpose of the
model itself and on the plant state (transient or stationary): The different modelling
approaches range from the macroscopic level that encompasses thermochemical
equilibrium approaches to the microscopic level incorporating chemical kinetics.
In the first case, two different models are available: one where reactions are
predefined and the other where only the chemical compounds considered in
equilibrium are considered. In both cases, Gibbs’s free energy is minimised, but in
the first it is restricted to the predefined chemicals reactions, whereas in the
second, all possible reactions incorporating those compounds are considered.
In addition to the kinetics, other transport phenomena can be included, particularly
boundary layer or pore diffusion are of concern. In all cases, mass and energy
balances must be followed. In this section, we describe the two approaches.
Despite the fact that both of them have been implemented and validated, the
equilibrium approach is the one selected for its incorporation into the super-
structure in chapter ‘‘Modelling Superstructure for Conceptual Design
of Syngas Generation and Treatment’’, mainly because of its calculation time.

Table 2 provides with a summary of possible literature gasifier models,
showing the wide variety of models proposed, ranging from equilibrium to
kinetics. As discussed earlier, the two possible equilibrium calculations are pro-
posed (i) restricted by a predefined set of reactions or (ii) by a set of chemical
compounds. Kinetics has fewer consensuses, and specific parameters are highly
dependant on the reactor and feedstock type. The three types of gasifiers are well
represented for both approaches. When the process dynamics is of concern, the
kinetic model is the only option, given that equilibrium models cannot provide

with a time-dependant response. An important aspect to consider for deter-
mining the suitability of a model is the gasifier residence time. For large residence
times, equilibrium models can be selected without hesitation, but in the cases of
short residence times, the selection of a kinetic model must be considered. For the
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kinetic approach, the particle level is of concern. The most extended approach is
the unreacted core-shrinking model [15].

Another important parameter in both cases is the gasification temperature.
Generally in all gasifiers, the controllable temperature is the gasifier outlet tem-
perature, thus in lumped parameters models, it is generally adapted as the gasifier
bulk temperature, even if the gasifier does not have one unique temperature (but a
profile according to the different gasification zones). The approach of Ullmann’s
[16] adjusts the gasification composition to real data, using the thermochemical
equilibrium at a temperature that is not the actual gasification temperature.

Ruggiero and Manfrida [17] stated that although the syngas composition is not
perfectly predicted with the equilibrium approach, this approach allows for a fast
and reliable method of syngas composition estimation when varying the gasifier
inputs. Different sources, for instance, Usón et al. [18] or Gautam et al. [19], point
out that at higher temperatures (more than 1,200�C approximately), the equilib-
rium approach is more accurate; given that at low temperatures the reaction rate is
smaller, and the residence time should be higher to reach the equilibrium. In spite
of all these arguments, it is difficult to know at which residence time ‘the equi-
librium is reached’: To answer such question, the only options available are to
compare with kinetic model results or with experimental results. Only two of the
studies revised tackles with the formation of tars during biomass gasification, the
papers by Di Blasi [20] and Jan and Foscolo [21].

Two reactor models are discussed in this chapter; the first one divides the
gasification process into several stages, studies gas–particle interaction and sim-
ulates the final gas phase equilibrium. Thus, this model considers char formation
dependant on the reactor conditions, and chemical kinetics. The second one
considers the total conversion of the fuel and the final gas equilibrium through the
minimisation of Gibbs free energy, at the gasifier temperature, restricted to a set of
chemical compounds. The temperature in this case is determined by the heat of
formation of the raw material and the cooling of ashes. The residence time of
particles was calculated for our case study of a gasifier to infer the proximity of the
system to equilibrium.

The implementation of kinetic and equilibrium models using different process
simulation environments is discussed in the next sections.

3.1 Physicochemical Representation of the System

One important aspect of modelling coal, petcoke, biomass and wastes is the dif-
ficulty in finding appropriate models to represent and estimate their physico-
chemical behaviour. Most simulation environments provide with the possibility of
representing non-conventional chemical compounds, understood as those that do
not have an integer molecular representation.

66 M. Pérez-Fortes and A. D. Bojarski



Typically, any of the above-mentioned raw materials can be represented with a
molecular formula, such as CaHbOcNdSeðH2OÞwA, whereas any treated-raw material
would convert into CaHbOcNdSeA, where A represents the material’s ashes content.

The materials enthalpy and density can be extrapolated from the ultimate and
proximate analyses, for example, Aspen Plus� commercial simulator provides
with such possibility by using the ULTANAL and PROXANAL properties for
defining a non-conventional compound.

Regarding the behaviour of the gas phase, an equation of state (EOS) is typi-
cally selected from the wide variety of EOS that the Aspen One� software package
provides. This selection is mainly driven by the possibility of estimating properties
accurately near critical points. Typically, the Peng–Robinson EOS is selected.

3.2 Chemical Kinetics Approach

This approach is mainly based on the models developed by Wen and Chaung [15]
and Govind and Shah [22] for the gasification of coal. Aspen Hysys� is the
software selected for modelling the gasification of coal following the chemical
kinetics approach. The described model has been developed in Pérez-Fortes et al.
[23], where not only the gasifier but also the entire IGCC superstructure is
implemented in Aspen Hysys�.

The proposed gasifier model encompasses a sequence of four main steps:
pyrolysis and volatiles combustion, oxidation, gasification and gas equilibrium.
The main assumptions are:

• Steady state and one dimension.
• Oxidation and gasification zones have uniform temperatures with adiabatic

behaviour; consequently, the considered overall reactor is a non-isothermal
reactor.

• The fuel particle is of concern. The solid–gas reactions consider the unreacted
core-shrinking model. Thus, chemical reactions occur on a spherical surface
and are considered to advance from the surface till the particle’s core, without
any release of mineral matter; which is considered as inert. The transport
considerations comprise the chemical reaction itself, ashes layer diffusion and
surface convection (from the inner to the outside face of the particle). Kinetic
constants for solid–gas reactions have the following expression:

1
kt
¼ 1

hgas

þ Y � 1
Y
� 1

kash

þ 1
Y2kq

; ð1Þ

where kt is the specific reaction rate; hgas is the external convection
coefficient; kash is the ash film diffusion and finally, kq is the chemical rate
constant (that follows the Arrhenius law). Y is a parameter function of the
ratio between the particle and the core radius.
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• Particles interactions are not considered. The temperature along the particle is
uniform.

• Solid and gas phases are assumed to be completely intermixed. Consequently,
the approach contemplates the simulation of each reactor section using CSTRs
in series, one tank for each step.

• The chosen equation of state is Peng–Robinson (fairly used for hydrocarbons
and light gases).

Pyrolysis is the decomposition of the feedstock into solid (char) and volatiles,
in absence of oxygen and because of the effect of the temperature. The raw
material is represented with its molecular formula as previously described:
CaHbOcNdSeðH2O)wA, whereas the produced char is represented as
CaHbOcNdSeA. Both solids are modelled in the software as Hypo-Components,
because the default options of Aspen Hysys� do not allow to handle with solids
with such complex stoichiometry. The molecular formula of char is calculated
based on experimental correlations from Balzioc and Hawksley [24], which state
the total amount of volatiles released based on the reactor temperature and raw
material volatile matter (proximate analysis). According to these authors, coal
devolatilisation corresponds to a kinetic process of first-order. Loison and Chauvin
[25] define volatiles composition based on experimental experiences. To ease the
estimation effort and simplify the model, tars formation is considered as benzene
production. However, other approaches could provide with a set of typical aro-
matic compounds to be produced if data were made available. The generation of
the acid and basic species (H2S, COS, NH3 and HCN) is modelled with experi-
mental correlations taken from [26, 27]. Equation 2 represents the pyrolysis step in
general terms; however, a set of those reactions is coded for the production of
benzene and acid and basic species. This above-mentioned set of reactions is
introduced into Aspen Hysys� as a unit extension programmed in MS Visual
Basic. The volatile species obtained at the end of this step are: CO, H2, CH4, CO2,
C6H6, H2S, COS, NH3 and HCN.

CaHbOcNdSeðH2O)wA! CaHbOcNdSeAþ volatilesþ wH2O ð2Þ

Volatiles combustion is produced as the volatiles released in the pyrolysis step
are placed in contact with oxygen. It is assumed that they are completely trans-
formed to produce CO2 and H2O. Equations 3–7 represent the main volatiles
combustion.

CO þ 0:5O2 ! CO2 ð3Þ

H2þ 0:5O2 ! H2O ð4Þ

CH4þ 2O2 ! CO2 + 2H2O ð5Þ

C6H6þ7:5O2 ! 6CO2 + 3H2O ð6Þ

HCN + 1:25O2 ! CO2þ0:5H2O + 0:5N2 ð7Þ
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Oxidation or combustion refers to char combustion, and is considered to take
place after the combustion of volatile compounds. It comprises a set of hetero-
geneous reactions. This step comprises three main reactions of char with oxygen,
steam and carbon dioxide (Eqs. 8–10), and it is considered to be complete when all
the introduced oxygen is consumed.

CaHbOcNdSeAþ
a
2
� c

2
þ b

4
� e

2

� �
O2 ! aCOþ b

2
� e

� �
H2Oþ eH2Sþ d

2
N2 þ A

ð8Þ

CaHbOcNdSeAþ a� cð ÞH2O! aCOþ a� cþ b
2
� e

� �
H2 þ eH2Sþ d

2
N2 þ A

ð9Þ

CaHbOcNdSeAþ aCO2 ! 2aCOþ cH2Oþ b
2
� e� c

� �
H2 þ eH2Sþ d

2
N2 þ A

ð10Þ

These reactions are modelled in Aspen Hysys� using chemical extensions written
in MS Visual Basic. The char that reacts in each Eq. 8, 9, 10 and 11 is calculated
considering the variation of a parameter that depends on the reactor volume.

Gasification follows the oxidation section and is considered to start with the
depletion of oxygen in the gasifier. In this section, reactions (9) and (10) are also
occurring and the produced hydrogen reacts with char as in Eq. 11.

CaHbOcNdSeAþ 2aþ cþ e� b
2

� �
H2 ! aCH4 þ cH2Oþ eH2Sþ d

2
N2 þ A

ð11Þ

This step is assumed to be finished when all char is consumed.
As a final step, the final produced gas from the heterogeneous reactions, enters

into an equilibrium reactor. This gas equilibrium is performed with three main
reactions, Eqs. 12, 13 and 14. The equilibrium constants are extracted from Aspen
Hysys (c) library.

COþ H2O !CO2 + H2 ð12Þ

CH4 + H2O !CO + 3H2 ð13Þ

COS + H2O !H2S + CO2 ð14Þ

Combustion of volatiles and combustion of char are modelled with a continuous
stirred tank reactor (CSTR) with custom-made kinetics equations for the hetero-
geneous solid-gas (SG) reactions (Eqs. 8, 9 and 10). The same is done for the
gasification step (Eqs. 9, 10 and 11). One isothermal zone comprises volatiles and
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char combustion; the other one is for gasification. As an adiabatic reactor is
considered, for this autothermal gasification process, all the heat released in the
combustion is used for the gasification step. In Fig. 2, a simple outline of the
different steps modelled and the heat integration consderation are represented. All
heat streams are included in a balance unit, thus the heat is distributed from
exothermic to endothermic reactors.

Before leaving the gasification reactor, the syngas is sent to an ashes distri-
bution model, which splits the solid stream into slag and fly ash, based on
industrial data. This component splitter takes into account a base ashes compo-
sition built on the same industrial data from ELCOGAS power plant. It has been
considered that ashes are composed by metal oxide and heavy metals present at
very low concentrations and as pure compounds. The most common type of ashes
in a mixture of coal and petcoke is composed of Al2O3, SiO2, Ar, Cd, Pb and Hg.
This model is introduced in Aspen Hysys� as a customer model, and the data come
from the work developed in Jaume Almera Institute (CSIC, Barcelona).

3.3 Equilibrium Approach

As described in Borel and Favrat [28], a thermochemical equilibrium is a stable
state that can be determined by thermodynamic methods, not being necessary a
detailed knowledge of the reaction mechanisms. As seen in Table 2, one of the
most extended approaches is the equilibrium minimising Gibbs’s free energy, by
taking into account the final species composition.

The equilibrium constant Keq is given by the following expression, for a generic
reaction and assuming ideal-gas behaviour:

aAþ bB$ cC þ dD ð15Þ

Keq ¼
pc

C � pd
D

pa
A � pb

B

¼ xc
C � xd

D

xa
A � xb

B

� Pðcþd�a�bÞ ð16Þ
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and char
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and steam
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char

Char Gasification 
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CHAR 
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GASIFICATION
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Slag
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HEAT BALANCE

Fig. 2 Modelling blocks for the proposed chemical kinetics approach
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f ðTÞ ¼ logðKeqÞ ¼
k1 þ k2

T þ k3
� log T þ k4 � T þ k5 � T2 ð17Þ

For the case of a reaction such as Eq. 15, Keq can be expressed as a function of
partial pressures or mole fractions as shown in Eq. 16, where P is the pressure at
which the reaction takes place and T is the temperature. Typically, Keq can be
calculated as in Eq. 17 as a function of the absolute temperature in Kelvin; kn are
particular constants for each reaction.

Equation 16 expresses the equilibrium composition dependence on the systems
pressure and on the reactants and products mole number. If the numbers of moles
on the right-hand side and on the left-hand side are identical, then the total
pressure does not have influence on the reaction final composition. The Le
Châtelier’s principle provides with a general overview of the gasification reac-
tions, as equilibrium reactions, where if some factor of the system (pressure,
temperature, volume or partial pressures) changes, the system progresses to
counteract this change, and a new equilibrium is established at other conditions.
For example, in an endothermic reaction, if the temperature is increased, the
reaction tends to react to the products side. Or if the total pressure increases, the
partial pressures of the individual gas species increase, and the global system tends
to shift the reaction to the side with fewer number of moles.

Gasification reactions can be described by many different equations but they may be
limited to a certain number of representative expressions since the reaction enthalpy of
some of them can be derived by combining those representative ones. To calculate the
heat streams associated with them, that is the integration between endothermic and
exothermic reactions, a limitation to certain characteristic reaction groups is enough,
because the reaction enthalpy of all other reactions can be derived by combining these
basic equations. The most characteristic reactions are reactions with oxygen, reactions
with steam, reactions with carbon dioxide and hydrocarbon decomposition, as in the
kinetics approach. The most characteristic gasification equations are given in
Eqs. 18–27. Next to each reaction, the gas mole difference between products and
reactants is indicated. Note that even though raw material composition contains C, H,
O, N, S and Cl, main reactions only involves C as reactant (as a big difference with the
previous approach, which counted with the molecular formulation of the solid feed-
stock). Equations 18–20 correspond to combustion; Eq. 21 is the Boudouard reaction,
Eq. 22 is the primary and Eq. 23 is the secondary water–gas shift; Eq. 24 is the water-
gas shift reaction with only gas species, and Eq. 25 is the methanation reaction.
Equations 26 and 27 correspond to steam and dry reforming. As reactions with oxygen
are complete under gasification conditions, the main final composition influence comes
from Eqs. 21–25 considering equilibrium [14].

C + 0:5O2 $ CO Dn ¼ 0:5 ð18Þ

CO + 0:5O2 $ CO2 Dn ¼ �0:5 ð19Þ

H2þ0:5O2 $ H2O Dn ¼ �0:5 ð20Þ
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C + CO2 $ 2CO Dn ¼ 1 ð21Þ

C + H2O$ CO + H2 Dn ¼ 1 ð22Þ

C + 2H2O$ CO2 + 2H2 Dn ¼ 1 ð23Þ

CO + H2O$ CO2 þ H2 Dn ¼ 0 ð24Þ

C + 2H2 $ CH4 Dn ¼ �1 ð25Þ

CH4 + H2O$ CO + 3H2 Dn ¼ 2 ð26Þ

CH4 + CO2 $ 2CO + 2H2 Dn ¼ 2 ð27Þ

For these different equilibrium reactions, a compilation of the equilibrium
constant values as well as their dependency with temperature at 25 bar is provided
in Table 3. Gasification temperatures of 800–1,800�C are considered. The values
are extracted from Aspen Plus� through a REquil reactor.

Equations 18, 19 and 20 that have oxygen as a reactant are exothermic.
Equations 24 and 25 are also exothermic. As mentioned earlier, and according to
the Le Châtelier’s principle, Keq decreases because the reaction tends to move
towards the reactants side. The contrary behaviour is seen in endothermic reac-
tions, where as the temperature increases, they tend to react towards the product
side, thus diminishing Keq. Higher values of Keq, for instance, in Eq. 18, implies a
higher predilection for the reactants side than lower values of Keq, as in Eq. 24,
which are highly displaced to the products side.

3.3.1 Residence Time Considerations

As mentioned earlier, one important assumption here is that the residence time is
high enough to reach the equilibrium. As it is reached, the highest possible con-
version is obtained. Nevertheless, if time is too short, this lack of time can be
compensated by higher gasification temperatures.

One possible way of estimating the residence time in a reactor is the meth-
odology based on Chap. 4 of Kunzing [29], which follows the principles of gas–
solid pneumatic transfer. The residence time (tr) calculation is the result of a
particle force balance taking into account the effect of weight (gravity force g), the
drag force (the drag component is the aerodynamic force component parallel to the
gas flow) and the solid friction loss. In vertical transport of solids, like in an
entrained bed gasifier, the gas velocity is reduced to the velocity of the transport of
solids, decreasing consequently the pressure drop. The overall pressure drop is
calculated as the contribution of the static, frictional and acceleration contribu-
tions. The particle velocity (Up) is of concern, and can be assumed as the velocity
of transport fluid without particles (Ug) minus the terminal velocity (Ut, which is
the reached velocity when the drag force is equal to the weight of the particle
minus the buoyant force). Finally, the residence time is given by the length of the
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reactor (L) divided by the particle’s velocity (Up). The necessary inputs are shown
in Table 4, where qp and qf are the solid and the fluid densities, Dp is the particle
diameter and lf is the fluid dynamic viscosity. The representative equations for the
residence time calculation for this particular case of study are 28, 29 and 30.

Ut ¼
0:153� g0:71 � D1:14

p � ðqp � qfÞ0:71

q0:29
f � l0:43

f

ð28Þ

Up ¼ Ut � Ug ð29Þ

Tr ¼
L

Up

� kash ¼ hgas � �2
p:5 ð30Þ

Otherwise, in the calculation following Chap. 4 of Kunzing [29] methodology,
the residence time becomes the objective. The superficial gas velocity is assumed
to be 8 m/s, being in dilute phase regime. For the sake of simplicity, the solid is
considered as coal and the fluid as air. In that case, the residence time is about
7.7 s. On the other hand, the reactor pressure drop is evaluated. Here, the voidage
and solid and gas friction factors are of concern (see Chap. 4 of Kunzing [29] for
further detail). The result is a pressure drop of about 1 9 10-2 bar, thus, negli-
gible. In the validation section, this residence time obtained at the specific assumed
gasifier temperature is checked if sufficient for the equilibrium approach. At this
point, we can conclude, as have been discussed before, that gasification equilib-
rium approaches are more suitable when higher temperatures are of concern.

4 PRENFLO Gasifier Model

We follow the syngas generation section with the description of the two approa-
ches, but focussing on the second one, because it is the one used in the super-
structure. The first one has been modelled in Aspen Hysys�, whereas the second
one in Aspen Plus�. Related to this second approach, there are other hypotheses to
be considered:

Table 4 Input data to
calculate the residence
time and the reactor
pressure drop

dp (m) 5.5 9 10-5

Dreactor (m) 3.8
L (m) 60
Ug (m/s)* 8
Particles inlet mass flow (kg/s) 21.15
qp (kg/m3)* 1,200
qf (kg/m3)* 1.2
Inlet gas P (N/m2) 3.333 9 106

lf (Pa 9 s)* 1 9 10-5

Specific data from the model* are taken from Chap. 4 of
Kunzing [29]
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• The equilibrium approach through minimisation of free Gibbs’s energy is
chosen here to model the pressurised entrained flow (PRENFLO) gasifier.

• Tars and synergetic effects are not considered.
• There is no presence of char in the outlet of the gasifier.
• When processing biomass, no pre-treatment limits exist because of its fibrous

nature.

In our modelling approach, the syngas is treated to produce electricity in an IGCC
power plant. Aspen Plus� is the chosen commercial software to perform not only the
gasifier but also all the power plant model. The gasification block comprises the
gasifier itself and the waste heat boiler (WHB), which is the syngas cooling system
before gas-cleaning units (see chapter ‘‘Main Purification Operations’’). Before the
gasification process itself, the feedstock must be conditioned to meet the gasifier
requirements. The physical property method chosen to calculate thermodynamic and
transport properties of the streams is the Peng–Robinson EOS with the Boston–
Mathias alpha function (PR–BM) for the above-mentioned units. This equation of
state is recommended to model gas phase systems at high-medium pressure.

As already mentioned in Sect. 2.1, the particle size of an entrained bed gasifier
should be in the order of microns. The feedstock dust preparation comprises prin-
cipally a drying and a grinding step. Other pre-treatment options account for raw
material properties enhancement, such as pyrolysis and torrefaction that improve the
lower heating value (LHV) of the mixture, which are not taken into consideration
here. Solid inlet stream is modelled in Aspen Plus� as an addition of non-conven-
tional streams, which is the specific manner how the software handles with solids (see
Sect. 3.1). The composition of the base case, to calibrate and to validate the model, is
the design composition of ELCOGAS power plant: 50% of coal and 50% of petcoke
on a mass basis. Coal and petcoke comes from local industries close to the plant:
ENCASUR mines and Puertollano REPSOL refinery, respectively (see chapter ‘‘
Examples of Industrial Applications’’). The coal is of sub-bituminous type, with high
ash content. The petcoke is obtained as a by-product in the refinery, with high sulphur
content. The biomass wastes considered here are olive pomace or orujillo and forest
wood residues, which are abundant waste resources in Spain as already mentioned in
chapter ‘‘Raw Materials Supply’’. Table 5 shows the main data concerning feedstock
composition. The higher heating value (HHV) is considered as the calorific power to
be used in the modelling because it is the value considered by the simulator. Prox-
imate and ultimate analyses are reported on a dry basis, except for the moisture
content. In addition to the main feed composition, limestone is added to the gasifier as
a catalyst to decrease the ash fusion temperature. The composition of the limestone is
about a 95% of CaCO3 and a 5% of ashes. It is approximately 2–3% in weight of the
total feedstock stream introduced in the system. The model allows for ternary blends
(coal–petcoke–waste) mass composition changes through a FORTRAN code,
introduced in the model as a calculator block. It calculates the ultimate and proximate
analyses of the mixture, as well as its HHV, based on each feed proportion. The
maximum flowrate is 2,600 ton/day that corresponds to a 100% of the gasifier load.
The already-mentioned FORTRAN code allows for load variations.
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The three main steps in the feedstock dust preparation block are summarised in
Fig. 3 and described as follows:

– Dust preparation. It takes place in a crusher unit that allows for particle fine-
ness change from 100 mm to about 50–60 lm. Additional information to be
introduced is the mixture’s grindability, characterised by the Bond work index.
This is calculated in a calculator block using a FORTRAN code and taking into
account the mass proportion of each component. Bond index values are
73.80 kWh/ton for petcoke and 11.37 kWh/ton for coal. For the orujillo and the
forest wood residues, the same value than the one for coal is considered. For the
limestone, because it does not appear in the consulted database, the dolomite
index has been chosen, being 11.31 kWh/ton [30].

– Fuel drying. It considers two reactors: the combustion chamber, where hot
gases are generated, and the dryer itself, where the feedstock stream is dried till

Table 5 Raw materials ultimate and proximate analyses [6, 45]

Percentage mass basis (dry) Coal Petcoke Orujillo
Ultimate analysis

C 41.07 88.40 50.00
H 2.81 3.34 6.50
O 7.51 0.02 36.30
N 0.92 2.04 0.80
S 1.05 5.91 0.10
Cl 0.04 0 0.2

Proximate analysis
Moisture 11.80 7.00 7.60
Ashes 46.60 0.28 6.30
Fixed carbon 32.05 85.74 21.3
Volatiles 21.35 13.98 72.4
HHVdry (MJ/kg) 13.58 32.65 20.38
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the desired humidity by gas–solid contact. The combustor is simulated using a
Gibbs’s reactor, where natural gas is burnt with excesses of air. The stoichi-
ometric value of air is calculated using the property set COMB-O2 from Aspen
Plus�, and introduced in a calculator block. It operates at 0.9396 bar, with a
temperature estimated as a fraction of the flame temperature. The dryer is
modelled with a stoichiometric reactor with the feedstock as the limiting
reactant to achieve a final moisture content of 2% on a mass basis.

– pressurisation and feeding. Once the feed is dried, it goes to the bag filters to be
separated from the inert gas before entering the gasifier. These filters are
simulated as a flash separator. Then, the feed is pressurised till 30 bar inside the
lock hopper system. This system is simulated in a simple way as a mixer,
considering the mixture of the powdered fuel with pure N2.

The gasifier is based on the gasifier from ELCOGAS IGCC power plant, from
Krupp–Koppers. Its input and output data have been used to calibrate the model.
Gasifier operating conditions, pressure and temperature (Pgasif and Tgasif) are
mainly driven by the gas turbine (GT) and ashes melting point, respectively. In this
case, the GT pressure settles the gasifier pressure into 25 bar. According to EL-
COGAS operating conditions, Tgasif is approximately between 1,400 and 1,500�C
for coals, depending on the limestone content. In the model, this temperature
interval is established as a condition in gasification when the raw material com-
position is changed. Specifically, a temperature of 1450 8C is fixed as a design
specification in Aspen Plus�. As seen in Fig. 4, inputs to the gasifier are the
feedstock powder, oxygen from the air separation unit (ASU) as main gasifying
agent, intermediate pressure (IP) steam (as moderator and gasifying agent) and N2

(as moderator).
The WHB is the group of heat exchangers that profit the syngas heat that is

released before the gas-cleaning units (see Fig. 4). This syngas cooling process is
modelled in Aspen Plus� taking place into two main steps: First, gasification gases
are cooled down with the quench gas, which is a fraction of syngas recycled for

N2

Feed 
dust

O2

HP BOILER IP BOILER

Syngas to gas 
cleaning units

QUENCH GAS 
COMPRESSOR

Quench gas

235 °C370 °C850 °C

IP steam

Slag

GASIFIER

CERAMIC FILTER
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this purpose. The temperature is reduced till 850�C, which is the limit of the heat
exchangers material [6]. The syngas goes out of the gasifier at around 1,4508C, and
the quench gas is at 235�C. Second, the WHB profits the gas heat in a high
pressure (HP) heat exchanger, cooling the gas down till 370�C and generating HP
steam. Then, the gas moves to an intermediate pressure (IP) heat exchanger that
cools the gas till 235�C, generating in this way IP steam. After this step, the
quench gas is recycled to be mixed with the syngas at the outlet of the gasifier. The
quench gas flowrate is determined by a FORTRAN block (a design specification
block) that adjusts the temperate to 850�C.

The gasifier equilibrium approach as modelled in Aspen Plus� can be seen in
Fig. 5. The gasification process itself (the equilibrium approach) only takes place
in the RGibbs reactor. As the feedstock stream is introduced as a non-conventional
component, before being introduced into the Gibbs reactor, it should be divided
into its elements, because there is no Gibbs’s energy information for a non-con-
ventional component. Therefore, before the gasifier equilibrium, a yield reactor is
used to decompose the raw material into Cgraphite, H2, O2, N2, S, Cl2, H2O and
ashes according to its ultimate analysis and moisture content from the proximate
analysis. As the ultimate and proximate analysis of the feedstock dust are of
concern, previously to the RYield, a separator component is introduced to separate
the feedstock dust from the N2 and the limestone introduced in the feedstock
system, which is latter introduced into the Gibbs reactor. The Tgasif is estimated by
introducing into the Gibbs reactor the heat of reaction associated with the feed-
stock stream decomposition and the heat released into a component separator that
aims at purifying the raw syngas produced from solids (ashes and limestone,
named Slag in Fig. 5), named as Q Reaction and Q Slag in the same figure.
According to the gasifier Gibbs’s model, all the inlet carbon is converted, thus, for
practical purposes, all the char is converted.

Oxygen, steam and nitrogen are also introduced into the Gibbs’s reactor.
Oxygen and steam flowrates are estimated by specific ratios that depend on raw
material composition according to their ultimate analysis characteristics. The
oxygen ratio is defined as the relation between the oxygen flowrate divided by the
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stoichiometric oxygen needed to completely oxidize the raw material mixture after
the decomposition into its components on a mole basis (calculated through the
property set COMB-O2 [31]). This ratio is commonly known as equivalence ratio
(ER). The steam ratio is defined on a mass basis and has as denominator the mass
flow of Cgraphite. The ER value for the base case is 0.42 and the value for the steam
ratio is 0.16. They have been estimated by adjusting the gasification temperature to
1,4508C, and according to ELCOGAS input conditions, respectively.

4.1 Calibration and Validation

For the gasifier model calibration, as well as for calibrating the entire super-
structure, real ELCOGAS power plant working conditions have been considered.
The objective is to reach the closest model outputs to real data, maintaining certain
model independency from the ELCOGAS conditions, and thus maintaining the
sensitivity to raw material and operating conditions variations. This problem is
further discussed in chapter ‘‘Industrial Data Collection’’ under the data recon-
ciliation section. Different model variables are suitable for calibration, such as raw
material, proportions and proximate and ultimate analyses, HHV, grindability and
solid’s particle size distribution (PSD) that can be adapted to other specific case
studies.

In this model’s feedstock dryer, the required natural gas and air are settled as
constant values depending on the gasifier load, and as 1.2 times of the necessary
stoichiometric oxygen, respectively. Global mass flowrate, gasifier load and
limestone proportion can be changed freely in a calculator block. The ER and the
steam ratio can be adapted to different specific feedstock requirements. Throughout
all the cases proposed and studied in this book, the gasifier operating temperature is
maintained constant (see chapter ‘‘Selection of Best Designs for Specific
Applications’’).

Validation is done through syngas composition comparison with the actual
composition obtained by ELCOGAS, and the Gibbs’s equilibrium approach. The
required information is gathered through sensitivity analysis and compared to
bibliographic and plant-operating data.

First, the entrained bed gasifier being modelled produces a syngas that consists of
21% of H2, 60% of CO, 4% of CO2, 3.5% of H2O, 1% of H2S, 10% of N2 and the rest
of COS, on a mole basis at the above-mentioned conditions. The model syngas flow
counts on a 20% of H2, 58% of CO, 4.5% of CO2, 5% of H2O, 1% of H2S, 11% of N2

and the rest of COS, on a mole basis. It can be seen that compositions are close to
each other and that the equilibrium model closely predicts the plant composition.
Concerning the residence time, it can be said that according to the syngas compo-
sition, for this type of gasifier and these specific conditions of temperature and
pressure, 7.7 s allows for a syngas close to the equilibrium composition.

Second, the results of the work of Fermoso et al. [13] and Hernández et al. [14]
are used to validate the Gibbs’s equilibrium approach. The first work is used to
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compare the gasifier behaviour as input parameters variations, whereas the second
one is used to evaluate the effect of biomass addition to the base case blend.

Validation with Fermoso et al. [14] implies the adaptation of the gasifier model
conditions to their working conditions, i.e., the gasification of coal is considered
and the steam and oxygen flowrates have also been adapted, as well as the pos-
sibility of reactor heating by dropping the adiabatic assumption. Simulation results
as the gasification temperature, the oxygen ratio and the steam ratio vary are
represented in Fig. 6. Analogous trends to the ones reported in Fermoso et al. [14]
are found. Nevertheless, absolute composition ratios for the syngas composition
are approximate, but this was expected according to Fermoso et al. [14] because
temperatures are not high enough for the equilibrium approach to be used. Related
with the gasifier temperature effect, H2 and CO formation is favoured when the
temperature increases, whereas CH4 remains quite constant and CO2 concentration
decreases. The former syngas behaviour might be the result of first, a temperature
increase that leads to Keq decrease in all exothermic reactions, diminishing the
composition of CO2, and second, endothermic reactions are enhanced, increasing
the composition of H2 and CO. Oxygen ratio increase at constant temperature
leads to the decrease in H2 and CO formation and increase in CO2 formation (as
the oxidation reactions are shifted towards products). In the same way, as the
steam ratio increases, the H2 formation is enhanced (according to Eq. 22) as well
as the CO2 one, whereas occur the contrary to the formation of CO. The most
affected equation is then Eq. 23.

Fig. 6 Effect of Tgasif (�C), O2/Cin, H2O/Cin in the syngas composition (mole/mass basis); daf
dry and ash-free basis. Filled symbols represent the data from [14]
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Figure 6 shows that at lower reactor temperatures, gasification reactions occur at a
too slow velocity (because endothermic reactions should be motivated) with little
practical value, given that for syngas applications CO and H2 production is preferred.
Nevertheless, for power production purposes, CH4 is the one that offers a higher
calorific value. Regarding the latter, high values of methane are related to low gasi-
fication temperatures, and reforming reactions (Eqs. 26 and 27) take place at relatively
low temperatures as seen in Fig. 6 with CH4 the most stable component along the
performed analysis, but showing higher values at lower ratios. Overall, at lower
temperatures of gasification, the LHV of the gas is higher but, for syngas applications,
it is not the optimal composition. Even more, higher char conversions are linked with
higher temperatures. At too high temperatures, gasification products start to combust.

According to the work of Hernández et al. [13], more sensitivity analyses have
been performed with the aim of evaluating the behaviour of biomass blends, with
regard to representative syngas composition ratios, H2/CO, CH4/H2, H2/CO2 and
CO/CO2, absolute composition in mole basis, and the CGE (Eq. 31). In this case, the
ELCOGAS PRENFLO gasifier conditions have been maintained (thus, the gasifi-
cation temperature is around 1,400�C). See in Fig. 7 the obtained plots. It is worth
noting that our results show different tendencies with the temperature increase in
syngas composition and CGE, except for H2 composition. The main reason for the
discrepancies should be given to the fact that co-gasification synergies are not
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quantified. Besides, regarding the values of our model, not only the tendencies but
they are also higher than the values reported in Hernández et al. [13]. All in all, the
addition of biomass enhances the production of H2, but leads to lower CGE (that
means that the LHV contained in the raw gas is smaller). Regarding the syngas
composition, the increase of biomass proportion implies less CO and more CO2.

This calibration and validation procedure shows that an equilibrium reactor is a
suitable approximation for the PRENFLO gasifier behaviour under the considered
working conditions. It is also a good approximation for the biomass gasification at
high temperature, even though tars are assumed to be zero. Nevertheless, the co-
gasification scenarios are not well described, because the synergetic effect between
the species is not modelled. Research on this matter is needed to try to characterise
these effects.

4.2 Results

We have considered the performance of the gasifier for the base case feedstock
composition carrying out different sensitivity analyses (SA) that take into account
variations in the gasifier temperature and pressure, as well as in the ER and steam
ratio. Also feedstock variations have been considered to analyse the reactor
equilibrium behaviour. General output parameters that have been plotted for all the
SA are the syngas composition and the cold gas efficiency (CGE) defined as per
Eq. 31. As it is seen from the equation, if the feed does not vary, the CGE varies
according to the LHVrg obtained.

CGE ¼ mrg � LHVrg

mfeed � LHVfeed

ð31Þ

LHVfuel ¼
X

wi � LHVi ð32Þ

The CGE is calculated as the ratio between the chemical energy contained in
the raw gas (rg), as the syngas is called as it comes out from the gasifier, and the
total chemical energy contained in the fuel, both of them measured through their
LHV. In the case of fuel blends, the LHVfuel is calculated as the contribution of
each ith fuel to the final blend, on a mass basis (wi) (Eq. 32). The estimation of
LHVrg is performed in Aspen Plus� using the QVALNET property set.

The considered flowsheet contemplates the feeding system with the gasifier
itself as modelled in our approach calibrated with ELCOGAS data. First (case
SA 1), variation of Tgasif effects is shown in Fig. 8. As stated in Highman and
van der Burgt [2], the gasification temperature range is between 800 and
1,800�C. It is seen from the first graph that syngas composition varies consid-
erably till around 1,000�C, and then, the proportions of H2, CO, CH4 and CO2

are noticeably constant. Nonetheless, CO2 and CO show certain variability, the
first one decreasing and the second one increasing. As seen in the plot of the H2/
CO value, variation of Tgasif leads to a variation of the two main syngas
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components that favour the decreasing of H2 proportion and the increasing of the
CO, as stated before; thus, the ration decreases. Because from around 1,000�C
again, the CGE shows a positive trend (from 68 to 74%), even if it is fairly
constant. It means that as the LHVfeed is constant, the LHVrg is the one that has
the positive trend. It is directly seen too the influence of the higher calorific
value of the CO than that of the H2.

SA 2 corresponds to Pgasif variation. It leads to a Tgasif variation of around 2�C
(from 1,489�C at the lowest pressure considered, 1 bar; till 1,487�C at the highest
pressure taken into account, 55 bar), not plotted in Fig. 9. The range of values
considered is based on literature gasification plants (independently of the type of
reactor) working pressure, which at its turn and as commented in previous sections
is normally based on requirements of the process downstream the gasifier.

The effect of the pressure is small if compared with the effect of the temper-
ature; it is possible to distinguish a trend of the values, but changes in composition
and in H2/CO and CGE are negligible. According to Sect. 3.3, only Eq. 24 has a
zero in mole increment. However, it is possible to say that in the pressure range
established the pressure effect is not noticeable, even for the reactions whose mole
increment is different from zero.

SA 3 corresponds to ER variation (see Fig. 10). The ER range has been defined
according to the base value determined for the base case. This scenario has an ER
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of 0.42. To start with, the oxygen ratio has been varied in an interval of ±30%.
Then, this ratio has been reduced to be focused in the gasification area that has
been enclosed to the interval where methane production is low (high methane
composition correspond to pyrolysis) and sulphur oxides production does not
appear (oxides different from carbon leads to think about combustion; ER = 1 is a
complete combustion). It fairly corresponds to the gasification temperature range
commented before, between around 800 and 1,800�C. Finally, the ER range
oscillates between 0.4 and 0.55. If representing the whole range of results (±30%)
for ER between 0.29 and 0.55, it is seen that there is a significant change in syngas
composition around ER = 0.33.

As seen in Fig. 10, and in the H2/CO behaviour, there is a maximum in H2

production around ER = 0.46. The CO2 production tends to increase with an
increase in inlet oxygen (thus, Eqs. 15, 16 and 17 are of concern). As in all the
other SAs, methane is quite constant. The CGE tends to decrease as the ER
increases, because of the CO2 increment, and CO decreases.

SA 4 corresponds to steam ratio variation. It varies between 0.15 and 0.4,
according to ELCOGAS real experiences. The main role of the steam is as a
temperature moderator. It is seen in Fig. 11 that the gasification temperature
diminishes as the ratio increases. With the decrease of temperature, contrary at
what has been seen in Fig. 8, CO diminishes and CO2 increases. Hydrogen also
increases, as the temperature is lower. The CGE is quite constant, but the H2/CO
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ratio increases. In endothermic reactions, according to what it has been discussed
in Sect. 3.3, as the temperature decreases, tends to react to the reactants side, thus
being Eqs. 22 and 25 of concern, where as the temperature increases, they tend to
react to the reactant side.

SA 5 leads with variations in feedstock composition. A certain amount of
petcoke is added to the coal according to the percentages seen in Fig. 12. As the
proportion of petcoke increases, as it has a LHV higher than coal, the Tgasif

increases. It implies a higher LHVrg, therefore, the CGE increases with the per-
centage of petcoke. CO composition is the one that experiments the highest change
in tendency, increasing a 20% in the interval of study. H2 increases, as well as
CO2. O/C and H/O are the ratios derived from the feedstock inlet composition.
Higher values of C (lower O/C) imply higher values of calorific power. The same
as H/O increases.

In summary, as seen in this results analysis, the Pgasif has a minimal influence in
the final syngas parameters. Assuming a gasification reactor where only Tgasif is
changed (when it is heated externally), it seems that the syngas composition leads
to a more or less ‘fixed composition’, where increasing the temperature does not
imply better results. On the contrary, if the temperature is increased because more
oxygen is introduced, in the gasification zone, H2 tends to decrease, whereas CO2

tends to increase. Steam ratio increase leads to a gasification temperature decrease.
H2/CO is favoured. The final gas composition depends on the relations between

Fig. 11 SA 4: Effects of steam ratio variation
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carbon, oxygen and hydrogen from the feedstock composition, because Tgasif and
the mass balance are influenced. Equations 18–24 are the most important, being
the equations that imply CH4 less significant because in the gasification zone, the
methane value is very low.

5 Conclusions

In this chapter, the equilibrium model minimising Gibbs free energy is used to
simulate the performance of a PRENFLO gasifier with Tgasif 1450 8C, Pgasif 25 bar
and residence time 7.7 s. The model has been validated with ELCOGAS plant
data, showing acceptable agreement. This chapter highlights that the model fitting
is highly dependant on the specific gasification conditions, better at higher tem-
peratures and/or longer residence times, as well as dependant on the raw materials
introduced in the reactor. In this view, if co-gasification with biomass is of con-
cern, tars and synergect effect should be known to adequately represent the gas-
ification behaviour of temperature, pressure, ER, steam ratio and feedstock
composition are studied. Feedstock composition is the most influential parameter.
Reactor pressure and temperature are fixed by the final syngas application and the
ashes melting point, respectively. That is why in the following chapters, the SAs
are performed by varying the ER and the steam ratio. The desired gasifier tem-
perature is obtained by adjusting the ER ratio in each case (thus, playing with
exothermic and endothermic reactions).

Fig. 12 SA 5: Effects of feed composition variation
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Abstract Syngas final usage requires a previous step of cleaning and conditioning
to meet with the requirements of its final use which might range from chemicals
and fuels production to power and/or heat. This chapter deals with the description
and the modelling of the required syngas treatment units before electricity pro-
duction or before hydrogen generation, specifically in an IGCC power plant. In the
case of electricity generation application, the pursued objective is to avoid as much
as possible nitrogen and sulphur oxide emissions to the atmosphere. In a first step,
the gas is cleaned from solids. Secondly the gas before its combustion goes
through an acid and basic species removal train of units. In the case of hydrogen
generation, besides syngas cleaning from other species, the main pursued objective
is to separate CO from H2. In order to accomplish the former, CO should
be converted into CO2 and then separated from the main stream. Hydrogen can be
further purified to be sold to the market, or used in a combined cycle, in an
analogous way as the syngas. Modelling calibration and validation are shown, and
the chapter finishes with a model utilisation to evaluate the behaviour of the
already built up superstructure to produce hydrogen or syngas for electricity
generation section, or hydrogen for other applications.

Notation

ASU Air separation unit
CC Combined cycle
CCS Carbon capture and storage
CGE Cold gas efficiency
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COE Cost of energy
DMPEG Dimethyl ethers of polyethylene glycol
ELECNRTL Non-random two liquid with electrolytes formation
EOS Equation of state
FT Fischer–Tropsch process
GHG Greenhouse gases
GT Gas turbine
GTL Gas to liquid fuels
HP High pressure
HRSG Heat recovery steam generator
IGCC Integrated gasification combined cycle
IP Intermediate pressure
LHV Lower heating value
MCFC Molten carbonate fuel cells
MDEA Methyl diethyl ethanol amine
NRTL Non-random two liquid
PEM Proton exchange membranes
PSA Pressure swing adsorption
SOFC Solid oxide fuel cell
ST Steam turbine
TIT Turbine inlet temperature
VLE Vapor–liquid equilibrium
WGS Water gas shift
WHB Waste heat boiler

1 Introduction

From a practical point of view, the syngas can be considered as an intermediate
between a wide range of solid feedstocks and a wide range of products, derived
from a gas (see in Fig. 1). One plant can produce different products, being called
polygeneration. When two products are produced, it is called co-production. As
already commented in ‘‘Modelling Syngas Generation’’, the syngas can be pro-
duced from a mixture of feedstocks (co-gasification). The concept of polygener-
ation and co-use of different types of raw materials is the essence of the
biorefineries that aim at mimicking the energy efficiency of oil refineries through
the production of fuels, power and chemicals from biomass. There are four types of
biorefineries, and one of them is the biosyngas-based refinery. The other are
pyrolysis, hydrothermal and fermentation-based [1].

On the one hand, syngas final application downstream the gasification process
decides the syngas cleaning processes. On the other hand, the option of using
biomass or waste for gasification or co-gasification with coal and/or petcoke
depends on the syngas quality technologies [2]. It means that even though, the final
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syngas requirements dictate the syngas cleaning processes, raw material used and
syngas generation conditions (mainly pressure and temperature, and oxygen
purity) are key factors to be taken into account at the moment of choosing a
cleaning gas train. It implies that when designing a specific gasification plant for a
specific feedstock composition, if this composition changes, it is important to
guarantee that the abovementioned key parameters are maintained between certain
ranges to assure the capabilities of the purification units before the final syngas
application. Or from a different point of view, the purification unit train has to be
designed allowing for a wide range of operating options which might rise from the
use of different feedstocks. Different feedstock mixtures have different ultimate
and proximate analyses, heating value and different physical properties; they lead
to obtain different syngas compositions in terms of H2 and CO partial pressures,
different H2/CO ratio, and different amounts of sulphur, nitrogen, chlorine and
phosphorous. Therefore, this fact leads to different gas cleaning processes, or at
least, to different gas cleaning units operation conditions [3].

At its turn, particulate dust and tar are of concern; the latter is particularly
important in biomass or waste gasification. In this way, removal of syngas pol-
lutants can be divided into two categories: during gasification (generally for solid
removal) and after gasification (fluid pollutants removal), being called respectively
primary and secondary cleaning methods. Overall, regarding the application, the
type of gasifier and the level of pollutants in the fuel, the syngas conditioning train,
including cleaning and cooling, is determined.

In next sections we discuss the general conditions required to each one of the
final syngas applications; different gas cleaning methods and the description of the
cleaning gas train considered in this book.

2 Syngas Uses and Treating Unit’s Selection Criteria

Syngas requirements mainly include syngas temperature, pressure and pollutants
level conditioning before its final application. The pressure of the syngas has been
already decided in the gasification reactor. Cleaning is particularly needed when
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Fig. 1 Syngas uses
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syngas combustion is of concern, to avoid oxides pollutants. Wet and dry, hot and
cold cleaning systems have been developed and fairly used.

In general terms, BTG [4] stipulates that syngas cooling is required for com-
bustion in gas engines, for filters that have a maximum acceptable temperature,
and when syngas requires of compression. Gas cleaning, independently of the
scale, ranges from the least to the strictest use as follows: its use in a kiln, a gas
engine, a gas turbine, a Stirling engine, a fuel cell, and other syngas uses for
chemical production (where the pollutant levels should be from mg/m3, passing
through ppm, and arriving till ppb). These pollutant restrictions include flue gas
emission requirements and conditions for certain devices to work properly.

Independently from the final use, high temperature and high pressure are the
desired conditions in the majority of the final applications. According to the cat-
egories stated in Fig. 1, from Wang et al. [2] and Highman and van der Burght [3],
the following characteristics can be cited for each application:

• Electricity production: This production comes mainly from syngas combustion
for its profit in a gas turbine or in a combined cycle, or from syngas profit in a
fuel cell.

– IGCC power plants: Integrated gasification combined cycle power plants
(IGCC) are the specific case of combination of gasification with a combined
cycle. They can process a big variety of materials, according to the gasifi-
cation capabilities described in ‘‘Modelling Syngas Generation’’. Most
common IGCC plants use coal and heavy residual fractions from oil if they
are close to refineries, for instance. The transition between the gasification
and the combined cycle implies a temperature adaptation of the syngas that
means a loss of efficiency since the high temperatures obtained in the
usually used reactor, an entrained bed, are not profit for the combined cycle
(CC). The latter is the main reason for ongoing research on hot, or at least
warm, syngas cleaning processes. Ideally, for power generation, pressure
and temperature should be decreased to the least possible. IGCC power
plants are not in this ideal situation, where usually cryogenic temperatures
are needed for the air separation unit (ASU) functions, and where the syngas
is cooled down before filtering and desulphurisation units, to be heated once
again in the combustor of the gas turbine (GT) cycle. Advanced cycles deal
with the enhancement of the CC efficiency, for instance with isothermal
compression, or increasing the heat integration.

– Fuel cells: Hot and pressurised syngas is needed in the fuel cell if better
efficiencies want to be obtained, and if combining with a gas turbine. There
exist several types of fuel cells (solid oxide, molten carbonate, phosphoric
acid and proton exchange membranes). As discussed in the specific
literature [5, 6] the solid oxide fuel cell (SOFC), which operates at high
temperatures (600–1,000�C), is the most extended type of fuel cell to be
integrated in a gasification plant for power production. Also molten car-
bonate fuel cells (MCFC) operate at high temperature, thus being suitable
for this application. The syngas, after the gasification process and previously
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cleaned up from solid pollutants and sulphur, can be directly introduced into
the fuel cell. In principle the fuel cell allows the use of different mixtures
containing CH4, CO and H2. In fact, only H2 is converted in the anode, but
CO and CH4 can be converted into H2 inside the fuel cell (reforming pro-
cess). The previous cited works refer to small scale plants, with downdraft
gasifiers. Much more research has to be done in order to allow fuel cells
becoming a well (and bigger scale) extended process.

• Heat: The production of heat from syngas simply involves the combustion of
the syngas in a kiln to heat water. As already mentioned, this application does
not need exhaustive cleaning processes, and not specific conditions of pressure
and temperature, since the kiln as technology does not have special pollutants
and operation restrictions.

• Chemical products: C1 chemistry is an often used name to refer to the chem-
istry involved in the syngas processing (also involving CH4 and CO2) that offers
the possible conversion routes to industrial chemicals (ammonia, methanol,
oxo-alcohols and hydrogen), basically stating the formation of multi-carbon
molecules from one single carbon raw materials [7]. Several chemical products
can be obtained through syngas chemical transformation:

– Ammonia: It is mainly obtained from the reforming of natural gas. Never-
theless, a 10% of the world production is performed with coal or heavy oil
gasification. It is produced from syngas through a catalysed process at high
pressure. In this case, the N2/H2 ratio is important to optimise the ammonia
production.

– Small organic compounds: In this case CO is the raw material to synthesise
organic chemicals like acetic acid, phosgene or formic acid. Due to its toxic
nature, CO storage is dangerous and CO processing plants have to be close to
the gasification plant. The syngas should have a high purity in CO (more than
a 98.5%mol) to be used for this application. The final application of these
chemicals is the synthesis of plastics, adhesives, preservatives, paints, etc.

– Oxo-alcohols: Oxo-alcohol is the name given to higher alcohols, used as
plasticisers and in the manufacture of synthetic detergents. They are obtained
by reacting syngas with olefins, producing aldehydes which subsequently are
hydrogenated to finally produce an oxo-alcohol. The quality of the syngas to
be used as a raw material for oxo-alcohols is a ratio H2/CO close to 1.

• Hydrogen production: Pure H2 can be produced from syngas from gasification,
if the gasification step is followed by water reforming of CH4 (in the case that
the level of CH4 is high) and by a water gas shift (WGS) reactor that transforms
CO into CO2 and H2. Then, a CO2 removal process separates CO2 from the
main stream. For the WGS reactor, high pressure is needed. Applications of this
pure H2 can be in proton exchange membranes (PEM) that are types of fuel
cells which need a feed of high purity hydrogen.

• Synthetic natural gas: Abbreviated as SNG, is a natural gas that can be pro-
duced from any carbon based feedstock through syngas processing. Methane
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synthesis takes place after gas cleaning units, and considers a methanation
reaction which transforms CO and H2 into CH4 and water generally using
supported nickel catalysts [8]. Typical operating temperature is 300–400�C and
it is preferably to fulfil the reaction at high pressure. After this step, there is a
CO2 removal unit to purify the methane stream [9].

• Liquid fuels: Also called synfuels or abbreviated as gas-to-liquid (GTL) fuels.

– Fischer–Tropsch (FT) fuels: Syngas can be used to produce hydrocarbons of
variable chain length, alternative to conventional diesel, kerosene and
gasoline. Usually the ratio H2/CO should be about 2 (sometimes a WGS
reactor is needed to obtain the desired proportion). The advantage when
comparing with traditional fuels is that FT fuels do not contain or contain
little contaminants such as sulphur or aromatics.

– Methanol and dimethyl ether (DME): They are liquid fuels alternative to
gasoline and diesel fuels. Methanol can react with triacylglycerols to pro-
duce biodiesel. It can be obtained by CO and/or CO2 hydrogenation. DME is
obtained from methanol in a dehydration step. Molar ratios H2/CO and CO2/
CO are optimised for each step.

– Biobased products: They are obtained by syngas fermentation, thus bio-
logically converted into organic acids, alcohols and polyesters. Biological
process does not need high temperature and pressure such as chemically
catalysed process. Syngas fermentation has several barriers to be com
mercially extended such as its difficulty to maintain anaerobic conditions or
product inhibition.

Finally, the criteria to select the gas cleaning units follow the next indicators.
Firstly, gas purity and composition; the syngas components ratios, principally
H2/CO, should be adapted to its final application requirement. Secondly, the
selectivity, which refers to the ability of removing one component while other ones
remain in the main flowsheet. For instance, in a gas turbine application, it is
necessary to remove acid compounds from S (H2S, COS) but on the contrary, CO2

is not of interest since it contributes to the gas turbine power by increasing the
mass flowrate. Thirdly, syngas components can cause parallel effects such as
corrosion, un-wanted co-absorption and solvent losses. And last but not least,
come the economic issues such as the capital cost and the maintenance costs; for
instance, in an absorption unit there always exists a trade-off between investment
and solvent regeneration. Separation Processes, Ullmann’s Encyclopedia of
Industrial Chemistry, Processes and Process Engineering [10] define the selection
of a separation process according to the following criteria: firstly, the separation
factor that gives a quick idea about the necessary process to separate a mixture,
such as component differences in terms of volatility, solubility, molecular size and
shape. Next, the ordinary or extreme conditions, such as high or low temperature
and high or low pressure which are needed to obtain attractive separation factors. It
is also indispensable to know the value of the specific substance to separate, and
the final desired value, thus the desired scale of operation. It will give us the
number and types of alternatives to be used. Finally, the best practices or know
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how of specific experiences already developed are good references when facing a
specific problem.

In short the most efficient option in a gasification plant is to determine the
pressure in the gasifier itself, and try to maintain it until the syngas is used. High
temperature can be profited in downstream heat exchanger integrated with the heat
requirements of the plant. Final syngas uses require determined H2/CO ratios; that
is why a WGS reactor should be necessary between the gas cleaning unit and the
final application unit. Acid and basic pollutants should be removed. Gas purity and
composition, selectivity, corrosion and other negative effects, and economic issues
are of concern when choosing one method or another. In the next section we deal
with the main principles of syngas cleaning, therefore, of some principles about
separation processes.

3 Types of Syngas Purification and Concentration Units

Syngas purification mainly includes solids, tars, heavy metals, halogens and
alkalines, acid and basic species removal processes. At its turn, CO2 absorption has
the purpose of concentration, where H2 is the desired component. Heterogeneous
and homogeneous mixtures require different cleaning methods. In the case of
heterogeneous mixtures, a solid–gas mixture, mechanical separation methods such
as filtration or water scrubbing are applied to separate the different phases. On the
contrary, for homogeneous mixtures (in this case only gas phase), diffusion based
separation processes are suitable, whose aim is to convert a feed mixture into two
or more products that differ in composition. The most widely used in syngas
cleaning are absorption and adsorption. Physical absorption and chemical
(reactive) absorption are the type of separation process typically used for syngas
purification, where a liquid solvent is used to selectively remove acid and basic
species. The absorption process counts with a regeneration step where the solvent
is cleaned from pollutants and recycled to be used again in the absorber. In general
they are formed by two columns (one for absorption and the other for desorption)
and a set of a heat exchangers and pumps that transform the solvent back to the
absorber conditions [10].

Mechanical methods are used to mainly separate fly ash and dust, from the main
gas stream. Cyclones are often used, but result ineffective for small size particles
(in the order of sub-microns). Ceramic candles or sintered metal filters and wet
scrubbers, operate better, in the case of the former ones they can operate close to
800�C.

Absorption methods are divided into physical and chemical processes
depending on the type of bond connexion between the selected species with the
solvent; simple physical absorption or a stronger chemical bond with the solvent
itself can be formed. The loading capacity of the solvents or absorbents depends
exclusively on the gas specie solubility (generally modelled using Henry’s law),
and the chemical reactivity of the gas specie with the solution media which could
require tackling with electrolytes formation (that is, the chemical reactions of the
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absorbed gases with the solvent). Gas species solubility is mainly influenced by the
operating pressure and the composition of the syngas, while for the solvent, the
quantity of solvent in the solution is also a decision parameter, which mainly
depends on the gas species to be removed. Physical solvents are for example,
methanol and dimethyl ethers of polyethylene glycol (DMPEG) that work using
common processes called Rectisol and Selexol, respectively. Chemical solvents
which are water-based solutions are amines, where MDEA is the most widely used
due to its higher selectivity compared with others.

Adsorption systems are normally formed by a solid bed that adsorbs the selected
species. The bed has to be periodically changed, or some of them allow for in situ
regeneration. This adsorption–desorption process involves changes in temperature
and pressure: low T and high P for adsorption, while the contrary conditions (i.e.,
high T and low P), for desorption. For example, the pressure swing adsorption
(PSA) cycle operates at a constant T, and at high P for the adsorption, and at low
P for desorption. As will be seen in Sect. 4.5 this unit can be used for H2 con-
centration and purification.

According to Sharma et al. [11], a gas cleaning process can be operated at three
temperature regimes as a consequence of the syngas final application in a gasifi-
cation plant; cold (less than 25�C), warm (less than 300�C) and hot cleaning (more
than 300�C). Comparatively, all the commercially available processes operate
using cold and warm syngas. It means that for gasification plants where the syngas
is obtained at high temperature, there exists a considerable loss of efficiency
(energetic and exergetic) due to its cooling before its purification and therefore
before its use in the GT. In addition to that, hot gas cleaning can lower operational
costs when final syngas applications need high temperature (for instance, H2

production by steam reforming and WGS, or combined heat and power generation
with a fuel cell). Nevertheless, the work of Pisa et al. [12] centres its attention in
IGCC power plants alternative designs and in desulphurisation processes in par-
ticular, evaluating the hot desulphurisation process such as the one with ferrite
(ZnFe2O4). This bed needs oxygen to convert H2S and steam to proportionate the
optimal humidity for the optimal operation work. The final result shows that high
steam consumption finish by penalising the steam turbine power production, thus
penalising the global efficiency of the plant.

Absorption processes can require a temperature around 200�C; on their side,
adsorption processes require nearly ambient temperatures. The syngas cooling has
several problems inherent to ashes presence, mainly their slagging and non-slagging
conditions when the syngas passes through a critical temperature range.

In the case of tars control, Brown et al. [13] point out that they cause envi-
ronmental and operation trouble, being condensable tars the main problem since
they can damage units of the whole flowsheet. Recalling from ‘‘Modelling Syngas
Generation’’, Sect. 2.2.1, there are two possibilities for tars removal: primary and
secondary methods. Catalytic conversions outside the gasifier are representative
type of processes intensification, since they allow not only for tars transforma-
tion but also for solids removal. It has been proven that particulates recirculation
to the gasifier contributes to tar control [14]. For nitrogen, cyanide and halide
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species removal, a wet scrubbing process is well extended for cold and warm
conditions.

Due to the importance of CO2 emissions in the context of energy production we
devote a whole section (3.1) to carbon capture and storage, which is discussed as
one of the possibilities to include during syngas cleaning operations. In the next
Sect. 4, a typical syngas cleaning train is described. It is worth emphasising that
in ‘‘Emerging Technologies on Syngas Purification: Process Intensification’’ and
‘‘H2 Production and CO2 Separation’’ new emerging technologies are described
namely the use of dolomite and CO2 removal for H2 recovery through membranes.

3.1 Carbon Capture and Storage

Climate change and alternative energy sources are nowadays a great need. It is a
reality that CO2 is one of the most important greenhouse gases (GHG). Nevertheless,
it is also true that many current industrial processes, not only for energy production,
but also to release CO2. Virtually all industries emit (directly or indirectly) CO2.
Typical examples are power plants via combustion or gasification of different fuels
(fossil such as coal, oil or natural gas; or renewables such as biomass which could be
considered as a CO2 neutral source due to its relatively small time of formation),
refineries; iron and steel industries; oil and gas extraction; cement production;
petrochemicals production and others such as paper mills, or fertilizers industries.
On the one hand, even if there are alternatives to power production from fossil fuels,
a complete substitution is still a challenge, and the dependence from oil, natural gas
and coal is and will be an issue in the developed and developing countries. On the
other hand, the industrial processes that have inherent CO2 emissions may have no
innocuous alternatives. For these reasons, nowadays there is an increasing interest
on carbon capture and storage (CCS) processes that aim at liquefying the CO2 stream
before its release to the atmosphere, its transport to a reservoir, and a final geological
storage. In this context, a CCS approach for gasification plants is an option to
diminish global CO2 emissions. In order to implement such a solution, it is necessary
to have an integrated approach considering the whole supply chain. It means that a
CCS process in a factory, which can be done with existing and well proved tech-
nology in the field of gas purification, should be directly linked with the localisation
of the possible geological reservoir for the captured GHG. It also has to consider the
different CO2 transportation network possibilities, by pipelines or by boats (similar
to the ones used in natural gas).

Besides the technical and logistic aspects, also the public acceptance is
important to be considered together with the requirements on legal and politic
developments which altogether have a key role to implement CCS as a climate
change solution. For example, to decide the obligatory nature of the CO2 capture
measure and the purity of the CO2 to be injected, the subject has to be extensively
discussed and assessed from legal and technological points of view. Specifically,
for power plants, the implementation of a carbon capture technology penalises the
global efficiency of the plant in around a 7% based on the LHV [15].
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The partial pressure of the CO2 in the gas mixture is a key parameter that
represents the CO2 concentration and it is crucial to know how difficult CO2

capture will be. In general, the higher the CO2 partial pressure is, the easier to
separate it from other species will be. In syngas power plants, the difference
between syngas CO2 partial pressure before and after the gas turbine is complex to
assess directly, but in general, higher partial pressures are found before the gas
turbine. The GT CO2 partial pressure in the outlet is lower, besides the CO2

generation due to syngas combustion in the GT the mixture with air dilutes the gas
mixture and it is also lowered due to the flue gas expansion in the turbine to
atmospheric pressure. Thus, a noticeable difference exists when considering pre or
post-combustion carbon capture techniques. Other CO2 capture principles are
based on oxy-combustion, metal oxidation and its capture using membranes. This
last one is described in ‘‘H2 Production and CO2 Separation’’.

Pre and post-combustion are the typical candidates for syngas power plants
[16]. Usually, chemical solvent processes are used for CO2 partial pressures below
around 15 bar. Physical solvent processes are applicable to gas streams which have
high CO2 partial pressure and/or high total pressure. Post-combustion techniques
are represented mainly by chemical absorption, where amines play an important
role. The outlet CO2 stream is treated, compressed and liquefied to be prepared for
transport to its final disposal location. As shown in Fig. 2, after the gas turbine
combustion, in our case, after syngas production and use, the flue gas is treated.

Pre-combustion, as Fig. 3 shows, requires a reactor, which produces CO2 and
downstream a process for CO2 capture that separates CO2 and H2. This hydrogen is
then sent to the CC to produce power. And analogously to the post-combustion
scenario, CO2 is sent to a compression system to be liquefied for its transport. The
pure hydrogen obtained could be sold to the market, or sent to a fuel cell appli-
cation which will require further purification, for instance, by using a PSA system.
The pre-combustion technique counts with a physical solvent that absorbs acid
compounds. Consequently and by means of process intensification, the work of
Huang et al. [17] evaluates the same absorption process for both, CO2 and H2S
abatement, finding that the main drawback is the effect of sulphur compounds in
the WGS reactor.

In general, for oxygen blown gasifiers at high operating pressures and relatively
high CO2 concentrations, the physical solvent absorption system is the predomi-
nantly used technology. According to Metz et al. [16], the most extended tech-
nology to capture CO2 before the gas turbine combustion is the Selexol process
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that uses dimethyl ether of polyethylene glycol (dimethyl ether of PEG, the key
ingredient of Selexol) as solvent, achieving a CO2 capture efficiency of more than
90%. The optimum pressure for hydrogen purification is in the interval of
15–30 bar. The hydrogen concentration in the outlet stream of a modern PSA unit
usually lies between 80 and 92%. PSA is mainly based on the adsorption behaviour
difference between molecules. There exists a gap between the knowledge and the
suitability of the already known process, with practical projects in the field in an
integrated way. Nevertheless, some research has been already developed around
this subject, specifically around carbon capture in gasification plants:

Several works can be found in the field of CCS applied to power plants. Desideri
and Paolucci [18] is one of the first works developed in the field and in the framework
of modelling. They model a carbon capture technology for flue gas from conven-
tional power plants cleaning. The post-combustion configuration is consequently
modelled, using Aspen Plus� software. Their approach contemplates the exhaustive
description of the system, model validation with literature data, the whole plant
performance evaluation and a cost analysis. It allows for optimisation when input
characteristics change. It is concluded that a 90% of CO2 emissions can be reduced,
but capital costs are significant and penalise the final COE (cost of electricity). The
work of Hamelinck and Faaij [19] is based on biomass gasification and on pro-
duction of methanol, hydrogen and electricity. This last is produced taking profit of
the remaining gases after methanol or hydrogen production units. They have a
relatively low LHV if compared with fossil fuels, but they offer the possibility of
being self-sustained in electricity consumption. The considered process steps are
pre-treatment, gasification, gas cleaning, reforming of higher hydrocarbons, a shift
step to obtain proper H2/CO ratios and the final gas separation for hydrogen pro-
duction or methanol synthesis and purification. The used software is again Aspen
Plus�. The main purpose of the work is to identify biomass to methanol and
hydrogen conversion concepts that may drive to higher efficiencies with lower costs.
The work of Kanniche and Bouallou [20] takes into account an IGCC power plant
with CCS technology in pre-combustion configuration, fuelled with coal. They
perform a scenarios evaluation considering different physical and chemical solvents
and comparing them in technical and economic terms. Aspen Plus� is again the
chosen simulation tool. The premise they follow is to be as realistic as possible,
avoiding big modifications of an already existing IGCC power plant, consequently
conserving as much as possible the existing operating conditions. The conclusion of
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the article states that physical processes, concretely Selexol and Rectisol ones, and
activated amines have lower thermal consumption (mainly in the desorption col-
umn). Capturing CO2 leads to a 24% of power generation efficiency reduction.
Therefore, CCS technology should be included carefully integrated in the already
existing power plant. The work of Descamps et al. [21] carefully describes the
Rectisol process, with methanol as solvent, for CO2 abatement in a pre-combustion
configuration in an IGCC power plant. Previously to the absorption process, the CO2

removal train counts with a series of WGS reactors: three reactors to obtain a high
CO conversion rate. The necessary steam is produced considering integration with
the CC. The performed sensitivity analyses demonstrate that CO conversion is
related with the amount of water, concretely in a way that a H2O/CO mole relation of
1 in the first reactor optimises the conversion. The final conversion achieved is
around 92% in mole basis. The CO2 absorption rate is varied between 77 and 98% in
mole basis. Higher rates imply a slight increase of gas turbine power, and a slight
decrease in the steam turbine. The validation with former studies is difficult, since
there exist a lack of details concerning specific operating conditions and integration
heat and mass streams. As it is derived from the already cited references, the work is
mainly focused on optimisation and design of power plants counting with CO2

capture systems. It seems that few real experiences can be cited in this domain,
which are mainly blocked by the power efficiency loss. Following the main ten-
dency, Chen and Rubin [22] develop an integrated platform to evaluate CCS costs
and performance for IGCC power plants. Their base model counts with a Selexol
system and in general with modelled units based on commercial units, considering
no integration between the ASU and the CC. Their WGS reactors system counts with
two stages (one for syngas steam consumption, and the other one for external steam
supply), and the Selexol unit uses the process intensification philosophy by also
including two stages for sulphur and carbon removal separately. They observe that a
redesign of the heat integration system of the plant should be done when adding new
units. As a consequence, even if one of the premises is to maintain as much as pos-
sible the already existing conditions of a plant, the most optimal way to proceed is
recalculating and redesigning the possibilities of streams integration. A probabilistic
uncertainty analysis demonstrates that most of the uncertainty in costs estimation
comes from the plant itself rather than from the carbon capture system. Design
optimisation process is also seen in Biagini et al. [23] work. It considers different
biomass conversion processes to produce hydrogen: gasification and combustion,
with pre and post-combustion configuration, at small scale. Sensitivity analyses are
performed taken into account the most influencing parameters: the equivalence ratio
in the case of gasification, steam addition and moisture content in the biomass.

4 Modelling of Syngas Cleaning Units

This chapter then deals with the synthesis gas cleaning, necessary to produce
electricity and hydrogen in an IGCC plant. The pursued objective in syngas
application to power production is to clean the gas before its combustion in a GT,
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mainly to avoid as much as possible nitrogen and sulphur emissions. A gas
cleaning train typically involve steps that are discussed in Sect. 3. In a first step,
the gas is cleaned from solids in a ceramic filter. Then, in the venturi scrubber,
syngas is placed in contact with a water stream that absorbs and removes cyanide,
halide, acid (mainly H2S) and basic (mainly NH3) pollutants. Polluted water is
treated in sour water stripper and recycled back to the scrubber which closes a
water loop and decreases the overall plant-wide water consumption. The sour
water stripping unit needs to be purged due to the build up of pollutants. The
purged water is then treated and disposed off. Syngas is further purified from the
acid species through the COS hydrolysis reactor. This unit converts COS into H2S,
which is removed in a MDEA absorber. Polluted gas streams from the stripping
unit, COS hydrolysis reactor and from the MDEA absorber containing high
amounts of H2S are sent to a Claus plant, where sulphur is recovered in liquid
form. The clean gas obtained, after the MDEA absorber, is sent to the GT for
power production.

In the case of hydrogen generation application, the pursued objective is to
separate CO from H2, the deprived hydrogen stream could be sent to the GT, or the
high content H2 stream could be further purified and sold as pure hydrogen.
Considering CCS possibilities, Cormos et al. [24], point out that pre-combustion
CO2 capture method is more suitable for gasification process than post-combustion
capture (lower energy penalty, possibility to co-generate power and hydrogen,
higher degree of plant flexibility, etc.). In this sense an IGCC power plant is
suitable for a CO2 pre-combustion capture method, given that the high pressure
present along the cleaning flowsheet could be profited to separate the CO2 with a
physical absorption method (Kanniche et al. [25]).

Due to the appearance of non-ideal behaviour of the liquid phase due to the
occurrence of pH changes related to the speciation of dissolved gasses in water or
other solvents, the physical property method chosen to calculate thermodynamic
and transport properties of the streams should be based on an activity coefficient
model. Several different possibilities are available such as Wilson, UNIQUAC or
non-random two liquid (NRTL) (see [26]). However due to the consideration of
gas species solvation and subsequent electrolytes formation, an extension of the
NRTL model called ELECNRTL is suitable. This thermodynamic model selection
allows modelling unit operations where electrolyte presence is notorious with
ELECNRTL, while the remaining with NRTL. Moreover, for other cleaning units
that do not require or consider the appearance of a liquid phase the Peng-Robinson
EOS is used, as recommended in Aspen Plus� for hydrocarbon processing
applications such as gas processing, between others.

Separation of vapour and liquid phases during equilibrium (VLE) is considered
here as the main separation method for absorption processes, therefore considering
the Henry’s law together with the ELECTRNL and NRTL property methods for
this gas–liquid interaction. Henry’s law states that at a constant temperature the
partial pressure of species i in a volume of gas, in equilibrium with a liquid, is
directly proportional to the species mole fraction in the liquid phase (see Eq. 1, for
an ideal behaviour and for a specific solvent).
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pi ¼ yi � P ¼ xi � HiðTÞ ð1Þ

In Eq. 1, pi is the partial pressure of i in the gas phase, yi is the mole fraction of
i in the gas phase, P is the total pressure, xi is the mole fraction of i in the liquid
phase and Hi(T) is the Henry’s law constant for i. The Henry’s law constant
expressed like in Eq. 1 has units of pressure. If we consider a non-ideal behaviour,
the fugacity (fi) describes better the behaviour of gas species partial pressure in the
gas phase. It implies the substitution of the P term in Eq. 1, for the fugacity itself,
usually determined experimentally. /i is the fugacity coefficient, which has a
dimensionless value (see Eq. 2). At its turn, for the liquid phase, this effective
(‘‘real’’) behaviour for the species concentration is given by the activity ( ai). In an
analogous way as in the gas phase, ciis the activity coefficient, and relates the
activity with the mole fraction (see Eq. 3).

pi ¼ yi �
fi
/i
¼ xi � HiðTÞ ð2Þ

pi ¼ yi �
fi
/i
¼ ai

ci
� HiðTÞ ð3Þ

Thus, an expression like (3) is the one that uses Aspen Plus�, the pair of binary
interaction between species and solvent is proposed, and the Henry’s constants are
available from the Aspen Plus physical property system databanks. HiðTÞ is cal-
culated as shown in Eq. 4. The Henry’s constants for a specific solvent
(ai; bi; ci; di; ei), are explicit for the binary interactions of the species with water
and methanol in their respective cases, and are summarised in Table 1. The
expressions are suitable for a specific range of temperatures, Tlower (TL), and Tupper

(TU), AspenTech [27].

ln HiðTÞ ¼ ai þ
bi

T
þ ci � ln T þ di � T þ ei

T2
ð4Þ

ELECTRNL and NRTL property methods are different due to the characteristic
of handling with electrolytes. The ions formed can be estimated by Aspen Plus�

using the Electrolytes Wizard command in the selection of components sections,
when all the components have been already introduced. This command also
generates the appropriate chemical equilibrium reactions for electrolyte appear-
ance. NRTL model can describe VLE and LLE of non-ideal solutions.

The RadFrac model from Aspen Plus� is used to model all the absorption units
except the COS hydrolyser, the Claus plant, the WGS reactor, the PSA and the
liquefactor. This unit is based on the principle that different phases have different
compositions at equilibrium, therefore using the Henry’s law together with
ELECNRTL each stage phase separation is estimated. The main stream is added to
the RadFrac column, while a separating agent is also added to achieve separation;
it can be as the form of energy or matter. Generally, this energy is the reboiler heat
used to recirculate the bottoms of the column, or/and an absorbent as a matter.
The separation factor (aij) evaluates the degree of separation of species between
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the two matters in equilibrium, gas and liquid in our case in each stage. In our
approach we are taking into account the whole column separation effect, and we
have defined the split fraction as the quotient between the flow of one specific
species in the gas (head stream) and the inlet amount of the same component.

This equilibrium approach, whose purpose is to absorb species, has to be seen
as a source (the syngas) or feed that transfer components into a receiving phase.
One common equilibrium attribute is the saturation of a phase; it implies that the
reactant in a chemical absorption, as the receiving phase, has a limited capacity
[10, 27]. See in Eq. 5 the expression of the equilibrium constant (Keq), analogous
to the expression of Hi. Therefore, as the column has a specific temperature profile,
the equilibrium constant has different values for each one of the reactions along the
column.

ln Keq ¼ Aþ B

T
þ C � ln T þ D� T ð5Þ

In the following sections we are dealing with the detailed model of each syngas
cleaning unit, describing the used unit, the equations involved, as well as the
specific input conditions, following the ELCOGAS IGCC power plant operation
conditions. Following the hypotheses already mentioned in ‘‘Modelling Syngas
Generation’’, in this modelling approach we are assuming that no char either tar
are produced. In the ceramic filter all the solids are assumed to be removed. We are
also considering that the syngas obtained in the PRENFLO gasifier has similar
characteristics between different mixtures of coal, petcoke and biomass thus, not
changing the operating conditions of cleaning units.

4.1 Cleaning Unit Remarks

In general to grasp the results of a plant section different metrics that represent their
overall behaviour are required. These metrics can range from simple mass flows to
complex relationships between species concentrations in different streams. In
chemical plants where treatment of a given stream is required, usually these metrics
are related to concentration of inlet and outlet streams or to ratios of moles of specific
species. In general for a given block that has one inlet A and two outlets B and C the
following ratios and split fractions can be defined for given specie i, as follows.

spliti ¼
mB

i

mA
i

ð6Þ

recoveryi ¼
mB

i � mC
i

mA
i

ð7Þ

where mX
i , represents the mole or mass flow of component i in stream X. These

recovery fraction and split fraction are used to calibrate and validate a model.
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4.2 Venturi Scrubber

The main objective of the venturi scrubber is the abatement of NH3, cyanide and
halide species, although some H2S is also absorbed. This syngas cleaning unit is
placed after the gasifier and the candle filter. The species transfer occurs taking
into account the VLE, following the Henry’s law, and considering the electrolyte
reactions that take place in the liquid phase, therefore the property package used is
ELECTRNL, using a true species approach that reports ionic species composition.
A solution of NaOH 15 wt% in is used as acid capturer. The main Henry com-
ponents are NH3, CO2, and H2S (see in Table 1 the Henry’s constants for each
species and water). Indeed, the ionisation reactions are represented in Eqs. from 8
to 16. See in Table 2 the Keq values for the ionisation equations.

2H2O ! H3Oþ þ OH� ð8Þ

NH3 + H2O ! NHþ
4

+ OH� ð9Þ

HCl + H2O �! H3Oþ + Cl� ð10Þ

CO2 + 2H2O ! H3Oþ + HCO�3 ð11Þ

HCO�3 + H2O ! H3Oþ + CO2�
3 ð12Þ

H2S + H2O ! H3Oþ + HS� ð13Þ

HS� + H2O ! H3Oþ + S2� ð14Þ

HCN + H2O ! H3Oþ + CN� ð15Þ

NaOH�!Naþ + OH� ð16Þ

Table 2 Equilibrium constants for the ionisation equations present in the venturi scrubber and
the MDEA absorber, in mole fraction basis. Keq units depend on the stoichiometry of the reaction,
T in K [27]

Equation A B C D

8 132.9 -13,445.9 -22.5 0
9 -1.26 -3,335.7 1.5 -3.7 9 10-3

11 231.5 -12,092.1 -36.8 0
12 216.1 -12,431.7 -35.5 0
13 214.6 -12,995.4 -33.6 0
14 -9.8 -8,585.5 0 0
15 22.9 -9,945.5 0 -5 9 10-2

20 -9.4 -4,235 0 0
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The RadFrac model, which represents the venturi scrubber behaviour, works at
a constant pressure of 23.6 bar. As the syngas arrives at 24.8 bar, it is assumed a
pressure drop of 1.2 bar. The syngas temperature is around 235�C, as a conse-
quence of its usage in the WHB, see ‘‘Modelling Syngas Generation’’. Water and
NaOH flowrates are related to the syngas flowrate that enters the venturi scrubber,
thus with the gasifier load. The feeds relations have been included into the model
by means of two FORTRAN blocks (two calculator blocks) that establish the
amount of NaOH in a 0.12% the flowrate of syngas in mass basis, and the flowrate
of water in a 9% the same flowrate and the same basis, according to ELCOGAS
experience. The contaminated water goes to the sour water stripping system that
works at approximately 1.5 bar, to be pre-treated before its final disposal. For this
reason, water is depressurised in a flash vessel before entering the first stripping
system column. This flash is considered to work at 1.5 bar and 53�C, and it is
modelled as a 2 phase flash model. The cleaned gas after the venturi scrubber
process has to be cooled down till around 140�C, before the COS hydrolyser. See
the layout of the venturi scrubber—water stripping system with the units included
in Aspen Plus� and the main material streams in Fig. 4.

4.3 Sour Water Stripper

Its main function is to pre-treat the used water in the venturi scrubber by desorbing
the absorbed species: NH3, HCl, CO2, H2S and HCN. It is formed by two main
units: an acid stripper that abates acid species, and a basic stripper that abates basic
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Fig. 4 Venturi scrubber and sour water stripper
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species. The species transfer occurs between water and steam that is injected to the
column through the column’s bottoms. H2SO4 and NaOH solutions, of 96 and 15%
of purity in weight, regulate the pH in the two columns, thus achieving the
selective acid and basic absorption. Analogously as in the venturi scrubber, the
species transfer takes place through VLE following the Henry’s law, to model such
behaviour the ELECTRNL property package is used, with true species approach.
The electrolyte reactions are the same than the previous ones (see in Table 1 the
Henry’s constants for each binary mixture), Eqs. from 8 to 16, plus Eqs. 17 and 18,
related with the sulphuric acid dissociation.

H2SO4 þ H2O �! H3Oþ þ HSO�4 ð17Þ

HSO�4 þ H2O �! H3Oþ þ SO2�
4 ð18Þ

The sour water stripper has been modelled using two RadFrac units with
condenser and reboiler, working at 1.5 bar and assuming no pressure drop along
the column. Solvents mass flowrate are proportional to the water mass flowrate to
be treated based on ELCOGAS experience. The H2SO4 solution is fixed as a 0.3%
of the water in flow; while the NaOH has a proportional factor value of 1.2%. As
in the previous unit, these proportionality conditions have been introduced in
Aspen Plus� using calculator blocks. After the stripping process two main streams
are obtained: the treated water that goes to the final treatment unit and a sour gas
that goes to the Claus plant to recover sulphur. The final water temperature is
around 40�C; and the sour gas goes to the next cleaning unit at around 105�C. See
in Fig. 4 the layout the process as modelled in Aspen Plus�.

4.4 COS Hydrolysis and Amines Absorption

The COS hydrolyser and the MDEA (methyldiethanol amine) units represent the
syngas’ sulphur removal step. Firstly, it is necessary to transform the COS, which
is the other sulphur compound formed during gasification apart from H2S, into
H2S, since the amines processes are effective for this second compound.

The COS reaction with water, see Eq. 19, takes place in a catalysed bed, which
in this case is modelled as a stoichiometric reactor from Aspen Plus�, with a COS
fractional conversion of 0.99, adjusted to a previous kinetic model, described
elsewhere [28]. A pressure drop of 1.6 bar is assumed in this reactor. Peng-
Robinson property package is used here.

COS + H2O �! H2S + CO2 ð19Þ

Amines absorption, in this case an MDEA-water solution, acts as the chemical
absorber for H2S at high pressure and low temperature (22 bar and 33�C).
Absorption and desorption columns are simulated, with lean stream recirculation.
The MDEA solvent is a 50% water solution in mass basis. The polluted MDEA
solution stream is decompressed before entering the desorption column that works
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at 1.5 bar and relies on a condenser and a reboiler. As it is recycled, it must be
re-compressed. Also temperature is conditioned before expansion and compres-
sion. As in the venturi scrubber and the sour water stripper, ELECTRNL property
package is used, with true species approach, and with the Henry’s law for the
species absorption calculation. The Henry components considered here are the
same than in the previous units (see in Table 1 the Henry’s constants for each
binary mixture). Moreover Eq. 20 is added to the list of Eqs. 8–15. See in Table 2,
its Keq expression value.

MDEAþ + H2O ! MDEA + H3Oþ ð20Þ

The absorption and desorption columns are modelled with RadFrac units. No
pressure drop is taken into account. The amount of MDEA solution that is recycled
has been calculated through sensitivity analysis for the base case based on
ELCOGAS results. Due to MDEA losses through the gasses streams and liquid
entrainment, the net consumption of MDEA is around 3 kg h-1. Two streams
result from the process: the clean gas from the absorber that goes to the gas
turbine, and the Claus gas from the desorber that goes to the Claus plant. The clean
gas has about 60�C, and is heated till around 150�C before the CC with the heat
excess from the COS outlet stream cooling, assuming a 0.7 bar of pressure loss. A
recycle stream comes from the Claus plant process, and is added to the clean gas
that goes out of the MDEA absorber. Between the COS hydrolyser and the
absorber there is a small fraction of clean gas that goes to a hydrogenation reactor
in the Claus plant. See the process layout as modelled in Aspen Plus� in Fig. 5.

4.5 Claus Plant

The Claus plant is the plant section that is responsible for sulphur recovery. Its
main purpose is to convert H2S into elemental sulphur. Second, it aims at NH3 and
HCN conversion into nitrogen. The process relies on two parallel kilns and two
series reactors catalyzed by alumina, called Claus reactors. Sulphur is recovered
after each step with flash separators. Finally, the gas with a small amount of acid
and basic compounds goes to a hydrogenation reactor, also catalysed, to increase
the overall sulphur recovery by means of the residual gas recycling, thus giving
another chance to the remaining sulphur in the gas to be recovered. The property
package used is Peng-Robinson, and both thermal and catalytic stages are mod-
elled by taking into account the degree of advance of the involved reactions,
deduced from a previous kinetic model (see [28]). The hydrogenation reactor
considers the conversion of any remaining S or SO2 in the gas, into H2S. There-
fore, hydrogen is needed for this transformation. It has been modelled considering
the equilibrium chemical compounds composition. See main equations of the kilns
and the catalysed reactors in Eqs. 21–24. The hydrogenation step can be described
by Eq. 25 and 26.
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H2Sþ 1:5O2 �! SO3 þ H2O ð21Þ

NH3 �! 0:5N2 þ 1:5H2 ð22Þ

HCNþ H2O �! 1:5H2 þ 0:5N2 þ CO ð23Þ

2H2Sþ SO2 �! 3Sþ 2H2O ð24Þ

S2 þ 2H2  ! 2H2S ð25Þ

SO2 þ 3H2  ! H2Sþ 2H2O ð26Þ

Thermal and catalytic stages have been modelled in Aspen Plus� using three
Stoichiometric reactors. The thermal stage has been considered as one unique step
that considers Eqs. 21–24. It receives two residual gas streams from previous
cleaning units: the sour gas from the sour water stripper and the stripped gas from
the desorption column in the MDEA absorption process. Both polluted streams go
to the kiln at 1.5 bar. Another required input to the kiln is a stream of air, which is
necessary for the conversion of H2S into SO2. The necessary amount of air has
been established as a fraction of the necessary stoichiometric air to burn the
amount of H2S present in the gas mixture. Thus, the property set COMB-O2 from
Aspen Plus� has been used to calculate such value and is set in the simulation by
means of a calculator block. For modelling purposes, the gas stream has been
divided into H2S on the one hand and the rest of species on the other (see Fig. 6),
considering combustion at 1,000�C, modelling this last stream combustion by
means of a Gibbs reactor. Then, the mixture of the two streams resulting from
combustion is sent to the next step. The catalytic stage, with two stoichiometric
reactors, contemplates Eq. 24 at two different temperatures, 270 and 210�C.
Before it, a cooling step with its subsequent sulphur recovery step is needed. In an
analogous way, after each catalyzed reactor there exists a flash reactor to recover
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Fig. 5 COS hydrolyser and MDEA plant
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the obtained liquid sulphur. See in Table 3 a compilation of the conversion factors
considered for each reaction and its reference component, in all cases the reactors
have been considered to operate under adiabatic conditions.

Finally, the remaining gas is fed to the hydrogenation reactor, where a small
portion of clean gas, a 0.5% in mass basis from the outlet stream of the COS
reactor, is used to transform the not recovered sulphur, and recycle the resultant to
the gas cleaning process before the COS hydrolysis reactor, for H2S removal. This
step is simulated using a Gibbs reactor. Before recycling, it is necessary a tem-
perature and pressure conditioning step: the resultant gas stream must be com-
pressed till 23.6 bar and heated till 141�C, which are the conditions of the inlet
stream to the sulphur removal step. See in Fig. 6 a schema of the Claus plant as
modelled in Aspen Plus�, only including the material streams.

4.6 WGS and CO2 Capture

As generally explained in Sect. 3.1, the chosen actuation way for the IGCC
power plant to remove CO2 thus, to obtain H2 is the pre-combustion configu-
ration. The first step before CO2 capture is the conversion of CO into H2 and
CO2. It is achieved with the WGS reaction, Eq. 27, in this case, in two reactors
in series.

CO + H2O  !CO2 + H2 ð27Þ

This shifting step follows the configuration found in Chiesa et al. [29]. The
transformation takes place in two adiabatic reactors, considering Eq. 27 in equi-
librium at two different temperatures. The chosen temperatures have been 400�C
for the first reactor and 210�C for the second one. Downstream the first reactor, the
gas stream is cooled down to be adapted to the conditions of the second reactor,

Fig. 6 Claus plant
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while downstream the second reactor, the product stream is again cooled down to
be adapted to the acid gas removal conditions (see Fig. 7). The assumed pressure
drop is about 0.4 bar into each reactor. The high temperature proposed for the first
reactor is obtained using intermediate pressure (IP) steam. The amount of steam to
be introduced has been fixed according to the data found in Descamps et al. [21],
and corresponds to a value of b ¼ 1:25, being b defined as the steam to CO ratio in
mole basis, in the obtained mixture. Two reactors are used in series due to the
highly exothermic conditions, which require of intermediate cooling. Due to this
characteristic, the desired products are favoured when lower temperatures are
considered, but reaction rates are slow then, consequently intermediate cooling
allows to take advantage of the heat released during the WGS reaction and to
enhance the production of H2. The step is modelled in Aspen Plus� with two

Table 3 Calibration parameters in the different syngas cleaning units

Unit Variable Basis Reference Parameter

Venturi H2O consumption Mass Syngas flowrate 9%
NaOH consumption Mass Syngas flowrate 0.12%
Stages Number – 10

Stripper H2SO4 consumption Mass H2O flowrate 0.3%
Acid stripper stages Number – 5
NaOH consumption Mass H2O flowrate 1.2%
Basic stripper stages Number – 8

Hydrolyser COS Conversion Eq. 19 0.99
Absorber MDEA solution flow Mass – 118,000 kg h-1

Absorber stages Number – 5
Desorber stages Number – 12
Desorber reflux ratio Mass – 1.9
Desorber boilup ratio Mass – 0.3

Claus plant O2 Conversion Eq. 21 1
Kiln NH3 Conversion Eq. 22 0.96

HCN Conversion Eq. 23 0.96
H2S Conversion Eq. 24 0.50
Air consumption Mole H2S flowrate 0.33 stoich.

Claus 1 SO2 Conversion Eq. 24 0.80
Claus 2 SO2 Conversion Eq. 24 0.60
WGS reactor b Mole – 1.25
Rectisol process Methanol flow Mass CO2 flowrate 4.5

Absorber stages Number – 8
Flash vessel 1 Pressure – 10 bar
Flash vessel 2 Pressure – 2.7 bar
Flash vessel 3 Pressure – 1.4 bar
Desorber stages Number – 15
Desorber reflux ratio Mass – 5
Desorber boilup ratio Mass – 0.3

PSA Bed 1 CO2 and H2O flows Separation H2 flow 0
Bed 2 H2 flow Separation H2 flow 0.84
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Equilibrium Reactors that take into account the abovementioned equation and
determine products by specifying temperature approach to equilibrium, in this case
assumed as 0 degrees. The Peng-Robinson property package is used here.

Acid species removal is done using physical absorption through the Rectisol
process that uses pure methanol as absorption solvent. The physical absorber
process follows the same principles as the described for the MDEA, however no
ionisation occurs. Consequently, the property package used is NRTL. VLE follows
again the Henry’s law, and as in previous units, the value of Henry’s constants for
each pair of involved species is reported in Table 1 (considering the solubility of
the gas specie in methanol). In contrast to the MDEA process, the solvent
expansion required before the desorption column is done here by means of three
pressure drums (which are modelled as three flash vessels in Aspen Plus�). These
drums recover the CO2 on the one hand and also allow for recycling the solvent.
These intermediate flash drums pressures have been settled in order to obtain the
desired methanol purity. The high concentration H2 stream is obtained from the
top of the absorption column. According to Hamelinck and Faaij [19], a pressure
drop of 0.5 bar and of 0.2 bar are customarily considered in the absorption and
regeneration columns, respectively. The final pressure of the H2 stream is 21.7 bar,
and that of CO2 is 10 bar. Please note in Fig. 7 that after the flash vessels, the CO2

stream is compressed. The absorption column works at low temperatures around -

30�C, that is why after the second WGS reactor the shifted gas is cooled down
from approximately 320�C till 200�C. The desorption column works at 1.2 bar,
and counts with a condenser and a reboiler. The amount of methanol required is
proportional to the mass flowrate of CO2 contained in the WGS product shifted
stream; this value is introduced through a calculator block; to obtain the desired
purity. In this sense the methanol mass flowrate has been fixed as a 4.5 times the
mass flowrate of the CO2. The methanol flowrate has been determined according to
the final purity conditions. The Rectisol plant layout follows the configuration and
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Fig. 7 WGS reactors and carbon capture with Rectisol process
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information of Descamps et al. [21]. The two main streams leaving this flowsheet
part have other species that are important to mention: the H2 stream has a small
fraction of N2, while the CO2 rich streams count with a small fraction of syngas
compounds. Any improvement in concentration of both streams implies more
power use and a plant-wide efficiency penalisation. At this moment, we have
considered this approach as representative enough at this conceptual modelling
stage. The H2 purity has been fixed in an 80 mol%, and the CO2 purity in a
70 mol%.

Hydrogen stream, if it is not feed to the CC, should be treated to increase its
purity. It is performed by means of a PSA system, as in ELCOGAS power plant
(further explained in ‘‘Examples of Industrial Applications’’). Independently to the
application, after the Rectisol absorption column, the stream is heated till 40�C. If
the stream goes to the CC it is heated till 150�C, to be around the same temperature
as the syngas after the MDEA absorber. The topology simulated and the working
conditions that are commonly used in a PSA system can be obtained from the work
of Hamelinck and Faaij [19]. Their system is formed by two reactors that use two
different solid beds: the first one uses activated carbon and the second one a
zeolites molecular sieve. In PSA systems there exists a trade-off between the
number of reactors and the flue gas recycling for enhancing the H2 recovery. Here
the flue gas is not recycled; it can be released, or it can be compressed and sent to
the CC. We assume 0.35 bar of pressure loss in each unit. Each PSA column is
simply simulated in Aspen Plus� using a component separator. The first one
operates separating all CO2 and all H2O, while the second one adsorbs the
remaining gas species, except for H2, whose final purity is of 99.99 mol%. The
final H2 pressure is around 0.95 bar.

For the case of CO2, this stream requires liquefaction to ease its transportation
needs. CO2 should have supercritical conditions to meet storage conditions. The
liquefaction system considers the work of Desideri and Paolucci [18] and Chiesa
et al. [29]. The assumed conditions in the proposed model are as follows: the
operating pressure around 150 bar, an isentropic efficiency of 82% for the com-
pressor and of 75% for the pump and a temperature before pipeline transportation
around 35�C. Before its compression, water is separated from CO2 in order to
avoid pipeline problems. Thus, before the compressor unit, the stream from the
desorption column in the Rectisol system is cooled down from 183 to 25�C, being
at 10 bar of pressure. Then, a flash vessel is used to separate the liquid water from
the CO2. At this stage, the following step is to compress and cool down the CO2 to
obtain it in liquefied state, at 150 bar and 30�C. The final CO2 stream has a purity
of 95.5 mol%.

4.7 Calibration and Validation

For cleaning gas calibration, as well as for the gasifier model, real ELCOGAS
power plant data, the works of Chiesa et al. [29] and Descamps et al. [21], and
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exhaustive kinetics models [28] (in the case of the stoichiometric reactors in COS
hydrolyser and Claus plant) have been used to adjust the variables of the different
models. It means that even if the modelled units are general enough, in order to
adjust them to other real installations the parameters shown in Table 3 are specific
values suitable for changes, and also for optimisation.

Results validation contemplates the base case, which corresponds to gasifier fed
with a fuel feedstock formed by a 50–50% of coal and petcoke in mass basis. The
syngas treated in these cleaning gas units comes from the base case feedstock, at
around 1,400–1,500�C and at 25 bar, as described in ‘‘Modelling Syngas Generation’’.
For the gas cleaning train including venturi scrubber, sour water stripper, COS hy-
drolyser and MDEA absorber, validation can be carried out by comparing ELCOGAS
information with model outputs. Concretely, clean gas composition after the
absorption process and Claus gas composition after desorption process are of concern.
Both streams are from the last cleaning unit applied to the main stream before CC or
before further purification to obtain H2. It can be seen from Fig. 8 that considering the
whole flowsheet from feedstock preparation till MDEA absorption, the final gases
composition error is within a margin of 10%. Regarding ‘‘big number’’ from outlet
flows, Claus plant validation is done by regarding the final sulphur flowrate: in the case
of the simulation a value of 3.286 tons h-1. The industrial value is 3.110 tons h-1. In
the case of the sour water gas stripping, pre-treated water in the model has a flowrate of
7.277 tons h-1; in ELCOGAS power plant this value corresponds to 7,617 tons h-1.
In these two last numbers, the error is 5.7 and 4.5%. All in all, at this stage, the results
show a maximum error of 10%, which is better than the range of a preliminary design
stage, typically between 15 and 20% according to Wells and Rose [30]. Regarding the
carbon capture system, as stated before, the works of Chiesa et al. [29] and Descamps
et al. [21] are of concern. The PSA unit is validated in its simplified way of modelling,
which already takes into consideration the results of those references. Concerning the
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WGS reactors, the work of Descamps et al. [21] is considered, for a value of b ¼ 1:25,
the CO conversion rate obtained is around 92%. In this simulation, a conversion of
91% is obtained. Concerning the Rectisol system, a CO2 absorption rate of 95% is
obtained, while a value of 99% is obtained in the simulation. The CO2 product has a
purity of 99 mol%, the rest being traces of syngas. This purity should be adapted to
the reservoir convenience and the legislation parameters. Nevertheless, ELCOGAS
states that a purity of the 99% (‘‘Examples of Industrial Applications’’) should be
convenient for the final storage. At this stage of modelling, we assume that a purity
of 97% is enough for final disposal.

In chapter ‘‘Modelling Superstructure for Conceptual Design of Syngas
Generation and Treatment’’, Sect. 2 a brief introduction to the use of metamodels
in process simulation is done, one of the most common approaches to ease
simulation requirements is the use of component splitters, where different species
splits are entered to mimic the behaviour of more complex models. By looking at
each of the former purification unit separately and their complex models involving
ion chemistry, the following split fractions, as defined in Sect. 4.1, are found for the
specific components of interest. Please note that in the case of the Claus plant,
the split fraction is referred to the final H2S composition in the recycle gas after the
hydrogenation step. See Table 4 for a summary of these values. In the first unit, the
species NH3 and HCl are fairly depleted from the gas stream. The stripper cleans
water stream from all acid species; nevertheless its efficiency with the basic ones
shows worse values. The MDEA absorption process scrubs the syngas from all the
species of concern (being the reported stream the Claus gas, see Fig. 5), while half of
the CO2 composition remains in the main stream. In the Claus plant, almost all the
sulphur recovered. The remaining NH3 is recycled; it is transformed into N2 and H2

which is also recycled. CO2 is all recycled, with a split fraction greater than one
mainly due to the combustion in the Claus kiln. Finally, Rectisol process recovers all
the H2, and nearly all the present CO2 in the shifted stream.

Summing up, the proposed syngas cleaning units models have been deeply
explained and validated with ELCOGAS power plant data or with reliable data
from the literature. The main conclusion here is that the conjunction of the dif-
ferent explained blocks till now; feedstock preparation, gasification and gas
cleaning with carbon capture, is well represented through the proposed modelling
approaches for each individual unit, and thus, the modelling approach gives an
accuracy enough for conceptual modelling.

4.8 Results

Representative data of this IGCC power plant approach with CO2 capture is the
total amount of energy contained in the syngas that goes to the gas turbine, and
how the production of H2 affects this value. In Fig. 9 we have represented this
amount of calorific value in MW distributed into each stream: syngas to CC, pure
H2 (after the PSA unit), CO2 after the compression system and a ‘‘residual’’ gas
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that can be compressed and sent into the CC or emitted to the atmosphere (called
here PSA gas), result of the PSA process, thus containing traces of syngas, CO2

and H2O. The obtained LHV for each one the streams are, in order, 9.29, 119.96,
0.34, 8.15 MJ/kg.

It is observed that all the streams variation follow a linear behaviour. The slopes
have values of 5 for the syngas, -4 for the H2 stream, -0.2 for the CO2 stream and
-1 for the PSA gas. It is seen that the same variation does not affect the different
streams with the same proportion: it is due to the fact that the slope is dependant of
the different LHV and of the proportion of mass flowrate that goes into each
process, as well as the efficiency of the H2 purification unit of concern. This last
value can be defined as in Eq. 28 for the whole train of units, where cg is the clean
gas, and H2 is the final H2 stream after the PSA process. The inlet calorific value in
MW (for the feedstock) is a constant value of 678.42 MW. After the gasification
process, with a CGE of 75.6%, the syngas calorific value is of 512.64 MW. That is
the value before the gas cleaning processes.

EffCCapture ¼
mH2 � LHVH2

mcg � LHVcg

ð28Þ

If plotting the total calorific value that is finally contained in the outlet streams
after the H2 obtaining process, with the calorific value contained in the syngas, a
linear behaviour is again observed, as in Fig. 10. Note that the value correspondent
to the 0% is the final energy value contained in all the outlet streams of the carbon
removal train; and the value correspondent to the 100% is the value contained in

Table 4 Split fractions for
the species of interest in the
in the different syngas
cleaning units

Unit Component Split fraction

Venturi NH3 0.207
HCl 0
CO2 0.999
H2S 0.998
HCN 0.977

Stripper NH3 0.188
HCl 0
CO2 1
H2S 1
HCN 1

Absorber NH3 0.999
CO2 0.503
H2S 0.997
HCN 0.924

Claus plant NH3 0.318
CO2 1.120
H2S 0.029
HCN 0

Rectisol process H2 0.996
CO2 0.999
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the syngas after the cleaning train. It can be directly deduced that if sending the
final H2 stream to the CC (which represents a 75% of the final carbon removal train
calorific value), it would lead to less power produced if using a CC with the same
efficiency than the one used for syngas. By means of Eq. 28, this last carbon
removal step has an efficiency of about 69%. If the calorific value contained in the
PSA gas is also considered, the efficiency increases 20%, thus being a total of 89%
(The downside is instead a combustion gas that is not CO2 free).

5 Conclusion

This chapter starts with a brief summary of the final possible applications of the
syngas and the subsequent conditions required. A presentation of a possible gas
cleaning train with carbon removal is then presented and modelled. The final
modelling approach is accurate enough since validation with real gasification plant
shows an error around 10%, which is accurate enough in a conceptual modelling
stage. This approach considers a extensive modelling of cleaning unit by use of
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electrolytes, Henry’s law and complex activity coefficient formulations which are
then replaced by simpler split fractions for separation processes. In the case of
reactions it also relies on chemical equilibrium or on reaction degrees of advance
based on previously modelled exhaustive models. Due to a longer units train, and
even though the LHV of H2 is higher than that of syngas, the final energy content
of the stream that goes to the CC has a lower calorific value. After the PSA process
there exists a flue stream with high energy potential, thus suitable to be introduced
into the gas turbine.
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Emerging Technologies on Syngas
Purification: Process Intensification

Ramón Álvarez-Rodríguez and Carmen Clemente-Jul

Abstract Syngas normally contains a series of contaminating gases, depending on
the raw materials used, the most abundant one usually being H2S, accompanied by
COS and, also, HCl, HF, etc. Normally, purification should be performed before its
combustion in the gas turbine (in the case of combined cycle plants) and the classic
procedure, as performed at present in some installations, uses the wet process,
which demands a reduction in the temperature of the gas to be purified and,
therefore, gives rise to a series of thermodynamic losses. The trend is to research
high-temperature purification processes that avoid or reduce this loss in perfor-
mance. In particular, there are two research lines for sulphur compounds: (i) The
use of low-value metal adsorbents that may be discarded once they have been
stabilised and without contaminating properties, such as calcium compounds that
may produce CaO that captures the hydrogen sulphide and (ii) the ‘important
value’ adsorbents that therefore require the ability to be regenerated and reused,
and whose base are metals with high affinity with sulphur, such as Zn, Fe and Cu
but whose cost is much higher than the previously mentioned calcium compounds.

Notation

IGCC Intergrated Gasifuration Combined Cycle
MDEA Methyldiethanolamine
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1 Adsorption of Sulphur Compounds Over Solid Adsorbents

1.1 General Considerations

In reactions with the intervention of solid sorbents, it is very important for possible
practical applications to consider the influence of the different state of aggregation
of the reactants and the reaction products. In the case of syngas, the reactant to be
eliminated is in a gaseous state and the eliminating substance is in solid state. The
reaction products will normally be solid or gaseous (water is in vapour form at
high temperatures).

For the sorbent, in the form of solid particles, it is sought for it to react as fast and
completely as possible. Initially, the action of gases on particles occurs without any
problem on their surfaces but, afterwards, the reaction must progress towards the
grain core. This will be according to its porosity and the size distribution of its pores,
it is also important to consider its size when considering the reaction at the grain core
because, if it is very large, the core will be far away from the surface, hindering the
passage of reactant gases and those produced. This justifies the sorbent preparation
methods seeking an improvement in these porosity characteristics.

For the process to occur normally, the solid product formed in the reaction must
have a molar volume such that the pores are not obstructed, which would create a
gas-tight layer preventing the reaction from progressing towards the core.

On the other hand, the gases produced on exiting the grain to become part of the
general gas current must pass through the layer that has already reacted and, at this
stage, secondary reactions may occur in some cases because there is good contact
between the new gas produced (if it is the case) and the new solid in its pores. This
is outlined in Fig. 1.

In addition, the grains of the sorbent can be found more or less packed
depending on the type of reactor in which the reaction takes place. In this way,
there will be strong packing in a fixed or moving bed, whereas this will not be the
same in a fluidised bed. The grain size distribution of the sorbent and its bed height
will have an influence in the case of packing, because the porosity of the column
will be low with very low grain size distributions and preferential gas passage
paths may be created, leaving areas with bad gas supply that will partly cancel the
advantages of small grain sizes having a more complete reaction, while also
increasing a drop in the pressure necessary for a specific gas flow.

There may also be an influence between the different grains of the sorbent,
being greater the more packed they are, as it can be seen in Fig. 2. If a product
from the reaction of the first grains is a gas, it flows in the direction of the gas flow
and will go on into contact with the next ones and, if there is any possibility, there
may be secondary reactions.

Another important issue, particularly in the cases in which the sorbent is to be
regenerated and used during several cycles, is to maintain its mechanical resistance,
together with its porosity. Because of the alternative changes in composition of the
solid, advancing cracks or splits could appear, mechanically degrading the sorbent and
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creating fines that hinder the passage of gases, dragged along, and are also, continu-
ously subjected to high temperatures favouring sorbent sintering, leading to a gradual
reduction in its porosity and, as a result, in its efficiency. This is the reason for using
sorbents that can be regenerated in these cases, using product mixtures which, with an
adequate preparation process, on one hand improves the porosity and on the other hand
contributes towards an improvement in mechanical resistance and resistance to sin-
tering, which explains the large variety of proposals in existence regarding this issue.

1.2 Adsorption of Sulphur Compounds Over Cheap Solid
Adsorbents

In the production of syngas, there is an entire range of contaminants that pollute
gas among which sulphur compounds should be stated as the main ones, as this
element is present both in coal and in petroleum coke, heavy fuel and in the

Possibility of secondary reactions on other grains

Gas in

Gas produced

Fig. 2 Possibility of
secondary reactions over the
solid-transformed outer shell
of other grains

Initial case With a transformed shell

Possibility of secondary
reactions in solidGas produced.
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reactions in solid

Gas in Fig. 1 Possibility of
secondary reactions in a
solid-transformed outer shell

Emerging Technologies on Syngas Purification: Process Intensification 123



majority of residual organic materials that can be used as raw material for gasi-
fication, including animal organic waste. The content of these contaminants
basically depends on the composition of the mixture to be gasified.

In reducing conditions, sulphur compounds are mainly H2S but also, to a lesser
extent, COS. Both produce SO2 in the case of combustion and, therefore, it is
convenient to eliminate this before the combustion process to reduce problems
regarding corrosion in pipes, equipment and particularly in the turbines as the
tendency is to use gas turbines in combined cycles to obtain greater energy effi-
ciency. For other applications, such as obtaining H2 for fuel-cells, the elimination
of sulphur must reach very low values, normally under 1–10 ppm.

The elimination of these contaminants is currently carried out in the combined
cycle installation (IGCC) of Elcogas (Puertollano, Spain) [1] with water cleaning
in a Venturi type set of equipment and later H2S through extraction with
Methyldiethanolamine (MDEA), but requiring a reduction in the temperature of
the gas, which leads to inherent losses in performance. In this case, COS is
eliminated in a previous hydrolysis stage, transforming it into H2S for it to be
retained by the MDEA.

Conventional wet process technologies are proven ones that are almost fully
available although, as stated earlier, they are thermally inefficient.

The use of cheap adsorbents is essentially based on the use of calcium
oxide found in two mineral substances widely present in nature, such as
dolomite and calcite minerals. These compounds, such as calcite or CaO, have
been used to eliminate the SO2 caused by burning the sulphur or its com-
pounds contained in the fuels of thermal power plants. There are many
researches trying to increase the reactivity of these compounds by means of
mixing with other products and special preparation methods to increase their
porosity and reactivity [2].

On the other hand, syngas has a variable composition, to a large degree con-
taining CO, CO2, H2, N2 and to a lesser extent H2S, COS, together with some other
compounds, such as HCl and HF.

As a whole, there are a series of reactions and their corresponding balances
controlling the composition of the gas, the main reactions in which the solids
participate are the following:

CaCO3 $ CaOþ CO2 DH0 ¼ þ178:3 kJ mol�1 ð1Þ

CaMgðCO3Þ2 $ CaOþMgOþ 2CO2 DH0 ¼ þ302:7 ð2Þ

CaO þ H2S $ CaS þ H2O DH0 ¼ �59:2 kJ mol�1 ð3Þ

CaCO3 þ H2S $ CaS þ CO2 DH0 ¼ þ119:1 kJ mol�1 ð4Þ

COS þ CaO $ CaS þ CO2 DH0 ¼ �93 kJ mol�1 ð5Þ

The main reactions between the main gaseous compounds and those implying
the reaction with sulphur compounds are the following:
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CO2 þ H2 $ CO þ H2O DH0 ¼ þ41:1 kJ mol�1 ð6Þ

CO2 þ H2S $ COS þ H2O gð Þ DH0 ¼ þ33:6 kJ mol�1 ð7Þ

CO2 þ 2H2S $ CS2 þ 2H2O gð Þ DH0 ¼ þ68 kJ mol�1 ð8Þ

CO þ H2S $ COS þ H2 DH0 ¼ �7:4 kJ mol�1 ð9Þ

Reactions (1) and (2) imply that the minerals we consider may lose their CO2 at
high temperatures to provide the corresponding oxides. The temperature at which
this occurs is normally high and depends on the specific mineral and also on the
partial pressure of CO2, these reactions being reversible. This decomposition
temperature is lower in dolomites than in calcites, with the possibility of reaching a
state of semi-calcining in the dolomite.

Once these minerals have been calcined, and as the reaction is reversible, CaO
may be recarbonated in the presence of CO2 at low temperatures, such as 400 or
650�C as syngas contains a certain proportion of CO2. Certain processes for CO2

sequestration from flue gases in thermal power stations are based on this
reversibility.

Reactions (3) and (4) imply that the hydrogen sulphide can react both with the
calcium oxide and with the carbonate to turn into calcium sulphide and, therefore,
retains this gas. Water or water and carbon dioxide are produced by these reac-
tions, which go on to form part of the gaseous mass, modifying their proportions in
terms of the balance constants controlling the composition of such gaseous state.
MgO does not react with H2S under the sulphidisation conditions.

In fluidised bed gasifiers (normally 800–1,050�C), the standard practice to
retain H2S is to enter these minerals, mainly calcite, in the reactor and under the
corresponding temperature conditions and depending on these, therefore being in
non-calcining or calcining conditions, the reactions (3) and (4) take place.

Normally, it is necessary to add an excess amount of calcite in order to reach
good H2S elimination conditions and to get close to the balance values, which
translates into the appearance of solid waste residue with a notable proportion of
calcite [3, 4]. Yrjas [5] studying the capture of H2S by calcite (limestone) and
dolomite in a pressurised thermogravimetric apparatus found that 0.125–0.180 mm
particles at 950�C and 2 MPa in non-calcined calcite and half-calcined dolomite,
dolomite was significantly more efficient than calcite. With calcined dolomite and
calcite, capture was fast and highly efficient.

Pinto et al. [6] gasifying mixtures of Puertollano (Spain) coal (1.2% S), pet-
coke (6% S), pine waste (0.2% S) and polyethylene waste (0% S), using a pilot
gasification plant with a bubbling fluidised bed at 850�C, found that the proportion
of sulphur going into the gaseous state strongly depends on the sulphur contents of
the mixture. Mixtures of sorbents or catalysts with sand from the bed (calcined
dolomite, dolomite enriched with Ni [7], one called Ni–Mg [8], natural and cal-
cined olivine and other commercial ones) are used to study the sulphur retained
and the reduction in tars and hydrocarbons. The greatest reduction in sulphur in the

Emerging Technologies on Syngas Purification: Process Intensification 125



gaseous state is with dolomite (90%), being lower with Ni-dolomite, very low with
Ni–Mg and calcined olivine and not at all with natural olivine. At 900�C, the
proportion of sulphur going into the gaseous state increases and dolomite is the one
retaining the most. These adsorbent compounds have also been used for the pro-
duction of hydrogen from coal [9].

In entrained-flow type gasifiers, the temperatures reached are much higher and,
normally, calcite additions to the mixture to be gasified are basically used to
control the fluidity conditions of the slag extracted in molten state. In these gas-
ifiers, the greater part of sulphur from feeding goes into gaseous state and only a
small part is eliminated in the condensed state. In the IGCC of Puertollano, it has
been determined that the passage of sulphur to the gaseous state is of around 95%
of the contents during feeding [10] or 68–96% depending on the conditions (Font
et al. 2010) and that the greatest part of that is retained in the slag, essentially as
troilite (FeS) and pyrrhotite (Fe1-xS) and, to a lesser extent, in the fly ash as
pyrrhotite and also galena and sphalerite, if there are Pb and Zn in the mixture to
be gasified, which usually occurs with coal and pet-coke mixtures, and there seems
to be no correlation between the proportion of sulphur going into the gaseous state
and calcite addition (Font et al. 2010).

There are many studies on the adsorption of H2S in beds containing CaO, some
of which have been carried out using very small amounts of oxides (from 1 mg to
1 g) to obtain the initial influence of the main parameters or to obtain mathe-
matical models [11–13]. In other cases, greater amounts of adsorbent were used
but mixed with silica to obtain a better distribution of the gas flow within the mass
of the adsorber and to obtain a better profile conversion, also with the purpose of
obtaining results for the preparation of mathematical models [14].

Fig. 3 Breakthrough curves obtained at calcining conditions, 900�C, (open circles) dolomite,
(open squares) ‘sástago’ limestone and (open triangles) ‘omyacarb’ limestone, and non-calcining
conditions, 850�C, (filled circles) dolomite, (filled squares) sástago limestone and (filled
triangles) omyacarb limestone. Grain size 0.8–1.0 mm, 1.0 MPa, 18.5 cm bed length [14]
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Greater amounts, from 100 to 150 g, were used other times without mixing with
inerts so as to obtain a better approximation to their real use [15].

Adánez et al. [14] have already shown, Fig. 3, that in experiments at 1 MPa and
0.5 vol% of H2S, 18.5 cm of bed length and 37 cm s-1 gas velocity and using
dolomite and calcite from Aragón (Spain) at 900�C, there is a greater conversion
of dolomite (almost a full conversion) than that of calcite (85%), making the
breakthrough curve of dolomite appear to the right to that of calcite. At 850�C
(non-calcining conditions), the behaviour of dolomite can be stated to be similar to
that of calcite at 1,173�K but that the behaviour of calcites at this temperature of
1,123�K is much worse and only very low conversions are achieved.

In general, the better behaviour of dolomite than that of calcite can be
explained, apart from the lower calcining temperature, by the fact that the mixture
remains after emitting the CO2 is one of MgO and CaO and, as MgO does not react
with H2S, it leaves a greater porosity available for the access of H2S towards the
core of the grains. Figure 4 shows the diffractogram of a calcined dolomite from
Granada (Spain) in which it can be seen that the final composition is of CaO
(Lime) and MgO (periclase).

The use of dolomite instead of calcite, therefore, seems advantageous and, with
regard to the adsorption of H2S in a fixed bed, there are several considerations that
should be made [15]: An important issue is the grain size distribution of the
dolomite because fine grains (e.g., less than 1 mm) cause a non-uniform gas flow
distribution in the bed, therefore, creating preferential paths for gas passage and
giving rise to lower efficiency.

With regard to the H2S adsorption, the breakthrough curve presents an initial
section corresponding to a very low concentration of H2S in the output gas that
later increases progressively until the adsorbent becomes saturated and the input
and output become equal. This can be seen in Fig. 3. Considering a possible
industrial use, this initial section of the curve will condition the minimum H2S
contents that may be achieved in the output gas, and once a certain level is set, the
adsorber, still with capacity to adsorb H2S, cannot continue to be used as an output
stage for the gas to be purified and, by means of a valve system, the output gas will

Fig. 4 Calcined granada
dolomite, L lime, P periclase
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go through a new tank with a new adsorbent, while the ‘partially used up’ goes on
to receive the initial gas to become saturated and to be used in the best possible
way. When the adsorbent is practically depleted, it must then go on to another
treatment stage to provide a non-contaminant stable product.

The main factors conditioning the H2S concentration emitted with the output
gas (initial section of the curve) are the following:

• The length of the bed the gas passes through
• The gas circulation speed
• The H2S concentration of the input gas
• The temperature

All these can be seen in Fig. 5 [15]. The greater the length of the bed, the lower
the circulation speed of the gas, the lower the concentration at entry and lower the
H2S concentration in the output gas. Temperature has little influence on the
interval between 850 and 950�C, although it is better for it to be at 850�C.

As can it be seen, it is feasible to achieve residual H2S levels of around
250 ppm in the syngas, which would lead to a much lower concentration in the
output of gas already burned in the chimney, because of the dilution caused by the
combustion agent. The height of the bed, between specific limits, would be a
parameter easy to control and optimise in a possible industrial use of this system.

An important fact is that one of the factors influencing a better or worse use of
the adsorbent is its grain size distribution and its position in the column. In this
way, very fine-grain size distributions, such as those of around 0.5 mm and par-
ticularly if they are found in the lower part of the column because of the effect of
the mechanical pressure, give rise to preferential gas passages leading the
breakthrough curves to become distorted in their inclination, tending to give lower
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Fig. 5 Influence of gas velocity, sample weight, temperature and H2S concentration: 2% H2S,
2–2.5 mm: 29.11 cm s-1 gas velocity, filled square 100 g, 850�C; 14.55 cm s-1 gas velocity, filled
circle 100 g, 850�C, ‘+’ 100 g, 900�C, filled triangle 150 g 850�C, ‘9’ 150 g, 900�C; 0,4% H2S, 2–
2.5 mm: 29.11 cm s-1 gas velocity, open square 100 g, 850�C, open triangle 150 g, 900�C [15]
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adsorption performance up to saturation [14, 15]. This problem no longer exists in
coarser grain size distributions, for example, 2–2.5 mm, and practically all the
CaO present in CaS can be converted, because of the presence of non-reacting
MgO and the fact that the molar volume of CaS is lower than that of the initial
CaCO3 at the start, meaning that the pores do not become obstructed or prevent the
passage of H2S to react inside the grain.

Likewise, COS control is performed in the same way as for H2S. COS reacts
with CaO giving CaS according to reaction (5), and the shape of the breakthrough
curves is identical (at a different scale) to those corresponding to H2S. Figure 6
[15] shows the curves corresponding to an initial gas with 2% H2S, 176 ppm COS,
6% CO2, and 10% H2O (g). The highest level of COS with saturation of the
adsorbent is a function of the gas composition, as the component gases react with
each other to reach a balance. It is because of this that the COS level at the output
when the adsorbent becomes saturated is higher than that entered, all this
depending on the composition. In this way, if H2O is not entered, the hydrolysis
reaction (inverse to reaction (7)) is made difficult and the final COS level
increases. If neither CO2 nor H2O is entered, the COS content of the output gas
will be very low, around 1.5 ppm, as the COS reaction with H2 (inverse to
reaction (9)) will practically eliminate this.

The COS content of the emerging gas is of approximately 1.5 ppm in the initial
horizontal section of the curves, that is to say, a very low level that will have
practically no influence on the total contents of sulphur compounds, basically
controlled by the H2S.
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Fig. 6 COS in the outlet gas (11.4 cm bed length). COS breakthrough curves with the usual inlet
gas composition (2% H2S, 6% CO2, 10% H2O, 18% H2, 176 ppm COS) for (filled square) 0.4–
0.5 mm grain size, 11.4 cm bed lengh, 14.5 cm-1 gas velocity, (filled triangle) 2–2.5 mm grain
size, 11.4 cm bed length, 29.1 cm-1 gas velocity and (filled circle) 2–2.5 mm grain size, 11.4 cm
bed length and 14.5 cm s-1 gas velocity. Upper horizontal solid line when silica is used instead
dolomite. Lower horizontal solid line when COS is introduced. Open circle as filled circle but
without CO2, (open triangle) without CO2 and H2O [15]
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2 Inertisation of the Cheap Adsorbents Used

In the case of using CaO at high temperatures, the process will not end with the
adsorption of H2S or COS, but the product generated, CaS, will not be a stable one
in atmospheric conditions because it reacts with water vapour or with the surface
water to regenerate H2S and emits this into the atmosphere [16], according to the
inverse reaction of adsorption reaction 6, preventing its deposition as landfill
material. Other studies used the reaction of CaS with water and Methyldietha-
nolamine (MDEA) to recover the H2S at room temperature [17].

The CaS oxidation reactions by means of oxygen are the following:

CaS þ 2O2 $ CaSO4 DH0 ¼ �952:2 kJ mol�1 ð10Þ

CaS þ 1:5O2 $ CaO þ SO2 DH0 ¼ �458:9 kJ mol�1 ð11Þ

The use of combustion flue gases with excess O2, normally between 4 and 6%,
from syngas combustion as oxidising gas at high temperatures has been consid-
ered, but they also contain important amounts of CO2 and H2O(g) with the increase,
therefore, in the number of possible reactions. H2S (inverse to (3)) and COS
(inverse to (5)) may appear in the gas currents, apart from CaO in the solid. These
gases can react with oxygen, if this is present in their formation, in accordance
with the following reactions:

COS þ 2O2 $ CO2 þ SO2 DH0 ¼ �552 kJ mol�1 ð12Þ

H2S þ 1:5O2 $ H2O þ SO2 DH0 ¼ �515:2 kJ mol�1 ð13Þ

The presence of CaO generated on the surface of the solid and later inside this
because of oxidation, plus the H2S and COS are also generated, makes reac-
tions (3) and (5) commented on the sulphidisation case possible.

Other possible reactions are:

CaS þ 3CO2 $ CaO þ 3CO þ SO2 DH0 ¼ þ390 kJ mol�1 ð14Þ

CaS þ 3H2O $ CaO þ 3H2 þ SO2 DH0 ¼ þ266 kJ mol�1 ð15Þ

Also, the following may occur at high temperatures:

CaO þ 3CaSO4 $ 4CaO þ 4SO2 DH0 ¼ þ1; 021 kJ mol�1 ð16Þ

CaSO4 $ CaO þ SO3 DH0 ¼ þ394:3 kJ mol�1 ð17Þ

Reaction (16) is a reaction between solids and, therefore, it is difficult for this to
occur at temperatures that are not very high as it is highly conditioned by diffusion
phenomena between solids. In this way, no signs of carbonates in the X-ray
diffraction have been found in the products oxidised at 850�C [15]. Similarly, CaS
oxidation reactions (10) and (11) are highly exothermic, causing a relatively
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important rise in temperature even when mixing oxidisers with only 4% O2, which
must be taken into account in a possible industrial scenario.

CaO regeneration and its reuse could be considered but this requires oxidation
with oxygen at temperatures greater than 1,400�C in accordance with reaction (17)
for decomposition of the possible calcium sulphate that may have been formed
[18], but the H2S retention capacity of the regenerated sorbent drops after a few
cycles, probably because of a sintering phenomenon resulting from heating to a
high temperature for a long time, which reduces its porosity.

There are studies measuring the kinetic parameters of the CaS reaction with
oxygen or other oxidisers, usually performed with very low amounts of substances
in thermobalance type or chemical reactor systems [19–22].

Other studies get closer to a possible industrial reality using greater amounts of
CaS produced previously in a sulphidisation reaction [23].

The main difference of oxidation with regard to the sulphuration stage (where,
in principle, sulphuration took place down to the core of the grain even in rela-
tively thick grains of perhaps 2–2.5 mm) is that now the molar volume of the
calcium sulphate is higher than that of calcium sulphide and even higher than that
of the original calcium carbonate from which calcium oxide derives (these molar
volumes with 46.0, 28.9 and 36.9 cm3/mol, respectively). Therefore, there is a
tendency to clog the pores of the sulphur dolomite or calcite grains hindering the
access of the oxidiser towards the core of the grain, leaving residual calcium
sulphide [16, 19–21, 23].

It was found that greater degrees of sulphation up to pressures of 2 MPa are
achieved with dolomite than with calcite [24], which could be attributed to the fact
that, as MgO has not reacted, the set presents better porosity.

In studies on a fixed bed and oxidising with a 4% O2 and 96% N2 mixture
(Álvarez-Rodríguez and Clemente-Jul Figure not published), sulphured dolomite
grains with a size of 2–2.5 mm at 850�C and 11.4 cm long with a fluid passage
speed of 14.55 cm s-1 obtains the breakthrough curve as shown in Fig. 7, showing
how an emission of SO2 occurs, increasing until it reaches to a maximum then
slowly decreases down to unappreciable values.

This means that an oxidation of CaS to CaO occurs with SO2 elimination,
which also occurs with other finer-grain size distributions. Afterwards, there will

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

0 50 100 150 200 250 300 350

minutes
S

O
2 

   
pp

m

Fig. 7 Gas emission during
oxidation of sulphurised
dolomite 2–2.5 mm grain
size, 14.55 cm s-1 gas
velocity and 11.4 cm bed
length, with 4% O2 and 96%
N2, 850�C
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be SO2 in the output gas that must be removed by either transforming it into
sulphuric acid or by adsorbing it with milk of lime or calcite (limestone) as it is
done sometimes with flue gas of power stations. On the other hand, part of the
calcium sulphide will reduce to sulphate and, because of the clogging of the pores,
part of the calcium sulphide will remain without reacting in spite of the long period
of exposure to the oxidiser. Figure 8 shows a cross-section of a grain with grain
size distribution of 2–2.5 mm, oxidised with 8% O2 and 92% N2 mixture at 850�C
and it can be seen how the grain has three different areas, a central black one
corresponding to unoxidised calcium sulphide, some blue areas corresponding to
CaO produced by the oxidation and other white ones corresponding to the calcium
sulphate, these being the ones obstructing the passage of the gases towards the core
of the grains.

The Table 1 shows an analysis of tests on a fixed oxidation bed with O2 and N2

mixtures at several temperatures, bed lengths and grain sizes.

2 mm

Fig. 8 Grain sections of a
previously sulphurised
dolomite, oxidised with 8%
O2 and 92% N2, with 2.5 mm
grain size, 11.4 cm bed
length 29.11 cm s-1 gas
velocity, and 850�C

Table 1 Oxidation with a mix of O2 and N2: Influence of grain size, temperature, bed length and
oxygen partial pressure (oxygen content) [23]

Test Size (mm) Bed
length
(cm)

Gas
velocity
(cm s-1)

O2

(%)
Temperature
(�C)

CaO
(%)

CaSO4

(%)
CaS
(%)

CaO/
CaSO4

1 0.4–0.5 11.4 29.11 4 850 14.76 57.09 0.45 0.258
6 0.71–1 11.4 29.11 4 850 15.14 56.51 0.51 0.268
11 2–2.5 11.4 29.11 4 850 10.18 58.5 4.32 0.174
14 2–2.5 17 29.11 4 850 8.68 60.22 4.55 0.144
15 2–2.5 11.4 29.11 4 700 4.14 47.58 20.07 0.087
5 0.4–0.5 5.7 29.11 4 700 12.12 54.43 5.57 0.223
19 2–2.5 11.4 29.11 4 950 17.61 27.46 21.95 0.641
12 2–2.5 11.4 14.55 4 850 7.94 57.61 7.53 0.138
16 2–2.5 11.4 29.11 8 850 16.08 53.2 2.23 0.302
17 2–2.5 11.4 29.11 2 850 7.48 56.55 8.92 0.132
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It can be seen that the main parameter controlling the residual CaS is the size of
the grain, the smaller the grain lesser the residual CaS with all other conditions
remaining the same. The greater oxygen concentration favours a lower residual
CaS but increases the CaO/CaSO4, indicating a greater SO2 emission. With regard
to temperature, the best one seems to be the one around 850�C, as the amount of
residual CaS increases noticeably at 700 or 950�C.

In the cases already commented, oxidation was performed just with the O2 and
N2 mixture, but the reactions change if an attempt is made to use a combustion flue
gas as the oxidising gas. In a fixed bed, oxygen, particularly in low concentrations
(4–8%), is depleted because of its fast reaction with CaS to give SO2 and, after-
wards, this gas (SO2) plus CO2 and H2O, which react much more slowly, are the
ones reaching the next CaS layers, then causing the reactions to inverse to (3),
generating H2S, and to (5), generating COS.

Álvarez-Rodríguez and Clemente-Jul [23], oxidising CaS previously obtained
in a calcined dolomite sulphidisation stage, with a 21% CO2 and 79% N2 mixture
at 850�C, found, Fig. 9, that a strong emission of COS occurs initially, meaning
that the inverse reaction of (5) takes place, although it drops quickly, becoming
substituted by a SO2 emission that rises initially and then drops, stabilising at a
relatively high value of 100 ppmv for hours. This change in behaviour could be
explained by the fact that, initially, the entire surface of the grains is CaS, and the
inverse reaction of (5) takes place in competition with reaction (14), the main one
being the former.

The check for the existence of this reaction is that the similar reaction (18)

CaS þ COS $ CS2 þ CaO DH0 ¼ 93:4 kJ mol�1 ð18Þ

also occurs at first (when the grains surface are only CaS and there is a great
quantity of COS generated in previous grains), detecting a small CS2 peak,
Fig. 10. As the reactions are scarcely intense, the CO2 consumption is very low
and, therefore, reaches the entire column of grains from the beginning, with the
entire external surface of the grains becoming loaded with CaO. During the fol-
lowing moments, the COS produced finds CaO on the surface of other grains and
reacts according to reaction (5), regenerating CaS. The same occurs when the COS
produced inside the grains must go through areas with CaO. In this way, the COS
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is progressively trapped and only SO2 can exit in a predominant manner with
which this reaction returns to the main one (Figs. 1 and 2).

Figure 11 (Álvarez-Rodríguez and Clemente-Jul not published) presents the
photo of a cross-section of the grains in this test showing that almost the entire
core of the grain is black, indicating it is CaS and only an external layer is lighter,
indicating there is less CaS. Naturally, the rest is CaO, but there is no clear
delimited blue area of CaO, indicating that part of this is becoming sulphurised
(this layer seems to be a mix of CaO and CaS).

With the oxidation of H2O and N2 vapour mixtures, something similar occurs in
such a way that a high emission of H2S is generated initially because of the inverse
reaction of the adsorption over the CaO (reaction (3)) and low SO2 because of
reaction (15), whereas, later, H2S falls rapidly because of the adsorption over the
new surface of CaO of other grains or to the contents in the more external layers of
the grain itself, in such a way that both stabilise their emissions to levels of around
700 ppmv. The reaction of oxidation speeds up only when O2 is added.
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Fig. 10 CS2 detection at the
beginning of oxidation with
21% CO2 (grain size 2–
2.5 mm, 850�C).
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Fig. 11 Grain sections of a
previously sulphurised
dolomite, oxidised with 21%
CO2 79% N2, 2.5 mm grain
size, 11.4 cm bed length
14.55 cm-1 gas velocity,
850�C
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When a mixture similar to a flue gas is used, it should be expected and in fact does
initially occur that, when the O2 is used up in the first layers, the CO2 and H2O react
causing a H2S and COS emission, but the presence of SO2 and later the residual
oxygen immediately makes these gases disappear in the output gas current [15].

The presence of water vapour in the oxidising gas mixture, all other conditions
remaining the same, leads to a greater residual contents of CaS. According to
Álvarez-Rodríguez and Clemente-Jul that is more noticeable when the size of the
grain is greater.

Given all these conditions in the CaS sulphuration and oxidation operations,
of which a part are inverse, a fixed or moving bed system could be used for
sulphuration in the case of their possible industrial use, with grains of a specific
size, for example, 2–3 mm, as they are going to react almost completely down to
their core, whereas for oxidation and to achieve a low presence of residual CaS,
grains should be ground to much smaller sizes and oxidised in a flash type reactor,
injecting them by means of an air current to basically produce CaO and some
CaSO4. The SO2 produced could be used to produce sulphuric acid or an attempt
could be made to adsorb it using milk from the actual CaO produced.

3 Use of Other Adsorbent Metals (Zn, Cu, Mn, Fe, etc.)

There are many researches regarding this, particularly resulting from the attractive
idea of reusing these adsorbents during many cycles, although they are initially
much more costly than those made up of Ca.

Among the work dealing with this issue, the following could be mentioned for
Zn [25–28], for iron [29] and for copper and manganese and their mixtures [30–32].

Metal oxides are normally not used pure but are mixed with other substances to
improve their physical and chemical properties, in particular to improve their
mechanical stability, resistance to sintering and to increase their porosity.

For Zn compounds, the main sulphuration and oxidation reactions to regenerate
the adsorbent are the following:

ZnO þ H2S $ ZnS þ H2O DH0 ¼ �79 kJ mol�1 ð19Þ

ZnS þ O2 $ ZnO þ SO2 DH0 ¼ �439:1 kJ mol�1 ð20Þ

Also, it must be taken into account that zinc oxide is a substance that can be
reduced easily at high temperatures because of the reducing gases present in
syngas:

ZnO þ CO $ Zn þ CO2 DH0 ¼ þ65:3 kJ mol�1 ð21Þ

ZnO þ H2 $ Zn þ H2O DH0 ¼ þ106:44 kJ mol�1 ð22Þ
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Metal Zn presents high volatility at high temperatures. Another important factor
is that these compounds tend to sinter reducing the porosity of the system.

To avoid or reduce adverse effects, many different adsorbent compositions have
been formulated with a zinc base because the addition of other metal oxides, such
as TiO2, F2O3 or CuO, seems to provide better stability and improve the behaviour
in the sulphidisation and regeneration cycles.

In the case of Ti [33, 34], they proved this improvement in stability is because
of the formation of a spinel structure of the Zn2TiO4 type. For Fe additions to the
formation of ZnFe2O4 [34], Pineda [27] proved the reactivity of these compounds
is very good, performing an almost full H2S reduction using adsorbents ZnO/TiO2

0.8/1, 1/0.8/0.2 and ZnO/Fe2O3/CuO 0.86/1/0.14 at a sulphidisation temperature of
600�C and a gas composed of 1% H2S, 8% H2, 15% CO, 15% H2O (v) and the rest
N2, and a regeneration temperature of 710�C with a gas made up by 3% O2,
30% H2O (v). In the case of the ZnO/TiO2 mixture, an output gas concentration of
around 20 ppmv (thermodynamic balance concentration) is achieved. In the case
of the ZnO/Fe2O3/CuO mixture, the balance concentration is of 1.2 ppmv of H2S
and the results get close to this, only with a small concentration of COS now
appearing.

In the case of the ZnO/Fe2O3/TiO2 mixture, the results are similar to the pre-
vious ones only with a bit less COS. The presence of a noticeable percentage of
H2S mixed with the SO2 in the output gas of the regeneration stage can be detected

Fig. 12 Breakthrough curves
in sulphidation of sorbent
ZFT(0.8:1:0.2). Evolution of
a H2S; b COS [27]
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in compounds containing iron in the regeneration stage. In general, a decrease can
be detected in the sorbent performance according to the number of cycles, which
seems to be the lowest in the last compound. Illustrating this is Fig. 12, showing a
reproduction of Fig. 8 from the aforementioned piece of work.

Alonso et al. [26] proved that the efficiency of spinel-type adsorbents with Ti,
Fe or Cu already studied by Pineda [34] increases very substantially when mixed
with 5% graphite during the preparation of the adsorbents. This addition has
several effects, the first being that of increasing the porosity of the material and the
second the reduction of the appearance of a network of cracks in the material,
which degrade it mechanically during the different sulphidisation/regeneration
cycles.

Based on the low H2S concentration that can be achieved in gases purified with
substances having the participation of Zn, Park et al. [35] have proposed a two-
stage proposal to obtain ultraclean gases with the idea of using syngas to produce,
for example, extremely pure H2 for fuel-cells or for the chemical industry.

The first stage uses an adsorbent specially prepared with ZnO/Fe2O3/CaO and
natural zeolite (ZZF) in a fluidised bed, reducing the sulphur contents from
10,000 ppm to just 3 ppmv, of which the majority are COS with temperatures of

Fig. 13 The breakthrough
curves if H2S and COS in the
outlet of a fluidised bed (ZZF
sorbents) and b fixed-bed
(ZCA-2 sorbents)
desulsurisation system [35]
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480�C. For the second stage of ultrapurification in a fixed bed reactor, several
adsorbents are used, finding that the adsorption speed increases with the Cu
contents. In the case of ZCA-2 (ZnO/CuO/Al2O3 45/45/10) at 400�C, the content
of sulphur compounds at output is practically nil. To illustrate this process, Fig. 13
shows a reproduction of Fig. 9 of Park [35]. For iron, already used to adsorb H2S
in the old gas factories for cities, one of the most studied compounds is Fe3O4.
Iron forms a sulphide in nature that is pyrite FeS2, not produced by industrial
processes, it being normal to find iron sulphides such as troilite (FeS) and pyr-
rhotite (Fe1-x S). The lack of a defined composition of these sulphides makes it
difficult to formulate precise reaction equations.

Pan et al. [29] studied the kinetic behaviour of the Fe3O4 oxide stabilised with
other additions in its desulphurisation and compared it with a mixture of zinc
titanates (Zn2TiO4 ? ZnTiO3 mixture). They also found that using a mixture of
2% H2S and the rest N2, increased the sulphidisation capacity notably at tem-
peratures from 500 to 650�C and that this capacity is 1.9 times greater than that of
Zn-titanate. Regeneration is performed at 650�C with 2% O2 and the rest N2,
reaching a conversion of around 75%.

Xie et al. [36] studied the removal of sulphur compounds using a mixture of
iron oxide, cerium oxide and coal combustion ashes, with the Fe/Ce molar rela-
tionship being 8/2 and of this mixture with the ashes being variable but also of
around 8/2, with which the majority of the adsorbent is made up of iron oxide.
They found that from 420 and 620�C, the best was 620�C. As an example of these
results, Fig. 14 shows a reproduction of Fig. 7 in this piece of work, where it can
be seen that the H2S concentration at the output is of around 150 ppmv and that of
COS of 15 ppm, depending on the size of the grains, making them reach the
conclusion that these adsorbents are also good at eliminating COS. Regeneration is
performed at 720�C with 5% O2 and the rest N2.

Regarding this capacity to reduce COS, there is an exception using a gas
mixture without an H2O addition (H2S 0.47%, CO 32.69%, H2 39.58%, CO2

Fig. 14 Concentrations of H2S and COS in the exit gas streams during sulfidation at 620�C using
F8C2AS and F8C2AB sorbents [36]
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18.27% and N2 8.92%), which may be produced by the water gas reaction read-
justment, essentially (6) and (7). The similarity of the H2S and COS breakthrough
curves is a constant in all the work on adsorption using any adsorbent, what varies
is the relative H2S and COS concentration and the temperature used.

With regard to the copper and manganese oxides, copper oxides show a greater
capacity for H2S reduction, both as CuO and as Cu2O, and the thermodynamically
based balanced contents can reach values under 1 ppmv [37] according to the
following equations:

CuO þ H2S $ CuS þ H2O DH0 ¼ �113:8 kJ mol�1 ð23Þ

Cu2O þ 2H2S $ 2CuS þ H2O DH0 ¼ �127:1 kJ mol�1 ð24Þ

The following reaction would be used for regeneration:

CuS þ 3=2O2 $ CuO þ SO2 DH0 ¼ �404:3 kJ mol�1 ð25Þ

This reaction is very exothermic and the oxides have a low melting point that
could really complicate the regeneration stages.

But in conditions of high temperatures and with the presence of reducing gases,
copper tends to be reduced easily because of the copper metal:

CuO þ CO $ Cu þ CO2 DH0 ¼ �127 kJ mol�1 ð26Þ

Cu2O þ CO $ 2Cu þ CO2 DH0 ¼ �112:3 kJ mol�1 ð27Þ

CuO þ H2 $ Cu þ H2O DH0 ¼ �85:8 kJ mol�1 ð28Þ

Cu2O þ H2 $ 2Cu þ H2O DH0 ¼ �71:1 kJ mol�1 ð29Þ

Cu may also adsorb H2S:

Cu þ H2S $ CuS þ H2 DH0 ¼ �28 kJ mol�1 ð30Þ

This adsorption by the Cu is thermodynamically less efficient and leads to
residual values of H2S in the output gas of around 50 ppmv.

However, it has been seen [34] that copper increases, for example, the stability
of zinc ferrites but there does not seem to be a method for its use as the main
component.

Manganese oxides also adsorb H2S and, in the reducing conditions of the
gasification gases, it will have valence II. But if it is not balanced, it leads to a
content of around 50 ppmv greater than Cu and Zn for example.

Alonso et al. [30] studied the mixture of manganese oxides with copper to
lower the residual H2S concentration of manganese with the presence of copper
and that of stabilising copper, but they found that the presence of copper does
not alter the behaviour of manganese oxides in a substantial manner, apparently
because of the reduction to metal copper and, therefore, not achieving the benefit
of the decrease in residual H2S that copper oxides would have when balanced
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even though the metal is maintained. Another problem of manganese oxides is
the tendency to become Manganese Sulphate during regeneration that is stable at
less than 780�C, for this reason regeneration should take place at higher tem-
peratures. With a sorbent that is a mixture of CuO/MnO 10/1, García et al. [32]
achieved good results in multi-cycle sulphidisation/regeneration operations
without any apparent decay.

4 HCl Adsorption

It is clear that both calcium oxide and other calcium compounds may react with
HCl to produce CaCl2

CaO þ 2HCl $ CaCl2 þ H2O DH0 ¼ �217:9 kJ mol�1 ð31Þ

Ca OHð Þ2þ 2HCl $ CaCl2 þ 2H2O DH0 ¼ �108:9 kJ mol�1 ð32Þ

CaCO3 þ 2HCl $ CaCl2 þ CO2 þ H2O DH0 ¼ �39:6 kJ mol�1 ð33Þ

Regarding HCl control, there is ample research on the influence of the different
parameters, particularly for its control in flue gases, but the process is not as simple
as it may seem and, in this way, [38] in research simulating a fluidised bed
combustor, it became patent that dolomite obtains a better conversion than calcite
and that, at 8508C, the presence of H2O exercises a noticeable influence on the
reversible reaction (31).

The conversion of the material is greater at lower temperature, i.e., from 650 to
850�C, in spite of the recarbonation effect at lower temperatures. There is a CaCl2-
melting effect (already melting at 772�C when in pure state) which makes the
particles sticky, obstructing the pores and, also in this case, with the possibility of
reacting with the sand of the bed. The conversion of the material is much faster
with small-sized grains than with large-sized particles.

For gasification in a pilot plant bubbling fluidised bed gasifier at 850�C using
diverse mixtures including vegetable waste, Pinto et al. [6] concluded that the
greater the chlorine contents of the mixture, the greater the contents in the gas for this
reason a good selection of the mixtures to be gasified would be adequate. The
greatest chlorine retention is obtained when using dolomite as adsorbent additive in
the bed and only 30–35% is emitted in the gaseous state. They attribute the relatively
high emission to the fact that CaCl2 starts to decompose at 740�C and, as work is
carried out at 850�C, this may cause part of the calcium chloride to decompose,
emitting more chlorine and, also, as vapour is used in the gasification, the inverse
reaction may take place and new HCl may be released. On the other hand, the
melting temperature of CaCl2 is 772�C and may form eutectic with CaO and the
CaCl2–CaO system with 6% molar volume of CaO has a lower melting temperature,
750�C [39], which may reduce the adsorption capacity of CaO in this liquid state.
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5 Conclusions

Among the cheap adsorbents that are disposable after their use and subsequent
inertisation, dolomite seems to be preferable as opposed to calcite because of its
lower use temperature and greater conversion. Not only does it retain the H2S but
also the COS.

With the sulphidisation of dolomite, it is possible to easily reach the centre of
the grains, achieving good conversions even with relatively thick sizes (2–
2.5 mm).

The aforementioned implies that dolomite could be used in fixed or moving bed
reactors, or in a fluidised bed or a combination of these, in one or several stages,
with one of the main factors for control of sulphur compound content in the gas
treated being the length of the bed to be run across and the speed of the gas.

In the case of very fine grains, of around 0.5 mm, a fixed bed is not convenient
because of the high packing of grains and the creation of preferential channels for
the gas to circulate, which would reduce the conversion of the adsorbent.

In inertisation through oxidation of sulphured dolomite and because of the
formation of calcium sulphate, which tends to obstruct the pores, it is difficult to
reach the centre of the grain and to achieve scarce residual calcium sulphide.
Therefore, it would be convenient to use very fine-grain size distributions to enable
a practical full conversion.

Given the conditions regarding the grain size distribution between the sulph-
idisation process and the oxidation process and, in a way, opposing these condi-
tions, if thick dolomite is used for adsorption in a fixed or moving bed, it would be
convenient to grind the resulting product before the oxidation stage.

The best gas is the mixture of oxygen and nitrogen for the oxidation of sulphured
dolomite. The presence of CO2 and/or water may lead to small amounts of H2S or
COS to appear at the start of the process, for which reason, the use of combustion
flue gases is less convenient than that of the oxygen and nitrogen mixture.

SO2 is always released during oxidation, to a greater or lesser extent depending
on the oxidation conditions, for which reason, a system must be foreseen to extract
it from the gas used for oxidation (conversion to sulphuric acid or adsorption in
milk of calcium carbonate or lime).

The residue of oxidation would be a mixture of magnesium oxide, calcium
oxide and calcium sulphate (and possibly some CaS residue) that could be used in
certain processes in which CaO is required, for example, in acid effluent
neutralisation.

The more costly adsorbents based on other metals, Zn in particular, have the
advantage of achieving incredibly low H2S or COS levels in the syngas treated.
This is useful for certain applications that are more sensitive to the presence of
sulphur compounds such as fuel-cells.

These adsorbents that, in principle, can be regenerated or reused are still under
research to lengthen the number of cycles during which they can be used, and
reduced, by means of better formulations, the mechanical degradation processes
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and the obstruction of pores normally because of the thermal and chemical stress
arising from their continuous change in composition and to the sintering process
resulting from the continuously high operating temperatures.

The adsorbents based on calcium may also retain other acid gases such as HCl,
but the use conditions must be particularly adjusted because of problems regarding
calcium chloride fusibility.

References

1. Méndez-Vigo I (2002) Operational experience of the Puertollano 330 MW IGCC power
plant. In: International conference on clean coal technologies for our future. Chia Laguna,
Italy, October 21–23

2. Ogenga DO, Mbarawa MM, Lee KT, Mohamed AR, Dahlan I (2010) Sulphur dioxide
removal using South African limestone/siliceous materials. Fuel 89:2549–2555

3. Fenouil LA, Lynn S (1995) Study of calcium-based sorbents for high-temperature H2S
removal. 1. Kinetics of H2S sorption by uncalcined limestone. Ind Engng Chem Res
34:2324–2333

4. Thambimuthu KV (1993) Gas cleaning for advanced coal-based power generation. IEA Coal
Research, London

5. Yrjas P, Iisa K, Hupa M (1996) Limestone and dolomite as sulphur adsorbents under
pressurized gasification conditions. Fuel 75:89–95

6. Pinto F, Lopes H, André RN, Gulyurtlu I, Cabrita I (2008) Effect of catalyst in the quality of
syngas and by-products obtained by co-gasification of coal and wastes. 2: Heavy metals,
sulphur and halogen compounds abatement. Fuel 87:1050–1062

7. Wang S, Lu GQ (1998) Catalytic activities and coking characteristic of oxides-supported Ni
catalysts for CH4 reforming with carbon dioxide. Energy Fuels 12:248–256

8. García L, Benedicto A, Romeo E, Salvador ML, Arauzo J, Bilbao R (2002) Hydrogen
production by steam gasification of biomass using Ni–Al coprecipitated catalysts promoted
with magnesium. Energy Fuels 16:1222–1230

9. Lin S, Harada M, Suzuki Y, Hatano H (2004) Continuous experiment regarding hydrogen
production by coal/CaO reaction with steam (I) gas products. Fuel 83:869–874

10. Álvarez-Rodríguez R, Clemente-Jul C, Martín-Rubí JA (2007) Behaviour of the elements
introduced with the fuels in their distribution and immobilization between the coal–petroleum
coke IGCC solid products. Fuel 86:2081–2089

11. Abad A, Adánez J, García-Labiano F, de Diego LF, Gayán P (2004) Hot coal–gas
desulphurization with calcium-based sorbents in a pressurized moving-bed reactor. Energy
Fuels 18:1543–1554

12. Adánez J, Abad A, de Diego LF, García-Labiano F, Gayán P (2004) Direct sulfidation of
half-calcined dolomite under pressurized conditions. Ind Engng Chem Res 43:4132–4139

13. García-Labiano F, Adánez J, Abad A, de Diego LF, Gayán P (2004) Effect of pressure on the
sulfidation of calcined calcium-based sorbents. Energy Fuels 18:761–769

14. Adánez J, Abad A, García-Labiano F, de Diego LF, Gayán P (2005) H2S retention with Ca-
based sorbents in a pressurized fixed-bed reactor: application to moving-bed design. Fuel
84:533–542

15. Álvarez-Rodríguez R, Clemente-Jul C (2008) Hot gas desulphurisation with dolomite sorbent
in coal gasification. Fuel 87:3513–3521

16. García-Calzada M, Marbán G, Fuertes AB (2000) Decomposition of CaS particles at ambient
conditions. Chem Eng Sci 55:1661–1674

17. Brooks MW, Lynn S (1997) Recovery of calcium carbonate and hydrogen sulphide from
waste calcium sulphide. Ind Eng Chem Res 36:4236–4242

142 R. Álvarez-Rodríguez and C. Clemente-Jul



18. Swerdtfeger K, Brin I (1993) Problems in hot desulfurization of coal gas with lime. Erdöl
Khole-Erdgas Petrochem 46:103–110

19. Anthony EJ, Jia L, Qiu K (2003) CaS oxidation by reaction with CO2 and H2O. Energy Fuels
17:363–368

20. Qiu K, Lindqvist O, Mattisson T (1999) Oxidation behaviour of desulphurization residues
from gasification and fuel-rich combustion. Fuel 78:225–2331

21. Qiu K, Anthony EJ, Jia L (2001) Oxidation of sulfided limestone under the conditions of
pressurized fluidized bed combustion. Fuel 80:549–558

22. Wu S, Uddin MA, Nagamine S, Sasaoka E (2004) Role of water vapour in oxidative
decomposition of calcium sulphide. Fuel 83:671–677

23. Álvarez-Rodríguez R, Clemente-Jul C (2009) Oxidation of the sulfurised dolomite produced
in the desulphurisation of the gasification gases. Fuel 88:2507–2519

24. Yrjas P, Hupa M, Iisa K (1996) Pressurized stabilization of desulfurization residues from
gasification processes. Energy Fuels 10:1189–1195

25. Ahmed M, Alonso L, Palacios JM, Cilleruelo C, Abanades JC (2000) Structural changes in
Zn ferrites as regenerable sorbents for hot coal gas desulphurization. Solid State Ion 138:51–
62

26. Alonso L, Palacios JM, Moliner R (2001) The performance of some Zn based regenerable
sorbents in hot coal gas desulphurization long-term using graphite as a pore-modifier
additive. Energy Fuels 15:1398–1402

27. Pineda M, Palacios JM, Alonso L, García E, Moliner R (2000) Performance of zinc oxide
based sorbents for hot coal gas desulfurization in multicycle test in a fixed-bed reactor. Fuel
79:885–895

28. Tomás-Alonso F, Palacios JM (2004) Synthesis and surface properties of zinc ferrite spices in
supported sorbents for hot-coal gas desulfurization. Fuel Process Technol 80:191–203

29. Pan YG, Perales JF, Velo E, Puigjaner L (2005) Kinetic behaviour of iron oxide sorbent in
hot gas desulfurization. Fuel 84:1105–1109

30. Alonso L, Palacios JM, García E, Moliner R (2000) Characterization of Mn and Cu oxides as
regenerable sorbents for hot coal gas desulfurization. Fuel Process Technol 62:31–44

31. Alonso L, Palacios JM (2002) Performance and recovering of a Zn-doped manganese oxide
as a regenerable sorbent for hot coal gas desulfurization. Energy Fuels 16:1550–1556

32. García E, Palacios JM, Alonso L, Moliner R (2000) Performance of Mn and Cu mixed oxides
as regenerable sorbents for hot coal gas desulfurization. Energy Fuels 14:1296–1303

33. Ibarra JV, Cilleruelo C, García E, Pineda M, Palacios JM (1998) Vibrational spectroscopy
study of zinc-containing mixed oxides as regenerable sulphur sorbents at high temperature.
Vib Spectrosc 16:1–10

34. Pineda M, Fierro JLG, Palacios JM, Cilleruelo C, García E, Ibarra JV (1997) Characterization
of zinc oxide and zinc ferrite doped with Ti or Cu as sorbents for hot gas desulphurization.
Appl Surf Sci 119:1–10

35. Park NK, Lee DH, Jun JH, Lee JD, Kim JC, Chang CH (2006) Two-stage desulfurization
process for hot gas ultra cleanup in IGCC. Fuel 85:227–234

36. Xie W, Chang L, Wang D, Xie K, Wall T, Yu J (2010) Removal of sulphur at high
temperatures using iron-based sorbents supported on fine coal ash. Fuel 89:868–873

37. Swisher JH, Schwerdtfeger K (1992) Thermodynamics analysis of sorption reactions for the
removal of sulphur from hot gases. J Mater Eng Perform 1:565–571

38. Partanen J, Backman P, Backman R, Hupa M (2005) Adsorption of HCl by limestone in hot
flue gases. Part 1: the effects of temperature, gas atmosphere and adsorbent quality. Fuel
84:1664–1673

39. Weinell CE, Jensen PI, Dam-Johansen K, Livbjerg H (1992) Hydrogen chloride reaction with
lime and limestone. Kinetics and sorption capacity. Ind Eng Chem Res 31:164–171

40. Font O, Querol X, Izquierdo M, Alvarez E, Moreno N, Diez S, Álvarez-Rodríguez R,
Clemente-Jul C, Coca P, García-Peña F (2010) Partitioning of elements in a entrained flor
IGCC plant: influence of selected operational conditions. Fuel 89:3250–3261

Emerging Technologies on Syngas Purification: Process Intensification 143





H2 Production and CO2 Separation

Antonello Di Donato

Abstract A promising technology for H2 production and CO2 separation is based
on water gas shift reaction operated in water gas shift membrane reactor (WGSMR).
In such a reactor the synthetic gas reacts with steam in a catalytic bed to produce
additional hydrogen and CO2. A H2 selective membrane allows the simultaneous
production of hydrogen at a high purity level and a stream of concentrated CO2. The
performance of such a reactor is defined in terms of CO conversion fraction,
H2 recovered fraction and produced H2 flow rate. The chapter deals with the
modelling of a WGSMR. A model developed to assist the design of a pilot scale,
tube-in-tube reactor, is described. Simulations with the model are presented and
discussed. The simulations were performed to analyse the effect of operating con-
ditions (H2O/CO ratio, temperature, pressure and syngas flow rate), catalyst char-
acteristics (catalytic bed efficiency, void fraction) and membrane length, on the
reactor performance. The results provide quantitative information to define the set
of conditions to obtain the target value of the H2 flow rate, with high values of CO
conversion fraction and H2 recovered fraction, minimising the length of the H2

selective membrane. A last paragraph is dedicated to a short analysis of the main
issues and foreseen solutions for the industrial application of the technology.

Notation

CSS CO2 capture and storage
IGCC Integrated gasification combined cycle
PSA Pressure swing adsorption
TSA Temperature swing adsorption
WGS Water gas shift reaction
WGSMR Water gas shift membrane reactor
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1 Introduction: H2 Production and CO2 Separation
in Gasification Processes

Because of the growing interest for hydrogen, to be used as a clean fuel source for
electricity generation and transportation or for chemicals production [1], gasifi-
cation based processes could be designed to produce hydrogen for partial or
complete substitution of electricity as the end product. This possibility would
improve the flexibility of the gasification plant, which could balance energy and
hydrogen production according to the variations of raw materials costs and end
product prices [2, 3].

The process scheme for hydrogen production consists of three steps:

(1) Gasification of fuel to produce a synthetic gas (syngas) whose main compo-
nents are CO and H2.

(2) Reaction of the syngas with purposely added steam to increase the hydrogen
content by means of the water gas shift (WGS) reaction: CO ? H2O ?
CO2 ? H2.

(3) Separation of H2 and CO2 obtaining a stream of H2 rich gas and a stream of
concentrated CO2.

To be attractive such a process should produce hydrogen at a high purity
level, to allow its use in fuel cells, and should be combined with the imple-
mentation of CO2 capture and storage (CSS) technologies, to favour the
hydrogen production from not renewable fuels, like coal, refinery by-products,
municipal wastes [4].

Hydrogen for fuel cells requires a very low concentration of impurities.
In particular CO must be below 100 ppm [5]. To make economically suitable CO2

disposal, the CO2 stream must be produced at the appropriate pressure and purity,
as required by transport, storing in geological formations or for enhanced oil
recovering techniques [6, 7].

The existing commercial separation technologies, such as chemical and phys-
ical absorption, adsorption, low temperature membranes and cryogenic processes
are extremely ‘‘energivorous’’, and the later re-heating and re-pressurisation stages
heavily penalise (8–12%) the global efficiency of the plant. To overcome these
limitations, Pressure swing adsorption (PSA) and temperature swing adsorption
(TSA) processes based on liquid or porous media (e.g., activated carbons),
and membrane reactor based processes are considered promising emerging
technologies for H2 and CO2 separation from the syngas [8, 9].

A membrane reactor for WGS reaction, equipped with a H2 selective mem-
brane, or a CO2 selective membrane, or both, operating at adequate temperature
and pressure, would allow their separation without an energy cost for heating or
compressing the gases [10]. A reactor for carrying out the process is simple,
without moving parts, and can be replicated in a sequence of single units to
increase the performance. This option would result in a tremendous process
intensification. The membrane reactor technology is in an advanced state of
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development. Both catalysts and membranes have been widely studied and a vast
literature about small scale reactors is available. Although not yet mature for
industrial application, the findings on catalysts and membranes make possible
to move the investigation to pilot scale. In the conclusions of the European
HYDROSEP [11] project a pilot reactor, to be integrated into an IGCC plant, has
been proposed.

This chapter deals with the modelling of a reactor for catalytic WGS reaction
integrated with a H2 selective membrane. The presented model was developed to
assess the feasibility of a pilot reactor and to assist its basic design. It constitutes a
good example of the role of mathematical modelling in the evolution of the
technology from basic studies to final applications.

2 H2 Production and CO2 Separation in a Single Catalytic
Membrane Reactor

2.1 Process Concept: Thermodynamic Equilibrium of the Water
Gas Shift Reaction

The extent of the WGS reaction can be measured by the CO conversion fraction,
XCO, defined as the ratio of CO moles transformed to CO2 to the initial CO moles.

XCO ¼
mol CO in�mol CO out

mol CO in
: ð1Þ

The CO conversion fraction at the thermodynamic equilibrium can be calcu-
lated by the initial composition and temperature of the gas mixture (syngas plus
steam) and data of Gibbs free energy, DG0. A simple linear correlation between
reported DG0 data [12] and temperature is the following:

DG0 ¼ 37:43T � 39; 704:21 in J mol�1
� �

ð2Þ

At room temperature the Gibbs free energy of the WGS reaction is negative and
the equilibrium constant calculated from Eq. 2 is 91,393.30 at 300 K. The reaction
is almost completely shifted towards the products. But at low temperatures the
reaction is slow, with no practical use. Increasing the temperature, increases the
velocity. As the reaction is exothermic, the yield decreases. At 900 K the equi-
librium constant is 2.24.

Figure 1 shows curves of CO conversion fraction as a function of temperature
at different H2O/CO ratios. The composition used in the calculation is represen-
tative of the composition obtained adding steam to a syngas from coal gasification
(CO 60%, H2 22%, CO2 4% and inert 14%). The simple thermodynamic calcu-
lations show the decrease of the thermodynamic CO conversion as the temperature
increases and H2O/CO ratio decreases.
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Exercise 1 (Thermodynamic Calculation of the Co-Conversion Fraction) The
objective is the calculation of the CO conversion fraction in a gas mixture
obtained mixing a given volume, Q (m3 STP), of a syngas of prefixed compo-
sition with a volume of steam, at a defined H2O/CO (mol mol-1) ratio and
constant temperature, T (K), assuming that the condition of thermodynamic
equilibrium is achieved.

The initial moles of the species can be easily calculated from the syngas volume
syngas composition, and H2O/CO ratio (mol H2O/mol CO).

mol CO in ¼ Q�%CO
100

� 1
22:414

where 22.414 (mol m-3 STP) is the molar volume of the gas at standard
temperature and Pressure. Similarly for CO2 and H2.

The moles of H2O are given by the imposed H2O/CO ratio. N is the sum of the
moles of the species in the gas mixture.

According to the WGS reaction stoichiometry:

COþ H2O! CO2 þ H2

x moles of CO and x moles of H2O are transformed in x moles of CO2 and
x moles of H2. The total number of moles, N, remains the same.

At equilibrium the concentrations of the species (molar fractions) are related to
the equilibrium constant.

mol CO2inþxð Þ
N � mol H2inþxð Þ

N
mol CO in�xð Þ

N � mol H2O in�xð Þ
N

¼ Keq ¼ e�
DG0
R�T

where DG0 at temperature T can be calculated from Eq. 2 and R =

8.31 J mol-1 K-1.
The transformed moles x can be easily found with a numerical algorithm to find

the zero of an algebraic equation. x is the difference mol CO in – mol CO out in the
Eq. 1. Figure 1 shows the conversion values calculated for different temperatures
and initial gas compositions.
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2.2 Process Concept: Removal of H2 to Promote the CO
Conversion

If H2 is continuously removed from the reaction zone, the reaction shifts towards
the products and the CO conversion fraction increases. The contemporary H2

production by WGS reaction, and H2 removal from the reaction zone, can be
achieved in a single unit: water gas shift membrane reactor (WGSMR). In such a
reactor a H2 selective membrane physically separates the reactor in two zones: the
reaction zone and the permeation zone. Syngas and steam are fed under pressure
into the reaction zone of the reactor, filled with the catalyst, where the WGS
reaction occurs. Hydrogen selectively passes through the membrane into the per-
meation zone. From the permeation zone H2 is continuously extracted by aspira-
tion. A sweeping gas can assist the extraction. The hydrogen removal maintains a
H2 concentration gradient between the two sides of the membrane, which is the
driving force of H2 transport. Figure 2 schematically shows the process concept.
Following a common convention, the two gas mixtures exiting from the permeation
and reaction zones are called permeate and retentate, respectively.

The production rate of hydrogen depends on the catalyst efficiency and on
membrane permeability. The hydrogen purity depends on the membrane selectivity.
The retentate can be re-circulated or can be post-combusted for complete oxidation
of residual H2 and CO. After post-combustion and water elimination, high pressure
CO2 remains for storing. The process becomes more advantageous if the syngas is
previously cleaned, especially from dust and sulphur, in hot cleaning operations.

The efficiency of the reactor to separate hydrogen is measured by the H2 recovered
fraction, which is the ratio between the separated hydrogen to the total produced
hydrogen (the total hydrogen is the sum of the pre-existing and produced hydrogen).

RH2 ¼
H2 separated

H2 in + H2 produced
ð3Þ

The H2 flow rate produced by the reactor is directly linked to the CO conversion
fraction Eq. 1 and H2 recovered fraction (Eq. 3).

mol H2 Prod ¼ ðmol H2 inþmol CO in� XCOÞ � RH2 ð4Þ

CO conversion fraction (Eq. 1), H2 recovered fraction (Eq. 3) and produced H2

flow rate (Eq. 4) are the three main parameters defining the reactor performances.

Syngas

Sweeping
gas

CO+H2O → CO2+H2

Steam

H2
Permeate
H2/inert

Retentate
CO2/H2O

Catalyst

Membrane

Fig. 2 WGSMR process
concept. The WGS reaction
occurs in the reaction zone.
Hydrogen passes from the
reaction zone to the
permeation zone through the
selective membrane
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3 A Mathematical Model for Catalytic Membrane Reactor
Design and Performance Evaluation

Many WGSMR models are reported in the literature, dedicated to the design of
the reactor or to the optimisation of a process scheme including such a reactor.
The most are based and dimensioned on laboratory scale reactors. In what follows
a WGSMR model is presented dedicated to the design of a pilot scale reactor for
hydrogen production from syngas to be integrated in an IGCC power plant.

Such a unit pilot should supply a flow rate of hydrogen of the order of
180 m3 STP h-1 (i.e., *2.2 mol s-1) sufficient to operate a 250 kW fuel cell [11].

The model was developed in a thesis [13], integrated with experimental data of
membrane permeability purposely measured, and applied in the context of the
Agapute [14] and HYDROSEP [11] European projects. An other application of the
model can be found in Piemonte et al. [15].

3.1 Basic Reactor Configuration

The basic configuration of the reactor was decided ‘a priori’. The reactor is con-
stituted of two coaxial tubes (the so-called tube-in-tube configuration) with the
following dimensions: length 10 m, external radius 0.080 m and internal radius
0.045 m.

This configuration, characterised by a high ratio of length to radius, derived by
a preliminary analysis of different configurations (in terms of length and radius of
the tubes), carried out in Favetta’s thesis work, which demonstrated that a high
length to radius ratio favours high CO conversion fraction. Similar length to radius
ratios are currently adopted in the catalytic tubes of methane reforming reactors.

The catalyst can fill either the external tube or the internal tube. The H2

selective membrane is a dense metallic membrane, perfectly H2 selective. It can be
as long as the whole reactor or shorter. A sweeping gas can be introduced either in
co-current or in counter-current to the H2 extracted flow.

3.2 Model Purposes

The WGSMR model was designed to evaluate the effect of operating conditions,
characteristics of catalytic bed and membrane, reactor configuration on CO con-
version, hydrogen recovery and H2 production.

• Operating conditions are temperature, pressure, gas inlet flow rate, ratio of
steam flow rate to gas flow rate and sweeping gas flow rate.

• Catalytic bed characteristics are catalyst efficiency, particle size and void
fraction.
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• Membrane characteristics are hydrogen permeability and thickness
• Reactor configurations refer to the location of the catalytic bed (internal or

external tube) and length of the selective membrane.

This set of information is the basis to evaluate the feasibility of the WGSMR
and the requirements for its engineering.

3.3 Physical Laws Governing the Reactor Process

The WGSMR model considers heterogeneous chemical kinetics, mass and heat
transport phenomena in a porous medium, hydrogen flow rate through the
membrane.

3.3.1 WGS Reaction Kinetics

The expression for the reaction rate depends on the catalytic mechanism. A wide
variety of reaction mechanisms have been proposed for the various investigated
catalysts. Following indications from the literature [16, 17], the present WGSMR
model assumes that the catalysed WGS reaction occurs according to the following
mechanism.

H2O and CO moves from the gas bulk to the catalyst surface, where they are
adsorbed on the catalyst surface. The adsorbed species react with a reaction rate,
forming the products, which are, in turn, desorbed giving the gaseous products, H2

and CO2. The limiting step of the process is the reaction of the adsorbed species on
the catalyst surface. Consequently, at the catalyst surface an equilibrium condition
is established between gaseous and adsorbed species.

According to this mechanism the reaction rate is given by the Langmuir–
Hinshelwood expression.

rCO ¼ k � KCO � KH2O �
pCO � pH2O �

pCO2�pH2
Keq

� �

1þ KCO � pCO þ KH2O � pH2O þ KCO2 � pCO2ð Þ2
� qcat

ð5Þ

where:

rCO Reaction rate (mol kg-1 s-1)
pX Partial pressure of component X (Pa Pa-1)
qcat Catalyst density (kg m-3)
KCO;KH2O;KCO2 Absorption coefficients for CO, H2O and CO2 on the catalyst

surface
(Pa-1)

Keq Equilibrium constant of the Water Gas Shift reaction (Pa Pa-1)
k Kinetic coefficient of the reaction (mol m-3 s-1)
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The values of the absorption coefficients, equilibrium constant and kinetic
coefficient are calculated as a function of temperature with the following formulas
[16].

KCO ¼ 10�5 � e
3064

1:987�T� 6:74
1:987ð Þ Pa�1

� �

KH2O ¼ 10�5 � e
�6216
1:987�Tþ12:77

1:987ð Þ Pa�1
� �

KCO2 ¼ 10�5 � e
12542

1:987�T�18:45
1:987ð Þ Pa�1

� �

Keq ¼ e
4577:8

T �4:33ð Þ dimensionlessð Þ

k ¼ 1; 000
60
� e

�29364
1:987�Tþ40:32

1:987ð Þ mol kg�1
catalyst s�1

� �

Equation 4 represents the reaction rate at catalyst surface, where an equilibrium
condition is established between adsorbed species and gaseous species in the gas
phase at the interface. The partial pressure of the various species at the interface
depends on the fluid dynamics of the system.

The distributions of temperature, pressure and gas composition depend on the
dimensions of the reactor, on the size of the catalyst particles, on the void fraction
and on the flow mass. Different approaches with different levels of complexity,
approximations and simplifications have been proposed to solve the problem.
The most comprehensive models are based on solving the complete Navier–Stokes
equations, considering both axial and radial mass, momentum and energy trans-
port. This approach is computationally expensive and require computational fluid
dynamic (CFD) codes and a large effort of skilled specialists.

The present WGSMR model is based on the plug flow representation of
the system. This is a relatively simpler way to formulate and manage a WGSMR
model. The key assumption is that the fluid is perfectly mixed in the radial
direction but not in the axial direction (forwards or backwards). Plug flow
models are written in terms of ordinary differential equations, the solution for
which can be calculated providing that appropriate boundary conditions are
known. An evaluation of the two approaches, CFD and plug flow, can be found in
Raja et al. [18].

Despite its simplicity the plug flow approach has been largely adopted to model
catalytic reactors. A recent application to WGSMR has been presented by
Gosiewsky et al. [19], In that paper also selected examples from the literature are
shortly discussed.

To take into account in a global way the complex fluid dynamic aspects, a
‘catalyst efficiency’ parameter g, specific of the catalytic bed can be introduced.
This parameter accounts for the difficulty of the gas to penetrate, in a homoge-
neous way, into the catalytic bed. The parameter g represents an average catalyst
efficiency. It is specific for a given catalyst and bed configuration. g is an
adjustable parameter of the model.
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3.3.2 H2 Flow Rate Through the Membrane

In the present model a classical formulation of the hydrogen flow rate through a
metallic dense membrane has been adopted, based on the assumption that the step
controlling the separation process is the hydrogen diffusion into the membrane.

JPerm
H2
¼ BH

d
P0:5

H2;React � P0:5
H2;Perm

� �
ð6Þ

where

Accepting some simplifications the Eq. 6 can be derived as presented in the
next Exercise 2.

Exercise 2 (Obtaining the Relationships between the H2 Flow Rate Through a
Dense Metallic Membrane and the H2 Partial Pressure in the Gas Phase)

In a metallic alloy hydrogen dissolves in atomic form:

0:5H2 $ H ð7Þ

The hydrogen concentration in solid solution is related to the H2 partial pressure
according to Sievert’s law.

½H� � c ¼ K � P0:5
H2

ð8Þ

where

The diffusion through the membrane is driven by the concentration gradient of
the dissolved hydrogen inside the membrane thickness. The hydrogen flow rate is:

JH ¼ D� d½H�
dx

ð9Þ

where

JPerm
H2

H2 flow rate through the membrane mol m-2 s-1

BH H2 permeability mol m-1 s-1

d membrane thickness m
PH2 Hydrogen partial pressure Pa Pa-1

[H] Concentration of atomic H in the solid solution (mol m-3)
PH2

H2 partial pressure in gas phase (Pa Pa-1)

K Equilibrium constant (mol m-3)
c Activity coefficient (dimensionless)
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At steady state, at the two membrane/gas interfaces the equilibrium is estab-
lished according to the Eq. 9. The flow rates of H2 in the gas phase (on both
reaction and permeation sides) and the flow rate of atomic hydrogen in solid
solution are linked by stoichiometry.

�JReact
H2
¼ JPerm

H2
¼ 1

2
JMembrane

H ð10Þ

React and Perm stand for reaction zone and permeation zone.
If D is constant along the membrane thickness, the integration of Eq. 9 gives:

JMembrane
H ¼ D

d
½H�React � ½H�Perm

� �
ð11Þ

The substitution of [H] with PH2 (Eq. 8) gives the equation of the hydrogen flow
rate (Eq. 6) through a membrane of thickness d, as a function the partial pressures
of hydrogen in the two sides of the membrane and its permeability BH.

BH ¼
1
2
� K

c
� D

d
ð12Þ

JPerm
H2
¼ BH

d
P0:5

H2;React � P0:5
H2;Perm

� �
ð6Þ

The expression of hydrogen permeability contains the product of a diffusion
coefficient and an equilibrium constant. Both vary with the temperature according
to an Arrenhius type function. For this reason its dependence on the temperature is
commonly expressed by an Arrhenius type relationships:

BH ¼ A� e
E

R�T ð13Þ

The simplifying hypotheses in this exercise are that D and c are constant into
the membrane. The literature on hydrogen in metals is immense. Values of
hydrogen solubility, equilibrium constant and diffusivity coefficient in palladium
alloys can be found in many books and papers. See, for example, Alefeld and
Volkl [20]. Both measurement and prediction of equilibrium constant, activity
coefficient and diffusion coefficient are complex and strongly dependent on
metal composition and metal crystalline structure [21]. Consequently, although in
principle BH could be calculated from measurements of the quantities in
Eq. 12, the usual practice is the direct experimental determination of the A and
E parameters in Eq. 13. As a matter of fact in many cases permeability mea-
surements are used to derive the values of hydrogen solubility or diffusivity [22].

JH H flow rate through the membrane mol m-2 s-1

[H] H concentration in solid solution mol m-3

D Diffusion coefficient of H in solid solution m2 s-1

x Dimension along membrane thickness m
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3.3.3 Conservation Equations

The mathematical model is a set of ordinary differential equations at steady state.
The equations are the mass balances for the considered chemical species (CO, CO2,
H2, H2O and inert) in the reaction and permeation zones, the energy balance in both
zones and the pressure drop along the reactor in the reaction zone. The membrane
temperature is assumed constant along the thickness. The initial condition is the set
of composition, temperature and pressure of the gas mixture entering the reactor
calculated assuming instantaneous mixing of syngas and steam.

The model calculates the evolution of gas composition, temperature and pres-
sure along the reactor.

The mass balance in the reaction zone for the chemical species X = CO, H2O,
CO2 is:

dFx

dz
¼ �g� 1� eð Þ � ðrCOÞ � AReact ð14Þ

The positive sign is for the formed species CO2, the negative sign is for H2O
and CO. The mass balance for H2 is:

dFH2

dz
¼ g� 1� eð Þ � ðrCOÞ � AReact � JPerm

H2
� 2pRMembrane ð15Þ

where

The energy balance was introduced to calculate the temperature profile in the
reactor. The equation is based on the enthalpy variation of the WGS reaction, on
the enthalpy variation associated to the H2 flux through the membrane and on the
heat transfer between the gas flow and the reactor tubes. The thermal exchange
between gas and tube walls mainly depends on gas velocity, gas physical char-
acteristics and catalyst particle size. The heat exchange in the packed bed is treated
by Whitaker [23].

The model includes an externally source of energy, positive or negative, to heat
or to cool the reactor, in order to control the wall temperature. The detailed
mathematical formulation of the present model is described in Favetta’s thesis [13].

FX Flow rate of species X (CO, H2O, CO2) along the reactor mol s-1

FH2 Flow rate of H2 along the reactor mol s-1

z Position along the membrane m
e Catalyst void fraction Dimensionless
rCO Reaction rate in terms of CO Eq. (5) mol m-3 s-1

AReact Area of the section of the catalytic bed AReact = p (Re
2 - Ri

2) or
AReact = pRi

2
m2

JPerm
H2

H2 flow rate through the membrane mol m-3 s-1

RMembrane Radius of the membrane m
g Catalyst efficiency Dimensionless
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The pressure drop was calculated with the classical Ergun equation [24, 25].
The main factors affecting the pressure drop are void fraction of the catalytic bed
and catalyst particle size.

3.4 Experimental Measurement of Membrane Permeability

The WGSMR presented here was envisioned equipped with a H2 selective dense
metallic (Pd/Ag alloy) membrane, whose A and E parameters were experimentally
determined on tubular membrane of dimensions 10 cm length and 2 cm diameter.
The determination was carried out by means of an apparatus consisting of a gas
feeding system, a membrane reactor maintained at constant temperature by means
of an external controlled heating system, and a gas analysis section to measure the
composition of the gas before and after the membrane reactor and the H2 flow rate
from the permeation zone. Experiments were performed at different pressure,
composition and temperature of the feed gas.

The experimental details and results can be found in Agapute [14] and
Hydrosep [11] reports.

Figure 3 shows the fitting of the H2 flow rate as a function of temperature.

4 Model-Based Water Gas Shift Membrane Reactor Design
and Performance Evaluation

4.1 Process Objectives

The process objective is to obtain a target value of H2 production flow rate
(see Sect. 3) with maximum efficiency of H2 and CO2 separation. The parameters
CO conversion fraction (Eq. 1) and H2 recovered fraction (Eq. 3) measure the
reactor performance.
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4.2 Reference Conditions

The reactor is a tubular reactor described in Sect. 3.1. The catalytic bed is made of
spherical particles of constant diameter and density. The H2 flow rate through the
membrane is calculated by means of Eqs. 6 and 13. The inlet syngas has fixed
composition and temperature.

Table 1 lists the main variables of the model. The reported values are used in
the calculations when not differently specified.

JPerm
H2

H2 flow rate through the membrane mol m-2 s-1

BH H2 permeability mol m-1 s-1

d Membrane thickness m
PH2

Hydrogen partial pressure Pa Pa-1

Table 1 Reference conditions in the model simulations

Reactor Unit Values used when not
differently specified

Length m 10
Internal radius of the external tube m 0.08
External radius of the internal tube m 0.045
Catalyst

Particle average diameter m 0.005
Density kg m-3 2400
Void fraction – 0.6
Efficiency – 0.28

Membrane
Activation energya kJ mol-1 22.35
Pre-exponential factora mol m-1 s-1 Pa-0.5 1.27 9 10-9

Thickness m 5 9 10-6

Permeability (BH/d) mol m-2 s-1 Pa-0.5 2.55 9 10-4

Reaction zone
Gas inlet temperature K 628
Gas inlet pressure Pa 2,376.53
Syngas flow rate mol s-1 3.6
Syngas composition

CO mol % 60
CO2 mol % 4
H2 mol % 22
Inert mol % 18
H2O/CO – 3

Permeation zone
Sweeping gas flow rate mol s-1 3.9
Sweeping gas inlet temperature K 628
Pressure permeation side Pa 101,325

a From fitting of experimental data. See Fig. 3
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4.3 Influence of Operating Conditions on Reactor Performance

According to thermodynamics, increasing the ratio H2O/CO, the CO conversion
fraction increases (see Fig. 1). The model was used to explore the effect of
increasing the H2O/CO ratio on the reactor performance. Figure 4 shows the result.
The curve is not monotone, but a maximum in CO conversion is obtained at H2O/
CO = 2.8.

The model indicates that the kinetic slows down when the H2O/CO ratio
exceeds a maximum value. This is an effect of the expression rate of the WGS
reaction written according to the Langmuir–Hinshelwood mechanism. The
experimental verification of the existence of a maximum of CO conversion frac-
tion as a function of H2O/CO ratio is a validation of the mechanism.

The reactor performance can be improved by setting different conditions, like
higher pressure and higher temperature. Figures 5 and 6 show the effect on these
parameters of the reaction zone pressure and reactor external wall temperature,
respectively. These results indicate that a combination of high temperature and
high pressure improves the reactor performance.

The WGS reaction is exothermic, and the equilibrium is shifted to lower CO
conversion as temperature increases. But the hydrogen removal sustains the
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reaction overcoming the thermodynamic limit. Figure 5 shows the effect of tem-
perature on CO conversion fraction and H2 recovered fraction. The presence of the
membrane allows greater hydrogen production in the reaction zone. But the effect
on the H2 separation efficiency is negligible. A better exploitation of the higher CO
conversion is obtained increasing the pressure in the reaction zone that means to
increase the driving force for the hydrogen separation and consequent higher H2

flow rate through the membrane. Figure 6 shows the effect of pressure on CO
conversion fraction and H2 recovered fraction. This result means that increasing
reaction rate is a necessary but not sufficient condition. The process effectiveness
strongly depends on the operating pressure.

4.4 Influence of Catalytic Bed Characteristics on Reactor
Performance

The evaluation of the effect of parameters such as catalyst particle size, void
fraction, catalyst efficiency, membrane thickness on CO conversion fraction and
H2 recovered fraction is necessary to define the requirements for catalyst and
membrane.

Figures 7 and 8 show the CO conversion fraction as a function of catalyst
efficiency and void fraction in the catalytic bed, respectively. To obtain a CO
conversion fraction higher than 0.8 the catalyst efficiency must be higher than 0.3
and the void fraction lower than 0.6. This requirements must be obtained designing
the catalytic bed, in terms of particle size and shapes.

4.5 Performance Evaluation of Different Reactor Configurations

A typical application of this type of model is the simulation of reactor configu-
ration. The next two examples concern the geometry of the system reactor plus
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membrane. In the adopted tube-in-tube configuration, the catalytic bed can be in
the external zone or in the internal zone, as schematically depicted in Fig. 9.

Both configurations are reported in the literature. Here the model has been used
to compare the performances of the two configurations in similar conditions.
Figure 10 shows the difference in terms of CO conversion fraction.
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The configuration with the catalyst in the internal tube is clearly more efficient.
This is a consequence of the lower energy dissipation when the reaction zone is the
internal tube, which causes a higher temperature in the reaction zone. As seen
above, both CO conversion factor and H2 recovered factor increase as the tem-
perature increases. The corresponding H2 flow rate increase is of the order of 10%.

The second example shows the use of the model to optimise the length of the
membrane. The high cost of the membrane requires an analysis of the most
suitable dimensions and placement, without reducing its performance. The ques-
tion is if the membrane must have the same length as the reactor or it can be
shorter. Figure 11 schematically shows the configuration. Simulations with the
WGSMR model using different membrane lengths (M) inside the reactor (length
L = 10 m) were performed. The CO conversion fractions for the four calculated
M/L ratios are plotted in Fig. 12. The red curve is the XCO as a function of the
reactor length when the membrane inside the reactor has the same length of
the reactor itself. The blue curves have been calculated for membranes of different
lengths inside the reactor. The black curve is the XCO of the WGS reactor without
the membrane.

A membrane with a length of 40% of the total length of the reactor gives almost
the same XCO of the membrane as long as the reactor. A longer membrane does not
produce a significant XCO improvement.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 1 2 3 4 5 6 7 8 9 10

Reactor length (m)

C
O

 c
on

ve
rs

io
n 

fr
ac

tio
n

 internal catalyst
 external catalyst

sweepcatalyst

sweepcatalyst

Fig. 10 CO conversion
fraction for the two WGSMR
configurations along the
reactor length

Fig. 11 Schematic
representation of the tube-
in-tube reactor with the
membrane shorter than the
reactor

H2 Production and CO2 Separation 161



In conclusion the model suggests to build the WGSMR using the H2 selective
membrane for only the final 60% of the internal tube, with a corresponding
reduction of the membrane cost. The rest of the tube is an impermeable tube.

4.6 Definition of a Working Point

The reactor working point is a set of operating conditions. Some of these condi-
tions, like temperature and pressure, could be imposed by operational constraints
of catalyst and membrane, and could be different from the optimum values. Once
defined the applicable temperature and pressure, the model can calculate the
syngas flow rate to be fed into the reactor to obtain the target value of hydrogen
flow rate.

Figure 13 shows an example. CO conversion fraction, H2 recovered fraction
and produced H2 flow rate (in moles per second) are calculated as a function of the
gas inlet flow rate. The calculated curves allow the identification of a working
point to obtain the above defined target of 180 m3 STP h-1 H2 production
(equivalent to 2.2 mol s-1). With the set of operating conditions used for
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the calculation, a syngas flow rate of 3.3 mol s-1 must be fed to the reactor
(i.e., *270 m3 STP h-1).

5 Feasibility and Foreseen Technological Solutions
for Catalyst, Membrane and Reactor Configuration

Catalysts for the WGS reaction have been studied for over a century. A large
variety of catalyst can be used, including reducible oxides, oxidable metals and
noble metals dispersed in oxides.

The most common catalyst at higher temperature, used since 1914, is a mixture
of iron oxide and chromium oxide (Fe2O3 and Cr2O3). Metallic Ni dispersed in an
oxide substrate (e.g., CaO, Al2O3 and Ce2O3) is also extensively studied.

To improve the performance, especially in terms of long term stability and
resistance against polluting species such as sulphur and nitrogen compounds, a
large number of catalysts are continuously studied, the most present in the liter-
ature being copper, zinc, nickel and noble metals (Au, Pt, Pd) deposited on oxides
supports. Experimental and modelling studies dedicated to WGSMR report the use
of both commercial and purposely developed catalysts. The main issues in the
current research are the experimental determination of kinetics laws and param-
eters and the improvement of the stability and life of catalysts [26].

A recent review on WGS catalyst can be found in Smith et al. [27]. A sys-
tematic analysis of the molecular mechanisms of the WGS reaction has been
proposed by Callaghan [28].

On the basis of the transport mechanism of chemical species inside the wall,
the membranes for H2 separation can be basically divided in two classes: porous
and dense membranes.

In porous membranes molecular hydrogen diffuses through the pores from the
side at higher concentration to the side at lower concentration. Permeability and
selectivity depend on pore size and pore structure, according to complex mecha-
nisms. Roughly speaking, permeability increases and selectivity decreases as pore
size increases. Membrane materials and pore structure (which means preparation
techniques) must be selected taking into account the requirements in terms of
hydrogen purity and hydrogen flow rate. An acceptable compromise seems to be
microporous membranes with pore diameter of the order of one nanometer.
Materials for hydrogen selective membranes working at high temperatures
(500–900�C) are carbon, and ceramic (silica, alumina, zirconia, titania and
zeolites).

Dense membranes are made of ceramics or metals. In both cases the separation
is based on a mechanism of bulk dissolution/diffusion. In ceramic membranes the
hydrogen is transported as an ion (proton/electron diffusion); in metallic mem-
branes the hydrogen is dissolved and transported in atomic form in solid solution.
Ceramic membranes are made of oxides of Ce, Sr, Ba or mix. Metallic membranes
are based on thin layer of alloys of Pd with Ag or Cu, deposited on porous ceramic
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substrates. Dense membranes are characterised by a very high selectivity. Critical
issues are physical and chemical stability of the materials.

At present metallic membranes are the most developed. Pd alloy-based tubular
membranes of length of the order of one meter are reported [29]. Pd-based
membranes are commercialised for hydrogen purification. Ceramic dense and
microporous membranes exist only as laboratory prototypes.

Metallic membranes at high hydrogen selectivity are typically made by
depositing the selective materials as a thin layer on a substrate, in flat or tubular
configurations. Several flat parallel membranes can be assembled to maximise the
packing density (i.e., membrane surface per reactor volume). Barriers can be used
to guide the gas flux in order to eliminate stagnant zones and preferential paths.
Tubular membranes can be deposited in the internal or external side of a tubular
support. Several tubes can be assembled in a single separation unit.

A clear description of the principle and technological application of selective
membrane for H2 and CO2 separation can be found in Kluiter [30] and in Ocwig
and Menoff [31].

WGSMR have been realised with both flat and tubular H2 selective membranes,
although the second option is more popular and is adopted in a larger number of
applications. A recent review on patents for hydrogen production using membrane
reactors has been made by Gallucci et al. [32].

In the simplest configuration the catalyst is placed in the volume where the
feeding gas travels inside the reactor. Other configurations, with the catalyst on
the membrane surface or inside the membrane itself, have been experimented.
These configurations increase the technological problems of manufacturing and
handling of the reactor (for example, replacement of the exhaust catalyst)
without clear benefits in terms of efficiency and stability. The separated hydro-
gen is recovered by suction. The H2 extraction can be enhanced by using a gas
sweeping the permeation zone. Inert gas or steam have been used for this
purpose.

Good sealing of the membrane, mechanical stability at the temperature and
pressure in service must be guaranteed. Tubular membranes seem more able to
satisfy these requirements. The manufacturing technique and the requirement of
good sealing at high temperatures imposes a practical lower limit to the diameter
of the tubes, preventing the use of capillary systems. Typical tubular membranes
have diameters of the order of centimetres.

6 Conclusions

The technological evolution of the WGSMR for H2 production and CO2 separation
from syngas is mature enough to allow the realisation of a pilot plant. The
knowledge about both WGS catalysed reaction and membranes for selective
hydrogen separation can be applied in a unit at pilot scale to be integrated in a
gasification plant.
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The performances of a WGSMR, in terms of CO conversion and H2 production
is the global result of the mutual interaction of chemical kinetic mechanisms and
hydrogen transport through the membrane, strongly depending on pressure, tem-
perature and gas distribution inside the reactor. These conditions depend, in turn,
on geometry of the reactor, characteristics of the catalytic bed, characteristics of
the membrane and operating conditions. To analyse the effect of these variables on
the reactor performance, a model based on appropriate physical laws and reliable
data of catalytic bed efficiency and membrane permeability is necessary.

In this chapter a mathematical model of a WGSMR has been presented,
developed to assist the basic design of a pilot scale reactor. The results of the
calculations confirmed the feasibility of the pilot reactor, supplied the operating
conditions to obtain the target values of hydrogen flow rate, and gave important
insights into reactor configuration and catalytic bed requirement for the engi-
neering of the reactor. A pilot plant, integrated in an industrial gasification plant,
will allow to investigate the reliability and profitability of the technology.

At the end of the chapter it is worth noting that a reactor model is only as good
as the experimental data used. In the presented model, catalyst efficiency and
membrane permeability are measured data. Although the qualitative trends
resulting from the simulations remain valid, the quantitative evaluations strongly
depend on the reliability of these data.
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Modelling Superstructure for Conceptual
Design of Syngas Generation
and Treatment

Aarón D. Bojarski, Mar Pérez-Fortes, José María Nougués
and Luis Puigjaner

Abstract In this chapter a description of how the process synthesis problem can
be casted as a superstructure optimisation problem is done. The first section draws
on how the superstructure can be built, while the second section depicts the dif-
ferent techniques that can be used to reduce the computational time required to run
a superstructure optimisation. Section 3 describes the different integration and
control considerations embedded in a possible superstructure for analysing syngas
generation and treatment. This last section also shows the results of different
scenarios of this superstructure model.

Notation

ANN Artificial neural network
ASU Air separation unit
CC Combined cycle
CGE Cold gas efficiency
CSTR Continuous stirred tank reactor
DOF Degree of freedom
EO Equation oriented
ER Equivalence ratio
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GA Genetic algorithm
GT Gas turbine
HRSG Heat recovery steam generator
HP High pressure
IGCC Integrated gasification combined cycle
IP Intermediate pressure
KPIs Key performance indicators
LHV Lower heating value
LP Linear programming
LP Low pressure
MILP Mixed-integer linear programming
MINLP Mixed-integer non-linear programming
MOO Multi-objective optimisation
MSE Mean square error
NLP Non-linear programming
OF Objective function
PFR Plug flow reactor
PR Pressure ratio
PSA Pressure swing adsorption
PRENFLO Pressurised entrained flow
RSM Response surface methodology
SA Sensitivity analysis
SM Sequential modular
SQP Sequential quadratic programming
ST Steam turbine
TIT Turbine inlet temperature
TOT Turbine outlet temperature
VL Vapour-liquid
WHB Waste heat boiler
cg Clean gas
rg Raw gas

1 Introduction, Superstructure Building, Architecture
and Functionalities

The design and modelling of chemical processes in general and syngas processes
in particular consist of a series of steps where different refinements on a given
process flowsheet are done aiming at generating a final design for the production of
a given product.

The design of new processes has different stages associated to its life cycle,
according to Cameron [1] different standards, such as ISO15288 [2] and ISO14040 [3],
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discuss the life cycle related to systems engineering. These standards introduce the
following stages: concept, development, production, utilisation, support and retire-
ment, which in the particular case of chemical processes involve the following (Sect. 2
in chapter ‘‘Modelling Syngas Generation’’ of [4]):

• Strategic planning: Initial ideas regarding resource utilisation or new product/
service are generated; this phase is driven by new business opportunities.

• Research and development (R&D): Ideas are tested in laboratory; market
research is done for promising products. From a process perspective, research
covers areas such as product qualities, reaction kinetics, product yields and
physicochemical prediction models.

• Conceptual design: Promising ideas are further developed and input–output
process are generated. Initial process feasibility is assessed by means of general
mass and energy balances. Simple models in steady state are used, some
structural optimisation can be considered. Study of alternate reaction/produc-
tion routes is performed.

• Detailed design: Here the final engineering flowsheet is obtained (piping,
controls and instrumentation). Models used are more complex and unit specific,
steady state assumptions are dropped and dynamic behaviour is modelled for
start-up, shutdown, emergency response and regulatory control.

• Plant installation/construction and commissioning.
• Operations: It involves day-to-day process operations, problems associated to

debottlenecking for retrofit, start-up or maintenance.
• Decommissioning or close/pull down: This is an important consideration in the

life cycle given that most product and process have an ‘‘expiry’’ date and
inevitably come to a natural end.

• Remediation or rehabilitation: This stage might involve significant financial
resources and specialised chemical modelling and experimentation to consider
ways of achieving remediation of land and environment.

In this book we are primarily concerned with conceptual design, given that
during the conceptual design, modification costs are even lower than during R&D
and detailed engineering design stages, as it was shown by Yang and Shi [5] and
Rebitzer et al. [6]. In this sense the conceptual design phase lies between labo-
ratory research and engineering design (detailed design), and serves as the con-
necting link between them.

Two main approaches are available for process design: one based on math-
ematical programming and the other centred on a hierarchical decomposition of
decisions. In the latter the flowsheet is solved in layers, first the reaction steps,
then separations, then heat integration and subsequently other layers as proposed
by Douglas [7]. The former approach is based on the appropriate representation
of all possible flowsheets for the production of a given product from different
raw materials using different processing units by means of a process super-
structure. This superstructure is commonly coded using a mathematical program
which is subsequently optimised. The principal proponents of this approach are
Biegler et al. [8].
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1.1 Superstructure

In the approach proposed by Biegler et al. [8] the process synthesis problem is
formulated as a mathematical programming problem. The whole superstructure,
which is understood as the ensemble of all feasible flowsheets, of all possible
combinations of equipment, raw material and products is programmed as a mixed-
integer non-linear problem (MINLP). Integer (binary) variables are related to the
presence or not of given equipment in the solution while real variables represent
equipment parameters such as temperatures, pressures or flowrates.

In Eq. 1, f is a vector of economic and environmental objective functions (OF), or
commonly known as key performance indicators (KPIs); h(x, y) = 0 and g(x, y) \ 0
are equality and inequality constraints, and x and y are the vectors of continuous and
integer variables, respectively. Mass and energy balances are considered in the case
of equality constraints, while inequality rises from consideration of process oper-
ating constraints such as temperature restrictions or planning-scheduling consider-
ations such as demand satisfaction. If the integer set Z is empty and the constraints
and OFs are linear, then Eq. 1 becomes a linear programming (LP) problem; if the
set of integer variables is nonempty and non-linear terms exist in the OFs or con-
straints, then Eq. 1 is a mixed-integer non-linear problem (MINLP), while mixed-
integer linear problems (MILP) incorporate integrality and linear functions. The
reader is referred to the work of Yeomans and Grossmann [9], for the consideration
of superstructure modelling using general mathematical models, while the
remaining of this chapter will deal with the superstructure problem representation
using process simulation environments (see Sect. 1.3).

min
x;y

f ðx; yÞ

S:T : hðx; yÞ ¼ 0

gðx; yÞ\0

x 2 Rn

y 2 Z
q

ð1Þ

The superstructure representation of any process will involve the appearance in
the flowsheet of different unit operations performing the same process part. For
example if a reaction step is considered, the modeller could be interested in which
of the following options performs better so two or more options might be placed.
For example if a reaction step is considered then a plug flow reactor (PFR) and a
continuous stirred tank reactor (CSTR) might be sought. In process simulators the
former strategy can be easily considered by adding those models and a set of
stream mixers and splitters accordingly. See Fig. 1 for clarification.

The optimisation algorithm in the case of a process being represented as a
superstructure ends in selecting the split fractions that are considered in the stream
splitter models. While building such models special attention has to be given to the
occurrence of stream recycles which will make the computation cumbersome.
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1.2 Syngas Superstructure Representation

Typically in the case of syngas production and its subsequent usage, the super-
structure can be divided into the following blocks (see Fig. 2):

• Syngas raw material conditioning
• Syngas production
• Syngas conditioning, and
• Syngas usage

Given the broad amount of different raw materials that are available for syngas
production, all possible combinations of pre-treatments should be included in the first
block. Generally this stage will include unit operations for: particle sizing, raw
material densification, mixing (if more than two sources are used), drying and
movement from pile stocks. Further details on this stage can be found in the previous
chapter ‘‘Modelling Syngas Generation’’. The case of syngas production by means of
gasification was also discussed in chaper ‘‘Modelling Syngas Generation’’ and dif-
ferent strategies are presented which mainly differ in the reactor shape, type of bed,
feeding and gasification agent. The last two blocks, syngas conditioning and usage are

Fig. 1 Possible
representation of a reaction
step considering a PFR and a
CSTR

Fig. 2 Typical syngas
production–consumption
superstructure blocks
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generally deeply interconnected given that syngas conditioning and its subsequent use
have to be considered in parallel, as already further explained in chapter
‘‘Main Purification Operations’’. Mainly two uses are considered in our case of study:
electricity generation and H2 production. In the first case syngas conditioning for gas
turbine use mainly requires desulphurisation, due to the production of sulphur oxides
under the operating conditions of the gas turbine. Typically, syngas desulphurisation is
done using similar equipment as the one used for natural gas desulphurisation which
was described in chapter ‘‘Main Purification Operations’’. In order to produce H2,
additional units are required to separate CO2 from the main stream. The H2 stream can
be used in a combined cycle (CC), or can be sold to the market. These different
applications imply different degree of purity thus, different sequence of units.

In particular for the case of power production considered in this chapter, it
follows the configuration of an IGCC power plant. In order to set out the different
available options in the superstructure of concern, see as a reference in Table 1 a
list of all the existing IGCC power plants at commercial scale, with its main
feedstock. Gasification for electricity production in a CC is a process suggested
approximately at the mid-term of the last century.

Table 1 Worldwide IGCC power plants [33]

Owner Location Start Net output (MWe) Feed

Cool Water USA 1984 120 Coal
Nuon Buggenum, Netherlands 1994 250 Coal ? biomass
Wabash Terre Haute, Indiana, USA 1995 260 Coal ? petcoke
Tampa Electric Polk County, Florida, USA 1996 250 Coal ? petcoke
SUV Vresova, Czech Republic 1996 350 Lignite
Schwarze Pumpe Lausitz, Germany 1996 40 Lignite ? wastes
Texaco El Dorado, Kansas, USA 1996 40 Petcoke
Sydkraft AB Värnamo, Sweden 1996 6 Wood
Pernis Refinery Rotterdam, Netherlands 1997 127 Visbreaker ? tar
Elcogas Puertollano, Spain 1997 285 Coal ? petcoke
ISAB Energy Sicily, Italy 1999 520 Asphalt
Motiva Delaware, USA 2000 240 Petcoke
Exxon Mobil Singapore 2000 180 Crude oil
Sarlux Sardinia, Italy 2001 545 Visbreaker ? tar
Chawan IGCC Jurong Island, Singapore 2001 160 Tar
API Energia Falconara, Italy 2002 280 Visbreaker ? tar
Fife Energy Scotland 2003 109 Coal ? wastes
Valero Delaware, USA 2003 160 Petcoke
NPRC Sekiyu, Japan 2003 342 Petroleum residues
Clean Coal Power Nakoso, Japan 2006 250 Coal
CITGO LA, USA 2006 570 Petcoke
IOC Orissa, India 2006 180 Petcoke
Sulcis Sardinia, Italy 2006 450 Coal
Eni Sannazzaro Sannazzaro, Italy 2006 250 Oil residues
Piñon Pine Nevada, USA – 100 Coal
Global Energy Kentucky, USA – 500 Coal ? wastes
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All these plants have been considered as demonstration plants, which have
defined the current basis for future generation of IGCC power plants. The purpose
of the R&D in the IGCC power plants field is to improve the environmental
performance, decrease marginal costs and capital cost and technology availability/
reliability. The idea that IGCC power plants are an opportunity is supported by the
fact that in 2010, there are a lot of new projects envisaged around the world,
mainly based on coal, and located (in order of starting projects) in USA, Canada,
China and Europe [33]. On the other hand, new IGCC power plants with CO2

capture technologies have also been a reference for the conception of this super-
structure. Metz et al. [10] state that new projects are driven by Shell, Texaco and
E-gas, during years 2002–2005. The main technology used is the Selexol capture
system in pre-combustion configuration, as justified in chapter ‘‘Modelling
Syngas Generation’’.

In summary, and dealing with the main features of the superstructure, the raw
material that enters the system is firstly dried and crushed. The obtained feedstock
dust is transformed into syngas in a PRENFLO gasifier, which was discussed
extensively in chapter ‘‘Modelling Syngas Generation’’. Before entering the gas
purification step, syngas is cooled down in a waste heat boiler (WHB) that allows
for heat profit in the steam turbine (ST). Syngas is cleaned by removing solids,
basic and acid trace components; and liquid sulphur is obtained as a by-product.
The clean gas is finally sent to a CC. An important feature for this type of plants is
the integration between the different blocks. Higher integration implies higher
efficiencies, but with the drawback of higher dependencies, that is when some of
the integrated units/flowrates does not work properly, the inter-connected units
cannot work independently, this being not their proper work. The main integrated
systems and integration flowrates that can be found in our type of syngas gener-
ation process deal with:

• Oxygen consumption. The oxygen that is required by the gasifier comes from
the air separation unit (ASU), which is fed by a flowrate of air that is firstly
compressed in the gas turbine (GT) system. Possibilities to this option are the
partial integration with the GT compressor, which implies the installation of a
compressor in the ASU itself, or non-integration, where the two streams of
compressed air come to their respective compressors.

• N2 use. After the ASU process, two N2 streams are obtained: a relatively pure
one, and the one called waste nitrogen. The first one can be used in the feeding
system to transport and pressurise the feedstock dust, as well act as a tem-
perature moderator in the gasifier. It is also further used for fly ashes discharge,
filters cleaning and slag transportation. The second one is usually used in the
GT combustor to control NOx formation.

• Steam network. A net consumption of steam is usually counted for the gasifier, for
the venturi scrubber and for the GT combustor (for clean gas saturation). These
consumptions come from the produced steam in the plant, which is in the ST cycle.
Moreover, heat from the imperative syngas cooling is profited to produce steam in
the CC. Usually the heat exchangers are integrated in the water-steam net, with
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purges and condensates recuperation. Heat exchangers network (HEN) is further
discussed in chapter ‘‘Process Integration: HEN Synthesis, Exergy Opportunities’’.

The insights of H2 production from syngas have been discussed in previous
chapter ‘‘Main Purification Operations’’, while the production of electricity using
syngas is discussed in Sect. 3.2. Next section deals with the different tools that can
be used to tackle the design of IGCC flowsheets.

1.3 Software and Algorithms Used in Process Simulation

Process simulation in general is understood as the use of computer software
resources to develop mathematical models for the construction of an accurate,
representative model of a chemical process aiming at understanding its behaviour
during regular plant operations and to explore other possible working conditions
[11, 12]. The complexity of process simulation rises from the mathematical
functions that are used in the model.

Process simulation environments are software tools constituted of mainly three
parts: (a) a flowsheeting environment that allows for models connectivity, (b) a set
of models that range from thermodynamic functions to process models and
(c) a set of optimisation and solving algorithms that allow for solving the models
connected altogether.

In the case that variables are not changing along time or position, a non-linear
set of equations such as Eq. 1 appears in chemical problems, where both the
number of functions in the h vector function plus design specifications equals the
number of variables x. If Eq. 1 is considered as a system of two equations and
three variables: h1ðx1; x2; x3Þ ¼ 0 and h2ðx1; x2; x3Þ ¼ 0, by having fixed the value
of one single xi the system is square. In order to solve the set of equations in each
particular case, two main approaches regarding process simulation are available:
the equation oriented (EO) and the sequential modular (SM).

In the EO approach any xi can be set freely and the system is solved altogether
using different algorithms. Model’s equations are solved altogether provided that
the degree of freedom (DOF) of the system of equations is square; if this was the
case two equations were available (h1, h2), while three variables were involved,
consequently one xi had to be fixed in order to make the system square. The
techniques for solving non-linear equations overlap in their motivation, analysis
and implementation with optimisation techniques [13]. In unconstrained optimi-
sation, the objective function is the natural choice of merit function that measures
progress towards the solution, but in non-linear equations various merit functions1

can be used, all of which have some drawbacks. The sequence of estimates

1 The merit function is a scalar-valued function that indicates whether a new iterate is better or
worse than the current iterate, in the sense of making progress towards a root of the equation
system. The most widely used merit function is the sum of squares.
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converging to the optima can be generated using only first derivatives of the
objective function (for example, steepest descent and conjugate gradient), or
second order derivatives (Newton method, quasi-newton methods or sequential
quadratic programming—SQP). The discussion of optimality conditions and
optimality conditions regarding constrained optimisation can be found in different
optimisation books such as: Steuer [14], Statnikov and Matusov [15], Nocedal and
Wright [13] and Griva et al. [16], the reader is referred to those references. In all
those books the constrained optimisation basics regarding Karusch–Kuhn and
Tucker (KKT) conditions is discussed.

Contrary to the EO approach, in the SM approach a different scheme is adopted
given that partial information is used. Lets say that x1 is selected as fixed DOF, the
SM approach solves the system using explicit expressions: x2 ¼ H1ðx1Þ and
x3 ¼ H2ðx1Þ, and uses custom made algorithms for the case of presence of cycles
between variables and functions. The model’s equations have to be especially
suited and coded to manage the possibility of connecting results of some of them
as inputs to others.

One important thing to emphasise when dealing with an optimisation consid-
ering SM simulation environments is the DOF available. In order to check if a
given model variable is suitable for optimisation, it is convenient to perform a
sensitivity analysis on such variable calculating the desired objective function and
checking if changes in such variable affects appreciably the OF value. In the case
of EO modelling, the former is not as difficult given that most simulation envi-
ronments provide with different ways of knowing if a given variable has been fixed
or if it is an available DOF suitable for optimisation. Process simulation envi-
ronments provide the user with optimisation capabilities for NLP, the nonlinear-
ities rising from the constraints and objective function. Constraints are required to
enforce mass and energy balances, for which thermodynamic properties estima-
tions are also required. Unit operation performance also introduces constraints as
well as the calculation of objective function metrics.

Other set of optimisation algorithms are referred to as heuristics and are based
on rules that do not involve first or second OF derivatives. These algorithms, such
as Genetic Algorithm (GA), Simulated annealing or tabu search, provide with a
robust optimised solution, but cannot guarantee any optimality condition as the
ones based on function derivatives. They are based on oriented exhaustive sear-
ches of the solution space. The most simple of these algorithms is a random search,
where, randomly generated solutions are tested and the feasibility/optimality of
each solution is checked and the best solution is considered as the optimisation
problem solution. GA, simulated annealing and tabu search use different heuristics
that consider the generation of ‘‘better’’ solutions from the best solutions of pre-
vious solution sets. In the case of GA the heuristics use mutation, crossover and
selection operators over good solutions to generate a new set of solutions to be
tested, while in the case of SA different parts of the solution vector are left to be
changed with decreasing probability aiming at mimicking the annealing effect
produced in solidifying solutions that arrive to equilibrium conditions.
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In Aspen Plus�, PRO/II� and Aspen Hysys�, the optimisation problem is
solved first by calculating the process models and their respective variables before
evaluating the constraints and objective function value. Due to its SM approach the
optimisation problem is solved in an outer loop, while the model equations are
converged in an inner loop. At least a single process model evaluation is required
every time the objective and constraint functions are evaluated for optimisation
[17]. Aspen Plus�, in the SM approach, has coded two algorithms, the complex
algorithm which is a feasible path ‘‘black-box’’ pattern search, and a SQP method.2

In the case of Aspen Hysys� the optimiser algorithms available are several, dif-
fering mainly in the ability in handling inequality and equality constraints, most of
them are based on different quasi-Newton or SQP implementations [21].

Caballero et al. [17] points out that the process simulators capabilities involving
integer variables or discontinuous domains for the equations are very limited.
Moreover the optimisation capability for process topology changes is rather small
and the usage of complex objective functions, such as complex cost models or
detailed units sizing models involving discontinuities, can only be done ‘‘a poste-
riori’’ after the simulation has converged. In this sense, the combined use of
commercial simulation coupled with stand alone optimisation algorithms has been
proposed by several authors. The combined use of Aspen Hysys� together with
MS Excel optimiser has been done by Alexander et al. [22], while its connection to
GA is exemplified by Chen et al. [23]. While the former authors dealt with NLP,
Caballero et al. [17, 24] proposed different algorithms for MINLP, where they
combined Aspen Hysys� with Matlab3 using different decomposition strategies for
tackling with integer variables. In the case of Aspen Plus�, Diwekar et al. [25],
Chaundhuri and Diwekar [26] and Fu et al. [27] proposed the use of simulated
annealing included as a calculation block within the simulator, which requires
using the input language of Aspen and custom made FORTRAN, to implement the
simulated annealing algorithm. In all the former cases the authors emphasise the
flexibility that is attained when connecting the process simulator to an external
optimiser, this flexibility arises from the different algorithms that can be applied.
This last part is highly important with regard to the implementation of multi-
criteria optimisation. None of the commercial simulation environments provide
with the capabilities to solve multi-objective optimisation (MOO) problems.
Consequently in order to solve such problems the user is required to combine the
process simulation environment with other tool for dealing with multiple
objectives.

Summarising, the former optimisation methods are used to calculate the
appropriate values for the splits in a superstructure, consequently the splits value
define which structure will be used.

2 It provides with three different implementations one of them is based on the work of Biegler and
Cuthrell [18] and Lang and Biegler [19], while other implements the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) approximation to the Hessian of the Lagrangian [20].
3 Matlab� has already a set of optimiser codes for solving NLP problems but it can also access
other stand alone solvers easily.

178 A. D. Bojarski et al.



2 Meta-Modelling or Surrogate Modelling

One important aspect when performing process simulation in SM mode is that in
many cases the whole process simulation takes too long to run, and that an
optimisation of the process considering very exhaustive models may be impossible
due to computational time constraints. In this sense one important method is the
replacement of complex models by means of meta-models, which are the subject
of this subsection. Please note that in the case of EO mode surrogate models can
also be used, but the use of surrogate models to replace computationally expensive
models is specially suited for the SM mode.

Any meta-model or surrogate model methodology consists in building a
mathematical function (say g(x)), which is cheaper from the computational point
of view, and which approximates the behaviour of the pre-existing model
(i.e., f(x)) over the domain of variation of its inputs [28].

The primary goal of meta-modelling is to predict the true model output
(y) behaviour (y = f(x)) at an untried point x by using g(x). In general a meta-
model is built on a pre-existing computer experiment sample, with a set of pairs
(xi, yi), i = 1, . . . , n. Intuitively, it is desired to have the residual or approximate
error, defined simply as f(x) – g(x), as small as possible over the whole experi-
mental region T. In order to do that the mean square error (MSE) defined as in
Eq. 2 is minimised.

MSEðgÞ ¼
Z

T

f ðxÞ � gðxÞ2dx ð2Þ

Most meta-models can be written as in Eq. 3, where the set of
B0ðxÞ; . . .; BLðxÞf g is a set of basis functions which depend on the type of meta-

model selected, while the bj factors correspond to DOF to be fixed when fitting the
meta-model to the model.

gðxÞ ¼
XL

j¼1

Bjbj ð3Þ

Fang et al. [28] state that since outputs of computer experiments are deter-
ministic, the construction of a meta-model is in fact an interpolation problem.
To interpolate the observed set of outputs y1; . . .; ynf g, over the observed inputs
x1; . . .; xnf g using the basis B1ðxÞ; . . .;BLðxÞf gan L value is taken large enough

such that Eq. 4 has a solution.

Y ¼ BB � bG

Y ¼ y1; . . .; ynð ÞT

bG ¼ b1; . . .; bnð Þ
BBij ¼ BjðxiÞ i ¼ 1; . . .; n; j ¼ 1; . . .; L

ð4Þ
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Diverse basis functions are available for usage, but the most commonly used are
polynomials and splines. Other methods are kriging and artificial neural networks
(ANN): Fang et al. [28] make the following recommendations:

• Polynomial models are primarily intended for regression with random error.
Polynomial modelling is the best established meta-modelling technique, and it
is probably the easiest to implement. They are recommended for exploration in
deterministic applications with a few fairly well-behaved factors.

• Kriging may be the best choice in the situation in which the underlying func-
tions to be modelled are deterministic and highly non-linear in a moderate
number of factors (less than 50).

• Multi-layer perceptron networks may be the best choice (despite their tendency
to be computationally expensive to create) in the presence of many factors to be
modelled in a deterministic application.

Other methodologies rise from the design of experiments and response surface
techniques. In these cases the models to be fitted are similar to the ones used in the
Analysis of Variance (ANOVA). Examples of using response surface methods
(RSM) in the context of optimisation are the works of Chen and Frey [29] while a
brief consistent review is done by Almeida-Bezerra et al. [30].

An ANN is formed by simple processing elements called neurons, which are
activated as soon as their inputs exceed certain thresholds. Neurons are arranged in
several layers, which are inter-connected in such a way that input signals are
propagated through the complete network to the output. Thus, they provide a way
of correlating complex relationships between input and output responses in a
model. The choice of the transfer function of each neuron (e.g., a sigmoidal
function) contributes to the overall non-linear behaviour of the network. In general
four characteristics define an ANN (chapter ‘‘Modelling Syngas Generation’’ of
[31]): type of neurons/nodes, architecture of the connections between neurons
(presence of loops, separates feedforward and feedback architectures) and learning
algorithm.

In previous works [32, 33] some unit operation models have been replaced with
meta-models. These meta-models have been used in the context of process
simulation, since two different process simulators, Aspen Plus� and Aspen
Hysys�, are used to simulate different parts of the same process and it is required
to use the results from one in the other. In this case a multi-layer perceptron
network is used. Data fitting to the ANN was done using the Matlab’s� toolbox for
ANNs. Specifically, Aspen Hysys� has a proprietary interface which accepts COM
objects called Aspen Hysys� Extensions, while Aspen Plus� allows for user
models, coded in FORTRAN to be directly linked to its model library. One
possible situation that is considered is the case of using Aspen Plus� results inside
Aspen Hysys�, to use Aspen Plus� results in Aspen Hysys�, due to the fact that
the whole superstructure was constructed in Aspen Hysys�. The implementation
of this approach requires three steps:
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(i) Generating representative data in Aspen Plus�

(ii) Training the ANN
(iii) Using the trained ANN in Aspen Hysys�

Step (i) is carried out in Aspen Plus� using its sensitivity analysis tool. Step (ii),
which encompasses the ANN training task, can be carried out using the ANN
toolkit provided with Matlab�, taking into consideration different sets for training
and validation. Step (iii) requires a model that uses the ANN results and provides
with the appropriate results. The algorithm has been implemented as an Aspen
Hysys� Unit Operation Extension. The ANN structure used is shown in Fig. 3.
Initially, input values (Xin) are scaled to [-1;1] interval (Xs

0). The first level of
neuron response is obtained by performing the function evaluation of the first level
over the result of multiplying the input matrix IW and adding the corresponding
bias (b1). This result is multiplied by a middle layer matrix LW, and other bias is
added (b2) together with a last function evaluation. The number of neurons in the
first level has been fixed to a given number.

The number of neurons (nNeu) in the middle level fixes the sizes of all matrix
and vectors used in the ANN, given that only one level is considered. IW is a
matrix of size [nNeu, nIn], while LW is a matrix of [nOut, nNeu]. The functions
used are ‘‘tansig’’ for first level and ‘‘purelin’’ for the second level. Results of the
second function evaluation are scaled back to real values. The use of ANNs instead
of polynomials or other meta-modelling techniques such as krigging is based on
the ANNs ability to cope with multi-output models straightforward, while other
techniques require one meta-model for each output variable.

A more simple approach can be the use of surrogate modeling, consisting in the
substitution of a complex model by a more simplified version of it which is easier
to compute although may have lower predictability. One example of surrogate
modelling approach is the utilization use of a component splitter model; this model
divides the input flows in as many streams as desired with user predefined species
flows. For example, this model can easily replace absorption towers if the com-
ponent splits a calculated previously. This approach is followed in this chapter,
where most RadFrac units have been substituted by component splitters, based on
the base case simulation results. This fact has implied to change the property
package from ELECTNRTL to Peng-Robinson. The use of these surrogate models
allowed us to perform the different sensitivity analysis (SA) described in Sect. 3.3,
while decreasing the computational time required.

Fig. 3 ANN structure used
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3 Integrated Design and Control Considerations

As discussed in Sect. 1, the objective of syngas could be the production of H2, or
electricity. The first use was discussed in chapter ‘‘Main Purification Operations’’
and summarised in Sect. 3.1, while the production of electricity is discussed next,
in Sect. 3.2. In a superstructure context, both applications have to be considered
simultaneously by providing with appropriate models for each case.

A common IGCC process superstructure is shown in Fig. 4. This flow diagram
assembles the different technology possibilities. Raw materials can be of different
origins, and the addition of limestone is recommended, as described in chapter
‘‘Modelling Syngas Generation’’. Pre-treatment options contemplate energy den-
sification and matter drying, as further discussed in chapter ‘‘Raw Materials
Supply’’. A fixed unit is here, that is, the dust preparation before the chosen
gasification technology, the entrained bed gasifier, which uses pure oxygen as
main gasification agent (see chapter ‘‘Modelling Syngas Generation’’). The raw
gas from the gasifier is cooled down before cleaning through syngas recycling (the
quench gas option). Other possibilities contemplate cooling through heat exchange
with steam. Syngas cleaning use contemplates amines absorption and Claus plant
for sulphur removal and recovery (see chapter ‘‘Main Purification Operations’’).
The Beavon-Stretford unit is a complement to the Claus plant that treats tail gas.
Hot gas cleaning counts with specific beds, and the dolomite unit is an example of
process intensification as described in chapter ‘‘Emerging Technologies on Syngas
Purification: Process Intensification’’. Finally, in syngas usage a list of the syngas
possibilities makes reference to the explanation of chapter ‘‘Main Purification

Fig. 4 Process superstructure; discontinuous indicate options considered in this book. The
considered modelled flowsheet is in red. Integration flows are represented by dotted lines
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Operations’’. The use of membranes as CO2 capture units is an emerging option, as
described in chapter ‘‘H2 Production and CO2 Separation’’.

Among all the possibilities that a general gasification plant presents to be
optimised, the dashed lines show the considered design choices here, thereby, the
considered options for superstructure optimisation. In red they have marked
the units modelled in Aspen Plus�. Pre-treatment and feedstock-syngas final use
options elections are treated separately and through different methods.

The pre-treatment step optimisation is developed in chapter ‘‘Raw Materials
Supply’’ where, depending on the feedstock characteristics (mainly moisture
content and LHV) the pre-treatment units to be used should be elected in order to
adapt to the raw material and to the required inlet conditions by the power or by
the hydrogen plant. Feedstock mixture and final syngas usage election is treated
through multi-objective optimisation in chapter ‘‘Selection of Best Designs for
Specific Applications’’. The possibilities of the superstructure concerning this last
subject are shown in the last sections of this chapter.

Finally, and concerning the levels of integration mentioned in Sect. 1.2, in our
superstructure approach we are not considering a complete and integrated HEN;
the integrate heat exchange considered here makes reference to the WHB and to
the heat recovery steam generator (HRSG); and to the steam consumption that
reduces the ST power generation. Consequently, all the heat streams from cooling
and heating are set free. See an analysis of these heat streams in Sect. 3.4.
Moreover, the N2 net contemplates its use in NOx emissions reduction and in
feedstock transportation.

3.1 Hydrogen Production

Hydrogen, once separated from CO2, could be exploited in different ways: it can
be sold as a product, or if highly purified can be used in fuel cells; otherwise it
could be sent to a gas turbine which is what is usually done with synthesis gas.
Figure 5 shows the superstructure implemented to meet with these objectives.
Looking at the splitters, several decisions should be taken concerning the sepa-
ration factors. Firstly, the choice whether sending the clean gas to a Combined

Fig. 5 CO2 capture and H2

production process
superstructure
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Cycle or else to produce H2; then, the purity of the H2 to be sent to the turbine or to
be sold to the market through the pressure swing adsorption selection.

Therefore it is deduced that the possibility of co-generation of power and H2 is
one of the possible choices in the superstructure. The base case contemplates the
use of the whole clean gas stream to produce power. When adding the possibility
of CO2 capture (as in the last section of this chapter), the basic splitter fractions
consider the ‘‘extreme’’ case where on the one hand, clean gas is separated to
produce power in the CC, and on the other, the H2 stream is being sold in the
market. The PSA gas is released as flue gas.

3.2 Power Generation

The global energy balance in the syngas production for Combined Cycle appli-
cation deals with the energy that enters via feedstock (LHV) and the final energy
obtained in the CC. The net power production contemplates as main consumers the
GT cycle compression and the ASU operation. In terms of heat, all steam con-
sumed in the plant comes from the steam cycle, influencing the ST power pro-
duction. As mentioned before, oxygen and nitrogen flows are integrated within the
system formed by the CC-ASU-gasifier: air to the ASU is fed from the gas turbine
compressor; waste nitrogen produced in the ASU is sent to the GT to diminish the
flame temperature, thus reducing NOx emissions, and the other nitrogen stream is
used in the feeding system of the gasifier.

A CC has several mechanical and operating limitations whose consideration
might require several modelling assumptions:

• Air flow to the compressor is limited by an upper and lower bound, to avoid
choke and surge phenomena [34]. Nevertheless, in this modelling approach we
do not considered any mass flow restriction.

• Gas turbine inlet temperature (TIT) is limited by turbine design conditions. This
temperature is not controlled in our approach.

• A flash tank is used in the CC to collect feed water and produce steam. This
tank plays a main role in the steam net for heat exchange. It has not been
modelled, since the steam net for heat exchange has not been modelled.

• The HRSG constitutes in real plants a very complex HEN which considers
different stream temperatures, and combines and intercalates different heat
exchangers for producing steam at different temperatures and degrees of
superheating. In the conceptual (preliminary) design, a very simple approach
has been considered. Simple heater models are used, where heat transfer area
and heat transfer coefficients are disregarded when calculating the heat pro-
duced from the flue gas temperature changes, which are integrated with the GT
cycle to produce steam. In this sense the only thing that we consider is that
outlet gas temperature has to be higher than the steam temperature desired.
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Regarding the overall CC modelling strategy, it is customarily to follow the
approach found in Zhu [35] and in Ongiro et al. [36]. The GT cycle is composed of
the system of compressor—combustion chamber—turbine that uses the cleaned
syngas. A saturation column, before the clean gas combustion, saturates this stream
with steam and nitrogen. A simplified flowsheet of the process is seen in Fig. 6.

Turbine and compressor stages can be modelled using turbine and compressor
models from the simulation software model libraries. In general, simulation suites
provide with models which include single or multiple effect compressors/turbines,
and also provide with different algorithms for estimating their behaviour (e.g.,
polytropic and isentropic); typically these models require defining a given effi-
ciency. The saturation column can be modelled as a two-phase flash model that
considers the addition of water until the relative syngas humidity reaches the value
of 100% [37].

In general gas turbines have air cooling, which draws cool air from compression
stages into turbine stage inlets. In the case that we consider, we assume four stages
gas turbine, thus the compressor has been modelled as a four-step process as well,
where part of its compressed air can be sent directly to the turbine without passing
through the combustion chamber. Each corresponding stage (i) has the same
pressure loss or gain ratio (PR), according to Eq. 5, and it has been introduced into
the model by FORTRAN code using a calculator block. PR is the pressure ratio of
the turbine or compressor, P0 is the inlet pressure and nst is the number of com-
pressor/turbine stages.

Piloss
¼ P0PR

i
nst ð5Þ

The tuning of these block parameters includes calibration of cooling air split
fractions and of the model’s efficiencies of each of the compressor and turbine
stages. The combustor is modelled using a Gibbs reactor. Turbine outlet temper-
ature (TOT), which is a critical value since it influences the HRSG heat recovery,
is controlled by the air mole flow that goes into the combustor by using a cal-
culator block that, similar to the one present in the gasifier, sets the air mole rate as
a proportional stream of the stoichiometric air needed to burn the clean gas
mixture. Again, the code is introduced in FORTRAN. In this base case, the pro-
portional factor is of 2.45, but for other cases the amount of air that enters the

Fig. 6 Simplified flowsheet
of the GT cycle
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system destined to the GT is defined by a design specification that controls this
flowrate in order to obtain a predefined TOT.

The HRSG profits the temperature drop from 540 to 100�C. This way, four heat
exchangers have been contemplated to generate HP (high pressure), IP (interme-
diate pressure) and LP (low pressure) steam and one more to condensate water that
returns to the feed water tank. In order to maximise the generated power in the ST,
the outlet temperatures for HP, IP and LP steam side in the heat exchangers have
been estimated as 300, 180 and 170�C.

The ST cycle considers three cycles, which are composed of a water pump,
economiser, evaporator, super heater and the turbine itself; using models from the
Aspen Plus� simulator. A general flowsheet is shown in Fig. 7.

Water is available at different pressures and it flows from their corresponding
cycle, down to the LP cycle, thus being the LP turbine the one that produces the
highest amount of power, due to the large amount of steam that is depressurised.
The water mass flow of each cycle is calculated considering the total heat that is
recovered from the WHB and the HRSG. Water consumption has to be considered
due to different net consumptions, such as the steam fed to the gasifier, the net
steam consumed in the venturi scrubber to clean the raw gas, the steam flow that is
used in the saturator to saturate the clean gas before its combustion in the GT and
the water consumption due to the WGS reactor to produce H2. These consumptions
penalise the heat flow from WHB and HRSG to the ST cycle.

With regard to the ASU, this unit produces enriched air by performing an
oxygen and nitrogen separation to accomplish the requirements of the gasification
and the CC blocks. The gasifier can use air enriched at different amounts that range
from 85 to 99%. Two different ways of enriching air are available: one is the
typical cryogenic procedure while the other is based on the use of selective per-
meating membranes, which is the subject of current research [see 38]. In general
most IGCC plants use an oxygen stream of 85% of purity in molar basis. The ASU
products are: enriched oxygen, pure nitrogen and waste nitrogen which are pres-
surised externally, to adapt them to the plant conditions, since the pressures present
in the ASU process are governed by the cryogenic and distillation conditions of the
air. We can distinguish several steps in this procedure. They can be modelled in a
simplified way with a component separator, compressors and heater units:

Fig. 7 Simplified flowsheet
of a ST cycle
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• Air pre-cooling. In this step, air is taken to the purification unit temperature.
Generally, this step is done in fact by a refrigeration fluid.

• Air purification. The main objective here is to remove impurities, such as water,
from the air inlet stream. It is based on solid–gas absorption, for instance
alumina. As any other adsorption process, the efficiency increases with high
pressures and low temperatures. As the pressure is determined by the GT
compressor, the previous air pre-cooler is crucial to obtain the desired effi-
ciency. A component separator block is used in our approach.

• Distillation. It is a cryogenic process where nitrogen and oxygen can be
separated through a distillation column. It occurs at about 13 bars and -165�C;
oxygen is released as liquid, and nitrogen as gas. Waste N2 has a composition of
approximately 98 mol%, and pure N2 of about 99.9 mol%.

• Gas supply. Adaptation of the outlet streams to the desired conditions of
pressure and temperature for the gasifier and the CC. These are about 30 bars
for the oxygen, 20 bars for the waste N2 and 50 bars for the IP N2. Isentropic
efficiencies of the compressors are assumed to be 0.72.

Finally, the CC net power is obtained by considering the gross power resulting
from the ST and the GT (considering the air compressor consumption) and sub-
tracting the consumption from the ASU, the crusher, and from the compressors and
pumps from syngas cleaning unit blocks, including the CO2 capture system when
co-production is considered.

3.3 Overall Modelling Data

Major technical data considered in the superstructure is summarised in Table 2.
In the same way, see in Table 3 a summary of all modelled units and its repre-
sentation in Aspen Plus�.

3.4 Calibration and Validation

Typically the model’s response is compared against experimental or plant data
available. In the case of IGCC models, this step involves the comparison of several
models against available data. First and most important is the validation of ther-
modynamic properties estimation. Discussion of the appropriate thermodynamic
representation was done in chapters‘‘Modelling Syngas Generation’’ and ‘‘Main
Purification Operations’’ and the reader is referred to those chapters. The com-
parison of the model against data is customarily done in two ways: (a) comparison
of model against data, point by point, or (b) comparison of model tendencies
against plant behaviour (e.g., if this variable increases then the other should
increase or decrease in a given percentage). For the first case different models are
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run at the desired plant conditions and model outputs are compared, while for the
other type of comparisons typically a sensitivity analysis is performed.

Also the accuracy of the model is checked in terms of the net power,
by-products and clean gas characteristics, as shown in Table 4. Measured data
come from ELCOGAS power plant.

The biggest discrepancy is in the estimation of the ASU consumption and in the
amount of sulphur recovery, which is overestimated. It can be deduced that the
underestimation of the LHV of the clean gas is compensated in the CC with a
bigger efficiency. Nevertheless, by considering the results as a whole, it can be said

Table 2 Technical data for the IGCC plant model

Gasification
Feedstock 2,600 tons day-1

Crusher fineness 50–60 lm
Feedstock MC 2%
P of lock hoppers 30 bars
Tgasif 1,400–1,500�C
Pgasif 25 bars
O2/O2 stoich (mole basis) Raw material dependant
H2O/Cin (mass basis) Raw material dependant
T before the WHB 850�C
T before gas cleaning 235�C
Max. P before CC 3 bars
Combined cycle (CC)
Airin Conditioned by gasifier and gas turbine cycle

requirements
HP/IP/LP 127/35/6.5 bars
HP/IP/LP T before ST 510/520/265�C
Compressor pressure ratio 15.7
Tcg before combustor 300�C
TOT 540�C
P of the saturation column 20.8 bars
T of the flue gas 100�C
T of the air to air separation unit

(ASU)
130�C

Consumables
NaOH (15 mass%) Syngas and cleaning water dependant
H2SO4 (96 mass%) Cleaning water dependant
Natural gas Feedstock dependant
H2O Syngas and raw material dependant
CH3OH Proportional to the amount of CO2 in the shifted gas
Air separation unit (ASU)
Oxygen purity 85% volume basis
Radiation losses 2% adiabatic reactor
To 15�C
Po 0.9309 bars
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that in a conceptual stage this modelling approach represents an accurate enough
approximation of an IGCC power plant, with an error in the range of preliminary
design, where error within 15–20% are acceptable [39].

Many different metrics can be defined to prove the validity of the IGCC overall
model checking model tendencies. Some of them are the raw gas composition or
the LHV; others such as cold gas efficiency (CGE, defined in Eq. 31 of chapter
‘‘Modelling Syngas Generation’’), or the EffCCapture (defined in Eq. 28 of chapter
‘‘Main Purification Operations’’ and revised here as well in Eq. 11) previously
defined, are also used. The following paragraphs define other efficiency terms
usually referred.

The energy efficiency of the combined cycle (EffCC) is defined as the ratio
between the net power of the CC (considering the energy consumed by the

Table 3 Modelled units in Aspen Plus�

Block Aspen Plus model�

Feedstock dust
preparation

Dust preparation: crusher
Combustion chamber: Gibbs reactor
Dryer: stoichiometric reactor
Bag filters: two phase (VL) flash separator
Lock hopper: mixer

Gasification and WHB Gasifier: yield and Gibbs reactors
Solid removal: component splitter
WHB: heating units and a compressor for gas recycling

Syngas cleaning Venturi scrubber: RadFrac column and two-phase (VL) flash separator
Sour water stripper: RadFrac columns
COS hydrolyser: stoichiometric reactor
MDEA absorber: RadFrac columns
Claus plant: stoichiometric and Gibbs reactors and two-phase (VL) flash
separators
WGS reactor: two equilibrium reactors
Rectisol process: RadFrac columns
PSA unit: Component splitter
Liquefactor: flash separator and compressor

CC and HRSG Turbines, compressors and heating units Combustor: Gibbs reactor
Saturator: two-phase (VL) flash separator
HRSG: heating units

ASU Compressors and heating units, and component splitter

Table 4 Overall IGCC plant
validation data

Measured Model Error %

Raw gas flow (kg h-1) 202,500 192,272 -5.05
LHV clean gas (kJ kg-1) 9,911 9,547 -3.68
Gross power (MW) 308 315 2.27
ASU consumption (MW) 29 27.4 -5.52
Net power (MW) 283 285 0.71
Sulfur (kg h-1) 3,113 3,318 6.59
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compressor), and the total chemical energy contained in the clean gas (cg) which is
fed to the gas turbine, see Eq. 6. Even if the most usual stream is clean gas,
hydrogen or PSA purge gas can also be fed to the GT. Note that even if Eq. 6
refers it as cg, depending on the scenario characteristics, the denominator can have
either of the abovementioned natures.

EffCC ¼
Powernet

mcgLHVcg

ð6Þ

By considering the plant as a whole, the total profitable energy that goes into
the system is related with the final electricity to the grid. This energy efficiency
(Effglobal) is calculated as in Eq. 7.

Effglobal ¼
Powernet

mfeedLHVfeed

ð7Þ

In an analogous way, in the case of H2 production, the global efficiency is
calculated as in Eq. 8.

EffglobalH2
¼ mH2LHVH2

mfeedLHVfeed

ð8Þ

Equation 31 of chapter ‘‘Modelling Syngas Generation’’ and (6) evaluate the
performance of the gasifier and of the CC separately, while the Effglobal provides a
metric of the overall installation. In order to relate the former definitions the
efficiency associated to the gas cleaning operations (Effcl) can be defined as in
Eq. 9, where mrg and mcg refer to the raw and clean gas mass flows.

Effcl ¼
mrgLHVrg

mcgLHVcg

ð9Þ

Consequently, Effglobal can be calculated from the partial efficiencies as in
Eq. 10.

Effglobal ¼ EffCCEffclCGE ð10Þ

In an analogous way, for the H2 production the global efficiency can be cal-
culated by considering in this case the partial efficiencies, including the efficiency
of the carbon capture train (EffCCapture), where this is defined last as in Eq. 12.

EffCCapture ¼
mH2 LHVH2

mcgLHVcg

ð11Þ

EffglobalH2
¼ EffCCaptureEffclCGE ð12Þ

The validation of model trends is done by computing the former metrics, by
means of sensitivity analysis (SA). In every SA the LHV of each stream, raw gas
mole flowrates, emissions, by-products, power and water consumption are con-
sidered and taken directly from model results. While the LHV of fuels is calculated
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using Eq. 32 in chapter ‘‘Modelling Syngas Generation’’, the estimation of LHVrg

and LHVcg is performed using the Aspen Plus� property sets (QVALNET) [20].
Differences between each case study lie on raw material composition, and they
consider the oxygen ratios to the gasifier and to the combustion chamber in the CC
with an adjustment of the gasifier temperature (Tgasif), to remain close to the
1,400�C and the TOT, to be as close as possible to 540�C.

The sensitivity analysis (SA) performed changes considering the gasifier
feedstocks: the equivalence ratio, ER, is changed in an interval of ±30% its base
case value (i.e., a variation from 0.29 to 0.55), while the steam ratio is varied
between 0.15 and 0.4 for all case studies. To point out that due to the oxygen ratio
value into each case study, the ratio, defined as proportionate to the stoichiometric
oxygen of the mixture, is always below the complete combustion value. Eight
values are considered in both ranges; accordingly 64 points are resulted for each
analysis. The CC fed oxygen ratio is maintained constant.

The SA results are represented in two-dimensional graphs, where the axis
corresponds to the input variables and the output variable changes are plotted using
contour lines. Blue points in the graphs are the SAs results, while the red star point
is the highest value, for the output variable in the SA.
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Figure 8 reports the variation observed for Tgasif, TOT and the LHVrg. It is
clearly seen that in the role as a moderator of the steam in the gasifier higher steam
ratios are followed by lower temperatures, and that more inlet oxygen implies
higher temperatures.

The considered SA leads to gasification temperatures in the range of 800–
2,400�C, even if the gasification zone is in the middle, limited by CH4 and sulphur
oxides production. TOT is between 550 and 490�C. In the modelled installation
and regarding the HRSG, lower temperatures than 540�C are not feasible operating
regions due to the steam temperature requirements. With regard to the LHVrg, it
can be seen that the highest values are obtained for the combination of lowest H2O
and ER.

Syngas compositions (H2, CO, CO2 and CH4) are represented in Fig. 9. In the
case of CH4 its occurrence is mainly driven for the O2 amount coupled with high
gasifier temperatures (see Fig. 8 left, and Fig. 9 bottom right). For the case of H2,
CO and CO2 non-linear shapes are found. In the case of H2, the highest H2

production is found for an ER close to 0.4, and for the highest ratio of steam fed,
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which is in clear concordance with Eqs. 22 and 23 in chapter ‘‘Modelling Syngas
Generation’’. In the case of CO2, a clear relationship with H2 composition is found
but its highest values are found for the maximum amount of O2 and steam. As
expected, the CO behaviour is opposite to the one obtained for CO2.

Figures 10 and 11 are highly interrelated; firstly, steam and gas turbines power
production are shown in Fig. 10. The amount of power produced by the gas turbine
reaches a maximum when ER and steam ratio are the lowest. On the contrary,
steam turbine production is maximum at higher oxygen ratios but minimum at
lower steam ratios. In both cases the influence of O2 ratio is more important than
the one of steam ratio.

In the case of CGE, it is found in Fig. 11 (top left) that the highest value
coincides with the one obtained for the maximum gas turbine power production,
and is in concordance with the higher LHVrg values found in Fig. 8, given that the
fuel LHV remains constant. Similarly, the Effglobal shows the same behaviour due
to the fact that most of power comes from GT, and the fact that fuel LHV remains
constant. In the case of the highest value for EffCC, it coincides with the highest
steam turbine power production, therefore with highest gasification temperatures
the WHB recovers more heat for steam production.

It is demonstrated here that oxygen ratio has higher influence in gasification
than the steam one. The CGE is the main parameter that influences in the final
global efficiency of the plant, since it is the GT that produces more power.

3.5 Results

Let us compare the base case, where all the syngas goes to the CC, with the
extreme cases where all the clean gas is used to produce: (a) pure H2 to be sold to
the market, (b) pure H2 to be sold to the market with PSA purge gas used in the CC
or (c) H2 to be used in a hydrogen turbine in a CC. The main difference between
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the (a) and (b) with the (c) scenarios is the use or not of the PSA unit, since if the
H2 is not going to the market, its required purity is not restrictive. Moreover, in all
cases the Rectisol block is used to separate H2 from the remaining gases, which
could be profited by a carbon capture scheme, and it is not profited in the GT.

The main advantage of using H2 in GT combustion is the lesser level of
emissions to the atmosphere, which hypothetically will involve only water. In
these cases, we are assuming that the GT conceived for syngas (operating and
main characteristics) can be used for H2. Please note that this requires the HRSG
structure to be defined for generating steam from GT flue gas works similarly
when being fed with steam from H2 combustion. See in Table 5 the most

Table 5 Comparison between electricity and H2 production

Syngas to CC H2 to market H2 to market - PSA to CC H2 to CC

Effglobal (%) 42 – 5.4 33.3
EffglobalH2

(%) – 51 51 –

Gross power MW 315 0 85 273
Net power MW 285 -46 37 226
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important parameters reported for each case study: the efficiency calculated as in
Eqs. 7 and 8 depending on the final output, and the gross and net power for each
situation. Note that even if the compressor in the GT cycle is not working for the
GT itself, it is needed to compress the air that goes to the ASU.

The first column corresponds to the base case where all syngas is combusted in
the CC. The other columns correspond to the following scenarios that imply
several changes in the flowsheet layout. In all the scenarios performed, the amount
of air that goes to the GT is regulated with a design specification in Aspen Plus� in
order to adjust TOT to a temperature around the 540�C:

• H2 to market: In this scenario, the HRSG has been deactivated. We are
assuming that no air for the GT combustor is entering the system, and that no
refrigeration is needed for the turbine. The waste N2 from the ASU can be sent
to the feeding system, since it is not needed in the GT system.

• H2 to market–PSA to CC: It is similar to the previous one. In this case, an
amount of ‘‘residual’’ power is produced. It checks the validity of this PSA
residual gas as feed for the gas turbine, but it does not justify the presence of a
turbine, as seen in Table 5. The HRSG is again activated, as well as the
refrigeration system of the gas turbine.

• H2 to CC: In this scenario, as this differs from the two previous ones, the PSA
unit is not used; thus, the hydrogen produced in the WGS reactors is directly
sent to the CC.

Table 5 shows that the efficiency penalty of a combined cycle with syngas or
with H2 is around 7%. This is due to the extra power consumption of the carbon
removal train, to obtain the final H2 stream. On the other hand, the increase of
feedstock that would supply the same amount of power in a CC moved by
hydrogen instead of syngas, according to this data is about 21%.

Analogous to chapter ‘‘Main Purification Operations’’, the outputs of the
superstructure (power and H2 calorific value) have been analysed versus the per-
centage of syngas stream that goes to the CC. The electricity consumed by the
carbon capture technology has been considered. In the case of H2 production, the
consideration here is the production of pure H2 to be sold in the market. It is
interesting to appreciate that at the value of 50%, the calorific value of the H2 is the
same than the gross power produced by the CC, thus deducing that both appli-
cations have similar efficiencies. Figure 12 shows the lineal dependencies of the
abovementioned parameters. It is interesting to mention that the production of
hydrogen has an almost constant efficiency of 68% in all the scenarios. In the case
of the gross power, two different behaviours have been plotted: in dashed black the
one that considers all waste N2 available from the ASU being fed to the combustor
of the GT, and in colour the one considering a fraction of the waste N2 stream
being separated according to the same fraction that of syngas. This waste N2

stream has a flowrate of 246,000 kg h-1 and a temperature of 384�C at a pressure
of 20 bars, and in general is profited to increase the GT overall flowrate, while the
syngas is fed to the GT at 147�C. The efficiency of the CC is different in the former
two situations: in the first one, the efficiency increases while the proportion of
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syngas to the CC decreases, ranging from 63 to 71% for values of the splitter
between 1 and 0.4. In the second situation the efficiency is approximately constant
around the 63%. It is due to the importance of the total flowrate that goes to the
GT, which is crucial for the final power produced. See Fig. 13 where the effi-
ciencies comparison is plotted.

In both Figs. 12 and 13, note that the lines related with the CC operation are not
plotted for all the split fractions, given that there is a operative limitation of
reaching a TOT value around 540�C, in order to make the GT work properly. It is
found that for some split fraction scenarios it is impossible to obtain a value of
TOT close to its requirement, even with the stoichiometric combustion of the
syngas. This means that there is a certain amount of waste N2 that refrigerates the
combustion mixture too much, which can also be interpreted that the combustion
mixture does not have the appropriate flowrate to produce the high temperature
gases adequate for the GT operation. Note that the gross power produced with
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waste N2 constant is higher than the one that separates it, even if this last option
allows for an operation with a smaller amount of syngas.

4 Conclusion

This chapter has provided an overall view of the possible ways of handling the
IGCC design problem from a flowsheet optimisation point of view (preliminary
design). Clearly, it has shown the importance of the notion of superstructure,
which is introduced in the first section. It provides the necessary flexibility and
versatility in the selection of the best alternative design during the synthesis
procedure. Moreover, different algorithms introduced for tackling the design
optimisation are readily accessed by the superstructure. Model validation is
emphasised by means of plant data comparison and by the use of sensitivity
analysis. Finally, the efficiency penalty because of CO2 capture methods is dem-
onstrated through four case studies. The limitation in poly-generation associated to
the value of TOT in the flue gas stream is analysed in depth. In this sense the
superstructure and its versatility have been proved and ready for scenarios
optimisation.
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Process Integration: HEN Synthesis,
Exergy Opportunities

Zdravko Kravanja, Miloš Bogataj and Aleksandr Soršak

Abstract This chapter provides a brief description of thermodynamic analysis,
the maximization of heat-recovery and power generation and the synthesis of
IGCC’s heat exchanger network. Trade-offs between the income from power
generation and utility costs plus the investment in HEN are studied with respect to
the generation of different pressure-levels of steam and temperature driving force
losses within the heat-recovery network. A combined pinch analysis/mathematical
programming approach is applied and the optimization models are described for (i)
the maximization of heat-recovery and power generation, and (ii) a synthesis of
the heat-recovery and steam/power generation network. A sensitivity analysis
for the synthesis is performed in order to show how optima are sensible for the
expected increase in future electricity and utility prices, and the project’s lifetime.
The results obtained from the studied IGCC process indicate that detailed opti-
mization has to be performed during the network synthesis step, otherwise optimal
trade-offs are missed that may result either in serious power generation losses or in
obtained over-designed networks.
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Notation

ASU Air separator unit
CP Claus plant
GCC Grand composite curve
GT Gas turbine
HE Heat exchanger
HEN Heat exchange network
HPS High-pressure steam
HRAT Heat-recovery approach temperature
HRSG Heat-recovery steam generator
LP Linear programming
LPS Low-pressure steam
MINLP Mixed-integer non-linear programming
MPS Medium pressure steam
OA/ER Outer-approximation/equality-relaxation
ST Steam turbine

1 Introduction

In this chapter we demonstrate on the integrated gasification combine cycle (IGCC)
case-study how to perform energy efficiency enhancement analysis and synthesis of
heat/energy-recovery networks. Either heuristic, pinch analysis or mathematical
programming can be applied to fulfil the task. In our case, a combined pinch analysis/
mathematical programming approach is described. The enhancement analysis and
synthesis are based on the assumption of considering process streams with fixed
flows, temperatures, pressures, phase conditions and composition. If so, then, at this
stage, we skip the gas turbine (GT) system by focusing only on the enhancement of
IGCC’s process heat-recovery network for steam/power generation.

Basic features of the IGCC process in regard to heat integration and the
production of steam for power generation are the following:

• We are dealing with a large number of process hot and cold streams (about 40)
within a wide range of temperatures (100–1,270 K).

• Low-pressure (LP-), medium-pressure (MP-) and high-pressure steam (HPS)
can be produced for power generation, presented as additional hot and cold
streams (16) with variable heat capacity flowrates.

• The heat to be transferred between hot and cold streams is extensive (about
400 MW), giving rise to very large areas of heat exchangers.

• Approximately one third of all the process and utility streams are isothermal.
• On the one hand we have a large heat-recovery steam generator (HRSG) for the

production of various steams, and on the other hand, we have the generation
of power within a three-stage steam turbine system (vapour turbine—VT)
operating at a high, medium and low pressure.
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It should be noted that the exergy content of steam, and, hence its potential to
produce power, increases with pressure level and temperature. Thus, with HPS we
can produce more power than with MPS, and with MPS more than with LPS. It is
then apparent that, for the maximization of power generation, both the amount of
heat recovered from process hot streams (the load) and steam levels are equally
important. However, there is a general trade-off between the load and the level since
the higher the level, the less heat can be recovered, and vice versa. Another very
important trade-off is the one between the investment in HEN and the amount and
level of heat recovered. A smaller heat-recovery approach temperature (HRAT)
enables better integration; however, it is achieved at a higher investment cost. On the
other hand, a larger HRAT would recover less heat into steam at a lower exergy
level, at the same time wasting more heat and using more cold utility. Another
important question relates to the selection of appropriate types of heat exchanger
(HE) units. In order to exploit the temperature potentials of process hot streams as
much as possible, in such a load versus level problem, it is very important to consider
those HE types that exhibit counter-flow or a very near counter-flow arrangement of
hot and cold streams. The selection of different hot and cold utilities is also an
important issue. The higher the level of a hot utility and the lower the level of a cold
utility below the ambient temperature, the higher are the costs. And lastly, due to the
economy-of-scale effect, investment costs for equipment are generally lower with a
smaller number of process units, so that it is also necessary to design a HEN with a
smaller number of HE units. It should also be noted that one has to consider a parallel
arrangement of HE units when a calculated area exceeds the maximal allowable
areas for selected types of HE units.

With respect to the above-mentioned trade-offs, it is apparent that we are
dealing with a very complex optimization problem. Therefore, the main goal is to
obtain a solution where optimal trade-offs are established between the income
from power generation and the outcome from the consumption of utilities plus
investment. Such an optimal HEN design should exhibit an optimal generation of
different quality steam (load and levels) at optimal temperature driving forces in
the optimal arrangement, number and types of HE units. In order to accomplish
this task, the following step-wise procedure is applied:

1. Thermodynamic analysis of the IGCC process flowsheet in order to assess the
opportunity for heat and exergy integration for heat-recovery and power
generation.

2. Maximization and sensitivity analysis of heat-recovery and power generation
versus HRAT.

3. Optimal synthesis of a heat-recovery and steam/power generation network.

Whilst in the first step a thermodynamic approach with pinch analysis is
applied, the second and third steps rely on mathematical programming: the second
step on linear programming (LP) applies an extended model of the simultaneous
heat integration model by Duran and Grossmann [1], and the third HEN synthesis
step on mixed-integer non-linear programming (MINLP) is based on an extension
of the simultaneous model for the synthesis of HEN by Yee and Grossmann [2].
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2 Thermodynamic Analysis of the IGCC Process

A very important step when performing thermodynamic analysis of any process is
its data collection and acquisition. Let us first describe how data is extracted from
the IGCC flowsheet.

2.1 Data Extraction

The extraction of process streams’ thermodynamic properties plays an important
role in the heat integration analysis of a given process. Regardless of whether the
analysis is performed using the pinch methodology or any of the approaches based
on mathematical programming, great care must be taken to extract the data
properly. By this we mean that the data should be extracted in a way that imposes
no unnecessary constraints on the problem being analyzed and yet ensures feasi-
bility of the final design.

Let us now consider the schematic representation of an IGCC process in Fig. 1.
The figure is a condensed representation of a converged Aspen Plus flowsheet [3].
In each of the blocks of the flowsheet (GT, ASU, G, CP, ST and GCT), the
represented streams were identified as those with the need for cooling or heating in
order to satisfy process constraints. Stream names correspond to the names of the
process units in the flowsheet.

As shown in Fig. 1, some of the streams undergo a phase change. These streams
are denoted with shaded rectangles, for example, condensation of the top product
in the distillation column (REGEN-COND in GCT). On the other hand, some

Fig. 1 Schematic
representation of enthalpy
streams in IGCC process
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streams actually represent a single stream, although extracted as multiple streams
with linked target and supply temperatures. Such a stream may even cross the
borders of blocks. These streams are denoted with dotted lines. For example,
stream N2HEATER in GT is linked to stream AC12 in the same block, which is
then linked to stream ABSORP in ASU.

The above two cases are the most common examples which, unless the stream
temperature-enthalpy profiles are represented correctly, can lead to errors and
missed opportunities. Firstly, let us consider the case when a phase transition takes
place on a generic cold stream, as depicted with a solid line in Fig. 2. The stream
with a supply temperature of 295 K is being heated up to boiling temperature
(373 K), evaporated, and then superheated to a target temperature of 400 K. The
total enthalpy flowrate equals 1 MW. Please note that since we are dealing with a
continuous process, enthalpy flowrates (I/W) are used rather than enthalpies (H/J).
Obviously, we are dealing with three segments, each of them having a unique heat
capacity—slope of the temperature-enthalpy profile. Now, suppose that the stream
is extracted as a single segment stream i.e., having constant heat capacity through
the entire temperature-enthalpy profile (dashed line in Fig. 2).

Clearly, as it can be seen from this figure, the latter case causes thermodynamic
infeasibilities due to negative temperature differences in a portion of the profile
where the hot stream (dotted line) is colder than the properly represented cold
stream. For this reason, whenever a phase transition occurs in a given stream, its
temperature—enthalpy profile must be represented by segments. The number of
segments of each stream, their target and supply temperatures and enthalpy
flowrates can be obtained by simulating each such stream, as shown in Fig. 3.

Next, we must address those streams extracted as multiple streams, but are
actually a single physical stream. Unlike the prior example, where improper
representation (extraction of thermodynamic properties) of streams can lead to
serious errors, this is not the case here. Nonetheless, extracting the data in this way
does not open up additional opportunities for improving the design. The latter
comes from the fact that each such stream imposes additional constraints (fixed
supply and target temperatures, and enthalpy flowrate) on the problem being

Fig. 2 Temperature-
enthalpy profiles of a stream
subjected to phase transition
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analyzed, thus reducing the degrees of freedom. Obviously, it is a must that such
streams are merged into a single stream having a supply temperature equal to the
supply temperature of the first stream in a series, a target temperature equal to the
target temperature of the last stream in a series and an enthalpy flowrate equal to
the sum of the enthalpy flowrates for all the streams in a series.

Having discussed the above issues, let us take a closer look at the raw data in
Tables 1 and 2. In Table 1, the basic thermodynamic properties of hot streams are
given as extracted from the flowsheet. The properties of cold streams are given in
Table 2. In total, 22 hot and 15 cold streams were identified. Among the hot and
cold steams, the streams found in the GT block (pre-heating of condensate in B14,

Fig. 3 Flowsheet for
extracting the thermodynamic
properties of streams
undergoing phase transition

Table 1 Thermodynamic
properties of hot streams (raw
data)

Block Process
unit/stream

Tin/(K) Tout/(K) I/(MW)

1 ABSORP 400.1 287.1 16.397
1 HECR1 287.1 110.6 33.578
1 HECR2 370.1 123.3 16.268
2 QHP 1,108.1 658.1 72.210
2 QIP 658.1 508.1 22.797
3 COND2 383.1 382.1 0.559
3 COOLER 384.7 313.1 0.536
3 HCLEAN1 415.4 382.0 6.721
3 HCOOL 382.0 306.1 12.865
3 HE2 389.1 344.0 5.668
3 COOLER 344.0 306.1 4.720
3 REGENCOND 357.5 356.5 16.785
4 BOILER 1,273.1 543.1 7.602
4 B4 573.1 349.2 1.529
4 B6 777.6 414.1 4.728
5 HXHP 849.3 599.3 146.475
5 HXIP 599.3 449.3 83.740
5 HXLP 449.3 443.1 3.392
5 HXCOND 443.1 373.1 38.143
6 N2HEATER 623.9 563.1 9.050
6 AC12 563.1 400.1 23.818
7 B7 307.2 306.2 276.700

Blocks: 1 ASU, 2 G, 3 GCT, 4 CP, 5 HRSG, 6 GT, 7 ST
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production of steam at different pressures in HXHP, HXIP and HXLP and con-
densation of turbine exhaust in B7) are also given, although the steam is generally
treated as a utility and should, therefore, be left out of the analysis. However, in
this case, it may be advantageous to treat these streams as hot and cold streams,
since they directly contribute to the production of the final product (electrical
power).

The raw data given in Tables 1 and 2 carries all the above-discussed pitfalls.
Therefore, the data should be refined further in accordance with the above dis-
cussion. All of the streams which undergo a phase transition should be checked as
to whether they should be broken up into multiple segments. In addition, some
streams should be merged and represented as a single stream. The refined data is
given in Tables 3 and 4. Besides the information on the supply and target tem-
peratures and enthalpy flowrates, additional data needed for the HEN synthesis
approach, which is described and discussed in subsequent sections, is also pre-
sented in these tables. As a result of the merging and breaking-up of streams, we
end-up with 19 hot streams (16 process and 3 steam-condensing streams) and 22
cold streams (13 process and 9 steam-producing streams). Note that for the sake of
further analysis steam-condensing and steam-producing streams will be treated
with variable heat capacity flowrates. Therefore, specific capacity flowrate, defined
in MW per mass production rate of steam in ton h-1, is introduced for those
streams.

Last, but not least, it must be pointed out here that the streams given in
Tables 3 and 4 are not all the process streams, found in the flowsheet, which
could also be considered in the analysis. For practical reasons, half of dozen or
so streams having enthalpy flowrates well below 0.5 MW were neglected in
this study.

Table 2 Thermodynamic
properties of cold streams
(raw data)

Block Process
unit/stream

Tin/(K) Tout/(K) I/(MW)

1 B20 110.6 510.6 33.502
1 B15 121.6 661.4 15.985
1 B1 110.6 111.6 10.403
3 REBOILER 408.1 409.1 0.597
3 TOHYDRO 397.6 414.1 1.271
3 REBOILER2 408.1 409.1 0.814
3 HE1 328.9 371.1 5.668
3 REGENBOIL 389.0 390.0 25.195
3 HCLEAN2 342.4 406.8 6.938
6 N2HEAT2 846.6 966.0 9.050
6 CLGHEATER 397.7 533.1 10.778
7 HXHP 413.1 764.1 218.959
7 HXIP 413.1 567.8 106.579
7 HXLP 413.1 518.0 3.392
7 B14 306.2 413.1 56.413

Blocks: 1 ASU, 2 G, 3 GCT, 4 CP, 5 HRSG, 6 GT, 7 ST
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3 Analysis of the Current State

One of the fastest and most practical ways to analyze how energy is being
utilized within a given process is to construct a Grand Composite Curve
(GCC), a fundamental concept of the pinch analysis. The usefulness of the
GCC lies in its unique feature, which enables a representation of utility
requirements both in enthalpy and temperature terms against the profile of
the process background. For additional information on the theory and appli-
cations of the pinch analysis, the reader is referred to Smith [4] and Klemeš
et al. [5].

In this work, the GCC shown in Fig. 4 was constructed from the data given in
Tables 3 and 4. The profile of the process background was constructed on the basis
of all the streams, with the exception of the cold steam-producing streams in the
GT block. These streams were used to plot a heat-recovery profile, plotted below
the process background profile. Note that the length (enthalpy content) of the heat-
recovery profile (385.5 MW) was fixed according to the data in Table 4. In other
words, the production of steam was fixed according to the one obtained from the
converged flowsheet. Fixing the enthalpy content of the heat-recovery profile,
causes the process background profile to shift to the right, as this is the only way to
prevent negative temperature differences, thus creating a gap of approximately
7.5 MW. This gap corresponds to the hot utility deficit and points to a slight
overdesign of steam production and, consequently, an overoptimistic production of
electrical power (107.9 MW). Analyzing the GCC further, we find that the total
cold utility requirement equals 297.1 MW, of which 95% could be cooled with
cooling water or cooling tower system. The rest must be cooled with a suitable
refrigerant.

Apart from a slight overdesign of steam production, GCC raises some addi-
tional questions. Is the heat-recovery profile constructed optimally, as clearly
the temperature differences between the process background and heat-recovery
profile are, in some parts, well greater than 300 K? If so, then how can we improve

Fig. 4 GCC of an IGCC
process’ current state
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the exergy efficiency of the IGCC plant? How does improving the exergy effi-
ciency affect the profitability of the process? The answers to these questions will
be provided in subsequent sections.

4 Maximization of Power Generation

In the previous section we described how data from flowsheet simulation can be
used to define hot and cold process streams. In this section, we will show how it is
possible, in a simple way, to maximize the generation of power from steam whilst
recovering the maximum amount of heat from the IGCC process hot composite
curve. Firstly, we will briefly describe an optimization model and then perform a
simple sensitivity analysis to assess the maximum amount of power generated as a
function of a given temperature driving force loss (HRAT), within the heat-
recovery network.

4.1 Optimization Model for Maximal Energy Recovery

Several indexes have to be specified before presenting the model:

• Index i for hot process streams and hot steam-condensing streams, given by
set H

• Index j for cold process streams and cold steam-producing streams, given by
set C

In addition we define a subset of cold process streams CP and a subset of cold
steam-producing streams CS, and similarly, a subset of hot process streams HP, and
a subset of hot steam-condensing streams HS.

We can apply either a variation of the minimum utility transhipment model by
Papoulias and Grossmann [6] based on a heat cascade diagram or a variation of the
simultaneous heat integration model by Duran and Grossmann [1] based on the
pinch location method. Since the latter needs less data handing, we chose the pinch
location method. Only a short description of the model and its adaptation to the
IGCC problem is given here. For further details, please refer to the book by
Biegler et al. [7]. The basic idea of the pinch location method relies on an insight
that the pinch can only occur at one of the inlet temperatures for hot and cold
streams. Thus, a heat balance is posed at every inlet temperature T in

i and Tout
j to

calculate any heat deficit above it as the difference between the heat content of a
cold composite curve (CCC) above this temperature, and the heat content of a hot
composite curve (HCC) above this temperature with the addition of the minimum
recovery approach temperature (HRAT). It can be shown that the maximal heat
deficit corresponds to the minimum consumption of the hot utility QHU

min whilst the
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minimum consumption of cold utility QCU
min can be calculated from the overall heat

balance. In our case, all inlet and outlet temperatures, and the heat capacity
flowrates of the process streams are fixed, only the flowrates of the cold steam-
producing streams are variable, since we would like to obtain the optimum pro-
duction of steam at different pressures. Thus, the variable heat capacity flowrate of
steam-producing streams can be represented as the product of its specific heat
capacity flowrate (the heat capacity flowrate of the steam at a production rate of
one ton per hour), fcspec

j ; j 2 CS and a steam mass flowrate, qmjs (please note that

this is our optimization variable). Note that fcspec
j is a constant and can be defined

from steam tables or by a flowsheet simulator based on a given pressure, tem-
perature range and phase change. Typically, any steam can be represented by three
cold steam-producing streams: one for pre-heating, one for evaporation and one
for superheating and, in addition, with one hot steam–condensing stream, all
having the same qm. In order to define the mapping of hot and cold streams to
different steams, a steam set and multi-dimensional (process stream, steam) sets
for hot and cold streams are defined, respectively:

• S ¼ s steam s produced in a processjf g
• HS ¼ i; sð Þ hot stream i used as a condensing stream for steam sjf g
• CS ¼ j; sð Þ cold stream j representing the production of steam sjf g

Finally, for every steam we also need a specific power Pspec
s which is defined as

power generated at the steam production rate of one ton per hour. The objective of
the optimization is the maximization of the annual profit as the difference between
income from the generation of electricity, and the utility cost at a given HRAT.
The following optimization model can now be defined:

max Profit ¼ cel
X

s2S

qmPspec
m � chuQHU

min � ccuQCU
min

s:t:

QHU
min�

X

j2C

FCj � max 0; Tout
j � T in

ii � DTHRAT

� �n o
�max 0; T in

j � T in
ii � DTHRAT

� �n oh i
� 8ii 2 H

X

i2H

FCi � max 0; T in
i � T in

ii

� �
�max 0; Tout

i � T in
ii

� �� �

QHU
min�

X

j2C

FCj � max 0; Tout
j � T in

jj

n o
�max 0; T in

j � T in
jj

n oh i
� 8jj 2 C

X

i2H

FCi � max 0; T in
i � T in

jj þ DTHRAT

� 	n o
�max 0; Tout

i � T in
jj þ DTHRAT

� 	n oh i

ð1Þ

QCU
min ¼

X

i2H

FCi � T in
i � Tout

i

� �
þ QHU

min �
X

j2C

FCj � Tout
j � T in

j

� 	
ð2Þ
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where the heat capacity flowrates of the process streams are fixed:

FCi ¼ fci; 8i 2 HP and FCj ¼ fcj; 8j 2 CP ð3Þ

whilst the heat capacity flowrates of steam-producing streams are variables:

FCi ¼
X

s2S;ði;sÞ2HS

fcspec
i � qms ; 8i 2 HS ð4Þ

FCj ¼
X

s2S;ðj;sÞ2CS

fcspec
j � qms ; 8j 2 CS ð5Þ

Note that, since the inlet and outlet temperatures are fixed, the above model is
linear and gives global optimal solutions. The max operator is used to calculate the
portion of every stream above pinch candidates T in

ii ; 8ii 2 H and T in
jj ; 8jj 2 C at a

given HRAT.

4.2 Sensitivity Analysis

A simple, yet very effective sensitivity analysis can now be carried out by
performing a sequence of the above optimization problems, each time
increasing HRAT by a suitable DHRAT step-size. Figure 5 shows the depen-
dence of annual gross profit, power production from LPS, MPS and HPS and
the consumption of cold utility on HRAT. It is interesting to note that at small
values for HRAT, the temperature potential of the IGCC process is high
enough to enable the complete production of steam at a high pressure. As the
values for HRAT increase, more MPS and, finally, more LPS are produced,
whilst the total production of steam and, hence, power generation is decreasing.
Since the total production of steam is decreasing, less heat is recovered from
the process and more cold utility has to be used. For example, increasing
HRAT from 2 to 100 K would result in a reduction of power generation from
118 to 88 MW and an increase in the consumption of the cold utility from 287
to 318 MW. 441 tons h-1 of HPS can be produced at a HRAT of 2 K com-
pared with the production of 283 tons h-1 HPS, 58 tons h-1 MPS and
0.4 tons h-1 LPS or 341 tons h-1 totals at a HRAT of 100 K. Note that,
besides lowering the level of steam produced, the total production of steam is
also significantly decreased, resulting in a 25% reduction of power generation
and more than 40% reduction of annual gross profit (53 M€ annum-1 vs.
31 M€ annum-1). It is evident that choosing an optimal HRAT should have the
highest priority. Since the optimal HRAT is an approach temperature where
appropriate trade-offs are established between the income from the power
generation and the cost of utilities plus investment, a detailed optimization of
the IGCC heat-recovery network, steam and power generation has to be
performed.
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5 Optimal Synthesis of a Heat-Recovery Network
for Effective Power Generation

In order to achieve optimal trade-offs between the income from the generated
power, and investment plus utility cost, any optimization model we would like to
apply has to account for the production of different pressure-levels of steam,
the consumption of different utilities (e.g., cooling water, refrigeration, etc.) and
the investment in HEN, which depends heavily on an arrangement of heaters,
coolers and HE units within the network and their optimal temperature distribu-
tions and driving forces. With respect to obtaining optimal temperature driving
forces, such model should enable the consideration of driving forces as optimi-
zation variables individually in each exchanger. In addition, since temperature
distributions and, hence, driving forces depend strongly on the selection of
HE types, this model should provide the possibility for a simultaneous selection
of HE types during the course of optimization. It should be noted that the stage-
wise model for the synthesis of HEN by Yee and Grossmann [2] has the capability
of optimizing the driving forces individually within each unit. However, it is based
on single-type pure counter-flow exchangers. In order to accomplish our task, the
Yee and Grossmann’s model has been extended to:

• Alternative exchanger types, similar to that proposed by Soršak and Kravanja [8]
• Multi-utility configurations
• Alternative pressure-level steam production, and
• Accounting for the parallel arrangement of HE units when a total transfer area

exceeds an upper limit for a selected exchanger type

5.1 Superstructure

Since we are dealing with a stage-wise superstructure, alternative hot and cold
utilities and alternative exchanger types, the following indexes are now introduced:

Fig. 5 Sensitivity analysis
results
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• Index k for the stages given by set K
• Index l for the alternative exchanger types given by set L
• Index hu for hot utilities given by set HU, and
• Index cu for cold utilities given by set CU

Within the superstructure, each cold stream (j) can be potentially matched
with each hot stream (i) over several stages (k) (Fig. 6), and each potential match
is now represented by the match superstructure comprising the following
exchanger types:

• Double-pipe heat exchanger (index for exchanger types l = 1)
• Plate and frame heat exchanger (l = 2)
• Fixed plate shell and tube heat exchanger (l = 3), and
• Shell and tube heat exchanger with U-tubes arranged by an even number of

passes (l = 4)

Note that the heaters and coolers are represented by the heater superstructure
and the cooler superstructure in order to consider multi-utility configurations.

HEN topology and the selection of exchanger types is specified by the vectors
of binary variables determined during MINLP optimization. The selection of the
HE types is modelled by disjunctions based on operating limitations. Since
different types of heat exchangers involve different design geometries, which
influence the inlet and outlet temperatures of heat exchangers, additional con-
straints are specified to provide a feasible temperature distribution in HEN.
The basic usage recommendations for different areas, pressures and temperature
ranges that hold for different exchanger types [9] are shown in Table 5.
In addition, due to the leakage problem, the use of a plate and frame heat
exchanger is not recommended, when one of the involved streams in the
exchanger is toxic.

Fig. 6 Two-stage superstructure of HEN with two hot and two cold streams (Sm represents the
match superstructure)
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5.2 Optimization Model for the Synthesis
of a Heat/Energy-Recovery Network

Since a description and explanation of the original model can be found elsewhere
[2, 7], only additional constraints and terms are discussed. This model is composed
of heat balance constraints and logical constraints that determine selection of
the matches and HE types, and the profit objective function. In order to simplify
the task, coolers and heaters are only represented by fixed plate shell and tube
exchangers. The following binary variables are introduced for the discrete
decision:

• yHU
hu;j for the selection for hot utility hu for cold stream j,

• yCU
cu;i for the selection for cold utility cu for hot stream i, and

• yi;j;k;l for the selection of exchanger l in (i, j, k) match

Heat balances:
For every hot and every cold stream:

T in
i � Tout

i

� �
� FCi ¼

X

j2C

X

k2K

Qijk þ
X

cu2CU

QCU
cu;i 8i 2 H ð6Þ

Tout
j � T in

j

� 	
� FCj ¼

X

i2H

X

k2K

Qijk þ
X

hu2HU

QHU
hu;j 8j 2 C ð7Þ

Note that, by the summation of utilities over their corresponding sets, we allow
for the designing of multi-utility configurations.

• For every segment of hot and cold stream in every stage:

Ti;k � Ti;kþ1
� �

� FCi ¼
X

j2C

Qijk 8i 2 H; k 2 K ð8Þ

Tj;k � Tj;kþ1
� �

� FCj ¼
X

i2H

Qijk 8j 2 C; k 2 K ð9Þ

• Inlet temperature assignment:

T in
i ¼ Ti;1 8i 2 C and Tout

j ¼ Tj;Nþ1 8j 2 C ð10Þ

Table 5 Data of considered
heat exchanger types

Type pmax

(MPa)
T(�C) range A(m2) range

Double pipe 30.7 -100–600 0.25–200
Plate and frame 1.6 -25–250 1–1,200
Shell and tube 30.7 -200–600 10–1,000
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where N is the number of stages.
• A monotonic decrease in temperatures from the hot-left down to the cold-right

part of the HEN superstructure:

Ti;k � Ti;kþ1 8i 2 H; k 2 K and Tj;k � Tj;kþ1 8j 2 C; k 2 K ð11Þ

• Outlet temperature:

Tout
i � Ti;Nþ1 8i 2 H and Tout

j � Tj;1 8j 2 C ð12Þ

• Cold utility consumption for every hot stream:

Ti;Nþ1 � Tout
i

� �
� FCi ¼

X

cu2CU

QCU
cu;i 8i 2 H ð13Þ

• Hot utility consumption for every cold stream:

Tout
j � Tj;1

� 	
� FCj ¼

X

hu2HU

QHU
hu;j 8j 2 C ð14Þ

Convex hull logical constraints for exchanger types:
• For every exchanger type heat load:

QL
i;j;k;l�QUP � yi;j;k;l 8i 2 H; j 2 C; k 2 K; l 2 L ð15Þ

• Match heat balance:

Qi;j;k ¼
X

l2L

QL
i;j;k;l 8i 2 H; j 2 C; k 2 K ð16Þ

• Only one HE type can be selected if a match is selected:
X

l2L

yi;j;k;l� 1 ð17Þ

Note that if none of the HE types is selected, then all heat loads for exchanger
types are zero (Eq. 15), and the match heat load becomes zero, too (Eq. 16).

• Both temperature differences on the left and right sides of the match should be
positive if HE is selected:

DTi;j;k� Ti;k � Tj;k

� �
þ DTUP

i;j

X

l2L

yi;j;k;l

DTi;j;kþ1� Ti;kþ1 � Tj;kþ1
� �

þ DTUP
i;j

X

l2L

yi;j;k;l

9
>>=

>>;
8i 2 H; j 2 C; k 2 K ð18Þ

• Feasible temperature distribution
The original model (Yee and Grossmann [2]) contains constraints for feasible

temperature distribution only for pure counter-flow exchangers. Since the extended
model comprises different exchanger types, the temperature distribution in HEN
that holds for a pure counter-flow exchanger may become infeasible and even
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unattainable if the shell and tube exchanger is selected. The problem can be
observed if we take a closer look at the temperature distribution of counter-flow
and the shell and tube heat exchangers (Fig. 7).

In counter-flow heat exchangers, the outlet temperature of the cold stream can
be higher (Fig. 7a) because of the transfer area’s geometry. When U-tubes are
used, the flow arrangement combines the counter and co-current flows. The
temperature distribution becomes infeasible when a shell and tube exchanger is
selected and Tout

j � Tout
i (Fig. 7b). To overcome this problem, an additional con-

straint has to be specified for the shell and tube with U-tubes exchangers (l = 4):

Ti;kþ1 � Tj;k þ DTUP � ð1� yi;j;k;4Þ�DTmin i 2 H; j 2 C; k 2 Kð Þ ð19Þ

Note that this constraint is a complicated one, since it tends to increase tem-
perature differences in the shell and tube exchangers causing some additional loss
of temperature potential for heat-recovery. This loss can be significant, especially
when streams are defined within wide ranges between inlet and outlet tempera-
tures. On the other hand, fixed plate shell and tube HE exhibit counter-flow
arrangement, so its temperature distribution should disobey the above constraint.
This means that by using a fixed plate shell and tube exchanger we may efficiently
recover a considerable fraction of otherwise lost temperature potentials. However,
at higher pressure, this type of HE is considerably more expensive than shell and
tube with U-tubes (see Table 6). Thus, there is a trade-off between the potential
losses and the selection of different types of exchangers.

5.3 Disjunctive Modelling of Operating Limitations
for Selected Exchanger Types

The selection of exchanger types depends on the operating temperatures and
pressures of the involved streams (Table 5). As stream pressures are fixed, they
can be taken into account in a pre-screening procedure before optimization.
However, all stage temperatures are optimization variables and, therefore, affect
the selection of exchanger types. The temperature ranges of the comprised
exchanger types have been modelled as scalar products between the vector for
binary variable regards exchanger types and the vector for lower and upper tem-
perature operating limits:

Fig. 7 Temperature
arrangement in a counter-
flow HE and b shell and tube
HE with U-tubes
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Ti;k �
X

l2L

TUP
l yi;j;k;l þ TUP

i 1�
X

l2L

yi;j;k;l

 !

Ti;k�
X

l2L

TLO
l yi;j;k;l þ TLO

i 1�
X

l2L

yi;j;k;l

 !

9
>>>>>=

>>>>>;

; 8i 2 H; j 2 C; k 2 K ð20Þ

Tj;k �
X

l2L

TUP
l yi;j;k;l þ TUP

j 1�
X

l2L

yi;j;k;l

 !

Tj;k�
X

l2L

TLO
l yi;j;k;l þ TLO

j 1�
X

l2L

yi;j;k;l

 !

9
>>>>>=

>>>>>;

; 8i 2 H; j 2 C; k 2 K ð21Þ

If an exchanger type in a match is selected then the last terms in the upper
constraints become zero and stage temperatures are enforced within the corre-
sponding operating limits; otherwise the constraints are redundant.

Logical constraints for utilities:
• Selection of hot and cold utilities, respectively:

QHU
hu;j�QUP

j � yHU
hu;j; 8hu 2 HU; 8j 2 C ð22Þ

QCU
cu;i�QUP

i � yCU
cu;i; 8hu 2 CU; 8i 2 H ð23Þ

Table 6 Cost data

Exchanger type Design pressure
(bar)

Fixed charge
coefficient (k€)

Area cost
coefficient
(k€ m-2)

Double pipe 0.01–125 46.0 2.742
Plate and frame 0.01–125 129.8 0.347
Fixed plate shell and tube 0.01–10 121.4 0.193
Fixed plate shell and tube 10–25 105.6 0.304
Fixed plate shell and tube 25–125 174.4 0.919
Shell and tube with U-tubes 0.01–125 100.9 0.272
Utility heat exchangers 0.01–125 105.6 0.304

Utilities Cost (€ kWh-1)
High-pressure steam 0.04
Cooling water 0.01
Refrigeration 0.08
Electricity 0.08

Other data
Expected project’s lifetime, a 15
Interest rate (%) 10
Yearly working fraction (h annum-1) 8,000
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• Positive temperature differences:

DT1
hu;j� T in

hu � Tout
j

� 	
þ DThu;j 1� yHU

hu;j

� 	

DT2
hu;j� Tout

hu � Tj;1

� 	
þ DThu;j 1� yHU

hu;j

� 	

9
>=

>;
; 8hu 2 HU; 8j 2 C ð24Þ

DT1
cu;i� Ti;Nþ1 � Tout

cu

� �
þ DTcu;i 1� yCU

cu;i

� 	

DT2
cu;1� Tout

i � T in
cu

� �
þ DTcu;i 1� yCU

cu;i

� 	

9
>=

>;
; 8cu 2 CU; 8i 2 H ð25Þ

Generation of steam:
As in the previous section, we have to define variable heat capacity flowrates

for hot steam producing steam-condensing i 2 CS and cold steam-producing
streams j 2 CS proportional to a steam mass production flowrate qms , whilst the
heat capacity flowrates of process streams i 2 HP and j 2 HP are fixed. Thus,
the same constraints as the presented in Sect. 4.1 are applied (Eqs. 3, 4 and 5).

Objective function:
The objective function of the extended model defines the annual profit of heat-

recovery network and steam/power generation and comprises the following terms:

• Income from selling electricity, Eq. 26a
• Cost for utility consumption, Eq. 26b
• Annualized investment for coolers and heaters, Eq. 26c, and
• Annualized investment for heat exchangers of different types, Eq. 26d

Profit ¼ cel �
X

s2S

qms P
spec
s ð26aÞ

�cHU
hu �

X

hu2HU

X

j2C

QHU
hu;j � cCU

cu �
X

cu2CU

X

i2H

QCU
cu;i ð26bÞ

�fd �
P
i2H

P
cu2CU

ccu
fix � ycu

cu;i þ ccu
var �

QCU
cu;i

Ucu;i�DlnTcu;i�Ftcu

h i

�fd �
P
j2C

P
hu2HU

chu
fix � yhu

hu;j þ chu
var �

QHU
hu;j

Uhu;j�DlnThu;j�Fthu

h i ð26cÞ

�fd �
X

i2H

X

j2C

X

k2K

X

l2L

cfix � yi;j;k;l þ cvar �
Ql

i;j;k;l

Ui;j � DlnTi;j;k � Ftl

" #
ð26dÞ

where fd is an annualized factor depending on the given project’s lifetime, and the
selected interest rate. In order to avoid the numerical difficulties of using the above
logarithmic mean temperature differences when DT1 = DT2, the temperature
driving forces are specified by Chen’s approximation [10]:
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DlnTcu;i ¼ DT1
cu;i � DT2

cu;i �
DT1

cu;i þ DT2
cu;i

2

 !" #ð1=3Þ

ð27Þ

DlnThu;j ¼ DT1
hu;j � DT2

hu;h �
DT1

hu;j þ DT2
hu;j

2

 !" #ð1=3Þ

DlnTi;j;k ¼ DTi;j;k � DTi;j;kþ1 �
DTi;j;k þ DTi;j;kþ1

2


 �� ð1=3Þ

Note that Ft denotes the correction factor for the temperature driving forces
within different exchanger types. It is equal to one for counter-flow and is less than
one (0.8–0.95) for exchanger types with combination of counter and co-current
flows as is the case with shell and tube HE with U-tubes.

5.4 Computational Feature of the Model

It should be noted that, in order to preserve the linearity of the constraints, all the non-
linear cost terms are presented in the objective function. However, the consideration
of different exchanger types drastically increases the combinatorics, size and, hence,
the computation effort needed to solve the problem. Problems, such as IGCC with 20
hot and 20 cold streams easily have 2,000 or more binary variables and ten thousands
of continuous variables and constraints. Efficient strategies have to be applied in
order to decrease the computational burden and to find a good solution:

• Pre-screening of alternatives for some exchanger operating limitations can be
done ahead of the optimization. The space for discrete decisions can thus be
drastically reduced.

• In many cases, an outer-approximation/equality-relaxation (OA/ER) algorithm
applied to solve this MINLP problem may not converge, since the sequence of
major iteration produces infeasible NLP subproblems. The problem is very time
consuming especially when MILP master problems take long CPU times for the
needed integrality gap. In such a case integer infeasible path optimization [8]
can be applied, thus preventing the OA/ER algorithm from obtaining infeasible
NLPs. Considerably faster convergence of the algorithm can thus be achieved.

5.5 Results and Discussion

In the IGCC problem we dealt with 16 hot and 13 cold process streams, and 3 hot
and 9 cold steam-producing streams (Tables 3 and 4), for which we assume
that the power is generated in a cascade of HP, MP and LP turbines operating at
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122, 32 and 5 bar, respectively. Note that the present cost data are given in
Table 6. When applying the above MINLP model for simultaneous heat-recovery
and steam/power generation network synthesis, optimal trade-offs between elec-
tricity income and utility cost plus investment can be obtained over different
lifetime periods and the prediction of future utility and electricity prices. Table 7

Table 7 Sensitivity analysis results

Electricity/utility cost factor 1 1 1 1 1.5 2 3
Estimated lifetime (annum) 5 10 15 30 30 30 30

HPS production (tons h-1) 378 384 398 401 405 409 409
LPS production (tons h-1) 0 0 0 4 0 0 0
Recovered enthalpy flowrate HPS (MW) 332 338 350 353 356 360 360
Recovered enthalpy flowrate LPS (MW) 0 0 0 3 0 0 0
Power HPS (MW) 101 103 107 108 107 110 110
Power LPS (MW) 0 0 0 1 0 0 0
Cold utility load (MW) 304 302 298 296 296 295 295
Annualized HEN investment (M€ annum-1) 17.7 15.2 10.2 10.2 11.6 13.1 18.0
HEN investment (M€) 67.2 93.2 101.7 100.5 109.7 123.1 161.0

Fig. 8 Heat exchanger
network for actual prices of
utilities and energy
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shows the amount of generated steam and power, cold utility consumption,
annualized and total investment for IGCC HEN. From Table 7 it can be seen how,
at lower energy prices and shorter depreciation periods, the generation of power
decreases, when higher values are obtained for the actual HRAT. Note that a
similar trend was observed in the previous section, where it was seen that by
increasing HRAT the generation of power was reduced and the consumption of
cold utility increased. In all cases, complex heat-recovery networks are obtained.
The network, where actual prices for utilities and electricity, and a 15 year
depreciation period are considered, is shown in Fig. 8. It can be seen that about
35 MW of energy is wasted: 2/3 heat content of HCLEAN1-HCOOL, � of
HE2-COOLER and complete heat from the REGEN-COND condenser, whilst
350 MW of heat is recovered for the production of 398.1 tons h-1 HPS and
107 MW power. HEN comprises 39 HE units, 4 coolers at ambient temperature
and 5 refrigeration units at very low temperatures and no heater. Due to integra-
tion, more than half (28.2 MW) of a very low temperature cooling requirement
could be saved. This solution yields 68.5 M€ annum-1 of electricity income,
36 M€ annum-1 cooling cost and 13.4 M€ annum-1 annualized investment for
HEN, giving 19.1 M€ annum-1 of annual profit before tax.

Fig. 9 Heat exchanger
network for double the utility
and energy prices

Process Integration: HEN Synthesis, Exergy Opportunities 223



Since prices for energy in general, and utilities and electricity in particular, are
expected to increase faster in the future relative to other prices, we also, as
mentioned, performed synthesis for higher prices. HEN obtained when considering
double the utility and energy prices and doubled the project’s lifetime (30 years) is
shown in Fig. 9.

A quick analysis showed that about 7 MW of heat is additionally recovered by
steam production enabling 2.9 MW more of power generation. Also, integration
at very low temperatures saves an additional 2.0 MW of the refrigeration load.
It can again be seen that this solution is in accordance with the observation about a
trade-off between HRAT, and heat-recovery and power generation efficiency.
It also should be noted that, on average, one half of those HE units selected are
those with counter-flow arrangements (one quarter double-pipe and one quarter
fixed plate shell and tube exchangers) and one half is shell and tube exchangers
with U-tubes providing a combined co-current and counter-flow arrangement.
Since fixed plate exchangers are significantly more expensive than U-tube
exchangers, they are selected at those positions in HEN where a higher efficiency
is required for heat recovery, thus enabling optimal steam and power generation
with a better exergy exploitation of the process.

6 Conclusions

This chapter has described a three-step approach for the synthesis of heat-recovery
and steam/energy generation network. Firstly, we start with a thermodynamic
analysis of a studied process flowsheet. Detailed data extraction and acquisition
should be performed in order to thoroughly undertake the pinch analysis.
The results from the pinch analysis indicate possible heat-recovery and exergy
opportunities, which can be elaborated in more details over the next two mathe-
matical programming steps, where in the first next step a simple, yet effective,
maximization of steam/power generation can be performed, with respect to tem-
perature potential losses within a heat-recovery network. A detailed synthesis of the
network is then performed in the last step where appropriate trade-offs are obtained
between the income from power generation and utility costs plus investment.
The synthesis comprises a heat-recovery network and variable steam production at
different pressure-levels for power generation. Optimal arrangement, number,
loads, temperature driving forces and types of heat exchanger units, as well as
optimal mass flowrates for the production of LPS, MPS and HPS are obtained
during this step. An optimal solution with current energy prices and 15 years of an
expected project’s lifetime yields 107 MW power productions, whilst the one with
double prices and doubled lifetime enables 3 MW more power, which indicates that
when considering future prices, and lifetime periods more realistically, additional
increase in the heat/energy-recovery efficiency can be achieved. Whilst applying
this three-step procedure we have also demonstrated how basic optimization
models can be adapted and customized for solving large-size industrial problems.
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Finally, it should be noted that only complete heat-recovery network was
analyzed, together with steam and power generation at fixed process streams and
fixed levels of steam. In order to obtain a global solution the whole process,
including a gas turbine system with variable flows and their temperatures has to be
optimized simultaneously, giving rise to an extensive optimization problem.
Serious research work would be needed to accomplish this task.
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Global Clean Gas Process Synthesis
and Optimisation

Mar Pérez-Fortes and Aarón D. Bojarski

Abstract This chapter begins with an introduction to the different possible metrics
related to clean gas process synthesis and its subsequent usage. Latter, the different
techniques for tackling with multiple criteria are presented, emphasising the use of
multi-criteria decision analysis (MCDA) and multi-objective optimisation (MOO).
The different criteria elected here for optimisation are described and later used as
key performance indicators (KPI) for the proposed scenarios, in chapter
‘‘Selection of Best Designs for Specific Applications’’. Finally, a case study related
to the operation of an IGCC plant considering coal–petcoke or natural gas as a fuel
is assessed applying the optimization concepts introduced here and taking into
account the operation considerations developed in this and in previous chapters.

Notation

ADP Abiotic depletion potentials
AHP Analytical hierarchy process
AoPs Areas of protection
AP Acidification potentials
bc Base case
CBA Cost benefit analysis
CCS Carbon capture and storage
CED Cumulative energy demand
CExD Cumulative exergy demand
CF Characterisation factor
COE Cost of energy
CSTR Continuous-stirred tank reactor
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E Electricity produced
EF Ecological footprint
EFij Emission factor for pollutant i associate to activity j
EM Environmental mechanism
EPRI Electric Power Research Institute
ERA Environmental risk assessment
FU Functional unit
GWP Global warming potential
IGCC Integrated gasification combined cycle
IPA Impact pathway analysis
IPCC International Panel on Climate Change
ISO International Standards Organisation
KPI Key performance indicator
LC Life cycle
LCA Life cycle assessment
LCI Life cycle inventory
LCIA Life cycle impact assessment
MAUT Multi-attribute utility theory
MAVT Multi-attribute value theory
MCDA Multi-criteria decision analysis
MCM Multi-media compartment models
MOO Multi-objective optimisation
NBI Normal boundary intersection
NC Normal constraint method
NGCC Natural gas combined cycle
NPV Net present value
NPW Net present worth
OF Objective function
PF Pareto fronts
rd Discount rate
SC Supply chain
t Each individual year, during the project life
TAC Total annualised cost
TCR Total capital requirement
TOC Total operating costs
TOPSIS Technique for order by similarity to ideal solution

1 Introduction

At this point, several design decisions should be taken in the conceptual design of
a gasification plant using the already described and built superstructure. This
constitutes a problem of decision-making under multiple objectives with difficult
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trade-offs and uncertain outcomes, which requires an iterative and complex pro-
cedure. In these situations, methods of decision analysis can help decision makers
to set out better decisions [1]. The methods to cope with this type of problems are
generally known as multiple-criteria decision analysis (MCDA). Decision analysis
is a merger of decision theory and systems analysis, where decision theory pro-
vides a foundation for a logical and rational approach to decision-making, whereas
systems analysis provides methodologies for systems representation and modelling
to capture the interactions and dynamics of complex problems.

In general, any decision-making process usually involves three general stages
[2, 3] further divided in smaller tasks as follows:

• Problem structuring: It aims at defining the problem in terms of

– Identification and involvement of stakeholders, and elicitation of preferences;
– Identification of appropriate indicators; and
– Generation and identification of alternatives.

• Problem analysis: It aims at checking the solution quality

– According to the preference modelling;
– Comparing and evaluating alternatives; and
– Performing robustness, sensitivity and uncertainty analyses.

• Problem resolution: It counts with the choice of the most suitable alternative.

Regarding problem structuring, in Sects. 1.1 and 1.2 in chapter ‘‘Modelling
Superstructure for Conceptual Design of Syngas Generation and Treatment’’, related
to superstructure and syngas superstructure representation, the overall framework for
analysing different syngas process alternatives has been outlined.

The most important aspects are those related to the selection and identification
of appropriate indicators and alternatives. With regard to metrics, the next Sect. 2
discusses around this. Regarding generation and identification of alternatives, in
chapter ‘‘Modelling Superstructure for Conceptual Design of Syngas Generation and
Treatment’’ the representation of the whole process as a superstructure allows for
easily selecting and generating different process alternatives, regarding electricity and/
or hydrogen production. However, the generation could be done using different
methodologies: single objective optimisation (efficiency or MW produced), which was
used in chapter ‘‘Modelling Superstructure for Conceptual Design of Syngas
Generation and Treatment’’ to exemplify the possibility of the superstructure results,
or multi-objective optimisation described in next sections and developed in chapter
‘‘Selection of Best Designs for Specific Applications’’. Other widely used generation
technique, which was exploited in chapter ‘‘Modelling Superstructure for Conceptual
Design of Syngas Generation and Treatment’’, is the use of scenario analysis, where
different superstructure inputs and topologies are tested and different criteria are gathered
on their results. Regardless of the methodology to tackle the multi-criteria and prefer-
ences issues, the generation of different solutions is of paramount importance. Three
possible methodologies are identified to tackle with this task: mathematical
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programming, the usage of some heuristic based on process knowledge and thermo-
dynamic insight to generate flowsheet alternatives. The last one is used in this book
approach.

2 Key Performance Indicators Associated to Syngas
Generation

Key performance indicators (KPIs) are the metrics used for optimisation. They
allow to value or quantify the proposed scenarios performance. There is consensus
on the requirements for effective metrics; in general, they should satisfy the fol-
lowing criteria [4, 5]:

• Simple and understandable to a variety of audiences
• Reproducible and consistent in comparing different time periods, business units

or decision alternatives
• Robust, unbiased and non-perverse (i.e., good metrics must indicate better

performance)
• Relevant and complementary to existing regulatory programs
• Cost-effective in terms of data collection, making use of data already collected or

available for other purposes, while minimising the effort of gathering new data sets
• Stackable along the supply chain (SC) or the product/process life cycle

(LC) stages
• Scalable for multiple boundaries of analysis, and
• Protective of proprietary information

Sharratt [4] states that this list should be understood as an unachievable ideal,
and some compromise is inevitable. Metrics should be able to reproduce changes
at all levels in the system, it would be a fallacy to have a set of metrics that does
not take into consideration the closely knit network of cause–effect relationships
that comprise chemical processes [6]. This systems-wide approach requires the
collection of more than one single metric, which implies a multivariate view of
the system. The selection of one set of metrics in favour of the others rely on the
agreement between the decision makers and in the underlying principles of each of
the metrics calculation methodologies.

Typically, metrics tend to represent different process design aspects: It is
common to see economic related metrics, efficiency metrics and environmental
impact indices. It has often been advocated that quantitative indicators should be
normalised to a unique measure of performance across different sectors to be
comparable and used in weighting decision alternatives and comparing operational
units [6, 7]. In this sense, all MCDA techniques require that alternative’s attributes
are normalised before weighting. Some of the examples include normalisation to
the physical flows in the system (e.g., per tonne of product output), to a measure of
economic performance (e.g., turnover of sales, shipment value, value added,
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operating profit, number of employees or total investments), or to a defined
functional unit (FU) of the system under study, for instance, the MW produced, or
the flowrate of the final product of concern.

The metrics considered here include economic, plant performance and
environmental points of view. In the first metric, the cost of energy (COE) is of
concern. In the second metric, the different efficiencies as described in chapter ‘‘
Modelling Superstructure for Conceptual Design of Syngas Generation and
Treatment’’ are considered. And last but no least is the environmental point of
view through a life cycle assessment (LCA). An exhaustive calculation procedure
of these parameters is described in Sects. 2.1, 2.2 and 2.3. It has been remarked the
necessary trade-off involved in selecting best candidate among competing sce-
narios. In this sense, the calculated KPIs are used in Pareto curves, which is a
graphical method to select the best candidate according to a pre-fixed criterion.
This method does not need for normalisation.

2.1 Economic Point of View

Economic aspects have travelled side by side to chemical engineering since its
very beginning, and different indicators are used to check the economic viability of
different processing options. In both retrofit and starting up (green-field) projects,
standard industrial practise calls for estimation of potential investment, working
capital, sales revenue and operating expenses, to assess long-term economic
impact of the project. The financial evaluation of a project, known also as cost
benefit analysis (CBA) comprises basically three major steps:

• Estimation of capital costs: these represent discrete expenditures comprising a
fixed capital (also known as investment costs) and working capital. Fixed
capital can be estimated using factored methods while working capital is
associated to inventories, cash and accounts receivables. Capital costs are
expressed in monetary units.

• Estimation of cash flows: these represent the surplus of incomes over expen-
ditures for all periods; calculation of these cash flows requires estimation of
expected revenues and operating costs. Cash flows are expressed as monetary
time flows (for instance, per year, month or week).

• Evaluation of economic indicators: this last step comprises the use of
cash flows for the calculation of the selected metric. Besides cash flows,
other parameters such as interest rate, depreciation and savage costs are also
required.

Surprisingly, a recent survey by Pintaric and Kravanja [8] of economic
objective functions (OFs) used in optimisation problems related to chemical
process design, revealed that the most common OFs are different types of costs
(such as the total annualised cost—TAC). Optimisation of profit or economic
potential is found less common, while the usage of net present worth or value
(NPW, NPV) or monetary value added are found rarely. However, other process
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design books emphasise on the use of metrics where the time value of money is
taken into account (Chap. 5 of Biegler et al. [9]). In some cases the application of
NPV and discounted cash flow for profitability evaluation and the economic
comparison of alternatives are the most acceptable, as recommended in Chap. 10
of Peters and Timmerhaus [10]. A global view of how an economic metric can be
calculated can be grasped from Fig. 1.

The selection of the discount rate (rd) for any time discounted metric is also
subject of controversy, given that it represents the trade-off between the enjoyment
of present and future benefits and affects directly intergenerational aspects of
sustainable development. Higher rd’s devaluate future impacts and consequently
they count little on long time horizon projects, which could be perceived as
contrary to the interest of future generations.

This study considers the economic point of view of electricity, hydrogen or
electricity–hydrogen production plant. The economic parameter to evaluate the
global performance of the plant taken into account is the COE, which in the case of
electricity production, the term is referred to the net power produced, and in the
case of the hydrogen production it is referred to final product sold to the market,
minus the electricity consumed in the plant, as Efftotal equation already contem-
plates (see Sect. 2.2). It is defined as the final price per kWh that considers the return
of investment, and the total operating costs, fixing a plant economic life [11, 12].
Therefore, the methodology counts with the calculation of the total capital
requirement (TCR), the total operating costs (TOC) per year and the consequent
final production cost.

The economic evaluation in this book takes into account two approaches:

• The first one follows the work of Frey [13] and Frey and Akunuri [14], which
are based on an EPRI Technical Assessment Guide [15]. Probabilistic
expressions, with their ranges of application for costs calculation are found,
based on real IGCC power plants. Additionally, the general methodology for
chemical projects evaluation described in Ulrich and Vasudevan [16] is
considered for equipments that are not contemplated in the former sources,
for instance, the carbon capture and storage (CCS) train. Globally, the
dimensions variability is taken into account in the costs expressions considering
the sizing variable. Stream values are mainly retrieved from the Aspen Plus
simulation results. See in Table 1 the breakdown of the total cost, as it

Fig. 1 Variables and models required for the calculation of an economic metric
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calculated in Sect. 4, which applies this approach to evaluate the combined
cycle performance in a plant of similar dimensions powered by natural gas or
by solid fuel–syngas, in natural gas combined cycle (NGCC) and IGCC
configurations. The COE is calculated as in Eq. 1, where t is each individual
year, during the project life, thus the interest rate is considered for the calcu-
lation of each year inputs and outputs in monetary terms. E is the electricity
produced (case study Sect. 4), in all cases such cash or energy flows should be
properly discounted using a given interest rate. Nevertheless, in co-production
scenarios, E and H2 should be taken into account for the plant revenues
(see chapter ‘‘Selection of Best Designs for Specific Applications’’). It is
possible to say that the COE is the energy price that should be used to pay back
the power plant investment. For further detail about the methodology and about
input values, see Pérez-Fortes et al. [17].

COE ¼
P

TCRt þ TOCtP
Et þ H2t

: ð1Þ

• The second one is based on the works of Hamelinck and Faaij [18] and Vliet
et al. [19]. In this case, the dimensions variability between one case study and
another is based on economies of scale. The reason why we have followed
another methodology for scenarios evaluation in chapter ‘‘Selection of
Best Designs for Specific Applications’’ is the big number of scenarios and
variability considered (16), where it is not necessary to obtain the level of detail
of the previous methodology. Also the computing time for this approach is
lower. The annualised total costs, as in the previous case, takes into account
investment and variable costs. Instead, in this case, feedstock costs are
considered separately. Thus, the final breakdown takes into account:

Table 1 Breakdown of the COE calculation following the approach of Frey [13], Frey and
Akunuri [14], and Ulrich and Vasudevan [16]. Each term counts with sizing variables expressions
based on real experiences

Total capital requirement
(TCR) (€)

Total direct costs Equipment and general facilities
Total indirect costs Indirect construction costs, sales tax, fees,

permits, etc.
Contingencies Process and project contingencies
Others Royalties, inventories, initial chemicals

charge, land, etc.
Total operating costs

(TOC) (€/year)
Fixed operating

costs
Operating work
Maintenance work
Maintenance material
Administrative and support work

Variable operating
costs

Total fuel cost
Total consumable cost
Ash disposal
By-product credit (sulphur and slag)

COE (€/kWh) f(TCR, TOC, kWh)
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(a) TCR
(b) Annual costs (AC), which are the previous TOC minus fuel costs
(c) Feedstock costs (FC)
(d) Electricity supply, electricity demand and H2 supply

In the second approach we are also considering specific costs related with the
CCS methodology, as the cost of CO2 avoided, or the cost of CO2 captured [20],
defined as in Eqs. 3 and 4, respectively, and taking into account only electricity
production. The first value reflects the average cost of CO2 to atmosphere
reduction (total mass of CO2 emitted, in tonnes is used in the formula) comparing
both plants, with and without CCS technology (of the same type and dimensions).
The second one reflects the economic-viability of a CO2 capture system giving a
price for CO2: it means that if the CO2 can be sold to the market at the calculated
price (for instance, for the food industry), as a by-product in the plant, the COE of
both plants, would be the same. In this case the reference plant having a disad-
vantage since its CO2 emissions are higher. The CO2 value in tonnes corresponds
to the tonnes of CO2 captured. Note that mass balances require that CO2 is or
captured or emitted as in Eq. 2. Notice that in Eqs. 2, 3 and 4, bc means base case,
while CCS makes reference to the scenario with carbon capture units.

CO2ð Þcaptured¼ CO2ð Þbc
emitted� CO2ð ÞCCS

emitted ð2Þ

Cost of CO2;avoided C==tonCO2½ � ¼ COECCS � COEbc

CO2; emitted=kWhð Þbc� CO2; emitted=kWhð ÞCCS

ð3Þ

Cost of CO2;captured C==tonCO2½ � ¼ COECCS � COEbc

CO2;captured=kWh
� �

CCS

ð4Þ

Strictly speaking the cost of avoiding CO2 emissions should include the costs
associated to its transportation and pumping to final disposal, however, is common
practise to address the capture scenario only, where costs are considered up to the
liquefaction, disregarding the disposal.

2.2 Plant Engineering Point of View

In the case that syngas is used for co-production; the efficiency calculation cannot
be based solely on the contribution of electricity or hydrogen. By combining the
efficiencies related to electricity (Effglobal) and hydrogen (EffglobalH2) production
defined in Eqs. 7 and 8 in chapter ‘‘Modelling Superstructure for Conceptual
Design of Synsas Generation and Treatment’’, the total co-production efficiency
can be calculated as follows:

Efftotal = Effglobal + EffglobalH2
¼ PowernetþmH2 LHVH2

mfeedLHVfeed

: ð5Þ
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This Efftotal considers the possible destinies of syngas production, which in
some cases might require the consumption of electricity instead of a positive
contribution, see chapter ‘‘Selection of Best Designs for Specific Applications’’.

2.3 Environmental Point of View

In the case of environmental metrics no information is easily available to chemical
process designers for its computation. There are two main reasons for this:

• Relevant properties of chemicals (e.g., toxicity, environmental degradation
constants) are not readily available in the tools commonly used by chemical
engineers (e.g., process simulators, chemical process design handbooks1).

• Location-specific knowledge is needed to estimate environmental impacts, with
the exception of environmental problems that are global in nature (e.g., ozone
layer depletion and increase of greenhouse gas concentration).

Sharratt [4] states that all environmental effects can in principle be linked to
the concentration, dispersion and persistence of materials in the environment.
Most chemicals in recent years have been categorised according to their potential
for persistence,2 bioaccumulation3 and toxicity.4 However, the environment is
compromised by industry in two ways: emissions and the consumption of raw
materials, this fact broadly separates typical environmental metrics into two cat-
egories [21]:

• Pollution categories associated to system’s output flows such as: ozone
depletion, global warming, human toxicology, eco-toxicology, smog formation,
acidification, eutrophication, odour, noise, radiation and waste heat.

• Depletion categories associated to system’s input flows: abiotic resource
depletion, biotic resource depletion, land use and water use.

• The calculation of environmental metrics requires the estimation of environ-
mental interventions (inputs and outputs) from the system. While inputs to the

1 In many cases, the properties have not been measured for a large number of chemicals, and the
measurements that have been made frequently show wide ranges of variation.
2 Persistence is related to what extent materials will accumulate; at one extreme of behaviour are
materials that are not degradable and thus accumulate while at the other extreme are highly
degradable materials that will quickly reach an essentially steady level in the environment as their
rate of release is balanced by their destruction. In this sense, persistence is associated to the
substance resistance to chemical (hydrolysis, photolysis, etc.) or biological (biodegradation,
metabolism, etc.) degradation or breakdown.
3 Bioaccumulation is related to the chemical tendency to become increasingly concentrated (in
fat tissues) as one moves up along the food chain from microorganism to mammals.
4 Toxicity is the most contentious/disagreeable area of concern where multiple tests are available
depending on the endpoint (lethality, fecundity, endocrine disruption, etc.), each chemical has
different effects and consequently different toxicity.

Global Clean Gas Process Synthesis and Optimisation 235



system can be easily gathered from the raw material and energy consumption,
the estimation of emissions is not straightforward and several authors propose
different ways to assess them.

Once environmental interventions (understood as extractions, emissions from
and to the environment, or different types of land use) are estimated, it is important
to know how the chemical compound will distribute along the different environ-
mental compartments, this requires the use of environmental models. Some
impacts are not directly related to the chemical concentration on a given envi-
ronmental compartment, but to the exposure of this chemical to the subjects of
impact, consequently another layer of modelling is required, namely the impact
model. The calculation of an environmental metric can be summarised in Fig. 2,
which shows the different models required to calculate an environmental metric.

Most methods differ on the way mid- or endpoint impacts are measured and in
the way that weights are assessed for each impact. Moreover not all methods
consider the same environmental areas of protection, or how each mid-point
indicator affects the endpoint. However, there is a tendency to define indicators at
common mid-points to ensure simplicity in their definitions and to minimise per-
ceived uncertainty [22]. While reliable endpoint modelling seems within reach for
some categories such as acidification, cancer effects and photochemical ozone
formation, it is still under development for climate change (a mid-point indicator is
still used early along the environmental mechanism, i.e., increase in radiative
force), and the endpoint modelling is encumbered with large uncertainties because
of many unknowns of the global climate system and because of the long time
horizon of some of the involved balances [22]. The selection between one of the
impact assessment methods or the usage of different mid-point models from dif-
ferent methods is a matter of the decision maker and the goal that the study follows.

2.3.1 Emission Estimation

The chemical process emits directly and indirectly: direct emissions are associated
with the process and are known as foreground process emissions, while indirect are
associated with other parts of the process life cycle and are known as background
emissions. Releases may be further classified as intended (such as stacks and
flares) or accidental (such as leaks and spills). Stefanis and Pistikopoulos [23]
classify direct emissions in four groups as follows:

Fig. 2 Variables and models required for the calculation of an environmental metric
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• Accidental releases mainly because of the occurrence of scenarios such as
leakage, equipment failure and human error.

• Fugitive emissions that involve small leaks or spills from pumps or flanges
which are generally tolerated in industry.

• Releases from normal process operations such as: start-up, shutdown, mainte-
nance/cleaning procedures and from operation conditions changes.

• Episode releases as a result of sudden weather changes or other occurrences.

Typical sources of fugitive emissions are valves, flanges, pump and compressor
seals, process drains and open-ended lines. In this sense, Chap. 8 of Allen et al.
[24] state that common sources of releases that are overlooked in flowsheet are
fugitive emissions (leaks) and venting of equipment (breathing and displacement
losses), periodic equipment cleaning and transport container residuals.

One typical way of estimating emissions is the usage of emission factors. An
emission factor (EFij) is a representative value that attempts to relate the quantity
of a pollutant (i) released to the environment sink (air, water, soil, . . . , j) with an
activity associated with the release of that pollutant. Several lists of emission
factors are available for different activities, being the usual environmental sink air,
examples are available: UN (International Panel on Climate Change), Europe
(European Environmental Agency), Australia (Environment Australia), United
Kingdom (UK National Atmospheric Emissions Inventory) and United States
(US-Environmental Protection Agency EPA-AP42). The actual pollutant i emis-
sion (EMij) is calculated as in Eq. 6.

EMij ¼ AREFij ð6Þ

where AR represents the activity rate, usually a mass flow.

2.3.2 Environmental Models and Emission Fate Estimation

Once emission has been estimated, via process models, emission factors are
measured; the question of the fate of the compound must be addressed. Chemical
environmental fate is highly component dependant and is modelled by means of
environmental fate models. Sinclair-Rosselot and Allen [25] describe the
appearance of two types of environmental model approaches: (i) focusing on a
single compartment and (ii) taking into account multimedia compartment models
(MCMs). In the first case typical examples are: prediction of air concentrations
downwind from a stationary source, or the estimation of concentration using
ground water dispersion models, their main disadvantage is that they provide
concentration in only one compartment.

The complexity in MCMs rises from characteristics such as: number of envi-
ronmental compartments considered, homogeneity and heterogeneity of each one
of them and steady or unsteady conditions. In Mackay [26], environmental models
taxonomy is provided in levels of increasing complexity:
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1. Level I: Corresponds to multiple phases closed systems, where pollutants do not
react, i.e., are conserved in their chemical form. Each phase is considered as a
closed vessel that attains thermodynamical equilibrium, see Chap. 2 of Mackay
[25].

2. Level II: Corresponds to steady state multiple phase open systems, where pollu-
tants are subject to advective flows (related to ‘the direct movement of a chemical
by virtue of its presence in a medium that happens to be flowing’), chemical
reactions (biodegradation, hydrolysis, oxidation and photolysis) and attain
physicochemical equilibrium. Each phase is considered as a CSTR where outlet
concentrations equal phase concentrations, see Chap. 2 of Mackay [26].

3. Level III: Corresponds to steady state multiple phase open systems, where
pollutants are subject to advective flows, chemical reactions and diffusive flows
between environmental compartments, so chemical equilibrium is used but not
attained, see Mackay [26].

4. Level IV: Corresponds to level III models where some compartments are taken
into non-steady state conditions.

In all MCMs where equilibrium is hypothesised the partitioning of a chemical
between environmental phases is described using the concept of fugacity for the
description of mass transfer and reaction phenomena.

2.3.3 Environmental Impact Estimation

The concept of environmental impact is closely related to the concept of risk,
which in many cases is embedded in the way fate, dose and impact of a chemical
compound are calculated. In the case of risk there are two analytical tools available
for such analysis: Environmental risk assessment (ERA) and Impact pathway
analysis (IPA). Both tools put emphasis on impacts to humans, in the case of ERA
emphasis is put on ingested dose, while in the case of IPA the focus is on air
concentration, see Sonnemann [27, p. 27].

Risk in the environmental sense is defined by Allen and Shonnard [28] as ‘the
probability that a substance or situation will produce harm under specific con-
ditions’. This risk will be the combination of two factors (Chap. 9 of Cameron and
Raman [29]): (i) the probability that the adverse event will occur and (ii) the
consequences/effects of such event. It is generally accepted that risk is a function
of a given hazard and the exposure to such hazard; considering that hazard is the
potential of a given substance/situation to produce harm or adverse effects in
people or the environment, while exposure is the contact time or exposition to such
hazard. To assess the risk, the following items have to be addressed properly:

• Hazard assessment, which addresses the question of which are the adverse
effects that a given substance or situation produces (mortality, shortened life-
span or impairment).

• Dose response is the mathematical relationship between the dose of a given
substance and the appearance of negative effects.
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• Exposure assessment is linked to dose measurement and it studies how much
and which subjects are ‘exposed’ to the substance or situation.

• Risk characterisation addresses how big the adverse impact of the chemical/
situation is.

Most of the environmental metric methodologies consider a given set of emis-
sions into some compartments which are modelled using a given environmental
model. These emissions are assessed in terms of hazard/dose/exposure/risk and a
given characterisation factor (CF) is obtained which relates the emission to its
impact. Several environmental metrics have been developed within the LCA context
for LCIA (life cycle impact assessment), where two important terms are crucial to be
defined appropriately, these are: impact category and environmental mechanism
(EM). An impact category represents environmental issues of concern to which
some LCI (life cycle inventory) results may be assigned. According to de Haes et al.
[30], all physical process and variables starting from extractions, emissions or other
types of interaction between the product/process system and the environment, which
are connected with a given impact category, are called the EM of that impact
category. Within and connected to a given EM it can be distinguished:

• Areas of protection (AoPs), these are variables of direct societal concern, also
known as classes of endpoints which have some well recognisable value for
society. Each impact assessment methodology has a predefined set. Common
AoPs are: human health, natural resources, natural environment and man-
made environment [30].

• Category mid-points: these variables which appear within the EM of an impact
category fit between environmental interventions and the impact category
endpoints. Examples are: concentration of toxic substances, deposition of
acidifying substances, global temperature or sea level.

Regarding environmental impact assessment two schools of methods have
evolved [22, 31]:

• Problem oriented or mid-point methods like CML [32, 33], EDIP [34, 35] and
TRACI [21, 36], which restrict quantitative modelling to relatively early stages
in the EM to limit uncertainties and classify and characterise emission results in
mid-point categories. Themes are common mechanisms (e.g., climate change)
or commonly accepted grouping (e.g., aquatic ecotoxicity).

• Damage oriented or endpoint methods such as Eco-indicator 99 [37] or EPS
[38] try to model the EM up to the damage to a given area of protection,
sometimes with high uncertainties. These methods differ on the way endpoint
impacts are measured and in the way that weights are assessed for each impact.
Moreover not all methods consider the same AoPs, or how each mid-point
indicator affects the endpoint.

The actual environmental impact can then be interpreted in terms of AoPs
(EIAoP) or category midpoints (EIcat), and its calculation can be performed using
Eqs. 7–9.
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EIcat ¼
Xall sinks

j

Xall species

i

mijCFcat
ij ð7Þ

EIAoP ¼
Xall sinks

j

Xall species

i

mijCFAoP
ij ð8Þ

EIAoP ¼
Xall cats

c

WAoP;catEIcat ð9Þ

where characterisation factors could be available for all different environmental
interventions (mij) in terms of mid-point impact categories (CFcat

ij ) or in terms of

areas of protection (CFAoP
ij ). Some impact assessment methods also provide with a

set of weights (Wcat;AoP) to transform mid-point environmental impacts into
environmental impacts at the areas of protection level as in Eq. 9. In the context of
LCIA, normalisation is conducted to obtain a comprehensive view of impact
category indicator results. Normalisation values in LCIA are calculated on the
basis of chosen reference systems, e.g., all society’s activities in a given area and
over a specified period of time, or the interventions of the world as a whole in a
certain year [39, 40].

Besides emission factors, the most common way of estimating an emission is to
measure it or to model it using process simulation. The use of both methods has
been shown extensively in the literature.

The former sections discussed the different available metrics for measuring the
key parameters of a given design, the next sections discuss how to deal with such
information in two different ways: for generating different options by using multi-
objective optimisation and how to decide among different optimised and non-
dominated solutions.

3 Generation and Identification of Alternatives

Different objective functions could be used according to the decision maker’s cri-
teria. Multiple objective programming methods aim at finding suitable solutions of
mathematical problems with multiple conflicting objective functions, and different
alternative strategies can be applied to solve a multiobjective problem [41, 42].

One typical approach consists of optimisation of alternating objectives, that is,
solving the problem for one objective, and next an additional objective function
subject to constraints for the objectives already optimised. The main drawback of
the former consists of the optimisation process usually leading to different solu-
tions depending on the order in which the objectives are selected. Another
approach consists of aggregating the different objectives in a single objective
function with varying numerical weights. Unfortunately, these coefficients usually
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lack of physical meaning, and entail an arbitrary assignment of values, see
Sect. 3.1. Thus, there is no unique optimal solution for multiobjective problems,
but rather a set of feasible solutions which may be suitable. The preferred approach
consists of providing a set of Pareto optimal solutions: a Pareto solution is one for
which any improvement in one objective can only take place if at least another
objective worsens. Pareto optimal solutions are also termed dominating solutions,
while the remaining possible optimisation solutions are dominated. This latter
approach implies that the decision maker is interested in all possible trade-off
solutions resulting from no previous prioritisation of the objective functions.
Particularly in the case of objective functions related to the environment, economic
metrics are always prioritised in companies and constraints on the environmental
interventions (emissions, concentrations and others) are given by stringent envi-
ronmental policies. However, a view of process operation that sees environment as
an objective and not just as a constraint on operations can lead to the discovery of
operating policies or plant designs that improve both environmental and economic
performance [43].

3.1 Techniques Applicable for MOO

The techniques for generating a set of Pareto optimal solutions should have some
desirable properties. Namely, they should be able to find all available Pareto
points, generate them evenly along the possible solutions in the feasible region
(understood as the collection of points that satisfy all problem constraints), and
they should not generate and explore dominated solutions [44]. However, all the
available techniques present deficiencies in some of the former aspects. For
example, the weighted sum must be carefully applied since it does not generate all
available Pareto points, and the Pareto frontier does not represent an evenly set of
solutions of the feasible region [45]. Finally, normal boundary intersection (NBI)
[46] and normal constraint method (NC) [44] generate points that are not in the
Pareto frontier, but NBI is more prone to generate dominated solutions. In general,
all previous procedures require of a filtering step to distinguish and classify
dominated from non-dominated solutions. In general the preferred approach for
generating Pareto fronts (PF) is the use of a normalised constraint method.

3.2 Problem Analysis from Pareto Efficient Solutions and MCDA

Once a certain number of alternatives are generated the selection of the ‘best com-
promise’ alternative from the set of non-dominated alternatives requires input about
the values and preferences of the people responsible for making the decision. Thus,
design teams working on a problem with multiple objectives are faced with the need
to apply multi-attribute decision analysis (MADA) or MCDA techniques. These are
briefly outlined in this section based on a review given by Seppala et al. [1].

Global Clean Gas Process Synthesis and Optimisation 241



• Elementary methods: these methods do not require any inter criteria weighting,
and some cases nor a relative ranking.

– Maxi-min: it assigns total importance to the attribute with respect to which
alternative performs worst, its equivalent to assess the strength of an alter-
native by its weakest link.

– Maxi-max: it assigns total importance to the attribute with respect to which
alternative performs best; assessing the strength of an alternative by its
strongest link.

– Conjunctive and disjunctive methods are screening methods that select
different alternatives given that attributes are exceeding threshold values for
all alternatives (conjunctive) or for some (disjunctive). In general they allow
for selection of satisfactory alternatives instead of best alternatives.

– Lexicographic, it requires a ranking of attributes, and selects the best alternative
by choosing the one that has the best value for the first ranked attribute.

• Multi-attribute utility theory (MAUT) methods, these methods require that the
stakeholders’ articulate preference according to strict preference or in differ-
ence relations, this approach provides a clear axiomatic foundation for rational
decision making.

• Multi-attribute value theory (MAVT) is considered a special case of MAUT,
where there is no uncertainty in the consequences of an alternative; while in
MAUT, it is explicitly incorporated. Both approaches can use a simple
formulation (additive) to asses the value (or utility) of a given alternative
(see Eqs. 10 and 11).

VðajÞ ¼
Xall criteria

i

wiviðxiðajÞÞ ð10Þ

VðajÞ ¼
Yall criteria

i

viðxiðajÞÞ
� �wi ; ð11Þ

where V(aj) represents the value of alternative aj, wi are attribute/criteria weights
and vi (�) are single attribute functions. If ui (�) is used instead of the calculation of
the utility of the option (U(aj)) can be assessed. Typical examples of vi (�) are
found in Eqs. 12 and 13.

viðxiðajÞÞ ¼
xiðajÞ

x�i
ð12Þ

viðxiðajÞÞ ¼
xiðajÞ � x0

i

x�i � x0
i

ð13Þ

Equation 12, scales scores according to distances the origin and the best/highest
option (x�i ), while Eq. 13 scales scores relative to the distances between lowest (x0

i )
and highest scores (x�i ).
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• Outranking methods: to use this methodologies the decision maker is forced to
express his preferences when comparing one alternative to other. If such binary
relations hold, then by performing pairwise comparisons between each pair of
alternatives under consideration for each criterion the decision of which
alternative is best can be achieved. Several frameworks are available, such as
ELECTRE, PROMETHEE, MELCHIOR and ORESTE. All these methods
have calculation methods reflecting the idea that beyond a certain level, bad
performance on one criterion cannot be compensated for by good performance
on another criterion; a non-compensatory approach to decision-making is
adopted, but they lack strong theoretical foundations [1].

• Other methods

– The analytical hierarchy process (AHP) proposed by Saaty [47] calculates
criteria scores (weights) through pairwise comparison using a pre-specified
1–9 point scale that quantifies verbal expressions of strength of importance
between attributes or preference between alternatives. Having evaluated all
comparisons, weights are calculated via a so-called principal eigenvalue
method; consistency of preferences can also be assessed via an index also
provided by the method.

– In the technique for order by similarity to ideal solution (TOPSIS), proposed
by Hwang and Yoon [48], the best solution is selected according to the
alternative that has the shortest distance (euclidean) from the ‘utopian’ best
possible alternative, formed by the best possible scores for each attribute.
The same metric but measured fixing the worst (nadir) possible alternative
also provides an alternatives ordering.

The selection of the MCDA technique used depends on each case, but the
central question regarding sustainability is whether a compensatory or non-com-
pensatory approach should be used. As Seppala et al. [1] exemplifies can clean air
compensate for dirty water? in this sense the authors explicitly consider conditions
under which non-compensatory methods have to be used.

• Single, all-important indicator: if there is one criterion whose importance is
deemed to be overriding; then by that definition any compensation is forbidden,
consequently lexicographic methods should be used. This is related to the
question of strong-sustainability (non compensation) and weak-sustainability
(compensation is allowed).

• Criteria of ranked importance combined with performance uncertainty: quan-
tified uncertainty can aid decision makers in setting threshold values of dif-
ference and confidence that are required to distinguish between alternatives
(eliminating possible ties). After ties are eliminated non-compensatory methods
requiring rank order should be used.

• Performance thresholds, in this case the assessment of such thresholds can help
in identifying situations where compensation does not hold.

In the case of selection of the appropriate multi-criteria decision framework, the
most important question that requires to be answered is: are the criteria able to
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compensate each other? This question separates broadly the methods to be used,
in the case that compensation is allowed then several techniques are available
which depend on the amount of effort that the decision maker is willing to spend in
devising his/her preferences.

4 Application of MCDA and MOO to Electricity Production

The case study selected aims at showing the capabilities of superstructure scenario
based optimisation using different criteria considers the use of alternate fuels such as
petroleum coke and residual biomass, as well as the evaluation of the use of natural
gas as fuel for the combined cycle (as in a NGCC power plant). Several different
metrics can be calculated from the results of an LCA as discussed in chapter ‘‘
Modelling Superstructure for Conceptual Design of Syngas Generation and
Treatment’’ and different economic and engineering-based metrics are comple-
mentary to give a global techno-economic and environmental point of view.

The flexibility of IGCC power plants has been already commented in chapter
‘‘Main Purification Operations’’, and evaluated from different points of view
simultaneously with several configurations of carbon capture and storage (CCS)
installations in the literature. In this sense we can mention its modelling including
CO2 removal and considering the improvement of the efficiency [49], or reduction
of operating costs [50, 51], and different types of coal as feedstock have also been
evaluated [52]. NGCC power plants have been evaluated as well for a large
amount of scenarios [53, 54]. Life cycle assessment (LCA) has been already used
as an environmental impact quantification tool for IGCC power plants [17, 55, 56].

The considered scenarios here to show the superstructure capabilities are the
base case (SC1), the IGCC configuration with feedstock composition based on
45% coal, 45% petcoke and 10% orujillo (SC2), and the NGCC configuration with
two layouts, differing in costs (SC3) (see Table 3). The analysis of different energy
conversion performances is done from the point of view of operating cost, energy
conversion efficiency and environmental impact.

• Process efficiency is a key parameter to evaluate the final product to the market
and the energy integration of the plant, as already discussed. The energy
conversion efficiency is calculated in this case study using Eq. 7 in chapter
‘‘Modelling Superstructure for Conceptual Design of Syngas Generation
and Treatment’’.

• The economic metric considered is the COE of the plant, as described in Sect. 2.1.

Moreover, as a means of exemplifying the use of the ISO14040 guidelines,
the study is organised following the ISO standard 4-steps as follows, for the
environmental impact point of view:

• Goal definition and scope. The study is focused on the environmental contribution
change attained by the different raw material composition feeds and associated
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topological flowsheet changes. The simulated co-gasification plant and natural gas
power production considers extraction and processing of raw material, up to the
power production to the grid, which constitutes a ‘cradle to gate’ approach.
Regarding system boundary, it is worth mentioning that emissions from waste
water treatment plants and inert solid disposal (ashes) are considered. Moreover,
sulphur obtained from Claus plant is considered to be an environmental credit, by
reducing its production from virgin materials. All scenarios are compared based on
a functional unit of 1 MJ. Regarding total power plant production a similar time
horizon was set and the same production hypothesis as in the economic aspects
were done.

• The LCI is gathered for the different simulated flowsheets, considering the
different superstructure topologies. Simulation results are used to estimate flue
gas and plant wide emissions. The use of simulation software makes mass
balances and energy balances to be met without requiring further data checks;
making this approach a fairly robust one. This step constitutes a conservative
approach (i.e., it overestimates emissions), given that the industry complies
with all legal emission requirements, which in our analysis are disregarded. For
all other echelons studied, which are related to production/extraction of raw
materials and transport, their corresponding LCIs are retrieved from the Eco-
invent database. In the current case, production of: coal, petcoke, natural gas
and other commodities (sulphuric acid, sodium hydroxide and others) are
required given their consumption for plant operation, as shown in Table 2.
Ecoinvent LCI information was gathered considering that the plant is located in
Spain (ES), consequently geographical data for that region was considered
when available, while the European average (RER) was selected otherwise.
Table 2 results show that lower fuel consumption is achieved for the case of
IGCC co-gasifying biomass. Solid wastes are considered to be inert and sent to

Table 2 Summary of different scenario LCI results, expressed in (kg/MJ)

SC1 SC2 SC3

Inputs
HardCoal\ES 0.0550 0.0499 0
PetCoke\RER 0.0550 0.0499 0
Limestone milled\RER 0.00382 0.00359 0
Natural gas\RER 0.00030 0.00030 0.05129
H2O decarbonised\RER 0.551 0.556 0.739
Consumables (Inorganics\RER) 0.000601 0.000606 0.000072

Ouputs
CO2 0.2233 0.2119 0.1373
SO2 3.12E-05 2.55E-05 7.08E-06
NOx 9.99E-05 8.68E-05 1.77E-04
Particles 4.20E-07 4.23E-07 6.62E-07
Solid inert waste 0.02960 0.02960 0.00015
Water to waste treatment 0.55978 0.55978 0.66555
Sulphur produced 0.00323 0.00321 0
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a landfill, while waste water effluent is sent to a waste water treatment plant.
Consumables are considered to be inorganic chemicals and a proxy LCI is used
considering the average production for first 20 most important inorganic
compounds. Regarding sulphur by-product, it is common practise to allocate
emission and consequently impacts based on some criteria. However, in this
case it has been decided to use a LCI of sulphur production and consider its
production from virgin materials, consequently lowering the overall impact of
IGCC operation.

• Afterwards, the LCIA, based on the previously gathered LCI (see Table 2), is
performed. Several environmental impact indicators are available, regarding
different environmental issues, for the case of electricity generation relevant
environmental issues involve the estimation of impacts related to climate
change using global warming potentials (GWPs), regional acidification using
acidification potentials (APs), and virgin resources consumption using abiotic
depletion potentials (ADPs). These metrics can be calculated using different
ready to use LCIA methodologies such as the CML 2 [32] or the Impact 2002+
[31]. Other commonly used metrics are the ecological footprint (EF) [57] and
the cumulative energy or exergy demand (CED or CExD) [58]. These metrics
have an aggregating effect and serve in many cases of proxy of more complex
environmental metrics. In the proposed methodology, the former metrics are
calculated using Simapro [59], which allows gathering of LCI information from
the Ecoinvent database [60] and its subsequent organisation for LCIA calcu-
lation. Table 3 shows the LCIA results for CED, CExD, EF and CO2-eq
emission as well as the Impact 2002+ overall environmental impact values.

• Finally, the LCA results interpretation is done. It is found that operation using
NG instead of solid fuels reduces the CED and CExD. In the first case the
operation using IGCC requires approximately 60% more than the total amount
of exergy required in the NGCC. In the case of CExD, nearly three times more
energy is required for IGCC than for NGCC; which clearly shows the low
quality of energy produced from IGCC compared to NGCC. The differences
found in the case of EF are not as great as in the CExD case and the same
happens for the CO2-eq. Analyzing the Impact 2002+ results, it is found that the
lowest impacts refer to the case of operation using NGCC followed by IGCC

Table 3 Key performance
indicator results for the
considered scenarios

Metric SC1 SC2 SC3

CED (MJeq) 5.0 4.5 2.8
CExD (MJeq) 9.2 8.3 3.1
EF (m2a) 0.70 0.69 0.41
IPCC GWP (kgCO2eq) 0.27 0.27 0.16
IMPACT 2002+ (lPts) 69.8 65.7 40.3
COE (€/kWh) 0.0619 0.0593 0.0537
TCR (€/kW) 3,119 2,987 1,026
TOC (€/kWyear) 273 261 108
Effglobal (%) 42.1 41.6 53.12
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operation using olive pomace together with coal and coke as feedstock.
Figure 3 shows the results of Impact 2002+ assessment methodology distrib-
uted along the different mid and endpoint categories of the LCIA methodology
and along the different supply chain echelons. In the case of mid-point cate-
gories the largest impacts are associated to: non-renewable energy and GWP,
which are mimicked by the endpoint categories: resources and climate change.
Small differences are found for the endpoint categories human health and
ecosystem quality, which cannot be traced directly to a single mid-point impact
as in the case of resources and climate change. Regarding endpoint impacts, in
the three electricity production cases, human health impact and ecosystem
quality accounted for less than 13% of the total impact, while the remaining
was almost evenly partitioned between resources and climate change impacts.
In the case of IGCC operation the biggest overall impact is related to the plant
operation itself. In second and third place, raw material production is found.
Despite the fact that both IGCC scenarios use the same percentage of coal and
coke, their associated impact is different. Coal production is found more
environmental friendly than coke production. In all the former environmental
metrics, the life cycle stages associated to most impact are: raw materials
production (coal, coke and NG, respectively for each scenario), for the case for
resources, while climate change is because of the IGCC/NGCC echelon.

Table 3 presents the summary of all considered performance indicators.
Economic values are referred to €2007. The environmental metrics are related to

Fig. 3 Results for environmental impact estimation using Impact 2002+ assessment method-
ology. The impact is shown distributed along mid- and end-point indicators as well as along
different SC echelons
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environmental and raw material impacts; as described in the previous section.
NGCC operation is found to have the lowest COE and the highest efficiency
among the considered scenarios. This mode of operation has two values for the
price of the energy; the larger one has been calculated with NG as a mode of an
IGCC power plant. On the other hand, the lowest price only contemplates the
usage of NG, so, only the investment associated to the CC is contemplated for the
total plant investment. TCR and TOC values for NGCC mode consider this second
configuration.

LCA results are in clear favour of the usage of NGCC instead of IGCC, and also
show that the co-gasification of biomass also reduces the overall environmental
impact. As expected, CED and EF are good proxy metrics for the case of elec-
tricity generation where raw material usage and climate change impacts are most
important. Moreover for the case of these metrics which are mostly related to raw
material origin, they heavily weight the use of non-renewable fuels such as coal
and coke. In this sense coke which is commonly considered a residue of refineries
has been assigned 3% of emissions associated to overall refinery crude oil con-
sumption [60, 61], and consequently its energy and exergy demands are high. This
fact is also found by using the Impact 2002 metric, where toxicological effects
(human health or ecosystem quality) are small.

5 Conclusion

This chapter has presented the outline for tackling the MCDA problem; in this
sense different metrics have been discussed in terms of economic, engineering and
environmental aspects. The last section shows the application of commercial
simulation and LCA commercial software for gathering the environmental inter-
ventions which coupled allow for techno-economic assessment and LCA of dif-
ferent energy conversion processes. Costs, efficiency and environmental impact
have been considered as key parameters for selection criteria. In this way, cal-
culation guidelines for these parameters have been developed for comparing
explicit solutions for IGCC and NGCC power plants. This procedure and its
implementation have been validated with data from the ELCOGAS power plant.
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Selection of Best Designs for Specific
Applications

Aarón D. Bojarski and Mar Pérez-Fortes

Abstract The present chapter assembles all the previous chapter’s concepts and
methodologies with the aim of selecting a given process design. The developed
superstructure is used to simulate scenarios with different feedstocks and process
topologies for co-production of electricity and hydrogen. The most representative
output data are shown, and the described points of view, discussed in chapter
‘‘Global Clean Gas Process Synthesis and Optimisation’’, are here evaluated
under a techno-economic and environmental assessment. Sixteen scenarios are
considered encompassing four different feedstocks combined with four different
plant topologies; electricity generation with syngas, electricity generation with
hydrogen, hydrogen production and hydrogen production with PSA flue gas
profit in the CC.

Notation

AC Annual costs
Cij Scenario using feedstock i and production option j
CC Combined cycle
CCS Carbon capture and storage
COE Cost of electricity
CGE Cold gas efficiency
EI Environmental impact
EOR Enhanced oil recovery
ER Equivalence ratio
IGCC Integrated gasification combined cycle
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KPI Key performance indicator
LCA Life cycle assessment
LCI Life cycle Inventory
LCIA Life cycle impact assessment
MCDA Multi-criteria decision analysis
MO Multi-objective
NGCC Natural gas combined cycle
PF Pareto front
PRENFLO Pressurised entrained flow
PSA Pressure swing adsorption
rd Discount rate
Tgasif Temperature of gasification
TCR Total capital requirement
TOC Total operating costs
TOPSIS Technique for order by similarity to ideal solution
TOT Turbine outlet temperature

1 Introduction

Summarising the previous chapters, the present context leads to the need of more
efficient technologies, greenhouse gases mitigation and the requirement of prof-
iting renewable sources as well as looking for solutions for waste disposal. The
proposed superstructure includes these current needs by combining the use of
gasification in an integrated plant, with coal and petcoke and biomass wastes as
inputs, and the option of carbon capture and storage (CCS). Regarding the con-
struction of a gasification plant as an investment project which has to be envi-
ronmental friendly, it is necessary to know where the trade-offs of this type of
plant are, and which are the optimal solution to be converted in a real project. Even
if the gasification technology has been already extensively used, and all cleaning
units have been widely applied too, as well as the carbon capture technology, the
optimal combination of them is still designed challenge. Several works have
already tried to measure the global performance of this type of plants.

For instance, the work of Hamelink and Faaij [1] evaluates technical and
economic parameters of gasification plants to produce methanol and hydrogen,
taking into account future prospects. Even if they have not developed a
superstructure understood as in this book, they use an Aspen Plus simulation to
obtain energy and mass balances of interest for the economical evaluation.
When large-scale production is assessed, biomass necessity is an important
item for operation costs when long distances should be covered as discussed
and concluded in chapter ‘‘Raw Materials Supply’’. Hydrogen and methanol
can result as conventional fuels alternatives; nevertheless the main bottleneck
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lies in the distribution infrastructure, mainly in the hydrogen case. Chiesa et al.
[2] consider the production of hydrogen and electricity from coal; they have
evaluated different scenarios, considering CO2 venting or CO2 capture; elec-
tricity production with conventional gas turbines, with turbines with for burning
syngas and H2 and with steam cycle (thus, pure H2) as final syngas usages.
Process intensification of acid species is also included by removing CO2 and
sulphur acid species in the same unit operation. They propose different analyses
considering performance and emissions using simulation of real commercial
units. In their economic analysis; performed by Kreutz et al. [3], it is inter-
esting to appreciate that one of the barriers found for a wide H2 economy is a
lack of cost-effective storage and a large interested market on it. Also the CO2

storage capacity and CO2 transportation have to be addressed in an efficient
way to promote such solution.

The specific problem of CCS in different plant types is tackled in Rubin et al.
[4]: for Natural Gas Combined Cycle plant (NGCC), IGCC plant and pulverized
coal plant taking into account the final transport and storage of CO2 with different
possibilities: geologic or saline storage are used for Enhanced Oil Recovery
(EOR). They found, while comparing coal gasification and combustion with CCS,
that costs are very sensitive to the coal quality. Moreover, depending on the coal
quality combustion or gasification plants are the cheapest options while IGCC
plants are the most penalised for the extra energy consumption of the CCS system.
The most relevant contribution of Chen and Rubin [5] is the consideration of
uncertainty in the cost of CCS in an IGCC power plant by considering again, coal
quality and the CCS removal efficiency.

Finally, in the work of Brown et al. [6], a thermo-economic analysis of a
biomass energy conversion system, at mid-scale, from wood gasification is per-
formed. The final gas is used to produce electricity through an internal combustion
engine-combined cycle, or a gas turbine-combined cycle. The model is based on a
process simulation superstructure to select the optimal process unit and operating
conditions. Optimisation results show that the energy conversion efficiency is
maximised using the internal combustion engine option, at operating conditions
that also favour low tar contents. Nevertheless, from the economic point of view,
the option with the gas turbine shows better results, however, those operating
conditions favour tar formation in the gasifier.

After this brief introduction, the aim of this chapter is to analyse the previously
developed models in a combined fashion as described in chapter ‘‘Modelling
Superstructure for Conceptual Design of Syngas Generation and Treatment’’,
while using the metrics and methodologies in chapter ‘‘Global Clean Gas
Process Synthesis and Optimization’’ to measure the different dimensions of dif-
ferent designs. In this sense this chapter is structured as follows; Sect. 2 analyses
the overall model behaviour for different feedstocks which might include biomass
waste. Next, Sect. 3 deals with different feedstocks coupled to flowsheet topo-
logical changes which tackle the co-production of electricity and hydrogen,
evaluating the selected KPI’s. To end, Sect. 4 shows the results in terms of Pareto
efficient solutions, and Conclusions.

Selection of Best Designs for Specific Applications 255



2 Overall Model Behaviour for Co-Gasification in Terms
of Feedstock Changes

Recalling the most important assumptions that the model has, as seen in chapters
‘‘Modelling Syngas Generation’’ and ‘‘Main Purification Operations’’, biomass
gasification in the entrained bed gasifier involves no tars formation and no tech-
nological limitation, because of the gas equilibrium approach adopted. Other
assumption adopted is related to the IGCC power plant layout, which does not
require changes for using biomass/waste specific pollutants, concretely, concern-
ing the syngas cleaning units. Furthermore, the grand majority of operating vari-
ables remain invariable because Tgasif and TOT are adapted to each case study to
accomplish with the plant premises concerning heat integration.

The use of coal, petcoke, orujillo (see their proximate and ultimate analysis in
Table 3 in ‘‘Modelling Syngas Generation’’) and mixtures of them (addition of a
percentage of orujillo to the base mixture formed by coal and petcoke in the same
mass proportion) is considered for the co-production of hydrogen and electricity.
The effect of fuel composition on syngas composition is studied by varying the
H2O ratio and the ER (defined in chapter ‘‘Modelling Syngas Generation’’). This
analysis is performed first for pure fuels (coal, petcoke and biomass), and later on
fuel blends considering petcoke, coal and biomass based blends.

In Figure 1, the H2 production in the gasifier is assessed when it is fed by pure raw
materials. In all cases the maximum amount of H2 is found for the highest ratios of
H2O (see red stars in Fig. 1), which is an analogous behaviour to the one found in the
coal–petcoke blend base case composition (see Fig. 9 in chapter ‘‘Modelling
Superstructure for Conceptual Design of Syngas Generation and Treatment’’).
Orujillo, which has the highest proportion of oxygen and hydrogen in its compo-
sition, achieves the highest proportion of H2 with the lower ER values. Petcoke is the
second one, being its value very close to the one found for orujillo, while coal is the
one that implies higher ER. Please recall that higher ER values are also related to
higher consumption of purified air in the ASU.

Figures 2 and 3 compare ternary blends in terms of cold gas efficiency (CGE) (see
Eq. 31 in chapter ‘‘Modelling Syngas Generation’’) and EffCC (see Eq. 6 in chapter ‘‘
Modelling Superstructure for Conceptual Design of Syngas Generation and
Treatment’’). First, it is appreciated that for the CGE results, the overall tendency
is the same in all the blends proposed, even though the absolute value is higher for
mixtures with less proportion of biomass. The former finding is because of the effect
of petcoke, which the fuel with the highest HHV (see Table 3 in chapter ‘‘
Modelling Syngas Generation’’). It can also be seen that the effect of H2O ratio is
only appreciable at lower ER values, where low H2O ratios produce higher CGEs,
the trend is similar for all biomass content blends, note that Fig. 11 in chapter ‘‘
Modelling Superstructure for Conceptual Design of Syngas Generation and
Treatment’’ which contemplates the use of a binary blend without biomass pro-
duces the highest CGE also for low values of H2O ratio. Second, EffCC has slightly
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higher values when higher percentages of biomass are considered. For this param-
eter the H2O ratio does not have any significant effect, and parallel isolines are
found. Please note that CGE and EffCC follow opposite trends when the ER is
increased, clearly showing that a trade-off is required for setting the ER value for
maximising the global efficiency (see Eq. 10 in chapter ‘‘Modelling Superstructure
for Conceptual Designof Syngas Generation and Treatment’’). Also note that highest
values of EffCC are associated to the highest values of ER (see red stars in Fig. 3).

As previously discussed in chapter ‘‘Modelling Syngas Generation’’, Sect. 4.1,
and from the previous results it has been found that this model is a suitable
representation of fuel blends where its overall behaviour can be set proportional to
the fuel amount, disregarding possible synergetic effects. Therefore, in next
sections only scenarios entailing pure fuels are considered, given that blends
combining such fuels are expected to have an intermediate behaviour; these blends
are exemplified by a blend of 50%/50% coal and petcoke.
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Fig. 1 Iso-lines for H2 production in terms of molar fraction in dry basis considering feed of
pure fuels (coal, petcoke and orujillo)
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Fig. 2 Iso-lines for CGE values (%) for different ternary blends. Small blue dots indicate
simulation results
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Fig. 3 Iso-lines for EffCC values for different ternary blends. Small blue dots indicate simulation
results
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3 Overall Model Behaviour for Topological Changes

The topological changes considered refer to the feed of syngas to the CC or the
CCS train, considering in this second case the possibility of pure hydrogen pro-
duction to be used in the gas turbine, or of further purified hydrogen stream to be
sold to the market. These changes are done by setting appropriately with the
splitter units. See chapter ‘‘Global Clean Gas Process Synthesis and Optimization’’
for more details.

In all the topological changes, several input variables remain constant for case
studies with the same feedstock. These variables encompass flows, temperatures
and flow ratios. Table 1 summarises these variable values for the four different
fuels. For the simulated scenarios the following naming convention has been used:
Cij, where the ith value represents the fuel used: 1 coal/petcoke blend, 2 coal, 3

Table 1 Input and output variables associated to feedstock dust preparation, gasification and
syngas cleaning

C1j C2j C3j C4j

Inputs
Coal (mf) 0.5 1 0 0
Petcoke (mf) 0.5 0 1 0
Olive pomace (mf) 0 0 0 1
Feed flowrate (kg/h) 106,856.2 106,856.2 106,856.2 106,856.2
Limestone (kg/h) 3,703.8 3,703.8 3,703.8 3,703.8
Natural gas (kg/h) 300.0 376.6 223.4 242.6
Air (kg/h) to gasifier 362,995.9 274,555.2 442,957.3 268,437.0
Air (kg/h) (feeding system and Claus plant) 28,940.0 23,582.0 34,743.0 21,645.7
O2 to gasifier (kg/h) 93,090.4 70,409.8 113,596.5 68,840.7
H2O to gasifier (kg/h) 10,031.4 6,195.0 14,062.8 7,886.5
O2 ratio gasifier (ER) 0.42 0.52 0.37 0.41
H2O ratio gasifier 0.16 0.16 0.16 0.16
NaOH (kg/h) 445.5 335.1 559.3 426.1
H2SO4 (kg/h) 57.3 43.1 71.9 54.8
H2O to venturi scrubber (kg/h) 17,739.1 13,343.0 22,267.5 16,964.3

Outputs
Combustion gas from feed preparation (kg/h) 30,458.2 30,360.6 29,177.7 29,289.8
CO2 (kg/h) 2,775.0 2,775.0 2,775.0 2,775.0
NO (kg/h) 2.89 2.89 2.89 2.89
NO2 (kg/h) 0.02 0.02 0.02 0.02
H2O (kg/h) 8,900.9 8,803.3 7,620.4 7,732.5
Ashes/slag (kg/h) 26,405.5 47,636.2 3,982.2 9,914.4
LHVsyngas (MJ/kg) 9.5 6.6 11.4 7.9
CGE (%) 75.2 59.9 82.9 60.7
H2O to treatment (kg/h) 7,310.0 8,454.3 6,715.7 13,591.8
Liquid sulphur (kg/h) 3,317.8 975.5 5,739.7 102.3

mf proportions given for mass flows

260 A. D. Bojarski and M. Pérez-Fortes



petcoke and 4 residual biomass; and j represents the different topological options
(thus, the final product). The following topological changes were considered
Option 1: All syngas produced is sent to combined cycle for electricity

production
Option 2: All syngas is sent to produce hydrogen which is burnt at a combined

cycle with a hypothetical hydrogen turbine (which behaves similarly
to a gas turbine)

Option 3: All syngas is sent to produce hydrogen, further purified and delivered
to market. PSA purge gas is not integrated

Option 4: All syngas is sent to produce hydrogen, further purified and delivered
to market. PSA purge gas is sent to the combined cycle for electricity
generation

Consequently C34 is the scenario where petcoke is used as fuel and where all
syngas is sent to produce purified H2.

As it can be seen in Table 1, the feedstock mass flowrate, fed to the gasifier, is
maintained constant in all the different input feeds. Nevertheless, because of the
humidity conditions of each feedstock, and because of their LHV, oxygen
requirements to obtain the stipulated Tgasif (according to PRENFLO gasifiers,
1,450�C is the objective value, see chapter ‘‘Modelling Syngas Generation’’) are
different in each case (consequently, ER is different in each case). As a design
condition, the steam ratio has been maintained constant in all the case studies.
Given that the limestone flowrate is considered dependant on the global feed mass
flowrate, it remains invariable for all scenarios. Natural gas is variable because it
depends on the feed humidity, as well as the other consumables, while water fed to
venturi scrubber depends on the syngas flowrate and on the gasifier H2S formation.
Concerning the invariable outputs for all topological scenarios for specific feeds,
the gas composition from the dryer is reported, consequence of the abovemen-
tioned natural gas combustion, and is used for drying and heating the fuel feed-
stock. Ashes and slag flowrates are directly related with the ashes and the
limestone flows. The LHV for the syngas just after the gasifier is different for each
feed, being higher for the petcoke, followed by the base case, the orujillo and the
coal scenario, respectively. It is directly related with the LHV of the materials; the
same occurs with the CGE. Water to treatment refers to the water that goes out
from the system after the sour water stripper. It directly depends on the inlet water
stream to venturi scrubber. Liquid sulphur depends on the feedstock composition,
thus on the sulphur percentage (according to the ultimate analysis).

For the former cases, Ci1 and Ci2, co-production is studied by setting and
feeding a given proportion of the syngas produced to the CC or to hydrogen
recovery (see Sect. 3.1). Sixteen scenarios are simulated performing all possible
combination options between the different feeds and topological changes consid-
ered. Each one of the scenarios is analysed using the three points of view described
in chapter ‘‘Global Clean Gas Process Synthesis and Optimization’’ (economic,
engineering and environmental), and later compared for optimisation by means of
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their KPI values: COE, Efftotal and environmental impact (EI), using the Impact
2002+ metric.

3.1 Economic Point of View

As mentioned in the previous chapter, the metric used for comparison between
scenarios and as KPI is the COE. In this specific case it has been defined as the energy
price that should be used to pay back the power plant investment. As hydrogen
production, and co-production are of concern, the denominator of the equation (Eq. 1
in chapter ‘‘Introduction’’) that describes the COE calculation, should be taken into
account for both productions, electricity and H2 measured in units of energy.
Consequently, we have defined the kWheq that includes both parameters.

COE calculation requires of investment estimation as well as cash flows related
to plant operation costs. Typical methodologies for investment estimation (i.e.,
total capital requirement—TCR) are based on scaling parameters. In the special
case of gasification and power-plant-related unit operations, the methodologies of
Hamelink and Faaij [1] and van Vliet et al. [7] are widely used. For the TCR
estimation in our case, all the units considered in our flowsheet are included in the
work of Hamelink and Faaij [1].

The life time of the plant has been considered to be 25 years, and the interest rate
(rd) is 5% (which is a typical figure for this type of processes). Annual costs (AC) are
the 4% of the TCR, as proposed in the followed methodology. Prices for the coal and
petcoke are the same than in chapter ‘‘Raw Materials Supply’’ (45 €/tons and 75 €/
tons, respectively), and for the olive pomace, it is assumed to be 65 €/tons. The
annual load considered is 7,200 h. Costs are reported in €2007. For scenarios com-
parison, the reference plant has been compared under two situations:

• The plant feed flowrate in mass basis is constant for all scenarios (as reported in
Table 1). Therefore, the plant output (kWheq) is different in all case studies.

• The output of the plant is the same for all the cases. Thus, the feed flowrate is
variable (and all the subsequent flowrates are related to it). The reference value
is the one obtained for the base case: C11.

In both cases, the TCR is influenced by the reference plant chosen. See in
Figs. 4 and 5 the breakdown of TCR for the two references mentioned. Case
studies are grouped by its topological configuration, the so-called options.

Regarding Fig. 4, for Ci1 and Ci2 case studies, where syngas and H2 are sent
respectively to the GT, the most important investment comes from the electricity
generation section, which encompasses gas and steam turbines instalment, HRSG
and WHB. Nevertheless, it decreases its importance as the LHV of the raw
material decreases (see C21, with coal, and C31, with petcoke), gaining promi-
nence for the gasification and ASU costs. In H2-based scenarios, the most
important investment comes from the hydrogen production section, or from the
gasification and ASU island, depending on the feed type. On the one hand, for Ci3
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cases the electricity production investment comes from the WHB and the ST cycle
that is operated alone not in CC mode (because GT and HRSG are not used). On
the other hand, for Ci4 cases, the electricity generation section gains relevance, but
is still less significant than the hydrogen generation one. In these Ci4 scenarios,
TOT has been modified to be adapted to the PSA LHV, which is around 350�C.
Thus, the HRSG is working with less heat recovery than when operating with
syngas and hydrogen. It is worth noticing that the water consumption of the WGS
reactors is important if compared with other water consumptions such as the
gasifier water feed. The former water consumption penalises the net power pro-
duced in scenarios Ci3 and Ci4. Note that because of the reference plant criteria of
fixed amount of fuel, pre-treatment costs are the same for all the cases, indepen-
dently of the feedstock type. Moreover, gasification, ASU and syngas cleaning
costs remain the same for all the same feedstock cases (C1j, C2j, C3j and C4j). The
difference between cases remains in the final syngas application which is highly
influenced by the LHV of the feedstock.

According to Fig. 5, to maintain the same plant output value, the TCR of sce-
narios Ci2 are noticeable larger than the rest of case studies. They are 35–36% higher
than their equivalent scenarios, compared to Ci1 (CC fuelled by syngas). In these
reference plant criteria, the case studies show a different behaviour than the previous
ones, given that they have mass flowrates of feedstocks increased or decreased to be
adapted to the final output, showing as a consequence different tendencies when
comparing one figure with the other. Comparing Fig. 5 with Fig. 4, for scenarios
Ci1, Ci2 and Ci4 the electricity generation section has approximately the same cost
(as the amount of electricity to produce is the same). All in all, the final product
generation plays the main role in TCR contribution, followed by syngas generation.

In Fig. 6, the different feedstock costs (FC) are plotted when varying the input
feed to be adapted to the reference plant output. They follow the same tendency as
the TCR. Higher feedstock needs are appreciated for Ci2 cases. Hydrogen pro-
duction scenarios continue with their tendency of having lower costs, taking
advantage of the high calorific value of the pure H2 produced, which is not

Fig. 4 Breakdown of investment costs for 106.8 tons/h of feedstock in
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‘penalized’ by the combustion process. Please note that when compared to C11
scenario, all others behave by increasing or decreasing their feedstock costs
according to their LHV.

Figure 7 compares the different COE values obtained for the 16 case studies,
and for the two reference scenarios. Lower COE values are found for hydrogen
production cases (Ci3 and Ci4) when compared to their respective Ci1 and Ci2.
The highest COE values are found for coal- based cases, while petcoke and bio-
mass shows nearly similar values.

3.1.1 CO2 Metrics

The costs of CO2 captured and avoided are calculated for all the scenarios according
to Eqs. 3 or 4 in chapter ‘‘Global Clean Gas Process Synthesis and Optimisation’’.

Fig. 6 Feedstock costs per year for different scenarios, considering 2.05 GWheq as product

Fig. 5 Breakdown of investment costs for 2.05 GWheq as product
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It is important to remark the differences between both points of view: in the first case,
the CO2 value is the value of emissions. In the second case, the value of CO2 is the
value of the captured flow. Both of them referred to the net plant capacity. Scenarios
Ci1 and Ci2 are of concern in this analysis given that both produce electricity while
the second captures CO2. In all cases, the energy requirements for pumping CO2 and
its storage are not considered in cases Ci2, and the increase of COE is because of
investment changes (see Figs. 4 and 5) and lower power production is due to burning
H2 (see Fig. 9). In the model proposed the cost of CO2 captured and avoided are the
same given that the extra consumption because of the energy required operating the
CCS technology is not assessed. The values for each type or feedstock are 0.025 €/
ton CO2, 0.0585 €/ton CO2, 0.0175 €/ton CO2 and 0.0345 €/ton CO2 for C1j, C2j,
C3j and C4j. These figures show that the use of coal will require higher CO2 market
prices or higher government subsidies.

3.1.2 Co-Production Analysis

In the model proposed co-production is possible, hence the analysis of the prices of
H2 and electricity influence on the plant revenue are mandatory.

In the analysis shown in Fig. 8, the production of electricity and H2 are
plotted, multiplied by their assumed market price (0.15 €/kWh, and 3 €/kg; as
reported in chapter ‘‘Raw Materials Supply’’) which could be assumed as a
‘fictitious’ revenue in the co-production scenarios, where raw material costs are
considered proportionally distributed according to the syngas to CC split. Thus, a
syngas split fraction of 0 corresponds to Ci3 scenarios, while a split fraction of 1
represents Ci1 cases. Raw material costs are reported in former sections. In all
cases the fraction of syngas going to the CC is varied considering the same inlet

Fig. 7 COE values for different scenarios considering both situations: fixed inlet flow
(106.8 tons/h) and fixed amount of product (2.05 GWheq)
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mass flowrate. Thus, the same heat recovery is not achieved in all the different
cases; consequently the different graphs do not have a linear behaviour for small
fractions of syngas to CC. It is directly noticeable that higher LHV in feeds
implies higher revenues.

Because of the assumed prices, higher revenues are found when producing the
maximum amount of electricity for all feedstocks. Clearly different feedstock use
involves different revenues, which are also influenced by the raw material price.
Note that the revenues of hydrogen and electricity cross, for different split frac-
tions for different feeds, in all cases near the 0.4–0.5 values.

The last two graphs in Fig. 8 show different price assumptions. For instance,
assuming a price of 0.03 €/kWh and maintaining the price of H2 at 3 €/kg (see
Fig. 8, assumption 1), the clear preferable option is to produce always H2, even at
low-split fractions. On the other hand, by decreasing the price of the H2 to 1 €/ton
while maintaining the other at 0.15 €/kWh, the inverse situation is observed
(Fig. 8, assumption 2). These graphs can aid in deciding the actual split and the

(a) (b)

(c) (d)

(e) (f)

Fig. 8 Analysis for H2 and electricity prices on co-production scenarios. a Base case, b Coal,
c Petcoke, d Orujillo, e Base case, assumption 1, f Base case, assumption 2
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raw material preferred that are required to meet certain electricity and H2 demands,
if co-production is allowed.

3.2 Plant Engineering Point of View

As discussed in chapters ‘‘Global Clean Gas Process Synthesis and Optimization’’
and ‘‘Modelling Superstructure for Conceptual Design of Syngas Generation
and Treatment’’, other point of view that can be used is the application of effi-
ciency metrics. The net power as electricity and the H2 equivalent energy content
are reported in Table 2 for all scenarios.

It is interesting to note that in the case of scenarios where PSA purge is sent to the
CC a higher amount of power is produced as electricity, while when this gas is
discharged into the atmosphere net consumption of electricity is required for the case
of abiotic resource use (C13, C23, C33). To check which of the scenarios uses the
available energy in the fuel in a more efficient way, the total and global efficiencies are
calculated as in Eqs. 4 in chapter ‘‘Global Clean Gas Process Synthesis and
Optimization, 7 and 8 in chapter ‘‘Modelling Superstructure for Conceptual Design
of Syngas Generation and Treatment’’, and the results are shown in Fig. 9. Please note
that the fuel’s flow is fixed for all topological options, see Table 1.

Interestingly the production of electricity based on H2 is the least efficient use
of the available energy in the fuels, as shown by the total efficiency values for
scenarios Ci2. It is also interesting to note the effect of purge gas use in the CC by
comparing the values of total efficiency for the case of scenarios Ci3 and Ci4,
where higher values are found for the latter scenarios.

Table 2 Power produced for all considered scenarios

Option Scenario Net power
produced (MW)

H2 produced
(MW)

Net equivalent
power (MWeq)

Electricity production from
syngas

C11 285.3 0.0 285.3
C21 151.9 0.0 151.9
C31 423.2 0.0 423.2
C41 243.9 0.0 243.9

Electricity production from
H2

C12 225.6 0.0 225.6
C22 115.3 0.0 115.3
C32 331.5 0.0 331.5
C42 195.1 0.0 195.1

H2 production without PSA
purge recovery

C13 -45.9 346.1 300.2
C23 -7.1 184.7 177.6
C33 -55.3 452.0 396.7
C43 0.7 287.8 288.5

H2 production with PSA
purge recovery

C14 26.4 340.7 367.2
C24 3.4 181.3 184.7
C34 56.7 468.1 524.8
C44 26.5 283.8 310.3
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3.3 Environmental Point of View

Each one of the former scenarios was compared in terms of environmental impact
following the ISO standards as in chapter ‘‘Global Clean Gas Process Synthesis
and Optimization’’ for compiling a LCA. Regarding the functional unit, given that
co-production is feasible in some of those options, the functional unit used is 1 MJ
of equivalent energy which could be from electricity or from H2. In this sense,
environmental impacts which are proportional to mass/energy flows are norma-
lised by the total amount of energy produced in each scenario. We recall that the
composition of the base case coincides with the base composition of ELCOGAS; it
corresponds to a mixture of coal and petcoke, 50%/50% in mass basis, where coal
is supposed to come from the local ENCASUR mines. The petroleum coke is from
the Puertollano REPSOL refinery, obtained as a by-product, with high sulphur
content, as described in chapter ‘‘Modelling Syngas Generation’’. The residual
biomass used is olive pomace or orujillo, which is the solid residue that remains
after pressing olives, a very abundant industrial residue in the south of Spain. The
system boundaries have been drawn from cradle-to-gate with the following
considerations:

• Transport of fuel materials has been disregarded, mimicking the geographical
considerations of ELCOGAS.

• CO2 disposal does not consider its transportation and injection to formation, but
it considers its liquefaction.

• Hydrogen transport is not considered, and it is available at high pressure at
plant.

Fig. 9 Total and global efficiencies for the different considered scenarios
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• Electricity consumption for the cases where net power production was found
negative is considered to be from the Spanish grid. Natural gas use is repre-
sented using Spanish data.

• No allocation of the emissions is done for other possible co-products such as
CO2 and sulphur. Moreover electricity and Hydrogen production are added up
considering their energy content together and considered indistinctively.

• Waste water treatment and slag disposal are considered, and emissions asso-
ciated to their treatment are included within boundaries.

In all cases the life cycle inventories (LCIs) for the use of raw materials,
electricity and others are gathered from the Ecoinvent database [8].

Using the results gathered in Table 1 together with the results from each sce-
nario the LCIs are gathered and on those values the LCIA can be calculated. In this
case the environmental impact assessment technique used is the Impact 2002+ [9].

Figure 10 shows the results of the total environmental impact for each scenario.
The highest values are obtained for the case of electricity production using coal
(C21), while the lowest is found for the cases C43 and C44 where biomass is used
for the production of hydrogen. By comparing cases Ci2 and Ci1 it can be seen that
the production of electricity directly from syngas is less environmental friendly
than its production with H2, which is mainly because of the use of a hydrogen
turbine more environmental friendly than the direct combustion of syngas, and the
reduction of climate change impacts because of the CO2 capture.

The environmental impact can be subdivided in terms of endpoint categories;
consequently impacts to different areas of protection can be grasped: human
health, ecosystem quality, climate change and natural resource use (as discussed in
chapter ‘‘Environmental Impact Estimation’’ in Sect. 2.3.3). Furthermore, the same
figure can be distributed along the different activities in the supply chain: raw

Fig. 10 Environmental impact for each scenario
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materials (fuel consumption), energy consumption (electricity from grid and nat-
ural gas), utilities and IGCC operation. The utilities category encompass the
consumption of: limestone, NaOH, H2SO4, water pre- and post-treatment and slag
disposal, while IGCC operation gathers all the impacts associated directly to the
IGCC, which in this case are those related to air emissions (CO2, CO and other
species).

In terms of environmental impact to different areas of protection Figs. 11–14
show the clear reduction in the climate change category obtained by shifting from
electricity directly from syngas to its production via H2, where CO2 is captured. In
the case of abiotic fuels use the areas of protection more impacted are the global

Fig. 11 Environmental impact for coal–petcoke blend-based options (C1j) distributed along
endpoint categories and supply chain activities

Fig. 12 Environmental impact for coal blend-based options (C2j) distributed along endpoint
categories and supply chain activities
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climate change and the resource use, while in the case of the biomass use, the
resource use impact is nearly negligible (see Fig. 14). Regarding the items of the
SC responsible for the environmental impact, it can be seen that in the case of
abiotic resource use (coal and petcoke), the production of fuels under the raw
materials category encompasses the largest portion of the impact, while in the case
of biomass use IGCC operation is the most important aspect (see Fig. 14). In all
cases utilities use impacts are very little, while energy consumption is noticeable in
the case of options C13, C23 and C33, where electricity from the grid is required.

Fig. 14 Environmental impact for orujillo-based options (C4j) distributed along endpoint
categories and supply chain activities. Please note that vertical scale in this case has been reduced
for better representation

Fig. 13 Environmental impact for petcoke-based options (C3j) distributed along endpoint
categories and supply chain activities
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4 Performance Assessment in Terms of Pareto Efficient
Solutions

As previously discussed chapter ‘‘Global Clean Gas Process Synthesis and
Optimization’’, Sect. 3, one of the possible ways of tackling with multicriteria
decision-making problems is the generation of Pareto frontiers (PFs), by classi-
fying alternatives in two sets: dominating and dominated solutions. This action
allows for focusing attention on a lower number of scenarios from where a
decision can be made.

In this case three KPIs have been selected for consideration: energy efficiency
use by considering the Efftotal values, economic concerns are measured using the
COE, as calculated in previous sections, while environmental concerns are tackled
by using the environmental impact (EI) per unit of energy produced. In the case of
COE two considerations were done (a) one where the feedstock input is fixed
disregarding the amount of power produced, while in the second case (b) the
feedstock amount is modified to attain a certain amount of total power produced.
The following Table 3 summarises the results for the scenarios considered.

Bold values in Table 3 show the best scenario for each metric, showing that
scenario C43 is the best when considering the environmental impact and the COE-
based on feed, while C34 is the best when maximising efficiency and minimising
COE calculated considering a fixed amount of energy. Given that there is no
coincidence between the selected best scenarios for each metric, a given decision
rule has to be applied. These rules were discussed in chapter ‘‘Global Clean Gas
Process Synthesis and Optimization’’, Sect. 3.2, where different MCDA techniques
were presented. One possibility is to apply the technique for order by similarity to

Table 3 Scenarios results
for the different metrics
considered

Efftotal

(%)
EI
(lPts/MJ)

COE (a)
(cts €/kWheq)

COE (b)
(cts €/kWheq)

C11 42.05 72.13 5.62 5.62
C21 34.28 80.35 7.97 7.21
C31 45.72 68.72 4.58 4.89
C41 36.83 29.62 6.38 6.22
C12 33.25 65.12 7.73 7.43
C22 26.02 76.59 11.26 9.75
C32 35.82 62.01 6.45 6.61
C42 29.46 16.99 8.57 8.08
C13 44.24 48.42 3.97 4.51
C23 40.08 45.76 6.38 5.96
C33 42.85 50.53 4.33 4.53
C43 43.56 3.05 5.01 5.02
C14 54.12 32.74 3.98 4.26
C24 41.67 45.00 6.35 6.16
C34 56.70 33.46 3.67 4.16
C44 46.86 4.38 5.01 5.21
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ideal solution (TOPSIS). This technique, proposed by Hwang and Yoon [10], uses
the euclidean distances from each scenario to the ‘utopian’ and ‘nadir’ solutions are
to select better solutions; two possibilities can be selected: the solution from the
Pareto fsront (PF) which is closest to the utopian point or the one farthest from
the nadir point. Please note that the utopian and nadir points are defined considering
the values of the solutions only pertaining to the PF. Regarding the utopian solution
it would be formed by and hypothetical scenario that would achieve the best possible
value for all criteria considered. The analysis of efficient solutions in terms of
efficiency and environmental impact can be seen in Fig. 15.

The Pareto front for the case of efficiency and environmental impact considers
scenarios: C43, C44, C14 and C34, clearly showing that from these points of view
option 4 for blends, petcoke and biomass dominates all other scenarios. The closest
scenario to utopian point is C44, while the farthest from nadir is C43, showing that
biomass is the fuel to use when considering these two objectives. In the case of
efficiency and COE, two Pareto analyses can be performed; one considering each
COE, results are shown in Fig. 16.

In the case of comparing COE and efficiency, scenario C34 dominates all others
showing that petcoke use for producing hydrogen is the most efficient and more
profitable in terms of COE. In the case of comparing COE and environmental
impact, the trade-offs are shown in Fig. 17.

The Pareto front for the case of COE and environmental impact considers
scenarios: C43, C44, C14 and C34, which coincides with the one found for the
case of efficiency and environmental impact. Note that in the case of the calcu-
lation of COE based on the same amount of energy scenario C44 is not included in
the PF. In both cases the solution is that TOPSIS will select C43, which is closest
to utopian point and also is farthest from nadir.
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Fig. 15 Pareto front
considering the efficiency and
environmental impact of the
scenarios. Blue circles show
dominated scenarios, blue
dots show dominating
solutions and stars denote
utopian and nadir points. Red
cross shows scenarios farthest
from nadir and red circle
shows scenarios closest to
utopian point
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5 Conclusion

The most representative output data is shown, and the described points of view,
discussed in chapter ‘‘Global Clean Gas Process Synthesis and Optimization’’, are
here evaluated under a techno-economic and environmental assessment. Sixteen
scenarios are considered encompassing four different feedstocks’ combined with
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Fig. 16 Pareto front considering the scenarios efficiency and cost of energy. Left figure shows
COE based on fixed feedstock input, whereas right shows COE based on fixed amount of energy.
Blue circles show dominated scenarios and blue dots show dominating solutions
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Fig. 17 Pareto front considering the environmental impact and cost of energy of the scenarios.
Left figure shows COE based on fixed feedstock input, whereas right shows COE based on fixed
amount of energy. Blue circles show dominated scenarios, blue dots show dominating solutions
and stars denote utopian and nadir points. The red cross shows scenarios farthest from nadir and
red circle shows scenarios closest to utopian point
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four different plant topologies; electricity generation with syngas, electricity
generation with hydrogen, hydrogen production and hydrogen production with
PSA flue gas profit in the CC. This chapter has discussed the selection of pro-
cessing options in terms of different metrics. The approach used considers all
objectives to be equally important, but this can be easily modified if different
trade-offs are required. The former approach is readily used as a decision-making
aid tool.
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Examples of Industrial Applications

Pilar Coca, Mar Pérez-Fortes and Aarón D. Bojarski

Abstract The description of the 335 MWeISO coal-based Puertollano IGCC
power plant as example of industrial application of IGCC technology together
with its main lessons learnt are summarised in this chapter. This chapter includes
process description, syngas analysis, main operational real data (power production
and emissions), and main causes of unavailability as well as R&D lines. These
are mainly focused on improvement of IGCC technology taking into account
efficiency increase and emissions reduction. So, first results of the CO2 capture
and H2 co-production 14MWth pilot plant installed in the Puertollano IGCC are
included.
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CIUDEN Energy City Foundation (Fundación Ciudad de la Energía)
HP High pressure
HRSG Heat recovery steam generator
IGCC Integrated gasification combined cycle
IGME Geological and Mining Institute (Instituto Geológico y Minero de

España)
IPCC Intergovernmental Panel on Climate Change
INCAR Coal Spanish Research Centre (Instituto Nacional del Carbón)
ISO International Standards Organisation
LLB Lurgi Lentjes Babcok
MBM Meat and bone meal
aMDEA Active methyl diethanol amine
MWe Electrical mega Watt
MWh Mega Watt-hours
MWth Thermal mega Watt
NGCC Natural gas combined cycle
O&M Operation and maintenance
Petcoke Petroleum coke
PSA Pressure swing adsorption
R&D Ressearch and development
Syngas Synthetic gas
UCLM University of Castilla-La Mancha
VI FP Sixth Framework Programme

1 ELCOGAS Description

1.1 The Company

ELCOGAS, S.A., the owner company of the Puertollano IGCC power plant was
founded on 8th April 1992, as a mercantile company subject to Spanish legislation,
with the objective of the construction and exploitation of the Puertollano inte-
grated gasification combined cycle (IGCC) plant (Fig. 1).

This power plant is the largest IGCC plant in the world using solid fuel in a
single pressurised entrained flow gasifier and is in commercial operation since
1998 with synthetic gas. Its design fuel is a mixture 50:50 of poor quality coal
(high content of ash) and petcoke (high content of sulphur).

The founding members were European electrical companies along with the
main combined cycle and gasification plant suppliers, Krupp Koppers and Siemens
from Germany, in association with Babcock Wilcox Española, from Spain as
manufacturer. The current members and their percentage of shares are shown
graphically in the following Fig. 2.
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1.2 Process and Integration Description

Table 1 summarises the principal data for the ELCOGAS IGCC power plant.
The Puertollano IGCC power plant consists of three main units: (i) the gasification
unit (generating the synthetic gas) supplied by Krupp Koppers, (ii) the air sepa-
ration unit (ASU) that produces nitrogen and oxygen supplied by Air Liquide and
(iii) the combined cycle (CC) (producing electricity) supplied by Siemens.
These main units division is analogous to the considered approach in chapter
Modelling Superstructure for Conceptual Design of Syngas Generation and
Treatment for superstructure conception. The solid fuel is dried, mixed and milled
in the coal preparation system and then sent with pure nitrogen to the gasifier to
produce synthetic gas. Then, the syngas obtained in the pressurised entrained flow
gasifier is cooled down, cleaned and subsequently burnt as fuel in the gas turbine

Fig. 1 The Puertollano IGCC power plant view

Fig. 2 ELCOGAS capital
share (at 31st December
2010)
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of the combined cycle plant. The synthetic gas is the result of several reactions
between fuel (a mix of coal and petroleum coke) with oxygen/steam at high
temperatures of up to 1,600�C. The required oxygen for the gasification process is
produced in an integrated ASU (based on a cryogenic process), which also pro-
duces pure nitrogen for drying the pulverised fuel, for fuel transportation and for
the safety inertisation of the different circuits with a purity of 99.99% and waste
nitrogen with 98% purity to dilute clean gas from gasification unit before being
burnt in the gas turbine combustion chamber. Figure 3 shows the ELCOGAS
IGCC simplified flow diagram.

The synthetic gas obtained, which basically consists of CO and H2, is subse-
quently subjected to an exhaustive cleaning process to eliminate the small parts of
pollutants, fly ash, halogens, cyanides, sulphur compounds, etc. Then, the so-called
clean gas, free of pollutants, is saturated, mixed with waste nitrogen (to reduce
NOx formation) and burnt, with a high-efficiency level, in the gas turbine of the CC
electricity-generating unit. The gas turbine (model V94.3, 200 MWe under ISO
conditions) is capable of operating with both synthetic and natural gases. The gas
turbine exhaust gases with residual heat are fed into a heat recovery steam
generator (HRSG), producing steam that is used together with the steam produced
in the gasification process to generate additional electricity in a conventional steam
turbine (135 MWe under ISO conditions) with condensation cycle. The demon-
strated plant net efficiency is 42.2% under ISO conditions.

The design of the heat exchangers battery is particularly relevant in terms of
efficiency, basically as regard steam production and consumption, incorporating
two heat recovery boilers, one for the raw gas produced in the gasifier and the
other for the turbine exhaust gases. Furthermore, the steam acts as a heat conductor
for several uses in gasification, desulphurisation and air separation processes.

The Puertollano power plant was designed with a high-integration level that
involves the integration of the three previously mentioned units:

• Integration of the gasification island and combined cycle water–steam systems:
The water fed to the steam generators is pre-heated in a section of the combined

Table 1 Summary of the ELCOGAS IGCC power plant main data

Design fuel: coal and petcoke (50 wt%.)

Coal Petcoke Mix
LHV (MJ/kg) 13.10 31.99 22.55

Electrical output

Gas turbine (MW) Steam turbine (MW) Total gross (MW) Total net (MW)

ISO conditions 200 135 335 300
Site conditions 182.3 135.4 317.7 282.7

Efficiency (LHV)

Gross Net

Thermal efficiency 47.12% 42.2%
Heat rate 7,647 kJ/kWh 8,538 kJ/kWh

280 P. Coca et al.



cycle’s HRSG and is sent to gasification where a saturated steam is produced
as a result of the exchange of heat with the raw gas. This saturated steam is
exported to the HRSG for superheating and expansion inside the steam turbine,
generating additional electricity.

• Nitrogen-side integration between ASU and combined cycle: The waste N2, a
by-product of the ASU, is compressed and mixed with the syngas to reduce NOx

emissions and to increase the capacity of the gas turbine.
• Air-side integration between ASU and combined cycle: The compressed air

required by the ASU is totally extracted from the gas turbine compressor.

The integration of water–steam systems is normal in all IGCC power plants in
operation. On the other hand, integration between the ASU and CC is an option,
which is much more frequently discussed. The highly integrated designs mean
greater power plant efficiency, because the consumption of auxiliary systems for
air compressors and ASU products is reduced. Nevertheless, these involve longer
start-up times during which time, the back-up fuel (natural gas in most cases) is
used. With regard to the IGCC power plants using coal that are in operation in
Europe, highly integrated design has predominated because of its increased effi-
ciency, whereas in the United States, with lower fuel prices, increased availability
and flexibility, which a non-integrated design offers, has been preferred. Currently,
the tendency is towards designs where the air required by the ASU comes in
part from the gas turbine compressor and in part from a separate compressor.
This provides the necessary flexibility for faster start-ups and an intermediate
auxiliary consumption between the two options.

Sulphur

Sulphur

Sulphur

Fig. 3 Simplified flow diagram of the Puertollano power plant
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1.3 Fuel and Clean Gas Data

Main parameters of ELCOGAS fuel components, coal, petcoke and mixture are
shown in Table 2.

Coal comes from the ENCASUR mine and the petcoke from REPSOL-YPF
refinery being both of them located very close to the power plant and transported
by trucks. It must be noted that the main features of mixture are its high content in
ash and sulphur approximately 21 and 3.5%, respectively.

The composition of obtained syngas before and after the cleaning-up pro-
cesses—dry dedusting, washing and desulphurisation systems—(called raw and
clean gas, respectively) is shown in Table 3.

1.4 Environmental Advantages

ELCOGAS IGCC power plant can meet all projected environmental legislation,
solving the compliance problems of electric power generation. Because it
operates at higher efficiency levels than conventional fossil-fuelled power plants,
ELCOGAS emits less CO2 per unit of energy.

Table 2 Fuel characteristics
(design data)

Coal Coke Mix
(50/50 wt/wt%)

Humidity (wt%) 11.8 7.00 9.40
Ashes (wt%) 41.10 0.26 20.68
Carbon (wt%) 36.27 82.21 59.21
Hydrogen (wt%) 2.48 3.11 2.80
Nitrogen (wt%) 0.81 1.90 1.36
Oxygen (wt%) 6.62 0.02 3.32
Sulphur (wt%) 0.93 5.50 3.21
LHV (MJ/kg) 13.10 31.99 22.55
HHV (MJ/kg) 13.58 32.65 23.12

Table 3 Syngas composition

Raw gas Clean gas

Average design Design Average design Design

CO (%) 59.26 61.25 CO (%) 59.30 60.51
H2 (%) 21.44 22.33 H2 (%) 21.95 22.08
CO (%) 2.84 3.70 CO (%) 2.41 3.87
N2 (%) 14.32 10.50 N2 (%) 14.76 12.5
Ar (%) 0.90 1.02 Ar (%) 1.18 1.03
H2S (%) 0.83 1.01 H2S (ppm) 3 6
COS (%) 0.31 0.17 COS (ppm) 9 6
HCN (ppmv) 23 38 HCN (ppmv) – 3
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ELCOGAS gaseous emissions (SO2, NOx) are small fraction of allowable
limits, being NOx emissions lower in IGCC operation than in NGCC (Natural Gas
Combined Cycle) mode.

The water required to operate it is less than half of that required for pulverised
coal plant with a flue gas scrubbing system. In addition, a complex wastewater
treatment plant permits and meets European and Spanish legislation (European
Union Directive [1] and AAI-CR21 [2], respectively).

The solid residues are, in its majority, vitrified (no leachable), resulting in
useable by-products for construction industry. Sulphur recovery is approximately
99.9% because of tail gas recycling system.

1.5 Main Milestones

Since order of main contracts, up to more than 14 million of electrical MWh has
been produced as IGCC, the main milestones can be summarised as follows in
Table 4.

1.6 Operating Data: Power Production and Emissions

1.6.1 Power Production

A graphical summary of historical power production data is presented in the
following figures and tables. Figure 4 presents the annual power production
using syngas (mode IGCC) and natural gas (mode NGCC), as well as, the total
gross power production, showing a great improvement since 1998 up to 2002.
In the year 2003 and 2006, two gas turbine major overhauls (50,000 and 75,000
equivalent operating hours) were carried out, reducing the annual production.
Other main causes of reduction of energy production were in 2004 and 2005
because of a gas turbine main generation transformer isolation fault, and in 2007
and 2008 because of the ASU waste nitrogen compressor coupling fault and poor

Table 4 ELCOGAS power plant milestones

1992 Main contracts
1993 Start of civil works at site
June 1996 First synchronisation of gas turbine
October 1996 Commercial operation of combined cycle with natural gas
June 1997 Performance test of air separation unit
March 1998 First switch over from natural gas to syngas in the gas turbine
November 2000 First 1,000,000 MWh produced with coal gas as IGCC
December 2010 Total: 21,052 GWh, IGCC: 14,437 GWh
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repair of MAN TURBO. A new increase in power production was produced in
2009. Table 5 shows the main operational achievements for the ELCOGAS
power plant.

1.6.2 Emissions

The Puertollano power plant atmospheric emissions of SO2, NOx and particles
comply with the European Union Directive 2001/80 EEC [1], which for the IGCC
operations is much more restrictive than that applied to all other coal-fired power
plant, as well as the ELCOGAS specific power plant regulation, as Fig. 5 shows
including real average data from 2010.

2 Lessons Learnt in the Early Operating Years

The following can be highlighted as main lessons learnt in relation to the
ELCOGAS operating experience achieved in the early years.

Fig. 4 IGCC, NGCC and
total gross power production

Table 5 ELCOGAS main
operational achievements

Total maximum
power

IGCC
mode

Gas turbine (MW) 225.2 201.6
Steam turbine (MW) 147.1 147.1
Total gross (MW) 359.5 359.5
Maximum continuous

operation of the
ELCOGAS power plant

1,300.0 (h) 954.0 (h)
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2.1 Inflexibility of the Operation Because of the Design
Including Total Integration

Although its advantages in relation to plant efficiency have been demonstrated, the
total integration between the ASU and combined cycle involves, besides a greater
level of complexity, a long and costly start-up sequence. In practice, these result in
it operating as a base load power plant, maintaining a high-minimum technical
load (60%). The regulation of the load being around 60–100% is indeed viable,
with it being possible to offer a competitive response in relation to reaction times
(3% load variation per minute).

Bearing in mind the additional cost involved in the high level of N2 required
during the commissioning process, one reaches the conclusion that an important
saving can be made if in the new designs the concept of total integration is
reconsidered in favour of an ASU capable of producing pure N2 independently of
the combined cycle operation.

2.2 Main Causes of Limitations in Availability During First
Operating Years

Availability has not been substantially affected by problems that are intrinsic to the
gasification process, but by the low level of reliability of more conventional units
in any coal-fired thermal power plant.

Fig. 5 ELCOGAS power
plant emissions in IGCC and
NGCC modes including 2009
average emissions data
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At a global level, the most significant problem was related to the gas turbine,
because of the burner overheating and the refractory tiles on the combustion
chamber what implied an overhaul every 500 operating hours. Both problems
were solved by burners modifications—carried jointly between ELCOGAS and
Siemens—and after their implementation in 2003, overhauls are every 4,000
operating hours.

Other main problems were related to water leakages of gasifier membrane wall
because of flow blockages, local erosion and distributors design, solids handling
(slag and fly ash) because of erosion of components by local high velocities that
were substituted by abrasion resistant materials and design and operating proce-
dures were revised, pressure control and fluidisation stability of fuel dust con-
veying and feeding systems, candle filter performance because of poor engineering
from LLB (Lurgi Lentjes Babcok) and COS hydrolysis alumina-based catalyst
water carryover that were solved changing the catalyst by other one based on
titanium oxide.

2.3 Alternative Fuels

Different tests were undertaken during early operating years to demonstrate IGCC
fuel flexibility (see Sect. 3.2 for additional fuel tests). So in 2000, different ratios
of coal and petcoke were tested modifying their design percentage (50/50 wt/wt %)
to 54–46%, 58–42%, 45–55% and 39–61% whose main results were:

• Carbon conversion ranges varied between 98.4 and 99.7%.
• Clean gas composition was kept very stable during the tests.
• The higher mixture ash content, the higher slag/ash separation.
• Emissions fulfilled European and Spanish legislative limits and ELCOGAS

emission permit in the whole range of tested mixture.

In addition, in 2000, some tests with meat and bone meal (MBM) were
undertaken, using a total of 93 tons of MBM. The main conclusions obtained from
these tests were:

• Co-gasification IGCC technology is the best to eliminate MBM, without envi-
ronmental impact in emissions and with high energy efficiency

• A method for controlled dosage of MBM to the gasifier was defined, checking
that the method was valid for inserting a material different from usual fuel in the
gasifier.

• Protection of MBM from humidity during storage and handling is the most
important factor for preventing problems of transport in grinding train.

• There were not great differences with usual operation in fuel preparation,
sluicing systems, fly ash dedusting systems and slag discharge system. The
expected behaviour of MBM as fusion agent (because of its high Ca content)
could not be confirmed.
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• Two effects were clear: The chloride concentration increased with MBM per-
centage increase and the fouling of HP boiler gasifier tended to decrease.

2.4 Improvements for Future Designs

The large amount of knowledge acquired during the design, construction and
operation of the Puertollano IGCC power plant enables ELCOGAS to define a
series of improvements to be incorporated in the design of a new IGCC plant.
Those with a high financial value, which enable substantial cost reductions to be
made, are summarised in Table 6.

If a new and optimised design for the ELCOGAS IGCC plant was to be created,
using the same combined cycle technology, but incorporating the above-men-
tioned improvements and other less significant improvements resulting from the
operating experience of the first operating years, a saving in terms of the invest-
ment cost of between 20 and 25% would be made in relation to the cost of the
current power plant.

However, the improvement that would have the greatest impact on the installed
cost would be the use of more advanced gas turbines, which would enable IGCC units
with larger capacities and higher efficiency levels to be developed, with a significant

Table 6 Summary of possible improvements in new IGCC designs

System/
equipment

Reduction in production variable
cost

Reduction in investment cost

Coal preparation Hot gas generator fed with
synthesis gas

Mixing equipment removal

Pressurised coal
dust feeding

Fluidification vessel optimisation
for N2 consumption reduction

Concrete building for coal storage and
lock hopper system removal

Gasifier Fine slag recycle Auxiliary burner removal
HP surfaces decrease, increasing raw
gas speed

Slag extraction Filtration system replacement by
settling system

Slag water circuit simplification. One
lock hopper and extractor removal

Dry filtration Design, material and candle filter
cleaning system improvement

Fly ash recycle removal (lock hoppers,
distribution and discharge systems)

Fly ash
extraction

Watery system removal Conveying vessel removal

Gas washing and
gas stripping

– Controlling filter removal

Sulphur removal SuperClaus plant assessment Equipment dimension decrease by using
enriched air

Air separation
unit

Storage capacity increase for liquid
N2

Liquid O2 storage removal. O2 purity
control flexibility

Gas turbine New gas turbine with higher
efficiency

Higher output gas turbine, scale benefits
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reduction in investment costs because of the benefits of size. The use of these gas
turbines, together with the improvements noted, can lead to a completely competitive
IGCC power plant with regard to costs. Therefore, it will be fundamental to ensure
improved performance with regard to the gas turbines, which must be based on the
experience demonstrated by the supplier in syngas applications.

3 Towards Zero-Emissions IGCC Power Plants:
ELCOGAS R and D Lines

During the early operating years, ELCOGAS obtained important achievements
demonstrating the potential of IGCC technology, including its advantages and
disadvantages and identifying its main improvement and optimisation lines.

The future of the ELCOGAS IGCC is based on the opportunity that to have an
operative IGCC plant, the R&D activities should be related to fuel flexibility
(real tests with different coals, petcoke, biomass, wastes, etc.), multi-production
(electricity, hydrogen, synthetic gasoline, biodiesel, etc.) and zero emissions
(reduction of emissions, CO2 capture, etc.).

So, since 2007, ELCOGAS has defined an R and D investment plan to develop
IGCC technology to decrease the environmental impact of power production
(towards zero emissions) as main target. ELCOGAS presents a yearly results
report of that R and D plan to Spanish Government for evaluation. Main lines of
this R and D plan are (apart from dissemination):

• CO2 emission reduction in utilisation of fossil fuels
• H2 production by gasification of fossil fuels
• Diversification of raw fuels and products
• Other environmental improvements
• IGCC processes optimisation

In the following sections, a brief summary of main activities is described.

3.1 Optimisation of IGCC Processes

This activity is oriented to improve availability and costs, being its main ongoing
tasks:

• Gasification island materials: life extension.
• Study of syngas corrosion processes: optimisation and tests of materials.
• Elimination of water leakages in the membrane at reaction chamber.
• Ceramic filter system: Many tests with alternative filters have been done with

poor results, so final assessment is to install a new filter system provided by Pall-
Schumacher.

• Gas turbine reliability improvement and life extension.
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• Improvement of integration with ASU: installation of a start-up compressor.
• Analysis of O&M specific availability incidents.

3.2 Diversification of Raw Fuels and Products

The aim of this activity is to demonstrate IGCC fuel flexibility by undertaking
tests with alternative fuels. Main tests recently undertaken are described in the
following paragraphs.

3.2.1 Co-Gasification Tests of Olive Wastes

Within the Spanish project PIIBE (CENIT Programme) [3], whose aim was to
impulse biofuels technologies in Spain, ELCOGAS coordinated the sub-project
about biodiesel from gasification by real co-gasification up to 10% of biomass
and syngas characterisation (F-T process in laboratory). The selected biomass to
be tested in the IGCC was olive waste (orujillo).

Table 7 shows the average composition of the received orujillo and the
common fuel (coal, petcoke and limestone) used in the power plant.

All tests carried out using orujillo as fuel, including the duration as well as the
operating hours of them, are shown in Table 8. So, more than 3,600 tons of
orujillo was co-gasified in more than 1,100 operating hours (Table 8).

Main conclusions from the co-gasification tests can be summarised as follows:

• The technical viability of co-gasification up to 10% has been demonstrated.
• Operation has been within design ranges.
• Biomass handling:

– Orujillo should not be stored for a long time, because the biomass absorbs
humidity.

Table 7 Olive waste
(orujillo) and ELCOGAS
common fuel average
composition analysed by
ELCOGAS laboratory

Parameter
(*dry base)

Orujillo average
composition
(Laboratory of
ELCOGAS)

ELCOGAS
fuel design

Moisture (%) 13.13 9.40
Ash (%) 8.51* 20.68
Volatiles (%) 68.89* 15.92
Cfixed (%) 22.52* 54.00
LHV (kcal/kg) 3,695 5,386
C* (%) 49.40 59.21
H* (%) 5.96 2.80
N* (%) 1.44 1.36
S* (%) 0.14 3.21
Cl- (mg/kg) 2,735 200
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– Orujillo goes easily stodgy if a large quantity is stored in the feed hopper
before its consumption.

• Grinding system: During the 8 and 10% tests, the increase of the mills
consumption and the pressure difference was detected.

• Gasifier load: No influence on the gasifier load arises from the orujillo
co-gasification when 1, 2, 4 and 6% tests were carried out. More difficult to
maintain it in 8–10% tests because of the mills load.

• Clean gas: Orujillo co-gasification has no impact on the clean gas quality; its
characterisation is similar to those relating to ELCOGAS common operation.

• Emissions: The 8 and 10% addition of orujillo seems to have an influence in the
SO2 emissions (although orujillo has no content in sulphur), but always within
limits. AAI-CR21 [2] establishes these limits in 200 mg/Nm3 for the SO2 at
IGCC mode, with 6% of oxygen.

Other alternative fuels, such as shredder fibres and wastes from paper industry
are currently under study to be tested as alternative fuels to the design fuel, coal
and petcoke.

3.3 CO2 Emission Reduction Using Fossil Fuels

Main tasks to develop this R and D line are related to:

• IGCC efficiency optimisation.
• Analysis of viability to improve efficiency based on critical assessment of Puer-

tollano IGCC design. CARNOT project (EU programme) [4]: Pre-engineering
studies for a new IGCC plant; a critical assessment of Puertollano plant design was
done together with Siemens and Krupp and a detailed pre-engineering energy and

Table 8 Battery of co-gasification tests in ELCOGAS (2007-2009)

Co-gasification test
month/year

Orujillo dosage
ratio in weight (%)

Tons of orujillo (t) Test duration (h)

August 2007 1 7.4 9.5
September 2007 2 20.00 7
November 2007 2 81.86 28.5
August 2008 4 100.42 21
October 2008 4 299.36 79
November 2008 4 252.36 54
February 2009 2 518.86 291.3
March 2009 6 395.86 64.4
March 2009 2 512.38 289
June 2009 8 383.90 46
July 2009 2 136.86 40
September 2009 2 295.48 135
September 2009 10 656.68 62

Total 3,661.42 1,126.7
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mass balance of the future plant with and without CO2 capture and H2 production,
based on ELCOGAS plant experience was done too.

– Auxiliary consumption optimisation. New revision.
– Development of tools to improve efficiency. Supervision online of main

equipment efficiency, they are installed and in tests.
– Integration optimisation. Improvement of controls to adjust heat and mass

balances in real operation.
– Net efficiency in the case called ‘with CO2 capture’ includes the process of

100% of produced syngas to capture CO2 as well as CO2 compression for
geological storage.

Table 9 summarises main results of this critical assessment.

• CO2 capture for CCS with IGCC. ELCOGAS participates in the following
funding projects:

• ALCO2: Study to determine viability of CO2 geological storage in the proximity
of Puertollano IGCC plant [5]. A study based on documentation was done,
determining the existence of two areas with high probability and 12 with some
probability. Status: closed, developed during 2003–2004.

• PSE-CO2: To explore H2 production and CO2 capture, from coal and petcoke,
integrated with electricity production in an existing commercial IGCC, by
installing a pilot plant of 14 MWth that takes syngas from main plant [6]. Status:
Ongoing, period 2005–2011.

Currently, ELCOGAS largest investment is focused on the PSE-CO2 project.
It is the first IGCC plant in the world to have an integrated pilot plant of industrial
scale (14 MWth) to obtain H2 and CO2 ready for geological storage, integrated
with electricity production. Project was presented to the VI FP in 2004 for the call
of studies for HYPOGEN plant (HYdrogen and POwer GENeration from fossil

Table 9 CARNOT project results (pre-engineering studies for a new IGCC plant)

Parameter ELCOGAS design CARNOT design CARNOT design
with CO2 capture

Fuel type Coal and petcoke
(50 wt%)

Coal and petcoke
(50 wt%)

Coal and petcoke
(50 wt%)

LHV (MJ/kg) 22.55 24.41 24.41

ISO Site ISO Site Site

Gas turbine (MW) 200 182.3 291.0 281.1 279.4
Steam turbine (MW) 135 135.4 193.6 186.8 171.6
Total gross (MW) 335 317.7 484.6 467.9 451.0
Total net (MW) 300 282.7 414.2 399.8 342.3

Gross Net Gross Net Gross Net

EfficiencyLHV (%) 47.12 42.2 52.1 44.5 45.2 34.3
Heat rateLHV (kJ/kWh) 7,647 8,538 6,908 8,086 7,959 10,486
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fuels with CCS) [7] and it was rejected with the main argument of ‘premature’, but
it is being supported by Spanish and Castilla-La Mancha governments.

The PSE-CO2 project is part of a Spanish national initiative called ‘Advanced
Technologies of CO2 Conversion, Capture and Storage’ that includes other related
projects; being project #1 the building up of ELCOGAS itself:

– Project #2 explores CO2 capture with oxyfuel technology, led by CIUDEN
(Fundación ciudad de la Energía).

– Project #3 deals with study and regulation of geological storage in Spain, led by
IGME (Instituto geológico y minero de España)

– Project #4 focuses on public awareness of CCS technologies, led by CIEMAT
(Centro de Investigaciones Energéticas, Medioambientales y Tecnológicas).

Main targets of the PSE-CO2 project are: (1) to demonstrate the feasibility of CO2

capture and H2 production in an IGCC that uses solid fossil fuels and wastes as main
feedstock and (2) to obtain economic data enough to scale it to the full Puertollano
IGCC capacity in syngas production. The participants are ELCOGAS (coordinator),
University of Castilla-La Mancha (UCLM), CIEMAT (Spanish research centre) and
INCAR (coal Spanish research centre), being the original budget 18.5 M€.

The process of the 14 MWth pilot plant consists of a shifting unit to convert CO
into CO2, a CO2 separation unit—based on absorption processes with amines—and
a H2 purification unit (PSA) being all of them are commercial processes. Auxiliary
systems and full control are integrated in the existing IGCC, supplied by Zeus
Control. The syngas—approximately 3,600 Nm3/h, dry base—can be fed into the
pilot plant desulphurised, i.e., downstream of IGCC desulphurisation unit (called
sweet gas) or upstream of this unit (called sour gas). Main differences between
both gases are H2S and COS contents. So, sour and sweet catalysts will be tested to
obtain technical and economic yields at full scale, obtaining CO2 capture costs at

Fig. 6 Flow diagram of the CO2 capture and H2 production pilot plant
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different purity grades. Figures 6 and 7 show the pilot plant flow diagram and its
location in the Puertollano IGCC power plant.

The detailed description of the pilot plant three steps are shown in the following
paragraphs:

3.3.1 First Step: Conversion With Water Steam

The aim of this phase is to modify the clean gas composition to increase its CO2 and
H2 content. The syngas from the existing IGCC is desulphurised in a sulphur removal
reactor (Zn oxide-based adsorber) and mixed with saturated medium pressure water
steam. A static mixer is used to obtain a proper homogenisation of this mixture, and
then being heated up to 310�C. Subsequently, this mixture is fed to a shift catalytic
reactor supplied by Johnson–Matthey where conversion from CO and steam to CO2

and H2 is produced up to achieve 480�C. Downstream, there is an intermediate
cooling down phase, reducing the mixture temperature up to 350�C, subsequently the
mixture is fed to the second shift reactor, where it reacts up to 390�C achieving the
appropriate conversion degree. Afterwards, the gas is first cooled down to 160�C in
two pre-heaters, then up to 80�C in an aero-refrigerator and finally up to 45�C.

Sour and sweet catalysts will be tested to obtain technical and economic yields
at full scale, obtaining CO2 capture costs at different purity grades.

3.3.2 Second Step: CO2 and H2 Separation

The target of this step is to separate CO2 and hydrogen, obtaining a hydrogen-
enriched gas. So, an aMDEA (active Methyl Diethanol Amine) solution is used to

Fig. 7 CO2 capture and H2 co-production pilot plant: location
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capture CO2. Downstream of this capture, the resulting gas is a hydrogen-enriched
flow called raw hydrogen (77.4% of purity). This flow can be sent to the gas
turbine or to be purified in the next pilot plant step. The aMDEA is regenerated—
with CO2 desorption—by means of temperature increase and pressure reduction.
The expected CO2 capture is higher than 90%. The regenerated aMDEA is con-
ditioned (pressure increase and temperature decrease) to be re-used.

3.3.3 Third Step: Hydrogen Purification

Pure hydrogen (99.99% purity) can be obtained in this step from the raw hydrogen
coming from the previous step. For this propose, 40% of raw hydrogen is purified
by means of a PSA unit (pressure swing absorption) supplied by LINDE. Impu-
rities such as CO2, CO, N2 and Ar are trapped in an adsorption multi-bed system
while the hydrogen passes through it. This purification unit consists of four stages:
(i) adsorption, (ii) decompression, (iii) regeneration and (iv) compression.
It requires at least two adsorption beds, so while one bed is in the adsorption stage,
the other one is carrying out the other three stages. However, four beds, consisting
each of them in activated carbon, alumina and molecular sieve, are used to obtain
the expected hydrogen purity.

The estimated capacity of this unit is 2 tons of hydrogen per day with 99.99%
of purity, being the expected hydrogen recovery 95%. The tail gas generated in
this step can be sent to the gas turbine or can be used as heat source in other
processes.

Main features of the pilot plant are summarised in Table 10.

3.3.4 Current Status of the Pilot Plant:

• CO2 fist captured: 13 September 2010
• Up to March 2011: sweet capture tests
• Up to June 2011: sour capture tests

Table 10 CO2 pilot plant main characteristics

Characteristics of clean gas (pilot plant inlet, sweet capture)

Flow 3,600 Nm3/h (dry base) Pressure: 22.6 bars
CO (% volume) 60.5 Temperature: 137.6�C
H2 (% volume) 22.1
Characteristics of outlet flows (pilot plant outlet)
CO2 flow 100 tons/day CO2 capture percentage [90%
Pure H2 flow 2 tons/day Purity of pure H2 99.99%
Raw H2 flow 5 tons/day Purity of raw H2 77.4%
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3.3.5 Other Partners Activities in the PSE-CO2 Project:

UCLM activities are related to water gas shift, mainly development of new catalyst
(based on Co). Its lab installation (see Fig. 8) can operate up to 80 bar, which
includes two reactors in series with cooling and can produce any kind of gas
composition. INCAR tasks are related to research of CO2/H2 non-commercial
separation processes based on solid adsorbents. Finally, CIEMAT participation is
focused on using solid adsorbents, catalysts or membranes for gas treatment and
commercial catalyst evaluation. Its installation (Fig. 8) can operate up to 750�C
and 30 bar, it can manage flows between 5 and 20 Nm3/h and it can work con-
tinuously for several days.

3.3.6 First Results of the Pilot Plant

First learning from the pilot plant is related to costs. The 14 MWth pilot plant costs
have been €13 million including its design, supply, construction, commissioning
and start-up. Depending on the considered operational scenarios and taking into
account the previous investment cost, the capture costs of the avoided CO2 would
be between 18 and 23 €/ton CO2.

ELCOGAS’s aim after the battery of planned tests (until March 2011) is to
demonstrate that capture costs of the avoided CO2 can be reduced to approxi-
mately 10 €/t CO2.

Fig. 8 Laboratory-scale installation (UCLM, CIEMAT and INCAR)
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3.3.7 Activities After PSE-CO2 Project Completion

In addition to the objectives of the PSE project, once it is finished, ELCOGAS will
have installed in its IGCC a large pilot plant that can be used as industrial
platform to other projects about syngas uses, CO2capture and treatment processes
and H2purification and use, which permits, among others, the following activities:

• Optimisation of catalyst for shifting reaction. Test with different catalysts.
• Development and demonstration of new processes for CO2–H2 separation.
• Demonstration of several processes for CO2 treatment.
• Improvement of integration efficiency between the capture CO2 and the IGCC

power plant.

4 Conclusions

The world energy demand is expected to be doubled by 2050, being those based on
fossil fuels what will experiment the biggest increase (especially in the Asiatic
countries) because of the their lower costs. In view of this fact, diversification of
fossil fuels use according to reserves—located all over the world and total available
amount—and total life cycle are absolutely necessary to assure sustainability and
supply guarantee. Because of this, coal is going to be one of the main energy sources
and, therefore, an availability of clean coal technology is mandatory.

Based on real data and lessons learnt (e.g., lower emissions compared with
other coal-based technologies and natural gas power plants and fuel flexibility) in
more than 10 operating years of IGCC coal-based power plants, the IGCC tech-
nology is the best candidate to obtain clean energy from coal.

Fuel flexibility of IGCC technology has been demonstrated through the several
undertaken co-gasification tests. Co-gasification with coal improves economics
and efficiency of biomass fuels, encouraging renewable energy production.

IGCC power plants can be adapted as a multi-product plant to be adjusted to the
market demand. So, from syngas, hydrogen can be produced—with lower pro-
duction costs than from alternative sources—to be used in refinery as well as in
fuel cell for power generation or transportation and several chemical can be
generated such as ammonium, urea and methanol. IGCC refinery-based plants also
show favourable commercial perspectives, avoiding the disposal of residues and
supplying power, hydrogen and steam to the refinery.

In addition, because of the higher efficiency of IGCC plants, significant
reductions in CO2 emission can be achieved by replacing conventional coal-fired
units by IGCC plants. Besides, CO2 capture technology used in IGCC power plants
(pre-combustion) is considered the best one because of estimated costs and also
implies H2 production. Both increase of efficiency and CO2 reduction follow the
Intergovernmental Panel on Climate Change (IPCC) recommendations to cut
greenhouse gas emissions and to reduce the impact on global warming.
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The existing IGCC power plants have the opportunity to contribute to the
optimisation of IGCC technology. So improvements and processes that are being
set out for designing new plants can be tested and developed even at commercial
scale, leading to ultra-efficient and zero-emission energy plants based on gasifi-
cation of low-cost fuels. It must be noted that ELCOGAS contribution with its CO2

capture and hydrogen production pilot plant to obtain proven results at industrial
scale about the real costs and feasibility of CCS.
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Industrial Data Collection
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Abstract In this chapter, a general description of data-mining techniques is done
in the context of IGCC operation. The different control philosophies applicable to
IGCC operation are discussed together with different examples of data reconcili-
ation based on process simulation. The problem of process monitorisation, as an
example of data-mining application, is extensively discussed and an approach
based on PCA is presented.

Notation

ASU Air separation unit
CC Combined cycle
CPV Cumulative percent variance
DCS Distributed control system
DR Data reconciliation
ICA Independent component analysis
MSPC Multivariate statistical process control
NOC Normal operating condition
OTC Outlet temperature corrected
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PCA Principal components analysis
PIMS Plant information system
PLS Partial least squares
SPE Squared prediction error

1 Introduction

A common characteristic of modern industries is the ability to generate and store a
very large amount of data that are frequently used to describe the process
behaviour. Generating and collecting data have become the most important topics
in different and diverse areas of knowledge. Nevertheless, the ability of collecting
such data has increased faster than the capabilities to analyze it. The biggest
available data collection in any area is utterly useless by itself. The ability of users
of those databases to extract useful information from them is a key part in modern
plant practices to push plant-operating conditions to improve profit. The field of
extracting useful information from databases is usually referred to as Knowledge
Discovery in Databases (KDD). KDD can be understood as the non-trivial process
of identifying novel data patterns that could prove to be useful and understandable
[1] (p. 2). In the specialised literature, KDD is understood as a sequential process
that involves the following stages:

• Analysis objective setting.
• Data selection: This selection is done according to the objectives followed by

the analysis, and is mainly related to the aspects of how to access and store the
data.

• Data pre-processing: This step is done to ensure the quality of data aiming at
eliminating: noise, outliers and dealing with lost and unreliable data.

• Data transformation is done using different techniques; in most cases, it aims at
reducing the dimensions considered (by projection), which might improve the
identification of patterns.

• Data mining: This is the core step, where significant and well-defined patterns
are looked for.

• Interpretation and validation.

This chapter discusses the issues related to the gathering data and its subsequent
analysis in the context of KDD for the case of syngas production for energy use.
Section 2 discusses the implementation of a control system that gathers and
monitors the process variables, making special emphasis on an industrial case, the
ELCOGAS power plant. Section 3 discusses the different methodologies associ-
ated to Data Reconciliation, where variables information are used to improve the
knowledge of model parameters, while the ending Sect. 4 provides with a
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description of a data-mining procedure that could be implemented to data recorded
on the previously discussed control systems.

2 Process Variables Recording and Control

In general, the control system of a plant is used to keep the plant working properly
within the established limits (efficiency, net output, etc.), and as a consequence,
this control system is usually the source of data for any analysis. The different
measurement systems provide with signals that are stored by centralised software
that acts as the data reservoir. Data selection and pre-processing can be done using
different software, such as MS Excel, Matlab and other software suites.

The Puertollano IGCC plant is equipped with a distributed control system
(DCS) using Siemens Teleperm XP for the whole plant except for both turbines
that have a specific automation called Simadyn. This system has a modular
structure and consists of the following subsystems:

• An automatic system for automatic function implementation at the lowest control
level

• A communications network
• An operation control and monitoring system for operation processes and infor-

mation interchange
• An engineering system for planning, configuration and start up

In a short time, both Teleperm and Simadyn are going to be replaced by an
updated automation system T-3000 that is going to integrate both distributed
control systems.

2.1 Variables Recording

Main features of the process—apart from pressure, temperature and flows—that
are monitorised during operation are:

• In the gasifier, quality of gasification process, which is evaluated taking into
account syngas composition, such as CO2, H2, CO, energy exchange in the
immersion shaft and energy gasification reaction.

• In the combined cycle (CC), clean gas LHV, OTC (outlet temperature corrected)
of the gas turbine exhaust gases and combustion stability. The OTC is a measure
of exhaust gas temperature that reflects the temperature in the combustion
chamber and is represented as the difference between the average temperature of
the flue gas (measured at line) and outside air temperature.

• In the air separation unit (ASU), purity of oxygen, pure and waste nitrogen.

Industrial Data Collection 301



The former variables are fed to a plant thermo-economic model. Advanced
thermo-economic diagnosis of the plant equipment performance is intended to
improve the plant operation and maintenance procedures. Additionally, steady-
state simulation tools assess the potential for design improvements and the impact
of plant modifications.

The diagnosis system focuses on the effective management of both fixed inputs
(e.g., plant layout, instrumentation, etc.) and operation and management (O&M)
data (e.g., process data, operating modes, maintenance schedule, etc.) to screen the
equipment performances and operating costs at steady-state conditions. The Plant
Information Management System (PIMS), with its own interface to the DCS
(Distributed Control System), laboratory and other data sources provide raw data
that is sorted, validated and stored. The cost evaluation module calculates the
potential savings that can be achieved by comparing the performance tests (based
on actual plant measurements) and the state of reference model (best possible
operating case), under given operating constraints.

The system conceptual design enables online applications and easy module
update and/or modification. The main applications are:

• Plant raw process data validation and reconciliation ahead of energy/exergy
calculations. Dynamic monitoring of plant instrumentation.

• Comprehensive map of resources thorough the plant at the process stream level.
• Costs evaluation: actual versus best possible operation. Allocation and causes

of performance degradation.
• Assess the extra cost because of performance degradation versus corrective

O&M actions impact.
• Online monitoring: plant heat rate, cost targets compliance and instrumentation

status.

2.2 Control Levels

The current system’s automation and control levels (Fig. 1) of the Teleperm XP
are as follows:

• Field level: The lowest level where sensors are located and data are withdrawn.
Its function is to receive signals from sensors and to transmit them to the higher
levels or the actuators.

• Automation level: The automation level has two sub-levels:

– Individual control level: Basic control of operations with analogue and binary
signals. Actuators control in open loop and individual control in closed loop.

– Group control level: Automatic functions, such as closed loop regulations,
open loop control and signal protection management.

• Process level: Storage of process data and transfer of the dynamic information
to the man–machine interface.

302 A. D. Bojarski et al.



• Operation and control level: Association of the man–machine interface with
the interaction supervision and configuration systems.

2.3 Plant Control Philosophy

The ELCOGAS power control operates on gas turbine leading mode, so both
gasifier and ASU follow the gas turbine load. Therefore, the clean gas pro-
duction by the gasification island depends on the gas turbine demand, being the
objective to consume as much gas as produced to match the power demand of
the grid. The ASU produces the necessary oxygen to obtain the required clean
gas. The steam turbine works in slide control, taking the vapour produced by
both the CC and gasifier boilers. However, a significant time delay (a couple of
minutes) is needed to accordingly adjust the feed streams to the gasifier and
particularly the coal flow rate. It is a major task of the proposed control concept
to harmonize these diverging facts, taking into account the storage capacity of
the gas path.

One of the main objectives of the control philosophy is to ensure stable
operating conditions for the gasifier. For this target, the gasifier pressure is used
as a principal controlled variable and is kept at a fixed value. The differential
pressure along the gas path is dependent on gas production, and the gas
inventory constitutes a reservoir that can be loaded and unloaded. The gasifier
and the sulphur removal units contain a certain gas inventory determined by the
geometrical volume, temperature and pressure. In case of a short-term gap
between clean gas production and demand of the gas turbine, part of this
inventory can be used.

Fig. 1 Subsystems of the
Teleperm XP
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2.4 Coordinated Control

The coordinated control between the CC and the gasifier is based on the following
principles:

• The load set point of the gas turbine is sent to the load controller.
• The gasifier is controlled by a pressure control and uses the set point of the gas

turbine load as an anticipating signal.
• To prevent any depressurization in case of any problems with gasifier load, the

gasifier defines a maximum set point of clean gas flow to be taken by the gas
turbine, which differs with the actual flow controls of the CC clean gas valve
when the set point is exceeded.

The set point of the power plant load is given by the control room operator and
is sent by the controller to each island. This set point is elaborated with a maxi-
mum gradient of 3% load/min, according to the ASU limitation and is used:

• By the CC to elaborate the load set point of the gas turbine and to determine the
gas flow consumption actuating on the position of control elements (clean gas
valve and Inlet Guide Vanes). This set point is adjusted, taking into account the
steam turbine contribution.

• By the gasifier to calculate, with a proportional value, the clean gas flow and the
oxygen flow. The set point of oxygen and nitrogen flows is elaborated by the
gasifier for the ASU.

• On the other hand, the steam turbine is considered in case of uncontrolled steam
turbine load variation (i.e., steam turbine trip or during load ramping), the
control is designed to by-pass the steam turbine load influence in the elabo-
ration of the gas turbine set point.

So, the power plant control operates on gas turbine leading mode, the gasifier—
working in pressure control—and the ASU follows the gas turbine load, even if
because of operational problems the actual load does not match the external set
point.

In general, the former primary control loops try to use most of the information
available in the process historical, however, they do not perform an efficient use of
them and other techniques such as the ones described in next sections that could
allow for extracting other information and knowledge from the raw control data.

3 Data Reconciliation

The problem of data reconciliation (DR) was first stated by Kuehn and Davidson
[2] for a total material balance where all variables were measured. Several works
in both data reconciliation and gross error detection areas have been published
since then. Important improvements to the basic DR technique were presented in
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those years including treatment of unmeasured variables using a graph-theoretic
approach and the introduction of the concepts of observability and redundancy.

Nonlinear data reconciliation was first addressed by Knepper and Gorman [3]
using an iterative technique proposed originally with parameter estimation that
employs a nonlinear regression. In general, because the nonlinear data reconcili-
ation problems are basically nonlinear optimization problems, some well-known
constrained nonlinear optimization methods have been used to solve them, for
instance, Tjoa and Biegler [4] used sequential quadratic programming (SQP)
technique to solve a combined data reconciliation and gross error detection
problem. Several other approaches can be seen in Romagnoli and Sanchez [5] and
Alvarez-Medina [6].

3.1 Data Reconciliation Basics

Generally speaking, data reconciliation can be defined as the process of adjusting
(reconciling) process measurements, such as flow rates, temperatures, composi-
tions, etc., to obtain a new set of estimates that are consistent with mass and energy
balances, and sometimes, with some thermodynamic equilibrium equations as
well. In the context of KDD, DR is used for data transformation, given that DR
techniques receive pre-processed data and produce ‘reconciled data’, which could
improve the detection of trends in data.

From the data reconciliation’s point of view, in the absence of gross errors, a
process measurement can be ‘modelled’ as follows:

y ¼ xþ e; y; x; e 2 Rn ð1Þ

where y is a (n 9 1) measurement vector, x is a (n 9 1) vector of true variables
values and e is a vector of random measurement errors.

The statistical basis in DR relies basically in the assumptions made regarding
vector e. It is usually assumed that:

1. Vector e has a null expected value, E (e) = 0, and it is normally distributed.

2. Random errors for successive measurements are independent, i.e., E eie
T
j

� �
¼

0; for i = j.
3. Cov eð Þ ¼ W ¼ E eie

T
i

� �
is known (or estimable) and positive definite.

The data reconciliation problem can be generally stated as the following
constrained weighted least-squares estimation problem defined in Eq. 2.

min
x;u

eTW�1e

s:t: uðx; uÞ ¼ 0

xL� x� xU

uL� u� uU

ð2Þ
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In general, the constraints sets are presented as a set of nonlinear algebraic
equations, such as:

uðx; uÞ ¼ 0 x 2 Rn u 2 Rm u 2 Ri; ð3Þ

where u indicates the (m 9 1) vector of unmeasured variables and uðx; uÞ is the
constraints set. Because random errors have been assumed normally distributed, by
solving the above problem, the maximum likelihood estimates of process variables
are obtained. Different methodologies have been proposed for solving these
problems depending on whether the constraints constitute a linear, bilinear or a
nonlinear set of equations.

One of the most common calculations made in chemical engineering is total
mass balances, because they enable the engineer to get a general idea of the
process state. If the purpose is to reconcile total mass flows, or molar flows if
reactions are not considered, a linear data reconciliation problem results. Two
different situations can be found depending on if dealing with only measured or
both measured and unmeasured variables.

In the case of having all the flowrates measured, then Eq. 2 can be rewritten as
in Eq. 4, given that Eq. 3 is simply a set of linear relationships among the different
measured flows.

min
x
ðy� xÞTW�1ðy� xÞ

s:t: Ax ¼ 0
; ð4Þ

where A is a (i 9 n) incidence matrix, which shows the relationship among
flowrates and plant equipment. Matrix A elements (ain) are 1 or -1 if the nth flow
enters or leaves equipment i, whereas zero if the flow is not related. Because of the
simplicity of the restrictions, the former problem can be solved applying the
Lagrange multipliers method, the improved estimate of the process variable value
(x̂) can be obtained as:

x̂ ¼ y�WATðAWATÞ�1Ay ð5Þ

For the case of unmeasured flow rates, the reader is referred to Crowe et al. [7]
and Sánchez and Romagnoli [8], where the reader will find different implemen-
tations of linear and bi-linear DR problems.

In the general case, process operation is commonly modelled by nonlinear
systems of algebraic equations. This nonlinearity comes from components or
energy balances and it may also include thermodynamic relationships to explain
some particular system’s behaviour. Sometimes, process control systems require
an accurate process model, and the most common linear or bilinear data recon-
ciliation strategies are not applicable anymore. To these cases, the most general
mathematical formulation of an optimization problem is as in Eq. 2. The con-
straints set (uðx; uÞ) is in general nonlinear and customarily difficult to solve.

The necessary conditions for an optimal solution come from the defined Lagrange
function and are known as Karush–Kuhn–Tucker (KKT) conditions. The sufficient
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condition for obtaining a global minimum of the nonlinear problem is that both
the objective function and the constraint set must be convex. Otherwise, there is
no guarantee that the reached local optimum will be the global optimum.

As discussed in chapter ‘‘Modelling Superstructure for Conceptual Design of
Syngas Generation and Treatment’’, most commonly used optimization software,
such as GAMS or MatLab packages, includes several well-known optimization
algorithms as SQP. Other techniques include solvers such as NPSOL which is
especially effective for nonlinear problems whose functions and gradients are
expensive to evaluate.

Because of the complexity included in the set of constraints of Eq. 3, process
simulation environments are used to solve them with ease, as discussed in
chapters ‘‘Modelling Syngas Generation, Main Purification Operations and
Modelling Superstructure for Conceptual Design of Syngas Generation and
Treatment’’. Consequently, the application of DR techniques requires frame-
works that use the process simulation data together with other optimisation
algorithms. In such frameworks, the simulation environment usually acts as a
server of the optimisation algorithm by providing the value of Eq. 3 for the
different values of the variables being optimised. The following examples try to
clarify on this sense.

3.2 Examples of Data Reconciliation in obtaining Synthesis Gas

3.2.1 Case A: DR Applied to a Claus Desulphurisation Process

Recovery of sulphur from industrial waste gases is an important problem from the
environmental point of view, and as it was discussed in chapter ‘‘Main Purification
Operations’’, it is of paramount importance in the case of IGCC power plant
operation. The rise of sulphur volumes in waste gases together with tightening
emission regulations leads to the increase of sulphur-recovering needs [9].

In gasification plants, the main source of sulphur recovered is hydrogen sulphide
produced in the gasification step as a sub-product. The most widely used method to
treat H2S is based on oxidation of hydrogen sulphide into sulphur by adding oxy-
gen, further details are discussed in chapter ‘‘Main Purification Operations’’.

The global sulphur recovering in Claus plants containing recirculation is around
99.8% of the sulphur content in the input gas. All the equipments and process units
involved in the model are put together as a whole operational unit. Six streams are
considered to link the Claus plant to the rest of the whole process equipments and
facilities, see Fig. 2.

The proposed strategy described in Eq. 2 has been applied to the above
described Claus plant to reduce the noise level in the inputs and output streams.
The set of constraints are modelled using the process simulator (in this case,
AspenHysys). These constraints include: mass and energy balances together with
the corresponding thermodynamic models for the calculation of phase distribution.
Clearly, the simulation environment eases the implementation of such framework
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by providing the simulation models that account for the former concerns. For this
case, different simulated noisy measurements around a stationary operation point
are used. The optimiser is a SQP-based algorithm implemented in the Matlab
optimisation toolbox.

The results obtained are shown in Fig. 3. Molar flows for two streams
are shown along the considered stationary point and the noisy measurements.
Reconciled flowrates show lower discrepancies compared with the stationary
value.

3.2.2 Case B: DR Used for Parameter Estimation in a Coal Gasification
Reactor

The considered gasification process is a pressurised entrained flow gasification
reactor, as described in chapter ‘‘Modelling Syngas Generation’’, Sect. 2, but
considering it to be a kinetic reactor as described in Perez-Fortes et al. [10]. The
feed to the gasifier is composed of dry raw carbon material that is fed means of
pneumatic transportation with nitrogen at high pressure. Because nonconventional
compounds are used to model this reactor, a set of reaction extensions has been
created to cope with such system and to incorporate the stoichiometry related to

Fig. 2 Considered Claus
plant scheme, for mass
streams reconciliation

Fig. 3 Reconciled total molar flows for the Claus Plant
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the involved reactions. These extensions enable to define sets of user-defined
parameters that pile up several different physical parameters to overcome the lack
of some of them. A set of nine parameters p1–p9 are defined in such a way that
each one includes parameters such as pre-exponential factors for each considered
reaction, average char particle size, reactor porosity (in terms of fraction of par-
ticles and gas), defined ratios in the feed composition and others. Four different
main reactions are considered:

• CHARþO2 ! Reaction products:
• CHARþH2O! Reaction products:
• CHARþH2 ! Reaction products:
• CHARþCO2 ! Reaction products:

As a first step, a sensibility analysis of the output molar fractions to the different
parameters is carried out to estimate which are the most influential set of
parameters. Figure 4 shows the effect of the parameters p1 and p2 at different levels
and for different combinations of the remaining ones in the fraction H2 in the outlet
stream. Only two different behaviours can be noticed from the curves in Fig. 4.
The first one is in the upper-left corner that corresponds to low levels of parameter
p3 that is related to the pre-exponential factor of the CHAR ? H2 reaction. The
remaining three surfaces show a very similar behaviour among them, and only
slight differences can be noticed at higher p2 values.
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Fig. 4 H2 fraction parametric dependence at different levels of parameters p3-p9
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Other sensitivity analysis studied the effect on H2, CO2, CO and N2 fractions
against p1 at different levels in the remaining parameters. It can be seen that the
system behaviour regarding parameter p1 is highly nonlinear for some of the
variables but no so much for others, see Fig. 5.

Two different raw material compositions and their corresponding output
composition are used as variables to be reconciled by solving the DR and
parameter estimation problem. Figure 6 shows the results obtained showing lower
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discrepancies in the model results when the parameter estimation is performed,
see specially the H2 fraction.

The first example showed how different input variables relationship should be
changed to produce a lower noise in the model predictions, whereas the second
example showed how different model parameters can be tuned to improve the
model-predicting capabilities. In both examples, DR has been used to improve the
quality of data, so patterns and trends can be identified with ease.

4 Data Mining

The former section used historical data to improve the reliability of model pre-
dictions by estimating model parameters or by modifying the possible input
variables values. Many other different points of view, which do not rely on a model
to extract information, are available; and they are broadly known as data-mining
techniques.

Data mining has recently emerged as a new field whose main objectives are
developing and refining concepts and tools that may sometimes have been
developed in other disciplines to provide the user of data bases with powerful tools
to transform data into useful knowledge [1, 11].

Knowledge is one of the most valuable assets in almost any human activity.
In business, for example, having a good command of all the related issues
(purchasing, marketing, design, production, maintenance and distribution) enables
a company to differentiate itself from competitors and to compete efficiently and
effectively to the best of its ability.

There are many possible definitions of data mining but a very simple and
accurate one is given by Han and Kamber [12]: ‘Simply stated, data mining refers
to extracting or ‘‘mining’’ knowledge from large amounts of data’. In this defi-
nition, the existing difference between data and knowledge is clearly highlighted.

4.1 Statistical Process Control

During the recent years, many research works have been devoted to the devel-
opment and improvement of a set of statistical tools that enable the process
operator to determine whether the process is working as expected. Online process
performance monitoring and product quality prediction in real time ensure safe
and profitable operation because they provide the opportunity to take corrective
actions before the effects of excursions from normal operation ruin compromise
plant operation.

Common operation policies include monitoring just a few process variables that are
thought as critical variables and whose operation window is usually well defined
between an upper and a lower bound. Although this is a common industrial practice,
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it was extensively demonstrated that it is not an efficient and consistent approach
when it comes to determining whether the process is or not in control.

Process state is commonly determined by multivariate observation vectors, and
therefore, a consistent approach, which considers the multivariate nature of the
system, has to be applied to classify the process state. The importance of con-
sidering a vector of variables as a whole instead of a set of independent mea-
surements is easy to understand considering the simple case showed in Fig. 7.

Let us consider the case of two normal distributed variables that are simulta-
neously measured in a process (see Fig. 7a, b). Two particular observation vectors
are highlighted in Fig. 7a and b. First, let us analyze point A. This observation
would have been considered as ‘in control’ observations if the two charts (a) and
(b) were considered to monitor the process because it falls in the confidence region
for a given significance level (a). On the other hand, when the bivariate nature
of the process is taken into account, see Fig. 7c, it fires an ‘out of control alarm’.
The opposite situation happens to point B. In this case, this point fires an ‘out of
control alarm’ for the separate charts but behaves as ‘in control point’ in the
bivariate case. The case shown in Fig. 7 is a classic example used to reveal the
importance of considering multivariate processes as such, instead of simply
neglecting the relationships among variables [1, 13].

The knowledge of the former kind of behaviour has attracted the interest of
many research groups that have conducted extensive works intended to find
effective methodologies to deal with this problem. However, considering the

Fig. 7 Differences between univariate and multivariate control charts
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multivariate nature of an industrial process is not a trivial task. Working with many
variables could make the monitoring-related tasks much more complicated.

During recent years, many successful applications of multivariate statistical
process control (MSPC) have been presented for monitoring and fault diagnosis
purposes in the case of continuous and batch processes. A common industrial
practice is to monitor the batch progress by exploiting the information contained in
a historical database of successful batches using projection techniques, such as
principal components analysis (PCA), partial least squares (PLS) and independent
component analysis (ICA).

Most of the former techniques allow for estimating the normal operating con-
dition (NOC). The knowledge of such condition enables both to develop an
empirical model of the process in terms of latent variables and to calculate sta-
tistical confidence limits that will be used to test the progress of new batches; both
tasks are preformed offline. Once the model is set for online monitoring, new
process observations are analyzed to decide whether the process is under control.
Each new observation is projected into the reduced space defined by the latent
variables, and the corresponding statistics is calculated and compared against their
critical values. Among the former-mentioned techniques, we focus on PCA, given
its broad use and its ease of implementation.

4.2 PCA-Based Techniques Applied for ‘Data Mining’

The PCA-based approach for monitoring and fault diagnosis purposes is one of the
most popular methods when predictions of not measured variables are not needed.
The basic concepts and schemes to implement a PCA-based monitoring strategy
are explained along this section. It is the reader’s duty to find and deal with the
particularities related to the adaptation of this strategy to some alternative
schemes, such as moving windows, exponential weighting or dynamic-PCA.

Originally, the main application of PCA was related to exploratory data analysis
because of its ability to compress the meaningful information in a few dimensions
usually enabling a graphic analysis of the data behaviour. It was this compression
and reduction capability that reinforced the interest of many researchers in using
PCA-based approaches to overcome some of the main problems observed when
implementing monitoring schemes in the original (measurement) space. In this
sense, PCA-based approaches are specially suited for recognising if a given pattern
is present in a set of data.

4.2.1 Principal Components Analysis: Basics

PCA is just one of several latent variables projection techniques. From the mathe-
matical point of view, obtaining the principal directions is merely a space pro-
jection problem in which the projection space fulfils some special requirements.
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The principal component space is an ‘ordered space’ in which each direction is
hierarchically ordered in terms of its variance. In addition, principal directions are
requested to be orthogonal. The principal components directions come as a solution
of optimization problem in which it is desired to find a set of orthogonal vectors that
maximize the data variance along them. The solution of this problem can be ana-
lytically obtained [13] by performing a singular value decomposition of the system
covariance matrix (R), as in Eq. 6.

R ¼ �P�K �P
T
; ð6Þ

where �K is the eigenvalues diagonal matrix and �P is the corresponding eigen-
vectors matrix. The columns of �P define the principal component directions. They
are arranged in descending order in terms of variance that is given by the corre-
sponding eigenvalue [13]. There are many efficient algorithms that can be applied
to calculate �K, also known as loading vectors matrix. One of the most popular is
the NIPALS algorithm presented by Wold [14]. Once the loading vector matrix
has been calculated, the data matrix can be rewritten as in Eq. 7.

X ¼ �T�P
T
; ð7Þ

where �T is the scores matrix that contains the coordinates of matrix of X in the
latent space.

Usually, the actual covariance matrix (R) is unknown and the sample covari-
ance matrix (S) is used instead. An important result that the reader should always
consider is that, as it was mentioned before, S is to X as �K is to �T.

S ¼ 1
ðI � 1ÞX

T X ¼ �P�K�P
T ð8Þ

�K ¼ 1
ðI � 1Þ

�T
T �T ¼ diag k1; k2; � � � kJ½ �T

� �
; 8 j ¼ 1; 2; . . .; J ð9Þ

It is clear from Eq. 9 that principal components are essentially uncorrelated
because �K is a diagonal matrix.

As it was mentioned before, the most useful property of PCA is its capacity to
condense most of data variability in just a few first directions. As a consequence,
it is possible to represent the data using just a few directions without losing much
of the meaningful information in data. PCA-based monitoring strategies exploit
this property to reduce the original space from RJ to RR (with R \ J) splitting the
original space in two well-differenced domains, the first is referred as the retained
space (RR) and the second as the excluded space (RJ�R). According to this, the
loading and score matrices can be reordered as in Eqs. 10 and 11.

�P ¼ P ~P
� �

ð10Þ

�T ¼ T ~T
� �

; ð11Þ
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where �P 2 RJ�J is the loading matrix used when considering the whole latent
space, P 2 RJ�R is the loading matrix for the retained space and ~P 2 RJ�ðJ�RÞ

contains the excluded principal directions. Similarly, �T 2 RI�J defines the
coordinates of X in the full principal components space. Finally, T 2 RI�R and
~T 2 RI�ðJ�RÞ are the coordinates of X in the retained and excluded space,
respectively. Reordering Eq. 7, we obtain:

X ¼ �T�P
T ¼ TPT þ ~T~P

T
: ð12Þ

In literature, it is usually found that T ¼ XP, and therefore, X̂ and E result:

X̂ ¼ XPPT ð13Þ

E ¼ X I� PPT
� �

; ð14Þ

where E, is the residuals matrix that is generated by the exclusion of the principal
directions contained in ~P.

One central point when using projection-based techniques is the goodness of the
representation in the reduced space. This point is closely related to the minimum
number of directions that have to be used to achieve a reasonable data description
in the PC’s space. One characteristic parameter in multivariate statistics is the total
variance of the data (rT ¼ trðRÞ). Equation 15 shows how to estimate rT in both
the original and the PC’s spaces:

rT ¼ trðRÞ ¼
XJ

j¼1

rjj: ð15Þ

It is easy to note from Eq. 15 that each principal direction explains just a
fraction of rT , the percentage explained by the rth component is:

rr
%; T ¼

kr

J
� 100; 8 r ¼ 1; 2; ::; J: ð16Þ

The percentage of the total variance explained in the R-dimensional space (PC’s
1 to R) is:

rr¼1:R
%; T ¼

XR

r¼1

kr�
100

J
: ð17Þ

It is also possible to estimate the fraction of the variance of a particular variable
in the R-dimensional by using Eq. 18.

rr¼1:R
j% ¼

XR

r¼1

krp2
j; r

sj; j
: ð18Þ
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There exist many ways to determine the number of principal components to be
retained (R). Many of these are closely related to the afore-mentioned goodness-
related indexes. The most simple may result the cumulative percent variance
(CPV) criteria in which one should retain as many PC’s as needed to match a
previously defined percentage of reconstruction for rT . Further information
regarding this and other criteria can be found elsewhere [13, 15].

4.3 PCA-Based Monitoring Scheme

The set up of a statistical process monitoring scheme is usually presented as a
two-stage procedure. Stage I, also referred as ‘off line stage’, includes the main
calculations to build the PCA model and to estimate the threshold values for the
hypothesis testing. Although it is not frequently mentioned, a central step is the
correct pretreatment of the data set that will be used to calculate the model.

Pretreatment activities may include—but are not limited to—measurement
scaling, outlier detection and data clustering and classification. Data pretreatment
is not usually covered in research papers dealing with process monitoring;
nevertheless, the success of the whole monitoring strategy strongly depends on it.
Pretreatment-related activities by itself do constitute a whole subject, and are out
of the scope of this chapter. Descriptions of the most commonly used tools for data
pretreatment, its purposes and limitations can be found elsewhere [13]. The main
objective of data pretreatment is to obtain a data set that can be considered as a
good sample of the process operation in normal operation condition (NOC)
because they will be used to build the PCA model and to determine the normal
region.

Let us consider X to be the process data matrix after an appropriate pretreat-
ment. As it is usually the case, process observations are made of various measured
variables with different measurement units and variability ranges. As a conse-
quence, a very common step during stage I is variable scaling or standardization.
This procedure results useful for both putting measurements a common unit-less
scale and avoiding undesired side effects that can arise from working with vari-
ables in very different scales and ranges. Once X has been properly scaled, the
PCA model is calculated as it is explained in previous chapter ‘‘Modelling Syngas
Generation’’ in Sect. 2.1, and the normal operation regions have to be determined.

The former PCA model serves as basis for comparison of new metrics, con-
sequently, the adequacy of these approaches heavily depends on how well this
PCA model represents the plant behaviour.

It is a very common practice in PCA-based monitoring approaches to use two
complementary statistics to follow the process evolution. Typical statistic metrics
are the Hotelling’s T2 [16] and the squared prediction error (SPE).

The T2 statistic metric is widely employed in multivariate systems analysis, and
it was proposed as a generalisation of Student’s t distribution to the multivariate
case. It is based on the Mahalanobis distance, which confers it the capacity for
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evaluating changes in the system’s correlation structure and to decide if one
observation can be considered part of a given data population. Consequently, it is
useful for devising if observed process deviations can or cannot be considered
within the normal process variability. The T2

k for a given observation vector
x0

k 2 RJ can be calculated as in Eq. 19.

T2
k ¼ x0T

k � �xT
� �

S�1 x0
k � �x

� �
; ð19Þ

where �x is the population mean and matrix S is its covariance.
The SPE-statistics, (referred as Q-statistic in some cases), is defined as the

summation of the squared errors between the original signal and the reconstructed
signal using the retained PCs, see Eq. 20.

SPEk ¼ ekk k2¼ I� PPT
� �

xk

�� ��2
: ð20Þ

SPE-statistics accounts for the distance between the measured observation
point and its projection into the reduced PCA space. If the SPE value exceeds
the threshold values for a given process realization, the last is said to show a
completely new behaviour not shown by the data in the NOC. Threshold values
for both statistics strongly depend on the assumptions and simplifications that
the analyst makes. Detailed procedures for the calculation of the control limit
values can be found in literature see, for example, Nomikos and MacGregor
[17].

Stage II of the PCA-based monitoring is the actual use of the PCA model on the
plant current operating conditions and analyses its possible discrepancies com-
pared with the NOC calculated on stage I. In this sense, new data points (xk) allow
for calculating the new values for T2 and SPE. These values are compared against
the respective control limit values T2

lim and SPElim

� �
such that the following

inequalities hold.

T2
k \T2

lim ð21Þ

SPEk\SPElim: ð22Þ

If some or both of the former inequalities do not hold (for a certain number of
consecutive observations), then, the system is said to be out of normal operation
conditions. These comparisons are typically done using monitoring-control charts
where the T2 and SPE values are plotted together with the control limit values.
Latent projections, projection residuals, T2 and SPE values for each new obser-
vation are calculated as follows:

tk ¼ PTxk ð23Þ

T2
k ¼ tT

k K
�1

tk ð24Þ

ek ¼ I� PPT
� �

xk ð25Þ
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SPEk ¼ ekk k2: ð26Þ

When an alarm signal is fired, identification stage begins. The purpose of this
stage is to determine the variable, or set of variables, that appears to be the ones
with major deviations. Variable identification is usually carried out by analysing
the so-called variable contributions to the out of control statistic. Variable con-
tributions to T2 and SPE statistics are calculated as in Eq. 27.

cT2

j; k ¼ tT
k S�1 xj; kP j; :ð Þ PTP

� ��1
h iT

; ð27Þ

where cT2

j; k is the contribution of the jth variable in the kth observation, P j; :ð Þ is the
jth row in P and S is the covariance of T. Variable contribution to SPE-statistics is
calculated as in Eq. 28.

cSPE
j; k ¼ e2

j; k: ð28Þ

A thorough analysis about variable contributions, its limits and interpretation
can be found on Westerhuis et al. [18]. Figure 8 presents the general structure for
stage II when a monitoring scheme as described above is implemented.

4.3.1 Application of PCA to IGCC Plant Data

As an application example, the previous PCA-monitoring strategy is used to set an
on-linemonitoring strategy for an IGCC plant. A set of 12 process variables is
chosen as the one having the most meaningful and important information related to

Fig. 8 General procedure for
application of PCA to
monitoring (Stage II)
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the plant operation. After a proper data pre-treatment and off-line analysis, a
set of 60 process realizations is taken as the reference population defining
the NOC. The profiles for the T2 and SPE statistics for these normal data are shown
in Figs. 9 and 10.

In addition, an extra data trend containing slight excursions from the normal
operational data is considered to picture the detection and identification capabil-
ities of the whole strategy. The principal deviations included in this data are
because of an abnormal value in the coal feed. Figures 11 and 12 show the profiles
for T2 and SPE, respectively. It is easy to notice that SPE shows more points out of
the control region than T2.

In this case, the process excursion is noticed just by one of the statistics and
therefore, only its contribution plot should be analyzed to find the variable (or set
of variables) that shows the deviation. It is a common practice to set that a given
number of consecutive observations should fall outside of the control region before
an alarm signal is fired. In this case, this number was set to consider five con-
secutive measurements. When contribution plots are analyzed, it is easy to note
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that variable 11 (relation O2/Coal) has the most important effect, closely followed
by variable 12 (Steam/Coal), see Fig. 13.

Clearly PCA helps in identifying the variables that might be responsible for
plant excursions and allows improving the knowledge of the process. However,
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it has to be emphasised that PCA-based monitorisation schemes depend on the
adequacy of the process representation by the selected principal components.

5 Conclusion

The chapter has discussed the possible control schemes present in IGCC plants,
together with the generalities related to the variables which are of usual concern. The
problem of data reconciliation using process simulation has been exemplified using
different models and approaches for improving the reliability of measurements and
for the actual estimation of parameters. An overview of possible data-mining tech-
niques, mainly those related to PCA, has been provided. The problem of applying
PCA to process monitoring has been addressed and it was discussed in detail.
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