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Series Introduction

Power engineering is the oldest and most traditional of the various areas within
electrical engineering, yet no other facet of our modern industry is undergoing a
more dramatic transformation in both technology and structure. This addition to
Taylor & Francis’s Power Engineering Series addresses a cornerstone of that
modern revolution: the use of advanced monitoring, computation, and control to
improve the reliability and the economy of power delivery to energy consumers.

As the editor of the Power Engineering Series, I am proud to include Control
and Automation of Electric Power Distribution Systems among this important
group of books, particularly because James Northcote-Green and Robert Wilson
have been close friends for many years; co-workers in whose expertise and
extensive knowledge of power distribution and automation technology I have
come to respect greatly.

Traditionally, electric utilities operated power distribution systems on a type
of “dead reckoning” basis, with little or no on-line monitoring or remote auto-
mation involved. Utility planners “bought” reliability for their customers by using
large capacity margins and redundancy of circuits and equipment throughout the
network. These long-established power distribution system designs were robust
and reasonably reliable, but the utilities, and their customers paid a considerable
price for the contingency margins needed to make them so. Modern automation
technologies can reduce contingency margins, improve utilization and economy
of operation, and even provide improved scheduling and effectiveness of main-
tenance and service. However, they must be applied well, with the technologies
selected to be compatible with the system’s needs, and targeted effectively for
maximum impact, and integrated properly into the utilities operations and busi-
ness enterprise, if the results are to live up to the promise.

This book provides the reader with a solid foundation to do exactly that. James
Northcote-Green and Robert Wilson have put together well-organized, compre-
hensive, yet accessible discussion of distribution automation for the 21st-century
electric utility. At both the introductory and advanced levels, it provides above-
average insight into the capabilities and limitations of control and automation
systems, and it helps the reader develop a rich understanding of how and why
automation should be used, and of what is realistic in its performance. In particular,
readers will find the extensive practical business cases reviewed by the authors
useful in helping them evaluate their own needs and justification studies.

Like all the books planned for the Power Engineering Series, this book
provides modern power technology in a context of proven, practical application;
useful as a reference book as well as for self-study and advanced classroom use.
Taylor & Francis’s Power Engineering Series will eventually include books cov-



ering the entire field of power engineering, in all of its specialties and sub-genres,
all aimed at providing practicing power engineers with the knowledge and tech-
niques they need to meet the electric industry’s challenges in the 21st century.

H. Lee Willis



Preface

This is a reference and tutorial guide covering the automation of electric power
distribution networks. Automation of electric distribution networks in its broadest
sense ranges from simple remote control to the application of automation logic
and software-based decision tools. The possibilities are endless, and the cost of
implementation is directly related to the possibilities.

A utility considering automation must be aware of and resolve a number of
key issues. First, it must assess the cost and feasibility of adding automation to
existing switchgear against replacing existing equipment with more “automation
ready” gear. Second, the type of control infrastructure and level of automation it
wishes to consider (central or distributed, system or local, or combinations of
these) and its implications on the communications system weighted against its
availability and practicality. Third, the ambition level it wishes to or is being
forced (regulatory pressures) to achieve against the expenditure that is prudent.
Ambition level is affected by the level of reliability and operating economies that
must be achieved. It is necessary to search for the key functions that will deliver
the performance cost-effectively without detracting from the bottom line of utility
business performance. Finally, in order for any automation solution to be imple-
mented, it must be rationally justified through a business case. Different business
environments dictate very different evaluation, and such as utilities operating
under the risk of performance-based penalties, will view energy not supplied with
considerably more importance than those under traditional energy costing.

Control and Automation of Electric Power Distribution Systems addresses
these four issues plus many related topics that should be considered in applying
automation to power distribution networks. The fundamentals around which a
control and automation solution should be based are introduced. These include
such concepts as depth of control, boundaries of control responsibility, stages of
automation, automation intensity level (AIL), distribution automation (DA), the
distribution management system (DMS), substation automation (SA), feeder auto-
mation (FA), and automated device preparedness, all of which are introduced in
Chapter 1. Many of these concepts are explored in considerable detail since FA
or extended control, automation outside the primary substation, forms the pre-
dominant topic of the book.

Chapter 2 covers the role of central control in the DA solution by summarizing
SCADA, control room operations management, advanced applications as operator
decision support aids, and outage management (OM). A short section introduces
the concepts of performance measures for real-time systems. The connectivity
model of the distribution network is a foundation element in any DMS. Conse-
quently, data and data modeling becomes the key in DMS implementations —



implications of which potential implementers should be aware. The importance
of the data model and its implications of building interfaces with other business
applications such as GIS are explained together, with the aims of the industry to
standardize through the common information model (CIM) standard.

Chapter 3 introduces distribution design, planning, local control, comparison
of network types, and network structure at an appropriate detail to assist in
selecting the primary device and associated control. The latter leads into the
concept of the network complexity factor, for which relationships are developed
for use later in the book.

Chapter 4 covers the fundamentals of the distribution primary equipment,
circuit breakers, reclosers, sectionalizers, and various types of sensors (CTs, VTs)
that will become part of the DA scheme and from which the concept of feeder
automation building blocks will be proposed later in the book.

Chapter 5 extends the groundwork of the previous chapter necessary for
developing the FA building blocks. Basic protection requirements for distribution
networks are explained and the considerations that must be accounted for due
to different grounding (earthing) practices. Fault passage indicators (FPIs) and
their application are explained in detail. Different types of intelligent electronic
device (IED) that are suitable for automating primary devices are described and
their possible roles. Finally, the need for automated switch power supplies,
batteries, and their duty cycle are explained. The final section of this chapter
selects and appropriately assembles the devices described in this and the preced-
ing chapter to propose FA building blocks. Attention is given to all the interfaces
between components that must be designed and tested to create an automation
ready device.

Chapter 6 moves the discussion to distribution network performance calcu-
lations, and how different automation strategies and selection of different FA
building blocks can deliver improved performance. The chapter summarizes the
calculation of performance indices, the relationship between network complexity
(NCF) and performance, together with different automation strategies.

The communication system is a key component for any DA implementation,
and Chapter 7 introduces the subject in sufficient depth for the DA implementer
to understand some of the intricacies of the topic. Having summarized different
communication media, the topic of wireless communications is covered from
antennas through configuration management to gain calculations. Wireless
medium is followed by a thorough treatment of distribution line carrier (DLC).
Types of communications that maybe suitable for DA are summarized, with
advantages and disadvantages. The structure of protocols is explained, and finally,
the requirements for dimensioning communications system are treated.

Chapter 8 develops techniques necessary to justify DA. It is started by
introducing the concept of direct and indirect benefits both of which can be hard
or soft. The ideas of generic benefits, the benefits opportunity matrix, and benefit
flow charts are explained. The dependency of DA functions, not only imple-
mented on the hardware but also the possibility of double-counting through
shared benefits, is introduced. Methods for calculating benefits from capital



deferral, energy not supplied, man-time savings, including a unique approach to
crew travel time savings CTS (using Wilson’s curve), are given. The final section
draws the reader’s attention to the importance of assigning the correct economic
value when quantifying energy-related benefits. The chapter concludes by return-
ing to the hard/soft classification of benefits as a way to present the quantitative
results of the business case.

Chapter 9 concludes the book with two example case studies that draw on
the ideas in the previous chapters to illustrate diverse situations in which the
positive business case for distribution automation was successfully made.

As utilities continue to strive for better economies through improved man-
agement of their distribution network assets, DA is one of the tools at their
disposal. All the topics in this book will give decision makers a useful guide to
all the issues to be investigated and decided as they embark on the solution
definition and justification.

This book covers a range of topics and would not have been completed
without the tremendous input of some of our enthusiastic colleagues. The authors
want to thank particularly the major contributions to Chapter 7 of Josef Lehmann,
formerly of ABB and now Cipunet, of John Gardener, telecommunication expert
within the U.K. railway industry, and Anders Grahn and Hans Ottosson of Radius
Communications Sweden. The suggestions and contributions of Gunnar Bjork-
mann and Carl-Gustav Lundqvist for Chapter 2 improved the SCADA, perfor-
mance measurement, and data modeling sections significantly. We also want to
acknowledge the input of Reinhard Kuessel and Dr. Ulrich Kaizer for the material
in Chapter 2 on advanced applications. The book would never have been con-
ceived if it were not for the strategic thinking of ABB senior managers, led by
Andrew Eriksson, who identified the need to take a fresh look at feeder automa-
tion, which resulted in the funding of a project aimed at investigating DA. A
further thank you is expressed to the late Ted Holmes, a senior member of the
U.K. utility industry and author, for his worthwhile suggestions and review. The
authors wish to thank members of the ABB team who were assigned to this
project, namely, Dr. David Hart, Dr. Peter Dondi, Arnie Svenne, Matti Heinonen,
Tapani Tiitola, Erkki Antila, Jane Soderblom, Duncan Botting, Graeme McClure,
and Karl LaPlace, for their original contributions to many aspects of FA, which
have been included in the book. The continued support of ABB Network Man-
agement in allowing significant reference and inclusion of technical topics has
been invaluable. We also want to thank Jay Margolis and the other staff of Taylor
and Francis for their involvement and efforts to make this book a quality effort.
Last but not least, we thank our colleague and collaborator of many years, Lee
Willis, who encouraged and cudgeled us to write down that which we had
experienced and learned.
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’l Power Delivery
System Control and
Automation

1.1 INTRODUCTION

Electric power utilities have strived to run their businesses as efficient enterprises
providing energy at an acceptable level of quality. The emergence of deregulation
has dramatically changed the business environment. This radical shift in business
goals, now occupying power companies, in many countries as a result of dereg-
ulation, open access, and privatization, is causing a significant review of network
design and operating practices. The resultant separation of production, supply,
bulk transmission, delivery (distribution), and metering into different businesses
has sharpened the focus of these organizations. In particular, the owners of the
distribution networks are being required, whether directly through the regulator
or indirectly through new rate structures or consumer awareness, to improve areas
of the network with substandard reliability. The owners are also being required
to maximize the use and life of their assets through improved monitoring and
analysis. Power quality (PQ) is also an important issue for which they are account-
able. Network control and automation will play a key role in enabling the network
owners to adapt to the changing situation and opportunities to achieve their
business goals while ensuring an adequate return for the shareholders. The objec-
tive of this book is to draw together all the components and systems that have
been used in distribution network automation, to define many of the expressions
used in the industry for automation, and to introduce new ideas and solutions
now being proposed to facilitate control and automation implementation.

1.2 WHY DISTRIBUTION AUTOMATION?

Distribution companies implementing distribution automation (DA) are receiving
benefits from many areas such as providing a fast method of improving reliability,
making the whole operating function more efficient, or simply extending asset
life. Acceptance of distribution automation across the distribution industry is
varied and not universal, due to the limited benefit-to-cost ratios of the past. The
legacy of past management perceptions that more efficient control of distribution
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TABLE 1.1
Key Automation Benefit Classifications by Control Hierarchy Layer
Better
Control Capacity New Info for
Hierarchy Reduce Project Improved  Customer  Power Engr. &
Layer Oo&M Deferrals  Reliability ~ Services  Quality  Planning
1. Utility v v v
2. Network 4 4 I I I
3. Substation 4 4 I 4 4
4. Distribution v l/ 4 v v
5. Customer I 4 4 v I v

networks was neither required nor a worthwhile investment and is changing as a
result of deregulation and the industry’s experience with new, cost-effective
control systems. Automation is first implemented at the top of the control hier-
archy where integration of multifunctions gains efficiencies across the entire
business. Implementation of downstream automation systems requires more dif-
ficult justification and it is usually site specific, being targeted to areas where
improved performance produces measurable benefits. The benefits demonstrated
through automating substations are now being extended outside the substation to
devices along the feeders and even down to the meter. The utilities implementing
DA have produced business cases* supported by a number of real benefits selected
to be appropriate to their operating environment. The key areas of benefits down
the control hierarchy are summarized in Table 1.1.

Reduced Operation and Maintenance (O&M) Costs. Automation reduces
operating costs across the entire utility, whether from improved management of
information at the utility layer or from the automatic development of switching
plans with a distribution management system (DMS) at the network layer. At the
substation and distribution layers, fast fault location substantially reduces crew
travel times, because crews can be dispatched directly to the faulted area of the
network. Time-consuming traditional fault location practices using line patrols
in combination with field operation of manual switches and the feeder circuit
breaker in the primary substation are eliminated. Automation can be used to
reduce losses, if the load characteristics justify the benefit, by regularly remotely
changing the normally open points (NOPs) and dynamically controlling voltage.

Condition monitoring of network elements through real-time data access in
combination with an asset management system allows advanced condition and
reliability-based maintenance practices to be implemented. Outages for mainte-
nance can be optimally planned to reduce their impact on customers.

* Chapter 8 covers the whole area of cost/benefit analysis and business case development.
+ Described in Section 1.4.
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Capacity Project Deferrals. Improved network operating information allows
existing networks to be operated with reduced margins, thus releasing capacity
that would otherwise be reserved for contingencies. Real-time loading analysis
will allow component life to be optimized against operational needs. Automation
of open points between primary substations will avoid, in many cases, the need
for additional substation transformer capacity, because short-term load transfers
to adjacent substations can be made remotely to maintain supply with little
equipment loss of life.

Improved Reliability. Although reliability is a power quality issue, it is
commonly treated separately because outage statistics are an important yardstick
in distributions operations. Deployment of remote-controlled switching devices
(reclosers and load break) and communicating fault passage indicators (FPIs), in
combination with a control room management system, improve the whole area
of outage management, substantially reducing both duration and frequency of
outages. Customer demands and regulatory pressure, whether indirectly or
through performance/penalty based rates (PBRs), for improved network reliabil-
ity, are forcing utility management to review operating and design practices in
areas of substandard performance. Automation provides the fastest way to reduce
outage duration. Experience has shown that a 20-30% improvement in the average
outage duration can be achieved for most well-maintained overhead feeder sys-
tems in one year through implementation of automation. It can even reduce the
number of outages if an outage is recorded as an outage only if it is sustained
beyond a certain interval.* This improvement is made on the basis that momentary
interruptions due to autorecloser operation are acceptable. In contrast, for exam-
ple, reconductoring to covered conductor would achieve the same improvement
in duration and also in frequency but at the expense of significantly more cost
and time, typically requiring a 3- to 4-year implementation period.

New Customer Services. Automation at the customer layer through remote
meter reading allows the utility to offer more flexible tariffs and the customer
more selectivity and control of consumption. This lowest control layer has to be
coordinated with the customer information systems at the highest control layer
to be an effective business system. Automation will be a prerequisite at the lowest
level if distributed resourcest are to be practical.

Power Quality. In addition to reliability, as measured by interruptions, power
quality includes voltage regulation and unbalance, sags, swells, and harmonic
content. These characteristics are receiving closer scrutiny with the increased
penetration of electronic consumer loads. Automation of distribution networks
increasingly includes osillographics in the intelligent devices, thus allowing true

* For statistical purposes used by national performance standards authorities or regulators for assessing
utility performance, whether in the public or private environment. Outages are only counted if
sustained over a certain time, typically between 1 and 5 minutes, depending on the country. Outages
not corrected within 24 hours commonly incur a penalty per customer.

T Distributed resources refer to small generation systems (micro turbines, gas engines, windmills,
photovoltaic arrays, etc.) usually connected directly to the medium-voltage (MV) or low-voltage (LV)
network.
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monitoring of quality. Automation also enables the dynamic control of voltage
regulation through remote control of capacitor banks and voltage regulators.

Improved Information for Engineering and Planning. The increase in real-
time data availability resulting from DA provides more visibility to planners and
operators of the network. The optimization of the communications infrastructure
is an important aspect of the automation implementation that will deliver the
required data to the appropriate application. This data is fundamental to better
planning and asset management under business objectives, forcing lower operat-
ing and capital investments.

1.2.1 INCREMENTAL IMPLEMENTATION

The benefits from computerized control and automation systems are obtained as
each function is implemented. Implementation strategies are incremental, one
function building on the previous stage; thus, the benefits accumulate over time.
Figure 1.1 shows an example from a utility serving a predominantly rural area,
with the improvement in interruption time and crew levels as each of the functions
are implemented in stages over a 10-year period. These improvements carry an
economic value assessed by the utility to provide a positive benefit-to-cost ratio
for the business. The DA functions implemented were

e Supervisor control and data acquisition (SCADA)

e Communicating relays in substations

* Remote controlled disconnecting switches

e Distribution management system with integrated fault location function
supported by the corporate network information system comprising
asset data base and mapping system.

Network information syste@

_J New SCADA

1.3 1
1.2 A

1.1 1
Fault location
1.0 1 function (" Distribution
0.9 + management
0.8 4 system &
SCADA upgrade,

0.7 1
0.6 A
0.5 1
0.4 4

Average interruption time (hrs)

1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998

New substation relays installed from 1989-1992
Remote-controlled disconnectors 20% of total by 1998
Field crew reduction 75% of 1988 by 1998

FIGURE 1.1 Summary of DA benefits accrued over an extended implementation time for
a rural network. (Courtesy of ABB.)
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Although the introduction of performance-based penalties (PBRs) is a very
strong tangible economic driver for distribution automation, the case for distri-
bution automation in the absence of PBRs has strengthened due to greatly
improved equipment prices, emergence of standards in distribution automation,
and the business pressure for improved utilization of assets. Considering that
many of the hard and soft benefits within short-term business goals have made
successful business cases for distribution automation, it should be noted that
benefits in different categories could result from the implementation of only one
automation function. Conversely, additional functions may be implemented
within an established DA infrastructure at a small incremental cost. This inter-
dependence should be maximized in developing a DA strategy, and particularly
the weight of the soft benefits should not be overlooked in developing the overall
business case. The correct assessment of these soft intangible benefits can make
the difference in the ultimate contribution and value of distribution automation
to the distribution power delivery business.

1.2.2 AcceptANCE OF DA BY THE UTILITY INDUSTRY

The assessment of the degree of utilization of the DA concept in the industry is
difficult not only due to the different interpretations of the concept but also due to
the varied deployment strategies. Market and national power supply policies create
different performance pressures on utility management, resulting in different busi-
ness drivers. Some utilities are forced by regulatory pressure to take immediate
action to improve performance of poor-performing parts of the network or supply
to significant customers, whereas others are able to justify the gradual networkwide
implementation of DA over a number of years. Further, component-based purchas-
ing practices make identification of the volume of DA implemented difficult. DA
though has been the subject of many market surveys, and a review (Figure 1.2) of
this information confirms the increasing acceptance and implementation of DA.
In 1988, a survey (Survey Reference Number 1) of over 500 utilities in the
United States revealed that only 14% had implemented DA and an additional
12% had in place a DA strategy. The context of DA in this period was the
deployment of distribution SCADA down to the distribution substation using
RTUs. The addition of extended control outside the substation was being consid-
ered by 70% of those implementing distribution SCADA. Surveys (Survey Ref-
erence Number 2) a decade later both in the United States and outside (predom-
inately Canada, the U.K., and Australia) for substation automation showed a
definite increase of automation implementation using a communicating bus within
the substation rather than hardwiring. The utilities surveyed outside the United
States showed a higher percentage of acceptance of substation automation. A
survey conducted in 1999 (Survey Reference Number 3) focused on extended
network control (feeder automation) and confirmed that over half of the 40 United
States utilities questioned were actively deploying, and had planned to continue
installing, remote-controlled switches in their primary distribution networks
(medium voltage). This survey covered a total of 20,000 overhead and 3,500
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FIGURE 1.2 Survey of results giving percentage of distribution utilities in the United
States and outside the United States, confirming implementation of a DA strategy. (Surveys
conducted by Newton-Evans Research Company, Inc. of Maryland either commercially
or on behalf of ABB; the summaries are made available courtesy of the two organizations.)
(Courtesy of Newton Evans Research.)

distribution feeders operated by the utilities involved in the survey. This repre-
sented a 46.6 million customer base or a 20% sample of the entire United States.
The DA survey conducted in 2000 (Survey Reference Number 5) covering DA
practices in the United States was again focused on extended control and showed
a significant adoption of remote-controlled switches or reclosers. The major
reason that 50% of the respondents were not using DA was a lack of need on
their systems, with 30% citing high cost as the deterrent. A survey of non-U.S.
utilities (Survey Reference Number 4) conducted in the same year focused on
both substation automation and extended control, where 75% of the respondents
claimed that currently they had implemented automation on both substation and
feeder switches and that this trend would continue for the period in the survey
(2000-2002). The survey sample included representative utilities from South
America (17), Europe (9), the Middle East (4), and the Far East (8).

The case for DA under a regulatory environment is clearly demonstrated by
considering the U.K.’s experience. The regulator effectively introduced an indirect
financial penalty by linking permitted income to the level of investment needed
to improve the reliability of the worst-performing distribution feeders. The max-
imum income was restricted to below the level of general inflationary price rises
by the factor “X,” which was varied regularly according to recorded performance.
The prime effect of this restriction was to ensure selected investment in reliability
improvement, with the investment decision being compared against the income
restriction. The penetration of automation outside the already SCADA-controlled
substations is shown in Figure 1.3.

The number of switches automated (remote controlled) outside the substation
increased rapidly once the goals had been set for each utility for the first regulatory
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FIGURE 1.3 Number of switching devices outside the primary substations automated in
U.K. distribution companies after privatization.

period. The automation strategy varied between utilities, some concentrating on
high-density underground networks and others on the badly performing rural
overhead circuits. Most companies proposed to continue improving performance
during the second regulatory period, increasing penetration of automated switches
to approximately 5% of the total switch population.

1.3 POWER DELIVERY SYSTEMS

The power delivery system is a continuous network linking the end user with the
energy generator. This network is divided into bulk power for transmitting energy
from the generators to the load centers, where it is distributed to the end user or
customer. The larger the customer, the higher the level of voltage used to deliver
power. The transmission system concentrates on the efficient and secure delivery
of bulk power and the selection of the appropriate sources of generation. Until the
recent introduction of the free market for energy supply, one company was respon-
sible for all three areas. The assignment of a geographical service area to one
company responsible for this vertical process created a monopoly for energy
supply, which was regulated by an authorized energy authority. These authorities
approved rates to the end users following submission of the financial and engi-
neering plans of these utilities. Power generation economics balanced the operation
costs of different energy forms (thermal, nuclear, natural gas and when available
hydroelectric) with the cost of power delivery across the transmission network.
Advantages of economies of scale were used to select the maximum sized gener-
ator that would retain the reliability policies in terms of loss of load probability.
Transmission systems were designed through extensive deterministic single and
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multiple steady-state contingency analysis and dynamic stability analysis for inves-
tigating the impact of generation and bulk transmission loss on system security.
The control of these systems was basic, where the grid operators using SCADA
systems could remotely increase generation output by sending instructions to the
power plant control systems in each generating plant and by remotely switching
circuit breakers, tap changers, and capacitor banks. As time progressed, energy
management systems were developed that provided automatic generation control
(AGC) and continuously monitored the transmission network condition through
state estimation and security analysis, to alert the operator of potential problems.
Short-range forecasting of load increased the economic performance of the oper-
ation by allowing a minimum amount of generation to be scheduled on-line.
The control requirements have now become more complicated with the sep-
aration of generation from the network. Generation is now sized, located, and
operated within a free market; thus, the transmission control system has to be
able to respond to generation from different and varying locations depending upon
the strategy of the generation owners. Control will have to be added to regulate
energy flow across the bulk supply network to allow energy delivery at different
price levels. This need has spawned merchant transmission lines solely for this
purpose and the increased use of more controllable high-voltage direct current
(HVDC) transmission interconnections. The separation of the various utility func-
tions into independent businesses under deregulation is shown in Figure 1.4.

m ~% Transmission é!'

m&.m = é

Generatiomrplants TransCo
Trading

GenCo floor

Power Meter data &

exchange f SELVICE
[ ] 8
Retail energy
services )
- Induétrial customers
I g
.LLI, =gy
Energy services Residential customers

provider
LI

GenCo  — Power generating company
TransCo - Independent transmission company
DisCo — Independent distribution company
ISO — Independent system operator

(Required for multiple TransCo in one market)

FIGURE 1.4 Utility business processes operating as separate legal entities in a deregulated
environment. (Courtesy of ABB.)
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This book will not dwell on the issues related to bulk generation and trans-
mission control but concentrate on extended control and automation of distribu-
tion systems now operated in the deregulated environment by independent dis-
tribution companies (DisCo). Distribution systems have needed little real-time
control because radial networks, which predominate, have been designed to
operate within voltage limits and a range of anticipated loads. Networks are
protected by feeder circuit breakers at the primary (distribution) substations and
by an assortment of protection-operated devices down the feeder outside the
substation boundary (reclosers, automatic sectionalizers, and fuses). Switching
of the network outside the primary substation was performed manually by line
crews sent out to locate, isolate, and repair the fault before restoring full service.
The amount of lost energy compared to a bulk transmission line did not, of course,
justify substantial investment in control systems. The first remote control intro-
duced in distribution networks was simple SCADA implemented at large bulk
substations where the economics were similar to a transmission substation. Small
primary substations (<50 MVA) still, in general, remained under manual control
similar to the distribution network.

Deregulation, though, has had its impact on the distribution network, empha-
sizing the need to reduce outage times. As a result, automation of the feeder
system has emerged as one of the strategies to improve operational performance.
This, coupled with enhancing the simple SCADA system with a distribution
management system* (the distribution equivalent to a transmission system EMS),
has added a much higher level of distribution network control. This added capa-
bility will become even more vital as distributed resources are deployed at the
distribution level.

This whole discussion of power system control is best formalized as a control
hierarchy.

1.4 CONTROL HIERARCHY

Network automation is applied within a structured control hierarchy that encom-
passes the need of the different delivery layers of the network. This requires the
ability to control a network from one point, the control center, or a number of
distributed control centers with delegated control. This process is called SCADA,
or telecontrol, and relies on communication links from the control center to the
primary device (generator, circuit breaker, tap changer, etc.) to be operated.
Primary devices must be fitted with actuators or mechanisms to perform the
mechanical opening and closing operation. These actuators must be interfaced
with a secondary device — an intelligent electronic device (IED). The IED
interfaces the actuator with the communication system. The relative size and
sophistication of the IED depends on the control system configuration and its
layer in the control hierarchy. The combination of control room system, commu-
nication, and IED comprises a SCADA system. SCADA systems are deployed

* See Chapter 2 for details.
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FIGURE 1.5 Typical power utility control hierarchy. (Courtesy of ABB.)

to control different layers of the network, either as one system integrated over a
number of layers or as separate systems passing selected information to the
control layer above. The actual selection of how central control is organized
depends upon the ownership of the network layers. Owners of simple distribution
networks with voltages below 33 kV tend to use one SCADA system to control
the entire network. Even utilities with extensive networks covering a large geo-
graphical area are consolidating control from distributed control centers to one
central operation.* Utilities with both medium-voltage and high-voltage (HV)
subtransmission networks (230-66 kV) tend to operate the HV through a dedi-
cated SCADA, integrating both voltage levels in one system.

A typical network control hierarchy is shown in Figure 1.5 and is comprised
of five layers.

Layer 1. Utility: The upper level of the hierarchy covers all the enterprise-
wide IT, asset management, and the energy trading systems.

Layer 2. Network: Historically, this layer has controlled the bulk power
transmission networks, including the economic dispatch of the generators.

Layer 3. Substation: The integrated control of all circuit breakers inside the
substation with the communication of all protection relay status.

Layer 4. Distribution: This layer of the control hierarchy covers the medium-
voltage feeder systems and reflects the expansion of the real-time control capa-
bility, through remote control and local automation, of the feeder devices located
below the primary substations.

* Improvement in computing technology and the introduction of DMSs has made this consolidation
technically feasible.
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Layer 5. Consumer: The lowest layer of control is where the delivery system
directly interfaces with the consumer. It represents a growing activity where more
flexible metering systems are required to allow convenient revision of tariffs and
load control (demand side management — DSM). This functionality is being
achieved by the implementation of automatic meter reading (AMR) systems
integrated with new, easily configurable billing and accounting processes based
on information technology (IT).

This division of the control process into control layers is made because in
practice, the responsibilities for control within the utility are similarly organized.
The power network, on the other hand, is a vertically integrated delivery system
where each layer is a necessary part of the whole. The division of control layers
and resulting architecture must assume an integrated enterprise perspective if the
business needs of the network owner are to be met. Distribution automation as
covered in this book comprises layers 3 and 4.

However, it would be incomplete if the other layers of the control hierarchy
were not treated in sufficient detail to encompass their contributions and interac-
tions with DA. Chapter 2 will review the technologies, applications, and contri-
bution of these other control layers on the distribution network enterprise.

The discussion of hierarchical control cannot be concluded without introduc-
ing the concepts of depth of control and the boundaries of control responsibility.
Depth of control refers to the control layer that any particular control system
covers, for example, and transmission SCADA/energy management system depth
of control may cover all devices down to the MV feeder circuit breakers. Distri-
bution SCADA/DMS control may also start from the same circuit breakers and
control all MV devices including measurements on the LV side of distribution
transformers. It may even extend further up the HV network encompassing
substransmision. The delineation of control responsibility, who controls what,
must be defined through agreeing and setting appropriately the boundaries of
control responsibility within the network organization.

1.5 WHAT IS DISTRIBUTION AUTOMATION?

The utility business worldwide has many perceptions of what is distribution
automation, ranging from its use as an umbrella term covering the entire control
process of the distribution enterprise to the deployment of simple remote control
and communication facilities retrofitted to existing devices. Thus, for clarity, the
umbrella term will be treated as the DA concept under which the other generally
used terms of distribution management systems and distribution automation sys-
tems will be treated.

1.5.1 DA ConNceprT

The DA concept simply applies the generic word of automation to the entire
distribution system operation and covers the complete range of functions from
protection to SCADA and associated information technology applications. This
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FIGURE 1.6 Distribution concept as an umbrella term. (Courtesy of ABB.)

concept melds together the ability to mix local automation, remote control of
switching devices, and central decision making into a cohesive, flexible, and cost-
effective operating architecture for power distribution systems. This is shown
pictorially in Figure 1.6.

In practice, within the DA concept there are two specific terms that are
commonly used in the industry.

Distribution Management System. The DMS has a control room focus,
where it provides the operator with the best “as operated” view of the network.
It coordinates all the downstream real-time functions within the distribution
network with the nonreal-time (manually operated devices) information needed
to properly control and manage the network on a regular basis. The key to a DMS
is the organization of the distribution network model database, access to all
supporting IT infrastructure, and applications necessary to populate the model
and support the other daily operating tasks. A common HMI* and process opti-
mized command structure is vital in providing operators with a facility that allows
intuitive and efficient performance of their tasks.

Distribution Automation System. The DA system fits below the DMS and
includes all the remote-controlled devices at the substation and feeder levels (e.g.,
circuit breakers, reclosers, autosectionalizers), the local automation distributed at
these devices, and the communications infrastructure. It is a subsystem of the
DMS essentially covering all real-time aspects of the downstream network control
process. This book concentrates on this aspect of distribution control and auto-
mation; thus, a more detailed discussion of automation at this level is appropriate.

* HMI — human-machine interface.
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1.6 DISTRIBUTION AUTOMATION SYSTEM

Distribution automation covers a wide range of implementations, from simple
retrofitted remote control, or the application of highly integrated intelligent
devices, to the installation of complete systems. The term automation itself
suggests that the process is self-controlling. The electrical power industry has
adopted the following definition:

A set of technologies that enable an electric utility to remotely monitor, coordinate
and operate distribution components in a real-time mode from remote locations.*

Interestingly, this definition does not mention an automatic function. This has
to be inferred in the word coordinate. All protective devices must be coordinated
to automatically perform the protection function satisfactorily by correct discrim-
inatory isolation of the fault. Isolating the fault is only a portion of the possible
functions of DA, because operation of the network would be improved if, having
isolated the fault, as much of the healthy network as possible was re-energized.
Further, the term real-time suggests that the automation system will operate in
the 2-second response time frame typical in large SCADA control. This is overly
ambitious for some parts of the distribution network where communication delays
are significant. It is also not necessary or cost-effective for all DA functions where
response times can be on a demand or demand interval basis. The terms of either
real-time or demand-time provide flexibility to implement response times appro-
priate to achieving the operating goals for the network in a cost-effective manner.
The one statement in the definition that differentiates DA from traditional pro-
tection-based operation (automatic) is that the relevant distribution components
can be controlled from a remote location. This then necessitates integration of a
communication infrastructure within the DA architecture. This is the key critical
facility that offers increased information and control to the decision making
required for smarter operation of the distribution network. Implementation and
cost-effective integration of communications within the controlled distribution
device and central control must be carefully planned.

DA, as stated earlier, also supports the central control room applications that
facilitate the operations decision-making process for the entire distribution network
of remotely controlled and manually operated devices — applications that are incum-
bent within the distribution management system. The number of the distribution
assets not under remote control is in the majority for any distribution network. The
proper management of these assets is vital to the business and requires the added
facility offered within a DMS. These applications require support from corporate
process systems such as the customer information system (CIS) and the geographical
information system (GIS), which reside at the top layer of the control hierarchy.

Irrespective of which of the two control layers DA is applied to, there are
three different ways to look at automation:

* Adapted from the IEEE PES Distribution Management Tutorial, Jan. 1998.
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1. Local automation — switch operation by protection or local logic-
based decision-making operation

2. SCADA (telecontrol) — manually initiated switch operation by remote
control with remote monitoring of status, indications, alarms, and
measurements

3. Centralized automation — automatic switch operation by remote con-
trol from central decision making for fault isolation, network recon-
figuration, and service restoration

Any DA implementation will include at least two of these functions because
communications must be a part of the implementation. There are, though, utilities
that will claim to have operational distribution automation due to their early
implementation of reclosers without or in combination with self-sectionalizing
switches. The absence of communication to these devices does not fulfill the
accepted definition of DA. Many utilities with such implementation do admit the
need to have communication to these switching devices in order to know whether
or not the device has operated.

Automation Decision Tree. The selection of the ways to automate a switching
device can be illustrated through the decision tree in Figure 1.7. Once the primary
device has been selected based on its required power delivery and protection duty
in the distribution network, the degree of automation can be determined.

The implementation of automation to any manual switch can be described as
a number of steps and alternative paths that lead to the degree and type of the
control architecture. Some of the paths are optional but many are obligatory if
automation is to be implemented.

Step 1: This is the basic step to provide a switch with a mechanical actuator,
without which nonmanual operation would not be possible. Historically, switches
have always been operated manually, but stored energy devices or powered
actuators have been added to ensure that switch operation is independent of the
level of manual effort and to provide consistency in operating speed. Safety is
increased because the operator tends to be further away from the switch.

Step 2: Although the installation of an actuator will allow local manual
operation, which is mandatory, simply by using pushbuttons, the main purpose
is to facilitate the operation by local automation or by remote control.

Step 3: Once an electronic control unit has been installed for the actuator, one
of the two main automation functions can now be selected. In the most simple choice
at this step, the local automation can be interfaced to a communications system to
allow control remotely. Alternatively, local intelligence can be implemented, allow-
ing the device to operate automatically under some preset arrangement. A typical
example of this alternative at step 3 would be a recloser without communications.

Step 4: This step builds on the two choices made at the previous step.
Basically, remote control is added to local automation so that the operator will
be informed of any operation of the device under local automation and can either
suppress this local action or make the decision remotely. Local manual operation
to override the intelligence is a mandatory feature. In the alternative path in step
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FIGURE 1.7 Decision tree showing the logical steps to the implementation of local or
central automation of a primary switch.

3, where remote control was selected, two forms of decision making are possible,
either a remotely located central process that incorporates a systemwide perspec-
tive or manually initiated remote control (human decision making).

Step 5: The final step applies the same options from step 4, remote control
to the local automation. Although the ability to add central decision making to
local automation offers the most advanced automation strategy, it is not commonly
practiced because it is found sufficient and simpler to use remote control of
intelligent devices.

The results of this decision tree in terms of meeting the basic definition of
distribution automation are as follows:

* Switches must have remote-control operation capability.

* Decision making is implemented, either located locally in intelligent
secondary devices (IEDs) centrally in a DA server, in combination with
both local and central decision making or through human intervention
remotely.

e Local operation must be possible either mechanically or by pushbutton.



16 Control and Automation of Electric Power Distribution Systems

Automation Automaltion stage Local (automation)|
functions Stage 1 Stage 2 decision making
Indications Digital input-
Status based logic
Control
Alarms Digital communications Digital and analog
Thresholds only communications
Voltage
Current
EPI!
Counter operation:
Measurements ;
Upgrade path dependent Protection-
Current on communication based logic
Voltage protocol and media Analog input-
PQ infrastructure selected dlogi
. . for Stage 1 e ez
Oscillographics
Cer%tfallzed ' Digital event driven Digital event and analog .
decision making measurement driven FPI — Fault Passage
Distribution management Indication

Platform DA server/gateway

system

FIGURE 1.8 Stages of distribution automation for extended control.

Stages of Automation. The selection of automation level illustrated through
the decision tree in the previous section can be viewed from a different perspec-
tive, taking into account the burden on the communication media. The more
sophisticated the remote monitoring and automation requirements, the higher the
burden and complexity of the messaging. This consideration has given rise to
two different approaches to distribution automation (Figure 1.8), particularly for
extended control down the feeder, where communications are predominantly
radio based.

Stage 1: This is designated as meeting the basic requirements of distribution
automation providing remote status and control functions. Remote status indi-
cation and control of switches has been the most justifiable stage of implemen-
tation of distribution automation outside the substation. This can be achieved
by transmission of digital signals only. Other binary information such as alarms,
FPI contact closing, and values above or below a threshold can be communi-
cated digitally. Communication of digital values significantly lessens the com-
plexity of the communication by reducing the data package length. Low-power
radio systems have been developed and deployed to meet the needs of basic
remote control.

Stage 2: This stage adds the transmission of analog measurements to status
and control commands. This additional information moves the functionality of
extended control close to that employed at the substation level; however, the
burden on communications is increased and the capability of protocols used by
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full SCADA systems is required. To reduce this burden, high-level protocols must
have both unsolicited reporting by exception* and dial-up{ capability.

Local automation can be applied under both stages and is only dependent on
the sophistication of the power sensors and the IED. The restriction of only
reporting status does not interfere with an analog/protection-based local decision
process.

The degree of central decision making will depend on not only the amount
and detail of the information passed to the server but the data transmission speed
capabilities of the communication infrastructure.

There is not necessarily a natural upgrade path from one stage to another,
because there could be a limitation in the protocol and communication infrastruc-
ture as a result of optimization for stage 1. The selection of the infrastructure for
the first stage must consider whether an upgrade to stage 2 will be required within
the payback period of the implementation.

Automation Intensity Level (AIL). AIL is a term employed to define the
penetration of automation along the feeder system outside the substation. Two
measures are commonly used: either the percentage of the number of manual
switches placed under remote control, typically 5—10%, or the number of switches
automated per feeder. Typically, the latter is designated as 1.0, 1.5, 2.0, 2.5, etc.,
where the half switch represents the normally open point shared by two feeders.
One and a half switches per feeder denotes automating the open point and a
midfeeder switch — an AIL that produces maximum improvement for the invest-
ment, because increasing AIL produces reducing marginal improvements to sys-
tem performance. This is illustrated in Figure 1.9 for a set of actual feeders, the
AIL being shown in both types of measure described above. A definite breakpoint
occurs around an AIL of 1.5.

1.7 BASIC ARCHITECTURES AND
IMPLEMENTATION STRATEGIES FOR DA

1.7.1 ARCHITECTURE

The basic architecture for distribution automation comprises three main components:
the device to be operated (usually an intelligent switch), a communication system,
and a gateway often referred to as the DA gateway — Figures 1.10a and 1.10b.
This configuration can be applied to both substation and feeder automation.
In primary substation applications, the gateway is the substation computer cap-
turing and managing all the data from protective devices and actuators in the
switchgear bays. It replaces the RTU as the interface to the communication

* Unsolicited reporting by exception is the ability for a slave device to initiate a query to its master
when any signal is out of the normal operating condition rather than waiting for the master to poll
the slave.

F Dial-up capability is the function that allows the slave to initiate the communication link when
necessary rather than having the communication channel operating continuously.
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FIGURE 1.9 Marginal outage duration improvement with increase in AIL

system, which receives and sends information to the central control. Similarly,
in feeder automation applications, the gateway manages the communication to
multiple intelligent switches, acting as regards central control as a data concen-
trator. This, in effect, creates virtual locations for each switch and relieves central
control of the need to establish every switch as a control point. The latter con-
figuration is, of course, possible and used for automation where a few switches
are remotely controlled, hybrid configurations where the substation computer or,
in cases where there is no substation automation, the substation RTU acts as the
gateway for all switches located on feeders emanating from the substation. The
gateway can also be used to establish local areas of control where a more optimum
communication infrastructure for extended control can be established separately
from the SCADA system. The gateway becomes the conversion point from one
infrastructure (protocol and communication system) to another. The gateway can
also be extended from a simple data concentrator to one with limited graphical
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(Courtesy of ABB.)

user interface to allow local control or even communicating selected information
to multiple masters.

1.7.2 CREATING THE DA SoLuTtioN

It is worth dwelling on a more detailed examination of the components of a typical
distribution automation system at the hardware level because this exposes some
of the challenges in implementing automation and the interplay of various com-
ponents. The major components of a DA system, shown in Figure 1.11, are in the
primary substation and the feeder devices outside the substation such as pole-
mounted switches, ground-mounted units and secondary substations. They have
to interface into the distribution control center (DCC). Across these three functions
is the communication infrastructure that can use different media and protocols to
the slaves in substations and on the feeders. The selection of communication
method depends on the goals for each of the control layers, and the mixture has
to be accommodated within the DA implementation through conversions at some
point in the communication chain, usually at the gateway or SCADA front end.
Primary Substation. In a primary substation, the switchgear bays or cubicles

are usually supplied as an integrated set consisting of a circuit breaker with
actuator and a protection relay mounted and wired with terminal blocks ready
for connecting to the station control bus. Remote control is achieved in two ways.
(1) By hardwiring the control, indication, and measurement circuits to a
primary RTU. The RTU is supplied as part of the SCADA system with a com-
munication structure uses a standard SCADA protocol over microwave radio or
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FIGURE 1.11 Components of DA that have to be integrated to make a working system.

dedicated land lines. This is the traditional method used to establish remote
control of a substation via retrofitting the communication facility to existing
primary gear.

(2) By implementing substation automation (SA), which establishes a local
area network within the substation between communicating protection relays and
a small PC-based SA gateway to manage the data within the station. This elim-
inates the need for a primary RTU and the hardwiring of station devices. The
gateway provides the communication interface back to the DCC using the SCADA
protocol, supports software-based internal substation interlocking and automation
applications, and provides a GUI for local operation.

This examination can be treated separately for primary substations (substation
automation) and line switches (feeder automation), even though the differences
are marginal.

Line Switch/Secondary Substation. Remote control and automation have
been used in substations for some time with the implementation of SCADA
systems (certainly at the transmission and high end of the distribution control
layer). Remote control switches outside the primary substation is now being
implemented. There has been little standardization of the role and level of auto-
mation to be implemented at either a pole- or ground-mounted switch. This leaves
room for many alternative configurations at the switch. What accuracy, quantity,
and parameters of measurement are necessary? Will the implementation be an
automation Level 1 or Level 2 application? These decisions configure the number
of sensors, the type of intelligent device, and the communication burden. The type
of local automation that will be required is also a major factor in first, the selection
of primary switching device (recloser, load break switch, etc.), and second, the
specification of the function of the intelligent device (full protection or simple
communication interface). Thus, the selection of all the major components within
the feeder device is key. Once defined, the communication media and the protocol
have to be selected and integrated into the complete DA architecture. A device
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that has been fully specified and tested to plug and play in the defined environment
is termed a “SCADA ready” or “automation ready” device (ARD).*

There are two basic approaches to implementing DA at this level.

(1) Retrofitting the remote-control facility to installed (legacy) switches, of
which there are many. The majority of pole-mounted switches will be of the open
air break type and are automated by supplying a DA control cabinet mounted at
the bottom of the pole and containing the actuator and secondary equipment for
control and communication. Retrofitting automation to existing ground-mounted
equipment is purely dependent on the physical ability of the gear to accept a
retrofitted actuator.

(2) Installation of new automation ready equipment specifically designed for
remote control to replace an existing manual switch, the latter being returned to
stores for deployment elsewhere in the network when required.

In any DA implementation, the probability of there being an existing SCADA
system is high and will necessitate that any extension of the control system must
interface with this legacy system. The further down the distribution network the
control is extended, the higher the likelihood that integration of equipment from
multiple suppliers, each with their own standards, will be necessary to achieve
an integrated control system. It is these aspects with incumbent limitations that
must be carefully understood as the DA implementation strategy is developed.

1.7.3 DISTRIBUTION NETWORK STRUCTURE

The power delivery process in the form of the network structure is, in effect, the
ultimate user of any automation scheme. Implementation of automation must
improve the performance of the network as an investment that is repaid by the
improved performance and operating efficiencies of the business. Distribution
networks are predominantly radially operated, and reconfiguration is one of the
few ways of improving reliability. Once a fault occurs, the faulted section must
be isolated, and any healthy circuit downstream of the isolated section can only
be re-energized by closing the normally open point. Fault isolation can be
achieved by local automation or by direct remote control; however, supply res-
toration by remote control using operator decision making, rather than automated
logic, is the most accepted approach. Fully automated restoration schemes using
local automation are possible but require the complete confidence of the operating
staff before acceptance. Remote control is also applied to open loop schemes,
which predominate in underground systems.

A closed loop underground distribution network with circuit breakers at
secondary substations provides improved reliability at higher initial cost due to
the need for more costly switches and directional, or unit protection. Fault iso-
lation is achieved directly by protection (local automation), which in the case of
cable systems isolates the fault without customer disturbance because customers

* Defined in Section 1.8.
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are usually connected at the substation with switches on either side of the load
point, there being only limited teed connections in typical networks.

The topology and type of the distribution network is an important consider-
ation when deciding on the level and sophistication of the DA implementation.
The impact of network design will be a recurring factor in later chapters covering
fault location and economic justification of DA.

1.8 DEFINITIONS OF AUTOMATED DEVICE
PREPAREDNESS

The implementation of DA is not only a function of the architecture and the level
of automation required by the business case, but it is also influenced by the
procurement practices at the distribution level. Distribution equipment has always
been considered a volume product or component business rather than a system
business. This has driven the procurement of DA to the component level in the
majority of cases, particularly at the feeder level. Utilities tender for separate
components such as IEDs to be installed in control cabinets, switches with actu-
ators and a specified IED, communications (low-power radio, GSM, etc.). Each
device must comply with an inferred system specification such as communication
protocol and satisfactory operation over a particular communication medium. In
addition, it may be required that the devices operate satisfactorily with the installed
(legacy) SCADA system that will provide the control interface. Correctly config-
ured and prepared devices allow the utility to implement independently the whole
DA project. Application of this concept in an industry where standards are limited
and where extension to the standards has been allowed resulted in many interop-
erability errors between components from different suppliers, which have to be
resolved in the field. In system supply contracts such as a large SCADA system,
a significant part of any system is configured in the factory and undergoes FAT*
before shipping to the field for installation and SAT.{ This procedure is not
possible if a component procurement procedure is used, because the utility has
taken the system responsibility. To avoid interoperability problems, pilot or proof-
of-concept projects are used to iron out any incompatibilities. This allows the
utility to select a number of devices that have been verified within the selected
DA infrastructure for volume component procurement.

Interoperability errors can be reduced if a more precise definition of the
preparedness of a device is made. The following levels of preparedness are
proposed.

* Automation infeasible device (AID) — This describes a primary device
for which it is either technically or economically infeasible to install
an actuator for remote control. It applies to older switching devices

* Factory Acceptance Test (FAT), Site Acceptance Test (SAT).
1 Also referred to as “SCADA Ready.”
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that mechanically could not support nonmanual operation. Most typical
of these are old ring main units.

* Automation prepared device (APD)— This describes a primary switch-
ing device that has been designed specifically to be automated, thus it
has provision for an actuator to be easily attached as part of the original
design. It can be supplied without the actuator for later retrofitting.
The device may also be designed to have an integral control facility
(internal box or external cabinet). This control may or may not be
populated with an intelligent electronic device, power supply, and
provision for the communications transceiver. This control facility
maybe be populated by a third party or supplied later as a retrofit.

*  Automation ready device (ARD) — This refers to an automation pre-
pared device that has been fully populated with all the necessary control
equipment to allow it to operate in a DA scheme as specified by the
customer (correct protocols for the communications media specified).
It will also be protection prepared if required to operate independently
within the network (i.e., recloser).

*  Automation applied device (AAD) — This is an ARD that has the
communications receiver installed and configured to work in the DA
system of which it is part. Local automation logic is included where
appropriate.

* Automated distribution system (ADS) — This describes the complete
DA system, including all intelligent switching devices, communica-
tions infrastructure, gateways, integration with central control systems
(SCADA), and the implementation of automation logic.

The different levels of inferred system responsibility (system integration
testing) that must be undertaken at each definition is shown in Figure 1.12.

The concept of verification centers where different intelligent switch assem-
blies can be configured into a complete logical DA system are now being created
by some suppliers to establish standard approaches and packages that, once
verified, can be deployed in the field in volume with substantially reduced com-
missioning time and risk.

1.9 SUMMARY

The growing deployment of automation in distribution networks within the DA
concept introduced in this chapter is irrefutable. However, the tendency for
individual utilities to customize their solutions will not produce the economies
of scale possible through acceptance of a more standardized approach. Further
improvement of the device and implementation costs, together with applications
that maximize network asset utilization, will lead to increased automation. This
chapter has introduced concepts and terms such as control layers, depth of control,
control responsibility boundaries, stages of automation, AIL, and the important
concept of device preparedness. The remainder of this book builds on these
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concepts to describe the components and application logic required for distribu-
tion automation and explores a standardized approach through functional building
blocks, all aimed at delivering benefit to the power delivery process through a
more standardized approach.
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2 Central Control and
Management

2.1 INTRODUCTION

The nerve center of any power network is the central control and management
function, where the coordination of all operational strategies is carried out. Even
if distributed control and operation is implemented, the results of such action
must be communicated to the central coordination point. The control hierarchy
introduced in Chapter 1 is a common way of defining strategies for power network
control and presents a structure for the organization of the control, and manage-
ment process. The upper two layers are covered by central control, with input
from the substations and feeder subsystems. This chapter will cover the elements
of the upper three control layers as they influence control and automation of
distribution networks. It will introduce areas where system design is crucial and
further study recommended.

2.1.1 WHy Power System CONTROL?

Electricity networks worldwide are entering a period of change that is necessi-
tating improving methods of control and management. The business process being
imposed on the companies as a result of the changed environment is compounding
the complexity of the network.

The two major aspects of this change are as follows:

e The moves to privatize, deregulate, and unbundle, which provide con-
sumers open access to independent power suppliers outside the network
companies’ service territory, together with the establishment of other
legal entities for the trading and supply of energy.

e The increased awareness, either regulator or public led, of both business
and residential consumers’ perception of the utilities’ operation, lead-
ing to a greater emphasis on quantifying the cost of providing services
and improvements on quality, real or perceived.

Utilities will need to focus more on the needs and perceptions of their

customers in achieving business goals. The regulators in the privatized environ-
ments are actively rewarding utilities with demonstrable improvements in

27
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customer satisfaction through power quality metrics. Although the core business
functions are unlikely to change dramatically, they will need to be performed
more efficiently and still meet these consumer-oriented goals. The inevitable
outcome is for the utilities to employ a combination of real-time and information
technology (IT) systems to support improved efficiencies and “right sizing” of
their operations activity.

2.2 POWER SYSTEM OPERATION

Power system operation requires the balance to be maintained between security,
economy, and quality while delivering electrical energy from the generating source
to satisfy the demands of the end user. This balance from a purely technical viewpoint
is dependent on the structure of the types and size of generating plant, the structure
and condition of delivery network, and the demand characteristics of the end user.
The new business environment now superimposes on previous technical constraints
the need to balance the rules of regulation and a free market in combination. The
free market operates at the supply and retail level, whereas regulation influences the
operation of the monopolistic network companies that deliver the power.

Historically, control systems have been implemented on bulk power systems
where it was economical to monitor all incoming and outgoing points of the
network. Such real-time systems provide the facility for supervisory control and
data acquisition and are known as SCADA systems. Advances in computation
technology and power system modeling enabled fast applications to be fed with
real-time data from SCADA to provide additional decision-making information
for the operators. Natural evolution of these applications allowed increased levels
of automation in the decision process. The system operation functions required
at the control center can be split into three groups, each reflecting a time horizon.
These have been summarized as follows:

Instantaneous operation: This involves the real-time monitoring of system
demand and loads, power generation, network power flow, and voltage levels.
The values of these parameters are continuously compared against defined tech-
nical and economic loading limits as well as contractual thresholds to ensure
satisfactory operation. Any transgressions of these limits or thresholds either in
the normal state or as a result of protection action have to be responded to in
order to restore operation within the defined boundaries.

Operations planning: This for both the short (a few hours) and longer term
(a few months). Short-term planning is crucial to economic dispatch of generating
plant. Accurate short-term load forecasting techniques are key to this function.
In the past, the heat rates of generating plants were the dependent parameter, but
in today’s deregulated environment, the bid price into the pool becomes the major
parameter. Short-range load forecasting is crucial for distribution utilities oper-
ating in environments, usually generation-deficient markets, where exceeding a
certain maximum contracted value will trigger penalty rates for the excess. Fore-
casting when and how much load to shed becomes crucial to the enterprise.
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FIGURE 2.1 State modes of power system operation.

Operations reporting: This reflects the need to keep statistics on performance,
disturbances, and loadings as input into planning and accounting functions. Post-
mortem analysis is key to determining disturbance causes. The reporting of quality
is generally a legal regulatory requirement.

The four states of a power operation shown in Figure 2.1 are commonly used
when describing bulk power systems, the emergency state reflecting the collapse
of the power system usually from cascading protection intervention as a conse-
quence of major generation or transmission line loss.

The alert state signifies that a disturbance has occurred and action should be
taken directly (automatically or through operator intervention if time permits) to
alleviate the situation. In bulk supply systems, the alert state can move very
rapidly into the emergency state, making it impossible for an operator to prevent
system collapse. The objective of power system operation is to keep the system
within the normal state and return it to that state through the restoration process
as soon as possible. The operator, using all the facilities of the control center, is
the main decision maker in system restoration.

Distribution systems occupy the lower end of the control hierarchy, and the
level of control possible is restricted by the specific structure of the distribution
network and the penetration of real-time monitoring and control facilities. The
level of SCADA implementation in distribution networks has historically con-
trolled around 10% of switching devices and has been limited to circuit breakers
at the larger primary substations. Adoption of the DA concept, where control is
extended to small substations and primary feeders, will substantially increase the
reach of real-time control.

2.3 OPERATIONS ENVIRONMENT OF
DISTRIBUTION NETWORKS

Presently, the manner in which distribution networks are operated is influenced
by the lack of remote control and real-time monitoring, requiring considerable
manual intervention for decision making and restoration. The extent and multitude
of elements that comprise a distribution network impose the need for handling
considerable information to ensure satisfactory operation and crew safety.

This operations environment imposes the following three conditions on dis-
tribution system control personnel:
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e Normal conditions. During normal system conditions, the operator is
able to prepare switching plans for planned maintenance, monitor the
system for out-of-tolerance operation, consider configurations to estab-
lish optimum operation, and initiate remedies to bring overloads or low
voltages within limits. General maintenance of control room informa-
tion such as the network diagram updating and management statistics
are completed at this time.

e Emergency conditions. Failures on the network are unplanned and
establish a stressed state in which the operator must perform. The
primary objective is to organize restoration of the network as quickly
as possible. This will involve preparing and executing switching plans
to isolate the fault and restore supply by
e Operating remote-controlled switching devices
* Dispatching and controlling repair crews to operate manual devices

and verify fault locations
* Managing trouble call information and inform customers to preserve
perceived customer satisfaction

* Administration. The everyday tasks of logging events, preparing stan-
dard management reports, and supplying performance statistics are
time consuming. Privatization and changing external pressures will
require improved auditing of system performance, audit trails of cus-
tomer contacts, and increased attention to safety documentation. All
these issues will require more effort and accuracy from the operating
personnel. In addition, the generation of equipment statistics for
improved asset management.

A distribution management system (DMS) must perform under the two major
network-operating states, normal and emergency, by reflecting the workflows
through which this is accomplished. The reporting function required for system
audit, post-mortem analysis, and safety requirements must be continuous and be
able to supply all the data legally specified by regulation.

Operating a system for which typically only 10% of the switching devices
are remotely controlled necessitates manual operation by field crews dispatched
to the switch to be operated. This process requires use of support systems or
information outside traditional SCADA such as

e Operating diagrams and geographical maps showing the location of
the network and devices

* Crew management methods to track and dispatch the correct resources
and skills

e Repair truck inventory of network spares

e Trouble calls from customers to identify probable location of faults

*  Mobile communications and data systems to allow command and data
interactions between control center and field
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TABLE 2.1
Four Key Functional Organizations within a Distribution Utility
Summarizing Responsibilities

Function Responsibility

Operations This function is responsible for the daily running of the network with the primary
object of maintaining continuity of supply. Traditional SCADA systems could be
justified at the top of the distribution network hierarchy. For the remainder of the
network, paper maps or large wallboards are used to manage operations.

Assets All activities to do with the assets of the utility, essentially the electrical network,
such as inventory control, construction, plant records, drawings, and mapping, are
covered under this category. The major application to be introduced to facilitate this
activity is the geographical information system (GIS), previously known as
automated mapping facilities management (AM/FM) systems.

Engineering  Engineering department carries out all design and planning for network extensions. As
one of the efficiency improvements, tools for network analysis and planning of systems
are used to permit system operation audits for short-term solutions and optimal
expansion planning systems to achieve system reinforcement at minimum cost.

Business The business function covers all accounting and commercial activity within the utility.
Of particular importance to distribution operators is customer information so they
can respond to trouble calls. Such information is maintained in a customer
information system (CIS) or customer relationship management (CRM) system.

All these functions must work in a coordinated manner and be synchronized
between the control center and field operations.

2.4 EVOLUTION OF DISTRIBUTION MANAGEMENT
SYSTEMS

Distribution companies had, before the advent of integrated DMSs, managed
their networks through four key functions reflected by the organization of work
within the company. These functions (Table 2.1) implemented independent appli-
cations to serve their own needs, thus creating the classic islands of control or
work process.

Current distribution management systems are extensions of segments of these
different applications specifically packaged for use in the control room and
accommodating the unique characteristics of distribution networks. Although
present DMSs are now converging on a common functionality, the evolution to
this point has taken different paths. The starting point of the path is dependent
on the dominant driver within the utility. Typical evolutionary paths seen in the
industry are illustrated in Figure 2.2. The important element of the creation of
the DMS structure is the ability to share data models and interface different data
sources to form an integrated system that serves the needs of the operator. To
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achieve this, the system must be intuitive, imitating the traditional control room
process with speed and simplicity of command structure.

The paths in Figure 2.2 merely demonstrate that DMS configurations and
implementation strategies will vary depending on the “champion” within the
organization. Trouble call management systems (TCMSs), for example, were
driven by the need for the customer facing part of the utility to improve customer
satisfaction. This was achieved by inferring, from a buildup of customer calls,
where the fault was and then being able to respond to subsequent calls with
information about the actions the utility was doing to restore power. TCMSs were
not strictly real-time systems and could operate without SCADA. They were a
pure IT solution to outage management (OM) and could be classified as customer-
oriented DMSs. In contrast SCADA systems are real-time systems, but without
the addition of a distribution graphical connectivity model of the whole network,
they cannot be classified as DMSs due to the restrictive real-time cover of the
network. The inclusion of a graphical model of the manually operated portion of
the network allowed full operational management in terms of electrical load. This
approach, lacking any customer representation, could be termed noncustomer
oriented. Clearly, the bringing together of all the functions into an integrated
system would achieve a system that was both customer oriented while allowing
optimum utilization of the network assets. Common to all DMS configurations
is the need for a detailed model of the network in terms of connectivity and
operating diagrams. The latter, in the majority, take the form of geographic or
geo-schematic continuous diagrams imitating existing wall maps or diagrams;
however, there are still implementations that reflect existing operating practices
using pages for each feeder loop and source substation. Thus, a fundamental
requirement of all modern DMSs is that of a continuous world map with fast
navigation and sizing. This full graphical system forms the vital part of the control
room operations management (CROM) function used by operators to successfully
perform their tasks. A sampling of key functions implemented (Figure 2.2) in
early distribution management systems shows the importance of this function.

A full DMS is the focus of new management systems. It resides at the
intersection of vertical integration (real power delivery process) and horizontal
integration (corporate IT systems) of utility enterprise systems. Vertical integra-
tion is the domain of the operation’s organization of the utility, and extended
control of the network beyond traditional SCADA is within their responsibility.
The horizontal integration element provides the source of corporate asset data
(material and personnel) needed to support a full DMS implementation. A DMS
requires interfaces with many different enterprise activities within the utility
(Figure 2.4).

Implementation of a full DMS touches so many of the activities of the
enterprise that justification can be lengthy. The more legacy systems within the
enterprise to be interfaced or discarded, the more onerous the decision process.
Justification is difficult, and a phased approach is usually adopted. It requires that
a DMS must be modular, flexible, and open with a final solution as a seamlessly
(to the user) integrated application to operate remote-controlled switching devices.
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A modular DMS for network control and automation is described by four main
functions, each with the ability to be fully integrated with the other yet to have
the possibility to operate independently (Figure 2.5). The DMS is supported by
other separate applications within the corporate information technology strategy.

(1) Control room operations management (CROM)* — CROM is the user
environment vital to a DMS and is an umbrella function covering the facilities
provided to the operator in the control room through the operator’s console

(HMI).7 The following are typical CRM functions:

e Control room graphics system (CRGS) for network diagram display

e Interface to SCADA (in fully integrated systems, traditional SCADA

is expanded to provide the CROM function)
e Switching job management

* Sometimes referred to as a distribution operations monitor (DOM).
+ Human-Machine Interface.
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e Access to advanced applications (ADVAPPS) including trouble call
(TCMS) or outage management

* Interface to the data engineering application for DMS data modifica-
tions and input from enterprise IT systems (EIT)

The foundation of the DMS is the MV/LV network connectivity database,
which is assumed to be part of the CROM because it has very little real-time
element. This is a pictorial and data representation displayed through the control
room graphics system forming the human-machine interface for the system in
the form of a universal operator’s console. Full graphics, windowing, and multi-
function platforms support access to all functions under the control of operators
with different authority levels within the DMS. It has the editing capability to
allow maintenance of the control room diagram and MV network connectivity
database. The current “as operated” state and also the facility to effect incremental
update to the normal “as built” state are prerequisites. Full tagging, topology
analysis, and safety checks must be supported through dynamic coloring and
tracing. Having stated that CROM includes the distribution network model, the
actual connectivity model may reside in any one of the other three key functions
depending on how the DMS is configured. The types of graphic displays imple-
mented within the CROM function vary to meet individual customer’s require-
ments. Often, the physical displays used in the control room prior to implementing
a DMS are repeated. For example, utilities using vast wall diagrams representing
their entire network in geo-schematic form require world maps with excellent
navigation features (pan, zoom, and locate), whereas those using multiple feeder
maps reproduce them as a set of pages. The trend, however, is to use a combination
of representations in a continuous world map form (pure geographic, geo-sche-
matic, orthogonal schematic operating diagrams, or a combination of any) and
individual pages for substations.

(2) Supervisory control and data acquisition — This provides the monitoring
and control of the distribution system in real-time. Traditional SCADA extends
down to the HV/MV distribution substation (primary substation) MV feeder
circuit breaker with control room displays limited to substation single schematics.
Under the concept of a DMS, traditional SCADA is being extended to include
representation of the entire MV network in the form of a connectivity model and
control of feeder devices outside substations (FA). The foundation of a SCADA
system is the data acquisition system for gathering data from remote locations
and the central real-time database that is the repository of this data to be processed
and displayed for the operator’s use.

(3) Advanced applications — Analytical applications that rely on the MV
connectivity database provide the operator with a means to evaluate in real-time
and study the loading and voltage conditions (load flow) of the system in advance
of a switching sequence. The consequences of any network configuration on fault
levels (short circuit) can also be determined with basic applications familiar to
planning engineers. The potential for applying advanced applications to other
problems is considerable, such as the use of expert systems to determine preferred
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restoration sequences. Fast optimization and search techniques hold the key to
developing the best system reconfiguration for minimum losses and supply res-
toration. As privatization emphasizes the business issues, applications that con-
centrate on meeting the contract constraints of the network business within the
engineering limits will be required. The network model is again fundamental to
these applications, and if the model is not held within ADVAPPS, it relies on a
synchronized copy from either the SCADA or outage management (OM) func-
tions. These applications are considered decision support tools.

(4) Outage management — Outage management spans a number of func-
tions and can encompass the entire process from taking a customer’s call,
diagnosing the fault location, assigning and dispatching the crew to confirm
and repair the fault (job management), preparing and executing switching
operations to restore operations, and closing the outage by completing all
required reports and statistics on the incident. During this process, additional
trouble calls from customers should be coordinated with the declared fault if
appropriate or another incident is initiated. When the call-taking function is
included, the term trouble call management is often used. TCM systems have
been implemented as stand-alone applications without interfaces to SCADA
when the CROM has been implemented in advance, because it relies on the
CRGS and the MV network model database. A DMS with full TCMS imple-
mentation implies the idea of a consumer-oriented DMS. Some of the OM
functions can be regarded as included in the ADVAPPS area, because it relies
on fast network topology and network analysis.

The box marked “Data engineering” in Figure 2.5 represents a vital com-
ponent of any DMS. This activity populates the required data into the DMS. It
must have either stand-alone functionality to populate data for the real-time and
advanced applications together with supporting data requirements for the
graphic displays or an interface to accept as-built data from a GIS. Data from
the latter source have to be augmented with additional data required by the real-
time system (SCADA).

This definition of DMS functionality into minimum stand-alone modules
allows assembly of different DMS configurations that have been implemented by
the industry, each having varying capability, each expandable in stages to a full
implementation. The key to all functions is that a connectivity model must be
resident in the first module to be implemented and that the model must be capable
of supporting the performance requirements of successive functions.

Typical combinations of these key functions that can be found today in the
industry are shown in Figure 2.6.

As an example, utilities with recently upgraded traditional SCADA systems
are implementing new control room management systems to improve the effi-
ciency of operations of the MV network. Those under pressure to improve their
image to customers are adding the trouble call management function, often as a
stand-alone system loosely interfaced to existing SCADA. The combinations are
many and varied, being purely dependent on the function(s) for which the utility
is able to develop an acceptable business case.
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FIGURE 2.6 Typical configurations and resultant capabilities that have been used under
the heading of distribution management systems (Note 1 indicates that the outage man-
agement function is performed within the advanced applications distribution network
model without direct input of trouble calls).

It can be seen that the real-time requirements and those of manual operation
must be carefully accommodated to allow seamless navigation between the func-
tions by the operator. The ADVAPPS should be able to straddle both environments
on demand and use both real-time and demand-time (trouble calls) data to max-
imize the quality of decisions.

It is evident that as the full DMS functionality is implemented, overlaps
between applications within the functions will occur; thus, the architecture of the
ultimate DMS must achieve a near seamless integration of the following:

e Operation of the real-time and manual controlled portions of the net-
work considering
* SCADA
* Crew and job management
* Switching scheduling and planning
* Operating diagram maintenance and dressing (notes and tagging)
* Economic deployment of network resources
* Temporary and permanent changes to the network
e Introduction of new asset and plant on the network
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e Timely synchronization of as-operated and as-built network facility
databases

e Data sources outside the control room such as GIS, personnel, work
management, trouble call taking, and personnel (crew) management
systems

e Asset management systems

e Common data engineering for all portions and components of the
network within the DMS

The four main components of a DMS will now be treated in more detail in
the remainder of this chapter.

2.6 BASIS OF A REAL-TIME CONTROL SYSTEM
(SCADA)

The basis of any real-time control is the SCADA system, which acquires data
from different sources, preprocesses, it and stores it in a database accessible to
different users and applications. Modern SCADA systems are configured around
the following standard base functions:

e Data acquisition

*  Monitoring and event processing

e Control

e Data storage archiving and analysis
e Application-specific decision support
e Reporting

2.6.1 DATA ACQUISITION

Basic information describing the operating state of the power network is passed
to the SCADA system. This is collected automatically by equipment in various
substations and devices, manually input by the operator to reflect the state of
any manual operation of nonautomated devices by field crews, or calculated. In
all cases, the information is treated in the same way. This information is cate-
gorized as

¢ Status indications
¢ Measured values
* Energy values

The status of switching devices and alarm signals are represented by status
indications. These indications are contact closings connected to digital input
boards of the remote communication device* and are normally either single or

* Remote terminal device (RTU), communicating protective device, or substation automation system.
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FIGURE 2.7 Examples of acquired data types. (Courtesy of ABB.)

double indications (Figure 2.7). Simple alarms are represented by single status
indications, whereas all switches and two-state devices have double indication.
One bit represents the close contact, and the other bit the open contact. This
permits the detection of false and intermediate values (00 or 11 state), which
would be reflected by a stuck or incomplete switch operation, resulting in a mal-
operation alarm. Also, errors in the monitoring circuits will be detected.

Measured values reflect different time varying quantities, such as voltage,
current, temperature, and tap changer positions, which are collected from the
power system. They fall into two basic types, analog and digital. All analog
signals are transformed via an A/D converter to binary format; because they are
treated as momentary values, they have to be normalized before storing in the
SCADA database. The scanning (polling) of metered values is done cyclically or
by only sending changed values respecting deadbands (report by exception) and
recorded on a change-of-value philosophy. Digitally coded values are typical of
different settings such as tap changer positions and health checks from IEDs.*

Energy values are usually obtained from pulse counters or IEDs. RTUs
associated with pulse meters are instructed to send the pulse information at
predefined demand intervals or, if required, intermediate points. At the prespec-
ified time interval, the contents of the continuous counter for the time period is
passed on and the process repeated for the next interval.

* TED — intelligent electronic device.
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Different arrangements for data gathering systems are described in more detail
in Section 2.6.5 and Section 2.6.6 as part of SCADA system configuration and
polling design principles.

2.6.2 MONITORING AND EVENT PROCESSING

The collection and storage of data by itself yields little information; thus, an
important function established within all SCADA systems is the ability to monitor
all data presented against normal values and limits. The purpose of data moni-
toring varies for the different types of data collected and the requirements of
individual data points in the system. Particularly if it is a status indication change
or limit violation, it will require an event to be processed.

Status monitoring requires that each indication be compared with the previous
value stored in the database. Any change generates an event that notifies the
operator. To expand the information content, status indications are assigned a
normal condition, thus triggering a different alarm with an out of normal condition
message. Status indication changes can be delayed to allow for the operating
times of primary devices to avoid unnecessary alarm messaging.

Limit value monitoring applies to each measured value. When the status
changes, an event is generated, but for this to happen, the change must exceed
some limit value. Different limit values with associated deadbands (Figure 2.8)
can be set above and below the normal, each limit being used to signify different
levels of severity producing a corresponding alarm category. Deadbands associ-
ated with the measuring device around each limit prevent small fluctuations
activating an event. Also, they reduce the transmission traffic under report-by-
exception because the RTU signal is blocked unless the parameter variation is
greater than the deadband from the previous measurement. Deadbands can be
specified at individual collection points (RTU) for each measured value. A delay
function similar to that used in status monitoring is also implemented. A good
practical example for the use of limit deadbands is to avoid extensive alarming
caused by waves in a hydro reservoir when the water level is on the limit value.

In order for complex power system disturbances to be correctly analyzed, a
very accurate time-stamping of events is necessary. Some RTUs have the avail-
ability to time-stamp events down to millisecond level and send information with
this time-stamp to the SCADA master. In this case, it is a necessity that all RTU
clocks are synchronized with the SCADA master, which in turn must be syn-
chronized with a standard time clock. This type of data forms the sequence of
events (SOE) list.

Trend monitoring is another monitoring method used in SCADA systems. It
is used to trigger an alarm if some quantity is changing in magnitude either too
quickly or in the wrong direction for satisfactory operation of the device or
network (e.g., a rise in voltage by, say, 7% in a minute may indicate an out-of-
control tap changer).

The need to continually provide the operator with information among a
multitude of collected data has resulted in the idea of applying quality attributes



Control and Automation of Electric Power Distribution Systems

42

(‘'dgV jo £sa1umo)) "Aiuenb oy Jo suonenony [[EWS WOIJ UONEIAUSS JUIAD JIWI] O} PUBqpEap JO
1doouoo oy pue ‘019z 9AOQE SPUNOQ UIELIID UIY)IM UTRWl P[noys Jey) ‘oFejjoa oY1y ‘Ainuenb poiojiuow e 10j wresderp yrwif [eo1dA) v 87 3UNDIH

(pueqpeep 013z) Aﬁ an[ea o197

9UO0Z-0I9Z UTYI A\

TS MW SulIejow 1Mo
T

QUOZ uLIe[e 1eMo| Aﬁ SRR
B A A s s

Pt
pajerouad juang oU0Z-019Z APISNQ JTWI] ULTR[R 19MO']

auoz SuruIiem 1omo|
pajerdwad \ | U Jrun] SuruIem 19mo|
JUSAD ON
uorjyerado
(s1s110354Y) [BULIOU 10J 9UOZ
G/ Sy —-=X---\---7= pueqpesp
uv Surroyruoy
—

ywiqwreresddny 0 mm———————— yu] Sururem roddn

ouoz Sururem xoddn

Jruun) werepe 1add,
auoz wirere raddn Aﬁ% ! ! fn
/ ) Sutrayewr raddny

pueqpesp e Surroyruowr Surioyruowr
YIm Surrojruoy anfeA o197 anyeA jrury sanjeA Jrury




Central Control and Management 43

to data, which in turn invokes a method of flagging the data either in a particular
color or symbol in the operator’s display console. The following are typical
attributes:

e Nonupdated/updated — data acquisition/manual/calculated
e Manual

e Calculated

e Blocked for updating

e Blocked for event processing

e Blocked for remote control

e Normal/non-normal state

e Out-of-limit, reasonable/alarm/warning/zero

e Alarm state

e Unacknowledged

Event processing is required for all events generated by the monitoring
function or caused by operator actions. This processing classifies and groups
events so that the appropriate information can be sent to the various HMI functions
to represent the criticality of the alarm to the operator. Event processing is a
crucial function within the control system and significantly influences the real-
time performance, particularly during alarm bursts. The result of event processing
is event and alarm lists in chronological order. In order to assist the operator,
events are classified into a number of categories, the most significant being alarms,
which generate an alarm list. The following categories are the most usual:

e Unacknowledged and persistent alarm categories determine a particular
alert on the display such as flashing of the color presentation, and in
some cases an audible signal is generated. The unacknowledged alarm
remains until operator acknowledgment is made. The persistent alarm
category remains until the state disappears (usually through operator
action) or is inhibited.

* An event associated with a particular device type in which an attribute
is assigned for each data point such as a bus voltage or relay protection
operation.

e Reason for the event occurring by assignment to the monitoring func-
tion (e.g., spontaneous tripping of a circuit breaker or recloser, a manual
or control command).

e A priority assigned for ranking all events into different priority groups
often determined by combining the device type and the reason for
the event.

The whole purpose of these classifications is to filter important events from less-
important events, so in times of multiple activities, the operator is assisted in
resolving the most important issues first.
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2.6.3 CoNTrOL FuNcTIONS

Control functions are initiated by the operators or automatically from software
applications and directly affect power system operation. They can be grouped
into four subclasses.

Individual device control, which represents the direct open/close command
to an individual device.

Control messages to regulating equipment that requires the operation, once
initiated by the control room, to automatically be conducted by local logic at the
device to ensure operation remains within predetermined limits. Raising or low-
ering tap changer taps is a typical example or sending of new set points to power
generators.

Sequential control covers the automatic completion of a linked set of control
actions once the sequence start command has been initiated. A set of sequential
switching steps to restore power through a predefined backup configuration typ-
ifies sequential control.

Automatic control is triggered by an event or specific time that invokes the
control action. Automatic control of voltage through on load tap changing
responding automatically to the voltage set point violation is a common example.
Time switched capacitor banks are another.

The first three control categories above are initiated manually except when
sequential control is initiated automatically. Manually initiated control actions can
be either always on a select-confirm-before-operate basis or immediate command.

2.6.4 DATA STORAGE, ARCHIVING, AND ANALYSIS

As stated earlier, data collected from the process are stored in the real-time
database within the SCADA application server to create an up-to-date image of
the supervised process. The data from RTUs are stored at the time received, and
any data update overwrites old values with new ones.

Performance statistics captured by SCADA systems are extremely important
in supplying customers and the regulator with actual figures on power quality of
segments of the network as well as the network as a whole. The stored sequence
of events (SOE) list provides the basis for developing these statistics.

This time tagged data (TTD) is stored in the historical database at cyclic
intervals, e.g., scan rates, every 10 seconds or every hour. Normally, only changed
data are stored to save disk space. Data can be extracted at a later date for many
forms of analysis such as planning, numerical calculations, system loading and
performance audits and report production.

Post-mortem review (PMR) is another important area and is usually performed
soon after an interruption or at a later date using the historical database. To facilitate
PMR, the data are collected by making cyclic recording of either selected sets of
values within the PMR group or by recording all data. This segregation of data
allows each PMR group to be assigned the appropriate collection cycle time and
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associate it with the interruption cause event, making it possible to “freeze” the
associated data before and after the interruption event for later analysis.

This requirement for data mining is driving more sophisticated data archiving
functions with adaptable ways to select data and events to be stored. These
historians, utility data warehouses, or information storage and retrieval (ISR)
systems with full redundancy and flexible retrieval facilities are now an integral
part of any DMS. They are normally based on commercial relational databases
like Oracle.

2.6.5 HARDWARE SYSTEM CONFIGURATIONS

SCADA systems are implemented on hardware comprised of a multichanneled
communications front end that manages the data acquisition process from the
RTUs. This traditionally has been achieved by repeated polling of RTUs at short
intervals (typically, every 2 seconds). The data received are then passed to the
SCADA server, over a local area network,* for storage and access by operators
and other applications. Control is invoked through operator consoles supporting
the HMI command structure and graphic displays. The mission criticality of
SCADA systems demands that redundancy is incorporated, thus hot standby front
ends and application servers based on dual LAN configurations are standard. The
general configuration of a typical SCADA system is shown in Figure 2.9.

The front ends support efficient communications arrangements over a wide
area network to the RTUs, for the collection of process data and the transmission
of control commands that can be optimized for both security and cost. Commu-
nication front ends support a variety of configurations. The most popular in use
today are as follows:

e Multidrop is a radial configuration where RTUs are polled in sequence
over one communications channel. This results in a cheaper solution
at the expense of response time.

* Point-to-point dedicates one communication channel to one RTU. It is
commonly used for either major substations or data concentrators having
RTUs with large I/O requirements. This configuration gives high response
levels with the added expense of many communication channels. In
applications requiring very high reliability, an additional communication
path is added to form a redundant line point-to-point scheme.

e Loop operates in an open loop configuration supplied from two com-
munication front ends, each channel being of the multidrop type. The
advantage is one of reliability, because the loss of any communication

* LAN.
T WAN.
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FIGURE 2.9 Configuration of a typical SCADA system. (Courtesy of ABB.)

segment path can be overcome by switching the normally open point
(NOP).

e Star configuration is a combination of point-to-point to data concen-
trator RTU, which controls data access to slave RTUs configured as
point-to-point or multidrop. Such configurations are used in distribu-
tion automation where a mixed response time can be economically
engineered.

The central system comprising of everything above the communications front
end is called the “master station.” In the industry, there exist many communica-
tions protocols and their variants in use between the master station and the RTUs.
Most protocols* are based on centralized polling of the RTUs.

* See Chapter 6, Communications.
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2.6.6 SCADA SysTEM PRINCIPLES

It must be understood that performance has been at the heart of all SCADA
systems due to the historical limitation of communication speeds. The slow speed
affects the data acquisition function, which has formed the foundation of system
architecture of all traditional SCADA systems for distributed processes. Because
of this traditionally very limited bandwidth of data transmission, the whole design
of two asynchronous and independent cycles of data processing in SCADA has
been formed. It would be impossible for the SCADA applications to receive the
information from metered values and indications with reasonable response times
directly in the substation when only 50 baud (bits per second) was available for
communication. Therefore, the data acquisition cycle collects data as fast as the
communication allows and mirrors the state of the process into a real-time
database. Presentation of process state to the operators is made from this database
as described in an earlier section. All applications work on this mirrored image
of the process, thus being totally independent of the data acquisition function.

A particularity of the slow baud rates and high security demands is that RTU
protocols were designed with very special features. At very low speed, every single
bit counts, and therefore bit-synchronous protocols were the norm in the beginning
of remote control. Some of these old protocols still survive and have to be inter-
faced in new systems today. The disadvantage of bit-synchronous protocols is that
they require special hardware and special interpretation routines. In modern sys-
tems and in new protocol standards, byte-oriented protocols are used. These
protocols have more overhead (more frame bits per “true” information bits), but
they can be handled with normal (and much cheaper) line cards and modem:s.

The same basic design that formed SCADA from the beginning holds true
today, even if much higher bandwidths based on modern PLC and fiber-optic
cables are available. The only difference today is that the mirrored image of the
process is much “closer” (in time) to the real process. It is now unusual to find
point-to-point communication to the substations with lower than 2400 baud, and
an increasing use of wide area network communication with much higher com-
munication speeds has taken place.

In contrast, an industrial control system has the completely opposite design
compared to that for network control, because of the limited geographical distri-
bution of industrial processes. In this case, it is usually no problem to obtain
high-bandwidth communication all the way down to the controllers and measure-
ment points in the process. The central database is only a complication for the
presentation functions and the higher-level applications because they access the
process data directly from the measurement points — from the process itself.

Based on the above discussion and for historical reasons, it is easy to under-
stand that specifications have concentrated on the calculation of data acquisition
response times and bandwidth requirements. Such assessment will demonstrate
how accurately the system is able to mirror the process and how precise the result
of the higher-level applications will be, taking into account the configuration of
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the data acquisition* system. The data acquisition can be configured in a number
of ways, which will be described in the following sections.

2.6.7 PoOLLING PRINCIPLES

Two main types of polling of RTUs are found in network control systems: cyclic
and report-by-exception.

Cyclic. The measurands and indications are allocated to different polling
cycles (scan rate), typically on a number of seconds level, e.g., every 2—4 seconds
for high-priority data and each 10 seconds for less-important points. The front
end will request information from the RTUs in these cycles, and the RTUs will
answer with all data allocated to this level. The central SCADA system will check
if the data are changed from the last cycle and, if so, update the real-time database
and start other dependent applications. The communication channel is idle
between polling cycles.

Commands and set points are sent from the SCADA servers when requested
by the operators. If command requests are given high priority; they will interrupt
any sending of telemetered data from the RTUs, otherwise, the sending of com-
mands will have to wait until the line is free.

Cyclic polling will, of course, give very consistent response times that are
independent of how much the process really changes; i.e., the data acquisition
response times are always, even during big disturbances, the same as under normal
conditions. The SCADA servers will be more heavily loaded during disturbances
because change detection and all event activation takes place in SCADA for cyclic
polling schemes.

Report-by-Exception (RBE). In the report-by-exception principle, the RTU
only sends information when a telemetered value has changed (for measurands
over a deadband). The front end polls the RTUs continuously, and the RTU will
answer either with an empty acknowledgment when no data are available or with
data if a data point has changed. Because not all data points are sent, in each
telegram, data points under report-by-exception schemes require identifiers.

In report-by-exception schemes, the line is immediately polled again after
the RTU has answered. This means that the communication line is always 100%
loaded. With higher communication speeds, the lines are still 100% loaded, but
the response times are improved.

Commands and set points will be sent on request from the SCADA system as
soon as a new poll is initiated; i.e., the command replaces the next poll. This means
that commands and set points are sent more consistently in a report-by-exception
system because the waiting time for ongoing inward information is shorter.

Priority schemes can also be applied by report-by-exception. Objects can be
allocated different priorities depending on their importance. Normally, indications
and very important telemetered values, e.g., frequency measurements for auto-
matic generation control (AGC) and protection operation, are allocated to priority

* As described in sections 2.6.5 and 2.6.6.
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1, normal telemetered values like active and reactive power flows to priority 2,
and sequence of events data to priority 3. The polling scheme is designed to first
request highest priority information on all RTUs before priority 2 is requested
and so on. This is important in multidrop configurations in order to achieve good
response times for important information, e.g., status for breakers, from all RTUs
on the same line.

Report-by-exception polling gives much faster response times for telemetered
information in almost all circumstances. During high-disturbance situations, the
report-by-exception will be marginally slower than cyclic polling because more
overhead in the telegrams is required to identify the data.

Unbalanced polling is when the polling request, i.e., the initiative for com-
munication, always comes from the Front-End computers — the master. With
balanced protocol, the RTU can send a request to the front end to poll when
something has changed in the RTU. Balanced protocols are typically used in
networks with low change rates, many small RTUs, and low requirement on
response times, e.g., in distribution medium-voltage networks, for Feeder Auto-
mation, and with dial-up connections.

Some protocols allow the downloading of settings to RTUs, thus avoiding the
need to visit the site to conduct such modifications. Downline loading is normally
handled in the file transfer part of the protocol. The format of the downloaded
file is vendor specific and no standardization is proposed for these parts.

Use of Wide Area Networks for Data Acquisition. There is now a clear
trend in SCADA implementations for the use of wide area network (WAN) and
TCP/IP communication for data acquisition from RTUs. The communication
principle applied on the WAN is packet switched communication. Standard RTU
protocols based on TCP/IP have been defined, e.g., IEC 60870-5-104 for these
types of networks. The reason for this trend is that the customers are installing
much more communication capacity all the way to the substations, e.g., by
installing fiber optics in the power line towers and direct laid with new cable
networks. Packet-switched technologies use this additional communication
capacity more efficiently, and the spare capacity can be used for many other
purposes by the utilities, e.g., selling telecommunication services.

In a packet-switched network, the communication routes are not fixed. The
individual packets of data search for the best possible communication path. This
means that different packages can take different routes even if they belong to the
same logical telegram, and the complete information is only assembled at the
receiving end of the communication. Precise response times in such networks are
not possible to define. However, with stable communication and enough spare
capacity on the WAN, the response times will be sufficient for all practical purposes.

One result of packet-switched communication is that time synchronization
of RTUs over the communication lines will not be accurate because of the
unpredictability of transmission times. Time synchronization of RTUs in these
types of networks is normally done locally, usually with GPS.

Sending of set points for closed loop control applications might also be a
problem in packet-switched networks. The closed loop regulation characteristics
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will be influenced when the delay times vary. In these applications, special
consideration has to be taken to keep data sending and receiving times constant,
e.g., by defining a certain number of predefined and fixed spare routes in the
network that the communication can be switched between if communication
problems occur on the normal route, e.g., through the breakdown of a commu-
nication node.

WAN communication does not require front ends and uses a standard com-
mercial router directly connected to the (redundant) LAN of the control center.
The router will put the data together based on the received packages and send
the RTU telegrams to the SCADA servers. The same principles for polling apply
to WAN as for point-to-point connections.

2.7 OUTAGE MANAGEMENT

Outage management is one of the most crucial processes in the operation of the
distribution network, having the goal to return the network from the emergency
state back to normal. This process involves three discrete phases:

1. Outage alert
2. Fault location
3. Fault isolation and supply restoration

Various methods have been developed to assist the operator and depend on
the type of data available to drive this process (Figure 2.10).

Utilities with very limited penetration of real-time control (low AIL) but good
customer and network records use a trouble call approach, whereas those with
good real-time systems and extended control are able to use direct measurements
from automated devices. The former solution is prevalent in the United States for
primary networks (medium voltage) where distribution primary substations are
smaller. Except for large downtown networks, the low-voltage (secondary) feeder
system is limited with, on the average, between 6 and 10 customers being supplied
from one distribution transformer. This system structure makes it easier to establish
the customer-network link, a necessity for trouble call management systems if
outage management is to yield any realistic results. In contrast, European systems
with very extensive secondary systems (up to 400 consumers per distribution
transformer) concentrate on implementing SCADA control; thus, any MV fault
would be cleared and knowledge of the affected feeder known before any customer
calls could be correlated. In this environment, to be truly effective, a trouble call
approach would have to operate from the LV system, where establishing the
customer network link is more challenging. In these cases, trouble call response
was aimed at maintaining customer relations as a priority over fault location, which
is achieved faster through a combination of system monitoring applications
(SCADA, FA, and FPIs*) and advanced applications.

* Fault passage indicators.
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DMSs are now combining the best of these approaches to achieve real-time
solutions on the network with customer-oriented feedback. It is, though, worth-
while to describe the principles of the various methods to understand how their
combination can improve the overall solution. The fault location and restoration
function of outage management can be both a local solution (reclosers and auto
sectionalizers) or a centrally based process. The latter will be described here,
with the local approach being covered in later chapters on feeder automation.

2.7.1 TrousLE CALL-BASED OUTAGE MANAGEMENT

Trouble call-based outage management was the first approach for including cus-
tomer information in network operations. Through an IT approach, it improved
operations where SCADA was limited to large substations and was effectively
non-existent in the distribution network. Limited SCADA provided the operator
with little information of the actual network failure, unless seen by the substation
protection, until a customer called the customer information department com-
plaining of loss of supply. Loss of supply, whether as a result of a known SCADA
operation or the operation of a self-protected non-remotely controlled device such
as a fuse or recloser, frequently resulted in a cascade of calls, all of which had
to be managed for high customer satisfaction. Trouble call management systems
are designed by extracting maximum information from the call itself, to determine
the fault location; to providing the caller with up to date information on the
outage; to monitoring the progress of the restoration process and finally to main-
tain statistics per customer of quality of supply ensuring correct assessment of
penalties. The whole process is shown in Figure 2.11.

Trouble call systems must be designed to have fast response during storms
when call bursts result as the first storm effects are felt by customers. As the
number of circuits affected rises, the tendency is for the calls to peak and then
fall off, even though the number of affected circuits has not peaked, because
customers start to realize that the storm has had its maximum effect and will
pass. However, sustained outage duration will result in delayed bursts as custom-
ers start to lose patience. The call history versus affected circuits profile of a
typical storm is shown in Figure 2.12.

Fault Alert. The first trouble call signifies that there is potentially a network
failure; however, in some cases it may be an isolated fault within the customer’s
premises. This is quickly confirmed once additional calls are received. A call
entry screen of a typical TCM, in Figure 2.13 shows the data captured and the
customer relation activities, such as a callback request that are now being accom-
modated in modern systems.

Fault Location. The determination of fault location proceeds through two
steps, inference and verification, to reflect the two possible states of an outage.
The core of the process is often called the outage engine. It automatically
maintains the status of different outages and the customers (loads) associated
with each outage state by processing line device status and trouble groups. The
method relies on a radial connectivity model of the network, which includes a
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FIGURE 2.11 Trouble call management sequence of events from first call entry to
restoration. (Courtesy of ABB.)

customer-network link pointing every customer in the CIS to a location on the
network. As mentioned previously, in U.S.-type distribution systems, associating
customers with a distribution transformer is less complex than in European
systems, where the secondary (LV) networks are more complex and the number
of customers per transformer greater. Various hybrid assignment methods (such
as postal code) in addition to GIS* methods have been used to check early mains
records. An outage is defined as the location of an operated protection device or

* GIS methods refer to classical geo-surveys and mapping. In urban underground networks established
before GIS implementations, rastering of paper mains records and accepting their accuracy sometimes
was the only cost-acceptable method, and thus additional public domain data was included to improve
or verify location.
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FIGURE 2.12 Duration profiles of the number of outage trouble calls and affected circuits
for a typical storm.

open conductor and the extent of the network de-energized as a result of the
operation including the affected consumers.

Probable Outages. Most outage engines analyze trouble calls that are not
associated with a known or verified outage, and group them into probable outages.
During each pass, all new trouble calls and all trouble calls previously grouped
into probable outages (which are not yet assigned to verified outages) are noted.
This new set of trouble calls is used to trace the network to infer a new set of
probable locations of outages. New probable outages are identified, previously
probable outages moved, and previously probable outages deleted, so that there
is a probable outage at each location in the new set of probable locations. A
location is a protective device that could have operated.

Typical algorithms predicting outages use a “depth first” algorithm with post-
order traversal of the feeder network graph. Empirical rules are developed to cater
for branching of the radial network, and the branch may include protective
devices. For example at each node of the network, the ratio of trouble calls to
the number of customers is calculated then compared to the accumulated ratio
for all nodes in the subgraph below that node. Lists of trouble calls and probable
outages below the outage at this location are calculated. After visiting a node, a
decision is made whether or not to create a probable outage at the node or to
defer the decision until concluding examination of an upstream node. The fol-
lowing rules are typical for deterministic inference:

e Each trouble call must be assigned to some probable outage.

* Before an outage is created, at least two loads must have trouble reports
(customer calls).

* An outage should be placed at the lowest protection device or load in
the network, above the point where the ratio of reports to customers
is below a defined threshold.

e Determination of logical “AND” together or “OR” together results of
affected load counts and percent of customer calls.
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The trouble call approach is used predominantly in networks where SCADA
deployment is very limited, with the consequence that the system is not observed.
Methods using fuzzy logic are now being investigated to extend outage determi-
nation accuracy. Traditional methods predominately rely on calls and network
topology to find a common upstream device. The proposed fuzzy logic method
extends the input information to include protection selectivity. A fuzzy logic-
based decision process screens this information [6]. The process combines fuzzy
sets that reflect equivalent logical operations. For example, a feeder with two
branches will have a fuzzy set “A” for branch “a” reflecting the devices that could
operate for a call at the end of the branch.

Aa = {(Xia’ “’ia(xia))/xia}’

where upstream devices o = x;, with set membership values W, (x;,) = 1,/i,.

A second set is formulated reflecting branch “b” and each set if combined
using the Hamacher principal to account for the common devices in each set
upstream of the branch point to form one fuzzy logic-based decision algorithm
for the feeder. Comparison of the fuzzy logic-based extension to the traditional
approach outage detection (OD) using Monte Carlo simulation suggests dramatic
improvements on the prediction of outage location for multiple faults.

Fuzzy OD Traditional OD
(% Accuracy) (% Accuracy)

Case A (single fault) 98.6 99.1
Case B (multiple fault) 83.7 3.7
Case C (multiple fault) 80.4 2.8

Fast and accurate prediction of the location of a probable outage is vital
because it is used to direct the field crews to confirm the fault location and points
of isolation. The faster the crew reaches and confirms the extent of the damage,
the more efficient the restoration process.

Verified Outages. An outage is verified by confirmation by the field crew of
the operation of a manually controlled switch or open circuit or the notification
of a SCADA operation. Once the outage is verified, the outage engine repeatedly
analyzes switching events and other connectivity changes (phased restoration) to
update customers associated with the outage. Different events in this category
are typically processed as follows:

e For “open” operations at a probable outage, the outage is verified.

» For “open” operations where there is no probable outage, a new verified
outage is created.

» For “open” operations to a de-energized device, no outages are created
or modified.

* For “close” operations at a verified outage, the outage is removed.
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e For “close” operations that energize de-energized loads, the outage is
partially or totally removed.
* For “close” operations of a de-energized device, no outages are modified.

A “close” operation from SCADA is only accepted after a certain time delay
to allow for closing onto a fault resulting in a new trip.

Supply Restoration. Emergency switching plans and field crew actions are
iteratively undertaken to isolate and then restore supply. Supply restoration is
often partial where normally open points or alternate feeds are used to back feed
to the healthy parts of the system isolated from the primary supply by the fault.
As the manual actions are completed, the operator, having received confirmation
from the field, enters the connectivity changes into the DMS (TCM) OMS network
model. The outage engine automatically keeps track of the changes and the event.
Thus at all times the utilities call taker is aware of the customers still without
supply and the prognosis of the situation.

2.7.2 ADVANCED APPLICATION-BASED OUTAGE MANAGEMENT

As different outage management methods use more and varied input data for
decision making, the difference becomes one of emphasis and origin. Although
the method described in the preceding section is able to benefit from the use of
SCADA data, the emphasis is still on an IT-based solution. The advanced appli-
cation-based method, in contrast, is triggered directly by real-time input from the
operation of SCADA data collection devices, with trouble calls adding additional
information after the event. The information from the measurement devices,
usually a protective relay or FPI, is delivered directly to the topology engine
within the real-time system network model and is used to determine the fault
location. Trouble calls usually add little extra information for a highly automated
network. This fault location, isolation and supply restoration (FLIR) divides the
process into three discrete but linked stages:

e Fault localization (FL)
e Fault isolation (I)
e Service restoration (SR)

The generalized nature of the FLIR function enables it to operate across many
voltage levels should the distribution system represented in the DMS be an
integrated multivoltage level network model.

Fault Localization. Faults on the distribution network are sensed by protec-
tion and isolated by circuit breakers installed in primary (source) substations.
With the exception of reclosers, there is seldom any other primary switchgear
installed on the feeder network capable of breaking fault currents;* therefore,

* Fuses at distribution transformers or on single phase laterals will clear faults but will not provide
information directly to the control room. If fitted with blown fuse indication, they will assist in fault
location.
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there is little other information to guide in the location of the fault down the
feeder. The only exception is the application of ring main units with vacuum
circuit breakers, including integral protection, which are now becoming cost-
effective. The implementation of feeder automation, either in the form of FPIs
associated with remotely controlled line switches or as communicating FPIs,
immediately provides the chance for improved resolution of the fault location.
Nondirectional FPIs are the most common and are applied to radial circuits,
whereas the directional varieties are used on meshed networks. FPIs are available
for short circuit and ground (earth) fault application. Central fault localization
methods in operation today use two data sources: (1) the operation of non-
directional and directional FPI and (2) information from communicating protec-
tive relays (distance or overcurrent). The first pass of the analysis is to determine
the area of the network below (radial) the FPI that operated farthest from the
source yet above the next FPI that has not operated or the network between a
number of directional FPIs that have operated (mesh). In general, the analysis
divides the network and determines subnets containing FPIs that have not operated
and those that have. The former are usually termed “faultless,” whereas the other
areas are classified as “in fault.”” The localization resolution is limited to the
density of FPI deployment but can be enhanced in the presence of certain pro-
tective relays by using network circuit parameters and protective relay values to
determine the distance to the fault from the protective device location. Although
this calculation relies on the accuracy of the network model impedance data, it
often enables distinction between alternative branches of the network that lie in
the “in fault” subnet. It also allows calculations to be limited to the “in fault” or
“fault suspicious” subnet.

Fault Isolation. Fault isolation requires fast determination of the best points
of isolation knowing the location of the fault. In a radial network, this determi-
nation is fairly trivial, requiring the selection of the nearest upstream device from
the faulted section. In a meshed environment, the task is to determine those
switching devices that form the boundaries of the portions of the network clas-
sified as “faultless.” In this process, advanced algorithms should distinguish
between manual and remotely controlled switches, including whether any device
has restrictions. Devices with operating restrictions should be eliminated from
consideration. These algorithms determine the necessary switching sequence for
isolation and usually present the suggested switching plan for operator approval
and execution.

Service Restoration. Open switches are identified that can be closed to
restore supply to the isolated subnet. In the case of radial systems, the closing
of the normally open point (if one exists) will be necessary to restore supply
beyond the lowest point of isolation. The ability to test the feasibility of supplying
load from an alternate feed by running a load flow calculation between restoration
steps is a function available in advanced restoration algorithms. The final resto-
ration sequence usually reverses the isolation steps, but in doing so the switching
policies of operation must be met. As in the isolation function, most systems
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FIGURE 2.14 Sample FLIR analysis. (Courtesy of ABB.)

present the operator with a recommended sequence for approval and implemen-
tation, which is confirmed one step at a time.

FLIR Example. The operation of the isolation and restoration functions of
a typical FLIR demonstrated by the following example using a combined radial
and mesh network, shown in Figure 2.14.

A fault occurs on the line between stations B and E, which is cleared by
overcurrent protection operating circuit breakers CB1 and CB2 in station A. The
information from FPIs distributed in the network allows the location of the fault
to be confirmed on the line between stations B and E. The fault isolation function
determines that the fault is in the radial circuit supplied from station B switch
B3 down to NOP B2 in station E. Switch B3 was determined as the favored
remote-controlled switch for fault isolation and switch B1 of station E as the
preferred manually operated switch. Once the fault is isolated by opening remote-
controlled switch B3, operation of the restoration function, once applied, would
suggest a two-stage restoration. First, restoring supply by closing CB1 and then,
after field crews had verified the outage and opened manually operated switch
B1 (station E), they could proceed to close manually operated NOP B2 (station
E) in preparation for closing remote-controlled switch B1 (station F) to complete
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the second and final restoration step in reconnecting customers supplied from
station E.

2.7.3 GIS-Centric VERSUS SCADA-CENTRIC

There exist two approaches to the deployment of trouble call-based outage man-
agement systems:

e GIS-centric
e  SCADA-centric

GIS-centric TCM systems are attached more closely to the GIS environment,
having a separate connectivity model to achieve satisfactory response times for
fault location inferencing from trouble calls. Their HMI is either shared with the
GIS or a dedicated facility specially designed for the application when the TCM
is a stand-alone system. Any real-time network change has to be passed from the
SCADA system to maintain real-time synchronization of the TCM connectivity
model with the SCADA model. This is mandatory if the results are to be valid.
This type of trouble call management system was the first to be implemented,
mostly in North America where little SCADA or feeder automation existed. It
provided an IT solution to customer satisfaction and outage management. In
Europe, call-taking systems were implemented with basic customer location
algorithms linked to the LV networks to improve customer relationship manage-
ment while avoiding costly LV connectivity models.

A SCADA-centric deployment implies that the TCM application is tightly
embedded under the SCADA HMI, network connectivity model and real-time
process. Even though the TCMS may use a dedicated simplified connectivity
model, this connectivity is continuously updated within the real-time system. Any
data changes, whether temporary or permanent, are synchronized by the same
data maintenance/data engineering mechanism. This type of deployment is essen-
tial where the AIL is high and increasing, thus placing ever-demanding pressure
on real-time performance as more real-time device status changes with all their
associated alarming occur within the network. This approach also allows full
advantage to be taken of the advanced application-based outage management
functions. The advantages are now being realized, and the industry is seeing
successful implementation of hybrid TCM/advanced application outage manage-
ment systems.

2.8 DECISION SUPPORT APPLICATIONS

Included in advanced applications, in addition to the FLIR function, are other
decision support applications that can be employed independently or as support
within the FLIR function. Although these are designed to work in real-time
environments, their most frequent mode is as operational planning tools in which
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the operator plans for contingencies, changes in normal switching configurations,
and planned switching actions. When used in the real-time environment, they are
usually triggered in one of three optional ways:

e Manually — on operator demand

e Cyclically — in the background at a predefined cycle (say, every 15
minutes)

e Event driven — on a change to the network configuration as the result
of a switch operation or significant load change

In order to reduce the computation load in a vast distribution network, the
topology engine is set to identify only the parts of the network that have changed
since the last calculation. The calculations are then restricted to the changed areas
of the network.

2.8.1 OprerATOR LOAD FLOW

This function provides the steady-state solution of the power network for a
specific set of network conditions. Network condition covers both circuit config-
uration and load levels. The latter is estimated for the particular instance through
a load calibration process that adjusts static network parameters (as built) with
as much real-time data as possible available from SCADA. The calibration meth-
ods typically operate in a number of discrete steps. The first step is a static load
calibration. Input for this calculation is the static information, like load profiles,
number of supplied customers, and season. The results are static values for the
active and reactive power consumption. The second step is a topological load
calibration. This function uses the static results of the power consumption, the
latest measurement values, and the current topology of the network to determine
dynamic values for the active and reactive power consumption. The topology
engine determines, for meshed network, islands of unmetered load points supplied
from metered points, whereas for radial systems, the analysis is a fairly trivial
tree search for the upstream metered point. These values are used as pseudo
measurements together with the real measurements as input for a state estimation
that comprises the third step. This final step adjusts the nonmeasured values and
any missing values to represent the state of network loading with losses included.

Fundamental to the load calibration process is the load model employed.
Different power utilization devices (lighting, air conditioners, heating load, etc.)
exhibit particular load characteristics. These characteristics are represented by
one of three types, constant power, constant impedance (lighting), and constant
current, each exhibiting a different voltage dependency (Table 2.2).

At any distribution load point such as an MV/LV substation, there is a high
probability that different types of load will be connected. These load types may
be inherent in the load classification or customer class (commercial, residential,
industrial). Thus, all loads can be described as a combination of the three char-
acteristics by assigning a percentage factor to each characteristic.
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TABLE 2.2
Typical Nonlinear Load Types Showing Voltage Dependencies
Factor
Behavior Name Voltage Dependency
Constant power (SCP) Fep None
Constant impedance (SCI)  Fg, Quadratic
Constant current (SCC) Fec Exponential with exponent P, Q where

0<P Q<2

Powi= Pep + Per + Pec = Poag X Fep + Boaa X Fep + Boaa X Fee

Ql{)ud= Pl(lad X (\/ (1 - (COS (P)z )/COS(p

= Qcp + Oci + Occ = Qioaa X Fep + Qioaa X Fer + Qloaa X Fec

The default values are often assigned to these models for both the per-
centage contribution and the exponential components of the constant current
exponent.

In addition to voltage dependency, loads at the distribution level [2] vary over
time and are described by daily load profiles. Loads peak at different times, and
when combining loads, the difference between the addition of all the individual
peaks compared to the peak of the sum of the load profiles is called load diversity.
Diversity exists between loads of the same class (intraclass diversity) and between
different classes (interclass diversity). The higher up the system that the loads
are accumulated, the less the diversity. Thus, to model loads accurately for
analysis at different times of the day, the application of load profiles is recom-
mended. Load profiles for typical load classes are developed through load research
at an aggregation level of at least 10 loads per load point. Thus, loads can be
represented by one class or a combination of classes. Load classes also vary from
season to season and from weekday to holidays to weekends.

The load models for operator load flows must be able to represent loads with
limited or more expansive information. Three different ways of modeling the
active and reactive power values P and Q follow:

Single Point Value Based. Typical load based on installed KVA or other
predefined magnitude, say, peak value. A fixed typical load S,;, and a power factor
cos ¢ (each defined per individual load) is used to determine the active and the
reactive power consumption.

Boad = Sf}’}’ XcosQ and Qload = Styp X \/m
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A single point load description does not reflect the time-dependent consump-
tion patterns of loads at the distribution level nor load diversity.

Profile Customer Class Based.* The 24-hour normalized load profiles for
different seasons are available for the load point when used in conjunction with
the single load value; this allows some representation of diversity and a more
accurate value for calibration at times different from that of single load value,
thus incorporating time dependency into the load model.

Poea = Syp X L, (season, day type, hour) and

Qioaa = Suyp X Lo (season, day type, hour)

This can be extended for the values of the active and the reactive power for each
type of voltage dependency (Pqp Pey, Pec, Qcp Qs and Qgc), which are calculated
individually first. Additionally, the customer classes (CC) are distinguished:

Pyy = E Scc(season) X Fyx cc X nee X Lp cc(season,...)
cc

Oxx = ZSCC (season) X Fyx cc X nee X Lo cc(season, ...)
cc

XX e{CP,CI,CC}.

Billed Energy Based. The metered (billed) energy Eg;, and the number of
supplied customers n for one transformer is used:

P = 2(E,;;. LF.)/DF, for all customers 1 to n,

where LF, = load class load factor and DF, =load class diversity factor. In a
second step, the value of Sy, is used as typical load in the formulas of method 1.

There is a general priority list, which defines the preferred calculation method.
For each load, which input data are available is checked. If input data for more
than one calculation method are available, the method with the highest priority
is used. The output of the static load calibration is used as input for the topological
calibration.

2.8.2 FAuLT CALCULATION

There are two categories of fault type — balanced or symmetrical — three phase
faults and asymmetric faults when only two phases or ground is involved.

* See Chapter 3, Figures 3.21 and 3.23, for examples.
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FIGURE 2.15 Three-phase balanced fault. (Courtesy of ABB.)

The symmetrical short circuit analysis function is defined by IEC 909 in
which initial values of node/bus voltages provided by the load flow calculation
(LFC) are neglected.

The fault calculation function for a three-phase balanced fault (L1-L2-L3-E)
remote from a generator simulates a fault on every bus in the electrical power
system (Figure 2.15). For each fault case, the initial symmetrical short circuit
current at the bus and the currents in the connected branches are calculated. Based
on Thevenin’s theorem, the current is determined by

c-U,

\/g'gk ’

I, =—

with the nominal voltage U,, the voltage factor c, and the short-circuit impedance
of a three-phase system Z,. The factor ¢ depends on the voltage level. In addition,
the initial symmetrical short circuit apparent power and the fault voltages at the
neighboring buses are determined.

Asymmetrical Short Circuit Analysis. The following types of unbalanced
(asymmetrical) short circuits are typically calculated by the asymmetrical short
circuit analysis functions:

¢ Line-to-line short circuit without earth connection (Figure 2.16a)
¢ Line-to-line short circuit with earth connection (Figure 2.16b)
e Line-to-earth short circuit (Figure 2.16c)

The calculation of the current values resulting from unbalanced short circuits
in three-phase systems is simplified by the use of the method of symmetrical
components, which requires the calculation of three independent system compo-
nents, avoiding any coupling of mutual impedances.

Using this method, the currents in each line are found by superposing the
currents of three symmetrical components:
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FIGURE 2.16 Three-phase unbalanced faults. (Courtesy of ABB.)

* Positive-sequence current [,
* Negative-sequence current /,,
* Zero-sequence current [,

Taking a line L1 as a reference, the currents /,,, I,,, and [, ; are given by:

I,= l(l) + l(Z) + l(O)
[,=dl I, +1
Lpp=a Ly talp +1,

2
Iy=al, +al,+1

L

1 1 ) 2__1_.1
Q__E-l_JE\/g,Q_ B ]2\/5,

where a = 120° operator.

Each of the three symmetrical components systems has its own impedance
that reflects the type, connection, and grounding (transformers) of the network
equipment and must be entered into the distribution model database.

The method of symmetrical components postulates that the system imped-
ances are balanced, as represented by balanced line geometry and transposed
lines, although the absence of the latter gives insufficient error in distribution
networks.

Breaker Rating Limit Check. The main use of the fault calculation in a
DMS is to determine whether a circuit breaker will be operated above its rating,
and thus an alarm can be created to notify the operator if an operating state would
be a violation.
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2.8.3 Loss MINIMIZATION

The loss minimization application provides a comprehensive method for inves-
tigation of the reduction of radial distribution network real losses through network
reconfiguration within specified operating constraints. The loss minimization
application has the following features:

e The ability to identify switching changes for reduction of distribution
losses.

e The ability to calculate the necessary reallocation of load among feed-
ers to reduce distribution losses.

e The capability to verify that the proposed optimized system condition
is within the allowable operating limits (capacity and voltage).

e The capability to run cyclically or to run at a specified time each day
and to execute on operator request. Similar to the load flow, computa-
tions will only be run on the portion of the network affected by changes
(switching, incremental load adjustments, etc.).

e The capability to restrict the optimization to use remotely controllable
switches only.

The function always starts from a feasible system base case. In the event that
the as-operated base case is infeasible (constraints violated), the loss minimization
function will first determine (advise) a feasible state. Starting with this state, a
list of switching actions and the associated reduction in losses will be listed. Each
successive switching action will provide increased loss reduction. The sequence
of switching actions, which may involve multiple switching of the same switch,
is specifically prepared to ensure that at no time during the sequence will any
equipment be overloaded or voltage limit exceeded.

2.8.4 VAR ConNTRrROL

The VAR control function is designed for the control of MV capacitor banks
located at HV/MV substations and on MV feeders. The function determines radial
systems capacitor configurations that reduce reactive power flows into the MV
system, while maintaining the system within user-defined voltage and power
factor operating limit conditions. The resulting capacitor configuration reduces
MYV feeder voltage drops and losses under varying system load conditions.

VAR control functions usually produce MV network local capacitor control
strategies on an individual HV/MV substation service area basis. A typical cal-
culation sequence is as follows:

Step 1. Determine the service area operating state regarding VAR compen-
sation. Three scenarios are possible:

e The service area is in a normal state. This is determined by comparing
the actual total service area power factor (as measured by SCADA)
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with the target power factor and by the nonexistence in the MV feeders
of high/low voltage and power factor limit violations (as calculated by
state estimation).

e The service area needs VAR compensation. This is determined by com-
paring actual total system power factor with the target and by the exist-
ence in the MV feeders of low voltage and power factor limit violations.

e The service area is in an over-VAR compensated state. This is deter-
mined by comparing actual total system power factor with the target
and by the existence in the MV feeders of high voltage and power
factor limit violations.

Step 2. The target total system power factor is user defined.

User-defined deadbands and threshold values are used in the determination of
the service area operating state to reduce the number of VAR control application runs.

Operating states 2 and 3 represent candidates for VAR control. The availability
of controllable capacitor banks in these service areas also determines whether the
VAR control application is executed or not on the particular service area.

Certain assumptions are made to simplify the calculation yet achieving results
within the system operating tolerances. Typical assumptions include that all MV-
level VAR adjustments will not be reflected in the higher voltage networks and
that all tap changing equipment (transformers and line regulators) will be held
constant. Further, that common practice of employing a limited number of capac-
itor banks on feeders will be adopted.

2.8.5 Vout CoNTROL

The volt control function is designed for the control of on-line tap changers
(OLTCs) associated with substation transformers and line voltage regulators with
the objective to reduce overall system load. Typically, this function is used at
times when demand exceeds supply or flow of power is restricted due to abnormal
conditions. The function calculates voltage set points or equivalent tap settings
at the OLTCs to reduce the total system served load.

The calculation method supports two load reduction control strategies:

Target Voltage Reduction. The first method reduces the system load in such a
way that a lowest permissible voltage level is not violated. The maximum load
reduction is, therefore, a function of the user-defined lowest permissible voltage level.

Target Load Reduction. The second method determines the system voltage
level required to achieve a user-defined load reduction target.

Calculation Method. Calculation methods follow a similar approach to VAR
control. An area is first selected where load reduction is required. For example,
consider Figure 2.17, where a sample system of three radial feeders is described.
Each of the three feeders has different lengths (hence impedance), total load, load
distribution, and number of line regulators.

The first step is to determine which HV/MV substation service areas are
candidates for OLTC volt control. The criteria used reflects
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FIGURE 2.17 Example network showing line voltage regulators. (Courtesy of ABB.)

e The availability of OLTCs for control as determined by SCADA
e User-defined active power limits

Each candidate substation service area is analyzed one at a time using one
of two possible calculation methods.

Again, corresponding assumptions similar to the VAR control function allow
realistic performance of the calculation for control room use.

2.8.6 DATA DEPENDENCY

The validity of results from all advanced applications are entirely dependent on
data availability and its quality. The first level of data is that of the network
topology. The connectivity of the network incorporating the status of switches
must be correct, because fundamental operating decisions and maintenance of
safety use this as the basis. Maintenance of remotely controlled switch status is
automatic within the SCADA system but all manually operated switch statuses
have to be manually input by the operator from information communicated from
the field. The normal state of network configuration must be stored during tem-
porary switching to enable restoration to the normal state as defined by NOPs.
As extensions are made to the network, all changes added to the DMS have to
be synchronized with the actual field state. The data modeling becomes more
complex for North American networks where each phase needs to be represented
due to the mix of three- and single-phase supply and where switching devices
can open one phase independently. Outage management and basic switching plan
generators within the advanced applications portfolio depend entirely on correct
topology (connectivity) for valid results.
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Advanced applications that perform calculations on the network such as
power flow, fault level, loss minimization, and optimization require another level
of data describing network parameters such as circuit impedances, capacity
limits, and loads. The latter are the most difficult to determine not only because
the time variation of consumption differs from customer class to customer class,
but also there is voltage/current dependency. Few real-time measurements of
individual customer loads or composite customer load groups exist except at
the substation feeder sources. The most commonly available value at customer
substations is an annual peak load value that is manually collected after the
system peak has occurred and is seldom time-stamped. The implementation of
automatic meter reading, even though not widespread, is improving load behav-
ior information. However, the automatic readings are normally not real-time
values but historical energy consumption values. Devices within the network
with local control such as line voltage regulators and capacitor controllers
require additional data of their control behavior such as set point, and deadbands
to describe their operation.

The issue of data accuracy and sustainability must be considered when setting
the expectations and benefits derived from the advanced applications performing
network analysis calculations. It is not just the initial creation of the DMS database
that requires considerable effort, but also the cost of maintaining its accuracy in
an ever-changing environment.

It can be concluded that DMS advanced applications should be divided into
two categories: those that operate satisfactorily with topology only and those that
in addition to topology require network parameter data as shown in Table 2.3.
The former will give results that are unconstrained by network capacity limitation
and must rely on the operator’s knowledge, whereas the latter consider the
constraints of the network capacity and voltage regulation.

In utilities with good planning practices where a detailed network model of
the MV system has been created and verified, this model provided of sufficient
granularity in terms of switch and feeder representation, and can be used as the
foundation of the DMS connectivity model.

The concept of value versus data complexity is illustrated in a subjective
manner in Figure 2.18, where a data complexity and sustainability factor is
assigned a value between 1 and 10. Similarly, the value to the operator of the
results from a constrained advanced application can also be assigned between
1 and 10. The ratio of the two values, the Value to Complexity Ratio (VCR)
illustrates subjectively the potential benefits and distinguishes between uncon-
strained and constrained applications.

2.9 SUBSYSTEMS

2.9.1 SUBSTATION AUTOMATION

Traditional SCADA systems acquire the majority of data on the power system
from substations. This has been achieved by installing RTUs, hardwired into the
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TABLE 2.3
Categorization of Advanced Applications

Topology-Based  Parameter-Based

Application (Unconstrained) (Constrained)
Network coloring %
Switch planner I e
FLIR I s
Operator load flow I
Fault current analysis v
Volt/VAR control e

Loss min/optimal reconfiguration s

Note: Some functions will operate without the need for the power flow to give
meaningful results such as the case of a switch planner and FLIR that could be
implemented initially as unconstrained applications, thus reducing the need to
collect and verify additional complex data.

2 Applications operating under constraints require the load flow as an integral
part the application.

protection relay and switch auxiliary contacts, as the communications interface
to the central control system. This approach was costly and restrictive, not using
the full capability of modern communicating relays. Substation automation (SA)
describes the concept that takes advantage of the configurable communication
IED technology in implementing a local multilayer control hierarchy within a
substation. Logically there are two levels, the lower or bay (feeder) and the higher
or station level. Suppliers have adopted different architectures for SA. These
architectures use either a two or three information bus configuration — the
difference being where the protection intelligence is located. The three-bus
approach retains the segregation of the protection logic and device at each bay,
whereas the two-bus architecture uses a common central processor for all pro-
tection. The former approach has been favored because it reflects traditional
protection philosophy.

The main varieties of SA platforms being marketed that attempt to integrate
the distributed processing capabilities of the many IEDs are as follows:

1. RTU-Based Designs. These systems evolved from conventional
SCADA where RTUs were modified to provide the communications
interface with, and utilize the distributed processing capability of,
modern IEDs. Some RTUs have added limited PLC functionality and
de facto standard sub-LAN protocols such as Echelon LONWorks or
Harris DNP 3.0. The main disadvantage of this approach is the inability
to pass through instructions to the IEDs in a one-to-one basis because
they effectively appear as virtual devices to the central control room.



Central Control and Management 71

Unconstrained Constrained
Load flow
Fault
PSlwitch Switch planner (C)
anner @B
(uQ) Volt/VAR control (C) D
7 T ELISR Loss Minimization/NOR
¢ Lo ELISR (C)
5
\ O Value of VCR
8 4 1
g \
o \
2 -
1 4
0 T T T T T
S A 5 o
0\0@\ Qéo & & & & Y
K N ° & & &
< N WV N &
<& A S &
A, s
4\&
&

FIGURE 2.18 Subjective benefits versus data creation effort for different data categories
and associated DMS advanced applications where DNC = dynamic network coloring, LM
= load model with simple being a one-value model based on installed distribution trans-
former capacity, medium is represented by an estimated load value and estimate of voltage
dependence, and complex requires in addition to the first two model types load profiles
of typical days. Unsymmetrical analysis refers to applications requiring unbalanced loads
and sequence impedances.

2. Proprietary Designs. These are fully functional, modular, distributed
systems provided by one supplier using proprietary architectures and
protocols. The systems are not open because the full protocols are not
published and the HMI is vendor specific to their IEDs and architecture.
Any extension of the substation is confined to the original SA supplier’s
equipment.

3. UNIX/PLC Designs. These systems use RISC workstations operating
under UNIX integrated with PLCs to give very high-speed multi-
tasking solutions. The resultant cost is higher than other platforms.

4. PC/PLC Designs. The design of these systems is based around a sub-
LAN with the PC providing the HMI and integrated substation data-
base. The PLC supports customized ladder logic programs designed
to replace conventional annunciators, lockout relays, and timers.
Because the sub-LAN communication protocol is usually dictated by
the selection of PLC, the PC protection IEDs require special gateways
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TABLE 2.4
Summary Comparisons of the Main Features of the SA Alternatives
Feature RTU Based Proprietary UNIX/PLC PC/PLC Black Box
SA Design Type
HMI Windows, Proprietary UNIX Windows Windows
operating DOS
system
HMI software Limited Proprietary HP, SI, US Many Proprietary
Data
Sub-LAN LONWorks, Proprietary PLC based PLC based VME bus
protocol DNP
IED support  Protocol Proprietary Protocol Protocol Self-contained
conversion conversion conversion
Comparative ~ Medium Limited to High High Medium
functionality products from
a single
vendor
Cost Middle High Middle to high Middle Low
Major Harris, SNW,  ABB, HP, SI Tasnet, GE K RIS
suppliers ACS Schneider, series,
GE, AREVA Modicon,
Allen-
Bradley

and interface modules. The resulting integration issues are not trivial
if devices from different vendors are used but the approach has a degree
of openness.
5. Black Box Designs. These systems are designed to integrate, within
a single PC framework, selected SA functions. All functions such as
programmable protection, ladder logic, input/output (I/O), and front
panel annunciation are achieved within one common PC server. The
main disadvantage is that protection is centralized, which deviates from
the conventional protection philosophy of individual circuits having
independent protection.

Comparison of the different SA types described is summarized in Table 2.4. The
benefits in flexibility with primary and secondary configurations can be substantial.

2.9.2 SUBSTATION LOCAL AUTOMATION

The most common architecture in use today, whether proprietary or not, is that
where each bay has independent protective devices, thus it is worth expanding
on more of the details of this design. The protection and control units act
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independently in cases of a disturbance, cutting off the faulty portion of the
network. The same protection relay and control units have a communications
bus and thus act as data transfer units to local systems or telecontrol systems,
replacing the conventional RTUs. Communicating annunciators can also be
connected to the overall system. All data acquisition devices are connected
through a common communications bus that is used to transfer the data to the
local or telecontrol system through a data communications unit, if needed. The
protection relays, control units, and alarm centers provide the operating systems
with the following:

e Time-stamped event data

e Measured electrical quantities (directly measured and derived)

* Position data for switching devices (circuit breakers and disconnectors)
e Alarm data

e Digital input values

e Operation counters

e Data recorded on disturbances

e Device setting and parameter data

The local or telecontrol (SCADA) system can send the following to the units:

e Control commands
e Device setting and parameter data
e Time synchronization messages

Using the communications bus provides several technical and economic
advantages compared with conventional signal cabling. The need for cabling is
considerably less when much of the necessary information can be transferred
through one bus. Intermediate relays are not needed, either. On the other hand,
the feeder-specific current transducers and circuits can be discarded, because the
measurement data are obtained through the protection circuits. As less cabling
and a smaller number of intermediate relays are needed, the fault frequency of
the substation is reduced. Protection relays can be used for condition monitoring
of secondary circuits, such as tripping circuits. The actual transfer of messages
is also monitored, and communication interruptions and faults can be instantly
located. Systems are easier to extend, because new units can be easily added
thanks to this communications principle.

Each device provides a time-stamped message on events (starting, tripping,
activation, etc.) through the bus. These events are sorted by time and transmitted
to the event printers or to the monitoring system. Data covered include maximum
fault current data, the reason for starting or tripping, and fault counters. Device
setting and parameter data can also be conveyed by control units, and commands
from the control system can also be transmitted to the switching devices in the
same way. Microprocessor-based relays and control units store a lot of data on
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FIGURE 2.19 Typical substation local automation design. (Courtesy of ABB.)

faults occurring in various registers. Also, the devices can provide current and
voltage measurements. The devices may also have calculation routines providing
the power, energy, and power factor derived from the measured current and
voltage values. These data can be used locally or by the telecontrol system.

Each device in the system has its own internal clock, which must be syn-
chronized with the other clocks in the system. Events and other important mes-
sages are time-stamped in the secondary device. The messages can be sorted by
time on the basis of this time-stamp. To keep the clocks synchronized, a syn-
chronization message aligning the clocks to millisecond accuracy is sent out at
regular intervals.

The substation level has supervision or control systems to perform centralized
automation functions at the substation level. These local control systems (Figure
2.19) are based on the same concept and technology as the SCADA system.
However, they are more basic in terms of equipment and software than the
SCADA system, and are scaled for use at the substation level. Functions typically
performed at substations include the following:

e Schematic mapping of substation and switch position indication
* Presentation of measured electrical quantities

e Controls

e Event reporting
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e Alarms

e Synchronization

e Relay settings

e Disturbance record collection and evaluation

* Processing of measured data, trends, power quality data, and so on

e Recorded data on faults and fault values

e Network primary device condition monitoring

e Substation level and feeder level interlocking

* Automatic load disconnection and reconnection

e Various regulations (voltage regulation, compensation, earthing coil
regulation)

e Connection sequences on bay and substation levels (e.g., busbar or
transformer change sequences)

Technically, it is possible to integrate similar functions in a single device.
One protection package can contain all the protection functions needed for the
feeder in question. A protection relay can also incorporate control, measurement,
recording, and calculation functions. Protection relays can provide disturbance
records, event-related register values, supply quality and consumption measure-
ments, and counter and monitoring data. The number of inputs and outputs
available in the protection packages are increasing, and thus all the data related
to a feeder can be obtained centrally through the relay package. The more data
there are to be processed, the more economical it is to link the data through one
sufficiently intelligent device. Also, communications devices are becoming
smaller and smaller. Linking of occasional data (door switches, temperature, etc.)
to the system via small I/O devices will become economically feasible. Thus,
this type of data will also be available centrally in local systems and at the master
station SCADA systems.

Control Units. Necessary protection and control functions have been inte-
grated into the feeder protection packages. A feeder-specific control unit provides
position data on the switching devices of the feeder, and the unit can be used for
controlling the motor-operated switching devices of the switchgear locally. Con-
trol units can also be used to perform bay-specific interlocking. Position data and
measurement, calculation, and register data of the control unit can also be trans-
ferred to the local or telecontrol systems through the communications bus, and
the local or telecontrol system can control the motor-operated switching devices
of the feeder through the control unit.

Annunciator Units. The annunciator collates contact alarm signals from all
over the substation or distribution process. The data, obtained as analog messages,
are sent to the analog annunciator, which generates alarms according to prepro-
grammed conditions. The purpose of the annunciators is to facilitate management
of disturbances. Typically, an annunciator broadcasts first-in alarms showing the
origin of the disturbance. The annunciators can be programmed with alarm delay
times, alarm limits, alarm blinking sequences, or alarm duration, for instance.
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FIGURE 2.20 Typical alarm system. (Courtesy of ABB.)

The contact functions of the annunciators can be opening or closing. In addition,
alarms can be programmed to be locked to each other in order to avoid unnec-
essary alarms caused by the same fault. For remote supervision, the annunciators
have two or several programmable group alarm outputs, which can indicate
whether an alarm demands immediate action or is merely given for information.
These groups can be programmed as desired. The annunciators can also be linked
to the substation communications bus, thus providing information for local or
telecontrol systems. In small substations, a control data communicator integrated
into the annunciator can be used to collect data from the entire substation. For
event reporting, an event report printer can be directly connected to such an
annunciator (Figure 2.20).

Disturbance Recorders. Disturbance recorders have become more popular
in fault diagnosis and post-fault analysis. Disturbance recorder functions are,
nowadays, integrated into protection devices. Disturbance recorders provide
curves of analog values such as currents and voltages before and after a fault,
and digital data such as autoreclose event sequences before and after a fault. The
channel number, sampling rate, and signals monitored can be programmed sep-
arately for each purpose. A disturbance recorder can be triggered on set conditions
in the signal monitored, or by a triggering message received over the communi-
cations bus. Disturbance recordings can be downloaded through the communica-
tions bus and analyzed in a separate computer program. Data from the disturbance
recorders can also be fed into standard programs such as spreadsheet and calcu-
lation programs for further analysis.
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Substation-level Communication. Microprocessor-based relays, control
units, and annunciators communicate with one another, so data related to these
devices are made available through the communications bus to other devices
linked to the system. A substation-level communications bus interconnects all the
feeder-level devices and alarm units, and the local supervision and monitoring
system of the substation. The usual communications medium used on the sub-
station level is optical fibers, so the data transfer is not susceptible to electrical
interference. A data acquisition unit connected to the substation-level communi-
cation bus collects data from devices linked to the bus and transfers it to a higher-
level system, such as a telecontrol or process monitoring system (Figure 2.21a).

Communication from the data acquisition unit to the telecontrol system is
called telecontrol communication. At its simplest, the data acquisition unit is a
gateway between the substation level and the telecontrol communication. The
data acquisition unit can also function as a reporting unit, and then an event
printer can be connected to it. In polling systems (e.g., those using an SPA bus),
the data acquisition unit is the master of the substation communication system,
whereas in spontaneous systems (e.g., those using a LON bus), the devices can
send data autonomously to the bus and poll other devices for data. In a sponta-
neous system, event data are transmitted instantaneously as they occur, whereas
in a polling system, they are sent only on request. On the other hand, a polling
system is simpler to implement and manage, because the master node can freely
determine when and from which node to request data. An early proprietary bus
such as SPA bus is a communications standard for the ABB SPACOM/PYRAMID
series relays developed in the 1980s. It has evolved into a general substation-
level communications standard. SPA is polling by nature. Protection relays, con-
trol units, and alarm centers are linked under one master device with opto loops.
All nodes, i.e., slaves, have unique numbers. The master device queries each slave
in turn for the desired data, and the slaves respond to this query. The system
response time depends on the number of devices and the amount of data polled.
Important data can be given priority and polled more frequently than other data.
The SPA bus is an asynchronous bus with a maximum speed of 9.6 kbit/s.

The LON bus is a widely used open communications standard developed by
ECHELON. It supports a variety of communications media, from optical fibers
to distribution line carrier (DLC). The maximum data transfer rate for a fiber-
optic LON bus is 1.2 Mbit/s. In substations, the LON bus is configured as a radial
system with star-couplers. The LON bus is a spontaneous system where all
devices (nodes) can repeat a change of state (Figure 2.21b).

2.10 EXTENDED CONTROL FEEDER AUTOMATION

Extended control as discussed earlier is a general term for all remote control and
automation of devices outside the substation and includes all devices along
distribution feeders such as switches, voltage line regulator controls, feeder capac-
itor controls, and devices at the utility customer interface such as remotely read
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intelligent meters. All line devices fall under the feeder automation umbrella,
which is the major topic of this book and thus is treated in more detail in
subsequent chapters once the foundation of distribution system type and protec-
tion has been covered. Feeder line devices are controlled either directly from the
DMS master station or via the normal supplying primary substation RTU or SA
server. Much depends upon the communications infrastructure established and
whether the architecture is based on distributed data concentrators such that the
feeder device IEDs become virtual devices when viewed from the DMS master
through the concentrator. Whatever the configuration, all devices will eventually
be controlled from a central location.

2.11 PERFORMANCE MEASURES AND
RESPONSE TIMES

2.11.1 SceNARIO DEFINITIONS

Distribution management systems are required to operate in both normal and
abnormal conditions. It is especially important that the system works properly in
abnormal situations when the operator is dependent on the system to precisely
follow the rapid-changing state of the network and associated information it is
crucial that no data is lost in times of high activity.

Response time is a combination of the transaction times of the central system,
communication, and data collection systems. The response times are defined in
most specifications by categorizing the functions into critical (core) and noncrit-
ical (other) as typified below.

Critical Noncritical
All SCADA applications Database modification and generation (DE)¥
All DMS advanced applications Display modification and generation (DE)
Processing of requests from operator consoles Training simulators
Information storage and retrieval system?® Program development system

* Sometimes called utility data warehouse or historian, ¥ DE — data engineering.

The critical functions are considered available when operating as specified
at the scheduled periodicity and within the specified execution time. Their avail-
ability is also dependent on hardware, which in turn is considered available when
sufficient processors, peripheral, and remote devices together with interfaces to
external enterprise IT systems are running.

The required performance of these functions is based on a specific configu-
ration and a number of scenarios that depict the state of the distribution network
under a variety of conditions around a base condition. The configuration scenarios
are defined as follows:
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TABLE 2.5

Hardware Configuration Matrix Indicating Redundancy and Quantities for
aTypical SCADA/DMS System with Main and Backup Control Centers (MCC
and BCC), Information Storage and Retrieval (IS&R) System, Distribution
Training Simulator (DTS), and Program Development System (PDS)

MCC BCC IS&R DTS PDS
Device Redn Qty Redn Qty Redn Qty Redn Qty Redn Qty

Processor and auxiliary Y 12 N 1 Y b N 1 N

memory
Database Y 12 N 1 Y N 1 N
LAN® Y 12 N 1 Y N N
Printer N 2 N 2 N 1 N 1 N 1
Operating consoles N 5 N 3 — N 2 N 2
Support consoles N 2 N 1 — N 1 N
Communication front Y 12 Y 1 — — N

ends?®

2 Redundant pair
> IS&R uses the MCC SCADA/DMS servers in this example; however, some implementations call
for separate redundant servers.

Configuration: This requires and establishes that the specified setup of the
hardware has been established and software is operational (Table 2.5).

In terms of software, the normal display and command windows have to be
running at all operator consoles and showing certain displays such as the network
overview and alarm list. The complete database for the entire network has to have
been loaded. It defines system activities and condition on which the steady-state
and high-activity state are layered.

Steady-State or Normal Condition: This represents the normal system
operating conditions and is measured over a typical 1-hour period where specific
functions are invoked.

High-Activity State: The network is in a stressed situation, many events
occur, and the operators are busy restoring the network to normal condition. A
high-activity state can last for hours.

A typical definition of these two states appears in Table 2.6.

Emergency Condition: A power system disturbance has occurred. A big
burst of events is received at the control center. This represents specific conditions
during a 15-minute period typical of outage situations.

Table 2.7 shows a typical 10,000-event burst defined as a number of events
received by the central system each minute during the burst in addition to the
high-activity state definitions. It is assumed that the high-activity state precedes
and follows the burst.
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TABLE 2.6
Activity Definitions for Two Performance Scenarios

Activity Steady-State High-Activity

Percentage of total analog points that change
sufficiently every 10 seconds to require complete
system processing

Number of alarms per minute to be generated and
processed (50% status, 50% analog)

Display activity in terms of one new display requested
per operator workstation per time interval

Data point entry frequency measured as one data
point per operator console per time interval

Supervisory control sequence frequency (device open
or close) per operator console per time interval

Advanced applications (operator load flow) in terms
of amount of network analyzed per time interval

Information storage and retrieval system response in
terms of the number of query and report requests
from one console and the number of query items

10%

30 per minute

1 every 60 seconds
1 every 60 seconds
1 every 5 minutes
10% of network
every 15 minutes

5 queries of each
having 500 items

50%

600 per minute

1 every 10 seconds

5 every 60 seconds

1 every 60 seconds

50% of network
every 5 minutes

1 queries of each
having 500 items

TABLE 2.7

Typical Alarm Burst Profile

Alarms

Minute

(50% Status, 50% Analogues)

5000
2000
1000
500
500
400
300
300

[o R e Y T

2.11.2 CarcuiaTioN oF DA RespoNse TIMES

The calculation of response times depends on the response times of the central
system (retrieval and display from the real-time database), the communication*®
time, and the remote data collection system (RTU). The latter two elements

* See Chapter 7 for calculation of communication speeds for different communication media.
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comprise the data acquisition system. Response times are normally calculated
for a variety of signals, the most common being as follows:

* An indication change

* A measurand change (outside limits, within limits, maximum, and
average times)

¢ Time to send a command and receive back an indication as confirmed

Indications. Response times for one indication change from only one of the
RTUs in a multi drop configuration to reach the Front-End database in a report
by polling scheme (worst case) is given by

Tror= Tyeas + (N = 1) X (Tpopp + Tyack) + (Trorr + Tinp)s

where Tygag 1s the time required to send one measurand telegram. If one
measurand is just being sent from one of the RTUs on the line, this telegram
has to be completed before a new poll request is issued. Tpg; is the time to
send one poll request. If a multidrop line is used the poll request has to be sent
to all other RTUs on the line before the RTU with the indication change is
polled. The worst case is that all RTUs minus one have to be polled before the
actual RTU is reached. Therefore, the poll request has to be multiplied by the
number of RTUs on the line minus one, (N — 1). Observe that in normal polling
schemes, priority 1 signals, i.e., normal indications, are polled before measurand
(priority 2) changes are polled. Ty, is the time to acknowledge and indicate
that no information is available for sending. Ty, is the time to send one
indication response.

Each type of telegram has a certain number of bytes. Each byte is 11 bits
including a start bit, a parity bit, and a stop bit plus the byte itself with 8 bits.
The frame header is 5 bytes and the trailer is 2 bytes of an IEC 60870-5-101
telegram. We will assume for the calculations that a poll telegram and an acknowl-
edge telegram both require 12 bytes, an indication telegram requires 15 bytes, a
command and check back telegram 17 bytes, and a measurand telegram requires
20 bytes. The exact number of bytes is dependent on the RTU protocol cand can
be found in the respective protocol definitions.

The baud rate for a communication line defines how many bits per second
can be transmitted. With this information, it is now possible to calculate the total
time (worst case) to receive an indication change to the communication board of
the front end on a multidrop 1200-baud line with 5 RTUs.

Tror =20 X 11/1200 + (5 — 1) x (12 + 12) x 11/1200 + (12 + 15) x 11/1200 =
1573/1200 seconds = 1.31 seconds
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FIGURE 2.22 Response Times for different communication baud rates and number of
RTUs per channel.

From this calculation, the effect of baud rate and the number of RTUs on
response time can be determined as shown in Figure 2.22 for baud rates from
1200 to 19,600 and RTUs in groups of 1, 5, 10, and 15.

This calculation shows the communication time between RTU and front end.
Before the indication is shown on the screen for the operators, the following times
must be added:

T,, time for treatment in Front-End and to send to Master system. A front
end system normally buffers telegrams coming in on many RTU lines
and builds a buffer to be sent to the master system. T, is normally 0.1
seconds including buffering time.

T,, time to update the master system real-time database in the database
update program. T, is normally 0.01 seconds.

T, time to do demand update of screens. T is normally 0.2 seconds.

T,, period for cyclic update of displays. T, is normally a maximum of 5
seconds (average 2.5 seconds).

For indications, a demand update scheme is used. This gives, if all times are
added, a response time for one indication under the same condition as above
between RTU and operator screen to be approximately 1.62 seconds.

Metered Values. The corresponding time for one measurand response for
only one RTU on a multi-drop line with the measurand on priority 2 polling
scheme and no indications changing:

Tror = Tapas + (N = 1) X (Tporr, + Tyack) + (Teorr, + Tamas)
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With the same values as above we get

Tror = 20 X 11/1200 + (5 — 1)(12 + 12) (12 + 12) x 11/1200 + (12 + 20)
x 11/1200 = 1628/1200 = 1.36 seconds.

For a measurand change that does not exceed a limit, a cyclic update scheme
is normally used. This then gives a maximum time from a measurand change in
the RTU until it is displayed on a single communication line of 6.36 seconds (1.36
+5) and an average time of 3.86 seconds when a cyclic update of 5 seconds is used.

For a measurand that changes above a limit, a demand update is used. This
will then give a total time of 1.67 seconds using T, T,, and T;.

Output Command with Check-Back. The corresponding formula for an
output command with check-back under the same conditions as above is given
below. The first two parts of the formula, T¢eys + Ty, are the time until the
output relays are set in the RTU. Ty is time to operate the primary device and
Tromnp 18 the time for the indication response, as calculated above. Observe that
check-back and command message will interrupt polling but cannot interrupt
ongoing telegrams.

T =Teug + Teom + Torr + Trormn
where
Teus = Tveas + Tenss + Trru + Teusr + Tee

(Wait for possible measurand telegram + sending of check-back + RTU
treatment time + receiving check-back response + the front-end treatment time.)

The RTU treatment time for check-back or command message will be
approximately 0.1 seconds. The Front-End treatment time will be approximately
the same time.

Teus =20 x 11/1200 + 17 x 11/1200 + 0.100 + 17 x 11/1200 + 0.100
=594/1200 + .100 = 0.495 + 0.2 = 0.695 sec

and where
Teom = Tupas + Teom + Tack + Trru

(Wait for possible measurand telegram + sending of command + RTU treatment
time + acknowledgment.)

Teon = 20 X 1171200 + 17 x 11/1200 + 12 x 11/1200 + 0.100
= 539/1200 + 0.100 = 0.449 + 0.100 = 0.549 sec

Topg 1s the operating time of the primary equipment. This will vary substan-
tially dependent on device; e.g., a breaker will operate within 0.5 seconds, and
an isolator may take up to 10 seconds to operate.
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We can now calculate the whole time from requesting a check-back command
until the response indication is shown on the single-line display. It is assumed
that the primary device has an operating time of 2 seconds.

T =Teug + Teom + Torr + Trormp = 0.695 + 0.549 + 2.0 + 1.62
= 4.86 sec.

2.11.3 RespoNse TIMES

General. System response times are normally defined for the following areas of
system interaction. The tables below define the response times as 90% values.
The 90% value means that the response time is less than the stated value at least
90% of the time.

Data Acquisition and Processing. These response times are measured in
terms of the elapsed time from when an event occuring at the input of a RTU
until it is displayed to an operator who has a picture containing that object on
one of console VDU. The times shown include allowance for the 5-second picture
update cycle for measurands inside limits. All other events cause demand-driven
picture updates. The tests are conducted by making the specified data changes
on one of the physical (not simulated) RTUs.

Values taken from the calculations in the previous sections are now summarized.

Indication Change

Steady-State  High-Activity State
90% (s) 90% (s)

Time RTU to screen 1.62 Steady-state plus 50%
Measurement Change

Steady-State  High-Activity State

90% (s) 90% (s)
No limit violation 6.36 Steady-state plus 50%
Time RTU to single line
Limit violation 1.67 Steady-state plus 50%

Time RTU to single line
Command, Regulation

Steady-State ~ High-Activity State
90% (s) 90% (s)

Control Command
The time from when OK is clicked until 4.86 Steady-state plus 50%
back indication is displayed
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Human-Machine Interactions

The time for picture call-up is measured from when the key is pressed until the
complete picture is shown.

Picture Call-Up Local Consoles

Steady-State  High-Activity State

Type of Picture 90% (s) 90% (s)
World map 3 4.5
Single line 1 1,5
Alarm list 1 1,5

2.12 DATABASE STRUCTURES AND INTERFACES

One of the challenging issues within a DMS is the resolution of different data
structures that potentially exist between the various applications, both internally
within the SCADA, the advanced applications, and outage management function
and externally with the enterprise IT functions such as GIS, work management
(CMMS, ERP),* and customer information management (CIS/CRS).

2.12.1 NEetwork DATA MODEL REPRESENTATIONS

Data models for representing the electrical network with varying degrees of detail
have developed in the industry as appropriate to the application using the data.
These are described pictorially in Figure 2.23.

All the models have a node branch relation model because this most effi-
ciently describes connectivity. The most detailed representation is required for
the operations model where all devices and operational constraints have to be
represented as unique entities not only for network analysis but also to fit into
the SCADA data model for the control and monitoring task. Even this complexity
of model is simplified compared to the asset model usually held in GISs or in
CMMSs where every asset and its details are required for inventory and main-
tenance purposes. In particular, within a GIS every cable size and joint for
underground networks is recorded, and similarly for overhead systems, points
where conductor sizes and pole geometry changes are identified. This level of
detail is not required for the real-time DMS network model; hence, if data are
to be provided from a GIS system, some form of model reduction must be
available to extract a composite branch representation. This concept permeates
throughout the asset database depending on the particular granularity of the GIS
data model implemented.

* CMMS — computerized maintenance management system, ERP — enterprise resource planning.
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Topology model of connectivity Node Node
Long-range planning Branch I
Simple branch/node connectivity Load Load
model model model
Node Node
Short-range planning TSwi b Switch
Detailed branch/node model with all Load Ejap Load
network components represented. model
iy . model
Often within a composite branch .
Composite
structure
branch
Operations planning Node Node
Branch
Detailed branch/node model with all Switch  Switch
network components represented as /-P Load
independent entities with attributes. Load Cap OZ |
Branch still remains as a composite of model mode

different segments if nonuniform.

FIGURE 2.23 Three levels of network model, the operations planning model being the
most complex with highest device resolution.

2.12.2 SCADA DATA MODELS

Traditionally, SCADA systems applied to power systems employ a hierarchical
structure of the power system consisting of station, substation, bay, and terminal.
This is needed to explicitly model all the components that affect network oper-
ation. A simple switch within a substation must be part of a bay, and a line is a
terminal interconnect between bays in different substations. Topology for network
models must be interpreted from this structure. In contrast, network application
functions (advanced applications) only require a simplified equivalence of the
structure. In fact, to be effective this equivalence must be specifically based on
a branch-node structure, where the branches connecting the nodes represent
nonzero impedance elements such as lines and transformers. Methods are now
coordinating these two requirements by generalizing the two levels of network
topology nodes and branches into vertices and edges.

A vertex or terminal is defined as a fixed point in the network that is described
by the SCADA hierarchy — each single layer not being allowed to overlap. An
edge is an arbitrary connecting element that can include an impedance-bearing
element such as a line or a zero impedance element such as a switch or busbar.
This method permits, in the simplest form, rapid analysis of the structure’s
connectivity because only the status of the edge needs to be considered. The
analysis can be extended in complexity by considering the type of edge; for
example, treating a transformer as an open edge breaks a multivoltage level
network to its discrete networks of the same voltage level. This architecture allows
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FIGURE 2.24 Diagram showing development of vertex/edge model from traditional
SCADA data structure. (Courtesy of ABB.)

very fast real-time assessment of the connectivity state and de-energization, which
is also used for dynamic network coloring.

The SCADA system real-time database is described in terms of point and
data acquisition data (RTU and ICCP¥*), where every point must be defined at
input in a very flat structure. This flat structure with no inherent relationships has
to be built into a process model as discussed previously in the SCADA section.

The SCADA data model concept in simplified form is shown in Figure 2.25.
Point data comprises either a measurement or an indication. These data have no
practical meaning unless linked to a picture, so in the most simplest form of pure
SCADA, these two categories of point data have to be linked to a position in a

* ICCP — inter control center protocol, a standard used to pass data from one control center to another.
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FIGURE 2.25 Simplified structure of SCADA real-time data model.

SCADA picture (dotted line in Figure 2.25). Practical SCADA systems, though,
have applications that run in the real-time database, so an additional mapping to
the network model is required before linking to the picture.

Schematic diagrams available in GISs are generally not satisfactory for use
in a control room for monitoring and controlling the distribution network. There-
fore, SCADA systems require additional picture data to describe their graphical
displays. These data describe all picture objects in terms of text, value (measured
value and its location to be displayed), and symbol or drawing primitive. Picture
data and object data must be linked to the same SCADA device or element
associated with the point data.

In addition, the data acquisition system connection through point addressing
to the RTU also has to be described at input.

All this data input is coordinated and verified for consistency as part of the
data engineering process.

2.12.3 DMS DATA NEeDS, SOURCES, AND INTERFACES

SCADA/DMS data are input via the data engineering process, which is composed
of creating pictures and linking the corresponding point data with the picture
data. Integrated graphical tools that ensure data consistency are employed in
modern systems, with a checklist to guide the user in completing all required
data elements before populating the real-time database. Many data (Table 2.8)
are resident in other enterprise IT applications, and it is natural to assume data
can be transferred through standard interfaces between applications.

Few standard interfaces exist at present in the industry, and even if emerging
standards are applied, any differences between the data models used by the
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TABLE 2.8
Typical Data Maintained in Enterprise IT Systems

Enterprise IT

Application Data
CIS/CRM (customer Consumer data
information/customer Account number

relationshipmanagement  Telephone number
system) Customer class/rate class
Consumption (kWH)
Customer-network link locator/ID (needed for trouble cal/lOMS), etc.

GIS (geographical Power system element data
information system) Network parameters
Load values
Connectivity
Geographic maps (electrical network/background street maps)
Single-line diagrams (not always maintained), etc.

CMMS/WMS (computer Asset maintenance and performance records
maintenance Manufacturer, type, serial number
management Date of commissioning
system/work Belonging to hierarchical structure
management system) Reference to product documentation

Maintenance requirements modeling
Dependency of network on device for RBM*
Maintenance history

Planned maintenance

Work order and job scheduling

Costing

Maintenance management, etc.

PMS (personnel Personnel records and details (needed for crew management)
management system) Field workforce skills/authorization levels
Contact details
Vacation schedules
Overtime limits, etc.

@ RBM — risk-based maintenance.

respective application must be resolve in implementing the interface. The data
transaction frequency and performance requirements will differ between the
applications. For example, the provision of consumer changes to a trouble
call/OMS system from the CIS are such that a batch update once in 24 hours is
sufficient, whereas the maintenance of correct topology within the same applica-
tion is crucial and will require real-time data transfer from the SCADA system
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for all network connectivity changes. These will become excessive during storm
conditions and for systems with a high AIL.

The most complex interface is that between the SCADA/DMS and GIS
systems, because not only do data model inconsistencies have to be resolved but
the level of interface has to be decided in not only the design of the DMS but,
more importantly, the degree of data modeling and extent of data population
within the GIS. The previous remark applies to the connectivity and parameter
model for electric network applications. In addition to the network data, are the
two other data categories covering the following:

e Picture data (symbology, coloring, text placement, measurement dis-
play, etc.)
* SCADA data (point data, data acquisition system addressing, etc.)

The data maintenance responsibility within the utility organization has to
be defined in terms of not only the master database for the as-built and as-
operated network but also the data change process for updating each of the
views. Such a decision is crucial to the master direction of data flow of the
interface, plus the frequency and type of data to be transferred. Different levels
of interface have been established within the industry often dictated by a
legacy implementation, particularly for GISs where the database had been
populated for asset management application only and sometimes expanded to
include supporting engineering applications. The level of interface possible
is dictated by the exact implementation of the various IT systems due to the
data availability within the implemented data model. Differences predominate
even if the applications are implemented at the same time but by different
autonomous departments without completion of an enterprise wide data archi-
tecture design study. At present, without standards and guidelines within the
industry across all the issues above, every GIS/SCADA/DMS interface has to
be customized using common IT data transport mechanisms (CSF, ASCII,
XML). Seldom is any detailed specification made prior to customization,
setting interface levels, data availability and requirements of interfacing appli-
cations, and (of vital importance) the naming conventions and element defi-
nitions being employed.

Typical levels of interface are given in Table 2.9 as examples on which
detailed designs can be based.

As the GIS delivers less and less data, the missing data have to be added by
the data engineering application of the SCADA/DMS. In cases where load and
customer data are not stored in the GIS database as network attribute data this
has to be imported or obtained from a different source such as CIS using a batch
transaction base interface.* The above discussion is highly simplified but serves

* This is also usually the source from which the GIS would have obtained it if included in the GIS
data model.
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TABLE 2.10
Responsibilities of Each IEC Working Group

IECTC 57 EPRI EPRI
Working Group Topic UCA2 CCAPI
WG 3,10,11,12 Substations 17
WG 7 Control centers I
WG 9 Distribution feeders I
WG 13 Energy management systems v
WG 14 Distribution management systems v

to illustrate that not only must the roles of each application in terms of data
maintenance responsibility by type of data be made available, but the data model
must also be defined at the outset of implementation of the two functions if
complex or native interfaces are to be avoided.

2.12.4 DATA MobEL STANDARDS (CIM)

The industry is, through IEC Technical Committee (TC) 57, developing standard
data models and business structures, starting with transmission systems that will
be extended to cover distribution networks. IEC 61970-301 in Working Groups
(WG) 13 (EMS) and 14 (DMS) are developing the common information model
(CIM).* The principal task of the overall standard is to develop a set of guidelines,
or specifications, to enable the creation of plug-in applications in the control
center environment, thus avoiding the need to customize every interface between
different applications from different suppliers. There are a number of WGs that
are either directly or indirectly associated with the development of this standard
and EPRIf is also contributing through two major projects (Table 2.10).
Although at present, this part of the standard, IEC 61970-301, defines a CIM
that provides a comprehensive logical view of energy management system (EMS)
information, the standard is a basic object-oriented model extendable for distri-
bution networks. The CIM is an abstract model that represents all the major
objects in an electric utility enterprise typically contained in an EMS information
model. This model includes public classes and attributes for these objects, as
well as the relationships between them. The CIM is part of the overall EMS-
API: framework. The purpose of the EMS-API standard is to facilitate the
integration of EMS applications developed independently, between entire EMS
systems developed by different vendors, or between an EMS system and other
systems concerned with different aspects of power system operations, such as
generation or distribution management. This is accomplished by defining stan-
dard application program interfaces to enable these applications or systems to

*IEC 61970 bases its concepts on the EPRI Control Center API (CCAPI) research project (RP-3654-1).
T EPRI — Electric Power Research Institute, United States.
+ API — Applications program interface.
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access public data and exchange information independent of how such informa-
tion is represented internally. The CIM specifies the semantics for this API. Other
parts of this standard specify the syntax for the API.

The objects represented in the CIM are abstract in nature and may be used
in a wide variety of applications. As stated earlier and of importance to the content
of this book, the use of the CIM goes far beyond its application in an EMS. This
standard should be understood as a tool to enable integration in any domain where
a common power system model is needed to facilitate interoperability and plug
compatibility between applications and systems independent of any particular
implementation. It provides the opportunity of common language between dif-
ferent data structures of different applications, wherein each data structure has
been optimized for the performance of that application.

CIM Model Structure. The CIM is defined using object-oriented modeling
techniques. Specifically, the CIM specification uses the Unified Modeling Lan-
guage (UML)* notation, which defines the CIM as a group of packages. Each
package in the CIM contains one or more class diagrams showing graphically all
the classes in that package and their relationships. Each class is then defined in
text in terms of its attributes and relationships to other classes.

The CIM is partitioned into a set of packages. A package is just a general-
purpose grouping mechanism for organizing the model. Taken as a whole, these
packages comprise the entire CIM.

The CIM is partitioned into the following packages for convenience:

Wires. This package provides models that represent physical equipment and
the definition of how they are connected to each other. It includes information for
transmission, subtransmission, substation, and distribution feeder equipment. This
information is used by network status, state estimation, power flow, contingency
analysis, and optimal power flow applications. It is also used for protective relaying.

SCADA. This package provides models used by supervisory control and data
acquisition applications. Supervisory control supports operator control of equip-
ment, such as opening or closing a breaker. Data acquisition gathers telemetered
data from various sources. This package also supports alarm presentation.

Load Model. This package provides models for the energy consumers and
the system load as curves and associated curve data. Special circumstances that
may affect the load, such as seasons and data types, are also included here. This
information is used by load forecasting and load management packages.

Energy Scheduling. This package provides models for schedules and
accounting transactions dealing with the exchange of electric power between
companies. It includes megawatts that are generated, consumed, lost, passed
through, sold, and purchased. It includes information for transaction scheduling
for energy, generation capacity, transmission, and ancillary services. It also pro-
vides information needed for OASIST transactions.

* The UML notation is described in Object Management Group (OMG) documents and several
published textbooks.
+ OASIS — Organization for the Advancement of Structured Information Standards.
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FIGURE 2.26 CIM package relationships diagram.

This information is used by accounting and billing for energy, generation
capacity, transmission, and ancillary services applications.

Generation. The generation package is divided into two subpackages: pro-
duction and operator training simulator (OTS).

Financial. This package provides models for settlement and billing. These
classes represent the legal entities who participate in formal or informal agree-
ments.

Domain. This package provides the definitions of primitive datatypes, includ-
ing units of measure and permissible values, used by all CIM packages and
classes. Each datatype contains a value attribute and an optional unit of measure,
which is specified as a static variable initialized to the textual description of the
unit of measure. Permissible values for enumerations are listed in the documen-
tation for the attribute.

Figure 2.26 shows the packages defined above for the CIM and their depen-
dency relationships. A dashed line indicates a dependency relationship, with the
arrowhead pointing from the dependent package to the package on which it has
a dependency.

CIM Classes and Relationships. Within each CIM package are classes and
objects and their relationships. These relationships are shown in CIM class dia-
grams. Where relationships exist between classes in other packages, those classes
are also shown identifying the ownership package.

A class is a description of an object found in the real world, such as a
transformer, switch, or load that needs to be represented as part of the overall
power system model. Classes have attributes, each attribute having a type (integer,
floating point, boolean, etc.), which describes the characteristics of the objects.
Each class in the CIM contains the attributes that describe and identify a specific
instance of the class. CIM classes are related in a variety of ways given below,
which describe the structure and type of relationship.



96 Control and Automation of Electric Power Distribution Systems

Generalization. A generalization is a relationship between a general and a
more specific class. The more specific class can contain only additional informa-
tion. For example, a transformer is a specific type of power system resource.
Generalization provides for the specific class to inherit attributes and relationships
from all the more general classes above it. In the schemas, the relationship is
depicted as an arrow pointing from the subclass to the general class.

Simple Association. An association is a connection between classes that can
be assigned a role. For example, there is a Has A association between a trans-
former and a transformer winding. In the schemas, this is shown as an open
diamond pointing to the higher class.

Aggregation. Aggregation is a special case of association. Aggregation indi-
cates that the relationship between the classes is some sort of whole-part rela-
tionship, where the whole class “consists of” or “contains” the part class, and the
part class is “part of” the whole class. The part class does not inherit from the
whole class as in generalization. Two types of aggregation exist, composite and
shared. The Consists Of, Part Of labels are used in the schemas.

Composite Aggregation: Composite aggregation is used to model whole-
part relationships where the multiplicity of the composite is 1 (i.e., a part belongs
to one and only one whole). A composite aggregation owns its parts (e.g., a
topological node could be a member of a topological island).

Shared Aggregation: Shared aggregation is used to model whole-part rela-
tionships where the multiplicity of the composite was greater than 1 (i.e., a part
may be a part in many wholes). A shared aggregation is one in which the parts
may be shared with several aggregations, such as a telemetry class may be a
member of any of a number of alarm groups. The Member Of label is used in
the schemas.

In the schemas showing the association and aggregation relationships, the
possible extent of the relationship is given as one of the following:

e (0..*) from none to many
(0..1) zero or one

(1..1) only one

(1..*) one or more

These rules are shown diagrammatically in Figure 2.27, illustrating some of
the relationships in the wires and SCADA packages.

CIM Specification. Each CIM class is specified in detail by attributes, types,
and relationships. Building on the nomenclature in the above section, an example
is given introducing not only the connectivity attribute but also the cross package
relationship that a wires package class would have with the SCADA class.
Connectivity is modeled by defining a terminal class that provides zero or more
(0..¥) external connections for conducting equipment. Each terminal is attached
to zero or one connectivity nodes, which in turn may be a member of a topological
node (bus). Substations that are considered subclasses of a power system resource
must have one or more connectivity nodes. The Connected To association
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uniquely identifies the equipment objects at each end of the connection. The
relationship to the SCADA package is established through the terminal associa-
tion with a measurement that can be zero or many. The complete schema of this

Control and Automation of Electric Power Distribution Systems

subset within the wires package is shown in Figure 2.28.

Each object in the CIM model is fully defined by a standard set of attributes
and relationships either unique (native) to the class or derived from the whole or

superior class. An example is shown for a breaker class as follows:

Breaker attributes
e Native attributes

Fault rating (amps)
Breaker type (oil, SF6, vacuum, etc.)
Transit time (sec) from open to close

e Inherited attributes from:

Conducting equipment class

e Number of terminals

Power system resource

* Name of power system resource

e Descriptive information

e Manufacturer

e Serial number

* Location: X,Y coordinate or grid reference

* Specification number if applicable

Switch

* Modeling flag designation of real or virtual device for mod-
eling purposes

* State open or closed

* Switch on count number of operations since last counter reset

Breaker associations
Native roles
(0..¥) Operated by (0..*) IED breakers can be operated by protective

relays, RTUs etc.

(1..1) Has a (0..*) reclose sequence
Roles inherited from:

Conducting equipment

(0..1) External connection for (0..*) terminal

(0..¥) Protected by (0..*) protection relay

(1..1) Has a (0..*) clearance tag

Power system resource

(0..1) Measured by (0..*) measurement

(1..1) Has a (0..1) outage schedule

(0..*) Member of role A (0..*) power system resource

(0..%*) Member of role B (0..*) power system resource

(0..*) Member of company (0..*) company PSR may be part of
one or more companies
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(0..%) Operated by (0..1) company PSR may be operated by one
company at a time

Switch

(0..*) Has a (0..*) switching schedule A switch may have a
switching schedule

A typical CIM model structure for the majority of wire package classes is
shown diagrammatically in Appendix 2A at the end of this chapter. This sample
is for illustration purposes only and should not be taken as a comprehensive CIM
model for distribution. The reader interested in the details of the entire standard
is recommended to study the technical committee and working group publica-
tions, because any further detail is outside the objectives of this book.

2.12.5 DATA INTERFACE STANDARDS

Development of standards to achieve both vertical and horizontal integration in
a plug-and-play manner for DMSs is another of the goals of WG 14. The WG
has defined the business activity functions within a distribution utility for which
enterprise application integration (EAI) is required. These business segments or
departments, though, are supported by more than one IT application as mapped
in Table 2.11 below. The interface architecture will form the part of the eventual
IEC standard that will rely on the definition of an interface reference model (IRM)
and messaging middleware accommodating this business segmentation, where
wrappers or common interfaces attach each application to the message bus.

The IEC work has defined the above business activity segments in more detail
in its publications and reports.

2.13 SUMMARY

This chapter is aimed at giving an overview of the major functions that comprise
central control activities. The treatment is far from exhaustive, because the whole
area is worth a volume on its own. The evolution of DMS systems endeavors to
explain the configuration of many legacy systems, whereas the real-time compo-
nents of most present DMSs are now tightly integrated internally. Data require-
ments of different applications that play in the DMS arena are explained to
highlight where effort has to be applied before implementing a DMS. External
integration with other enterprise IT systems is a developing requirement with the
potential to deliver benefits not only from process efficiency but also from
improved information allowing better policy setting. Until standards are accepted
and implemented across all enterprise applications, the interfaces between any
two applications (e.g., SCADA/GIS, SCADA/CIS) should be defined at the outset
of a project before individual procurement of the packages to ensure a correctly
working solution. At present, even though standard IT data transfer protocols are
commonplace, data and data modeling inconsistencies between applications dic-
tate that interfaces be customized for most implementations. The need for stan-



101

Central Control and Management

MR X XX

X

juawaeuepy
10N

X X X X X SWISAS [BUISIXE

X X X [01UOD puB FUIPEAI I

X X X X X sarmbur Jowoisn)

X X X X Suruued uorsuedxa y1o0mIoN

X X uononnsuod pue adUBUANUIBIA

X X X X suonerado y1omoN

X JUSWASRUBW JISSE PUB SPIOIIY

X X X X Suruuerd suoneradp

Suipig  jusweBeuewy  SID  SID  suopedED  SWA/VAVIS suonouny ssauisng
peo] pue JM0MION

3upialoW SWA)sAS

v1 DM £S D1 D31 Aq uonei3aju| SWQ jo Judunedl] uonejudw3ag ssauisng
L1z 318VL




102 Control and Automation of Electric Power Distribution Systems

dardization within EAI has been recognized by the industry, and the IEC is
working towards such a standard in TC 57 WG 14. The integration of the many
functions and the use of value-adding data will enhance the ability to improve
the management of the utilities network assets. This work is introduced in sum-
mary here for completeness and to highlight the role of integration in any modern
DMS implementation. The reader with further interest in these standards should
consult the more extensive reports from the IEC working groups.
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3 Design, Construction,
and Operation of
Distribution Systems,
MV Networks

3.1 INTRODUCTION

Distribution system design varies in philosophy from country to country. The
resulting standards employed in any country are dependent on the original ways
that electrification was introduced either as a pioneering country or as a result of
engineering sources adopted by countries electrifying at a later date. There are
many texts published on the design and planning of electric distribution networks
[1, 2, 3] that cover all aspects. There, are, however specific aspects of distribution
network design that directly affect the implementation of effective distribution
automation. Specifically, the network structure and therein the flexibility for
reconfiguration together with the grounding (earthing) methods that impact the
determination of fault location. These two areas, as they affect selection of
distribution automation systems, will be thoroughly examined in this chapter.

This chapter only looks at the aspects of network design where there is an
interaction with automation and provides a basic knowledge of this interaction,
specifically:

e That the performance of a network is a function of its switchgear
content, its structure and level of automation

e That the time an operating crew spends on a network will depend on
it structure and level of automation

e That system reinforcement might be delayed if automation is used to
provide a fast-acting method of load transfer

e That automation can have a significant effect on control of system
voltage

e That, because most customer outages are caused by the medium-volt-
age (MV) network, utilities tend to examine this first but are now
recognizing that attention to low-voltage (LV) networks can bring
benefits

105
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A distribution network is a network that distributes. To distribute is to spread
something, and in this context, that something is electrical power. A network is
a system of interconnected lines. So, a distribution network is a system of
interconnected electric lines, which spreads electrical power from a source to a
number of load points. A network normally operates at one voltage, for example,
medium voltage or low voltage, and is connected to different voltage networks
using transformers. For example, a 20 kV network may be connected to a 110
kV network at a 110/20 kV substation, and the 20 kV network may be used to
supply a low-voltage network using 20/0.4 kV transformers.

A very simple distribution network of one feeder is shown in Figure 3.1. At
the top of the diagram is a busbar at the source substation operating at 20 kV,
and one feeder is shown leaving this busbar. The feeder supplies 11 distribution
substations, each with a transformer to step down to 400 volts and then to feed
a low-voltage network. A number of different types of switchgear might be
contained within this feeder, which will be dealt with later.

2

i

.

£
N

W e
A

FIGURE 3.1 Typical medium voltage distribution network.
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In practice, a network may consist of more than one feeder connected to the
source busbar, and the resulting network can be quite complex, as shown in
Figure 3.2.

This network provides 50 MVA of supply to a small town in Germany and
operates at 20 kV. It is supplied from two 110/20 kV transformers, one in each of
two source substations and each feeding a part of the network, but never operating
in parallel. Two of the busbars are actively supplying the network; the remainder
may have been supply points in the past, but without transformers, they are now
just switching points that enable the network to have some operational flexibility.
In fact, this network has a third transformer, normally left connected to the 110
kV system but with its 20 kV circuit breaker left open, often called “on standby,”
to provide an alternative supply if one of the other transformers were to fail.

It has been quoted that to design a network that just works is quite easy, but to
design one that works well is quite difficult, and to design one that works extremely
well is extremely difficult. But, because the distribution network is the prime phys-
ical asset of the distribution company, it makes engineering and economic sense to
design the network to be the best possible to meet the owner’s requirements.

The optimum design of a distribution network is a complex process that
depends on many variables, and sometimes the relevance of these variables
depends on the utility concerned. For example, the level of harmonic distortion
may be extremely important to one utility but not to another. Also, its relevance
may vary between different networks within one utility.

As time goes by, the demands on the network, and hence its design, will
change. Sometimes, it is pressure from the end customer that forces change, at
other times it is the controlling effect of the regulation authority in deregulated
utilities that precedes change. At other times, it is the development of new
technology, for example, the introduction of the recloser that causes the design
engineer to reappraise existing policies. The development of improved network
planning software has improved the accuracy of design and has given the design
engineer more options, which at first sight is a great benefit, but it should be
remembered that the software is a tool and only gives the expert results when
used by an expert engineer.

Each country will have its own local legislation as to how power networks
should perform. The legislation is often complex, but the basic engineering
requirements are that the network should be fit for its required duty and that
correct protection should be applied to prevent dangerous operation. There are
normally limits on voltage and frequency. Increasingly, as utilities become dereg-
ulated, there is legislation regarding the quality of supply that customers should
expect to receive in terms of interruption frequency and duration.

3.2 DESIGN OF NETWORKS

Network design becomes extremely complicated because there are many variables,
some of which interact with one another. The most important variables are perhaps:
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The selection of voltage

The choice between overhead or underground networks
The sizing of the distribution substation

The structure of the upstream network

The required performance of the network

The complexity of the network

The requirements for voltage control

The requirements for current loading

Load growth

10. The selection of the method of system earthing
11. Losses

12. The country where the network is located

13. The cost of installation of the selected design

14. The cost of owning the network after construction

NN R LD =

A

Some of these factors affect the capital cost of the network, whereas others
affect the revenue cost. However, the two can be combined if the total life cycle
cost is estimated as the design process is made. In this context, the total life cycle
cost can be defined as the capital cost plus the net present value of the revenue
costs for the life of the network. Clearly, the capital cost and revenue cost can
be dependent on each other, an example being electrical losses, where an increased
capital cost may decrease the value of the losses to the point that the increased
capital spending is economically justified.

3.2.1 SELECTION OF VOLTAGE

In most cases, the network design engineer does not have freedom to select the
voltage that a network will work at. This may be because the utility has already
standardized voltage levels. For example, 11 kV is the normal distribution voltage
in the U.K., and in most cases, the operating voltage of the low-voltage network
is already chosen, either by law in the relevant country or by some other estab-
lished practice.

The selection of voltage for the supply to industrial customers provides more
flexibility, and there is a general rule that the higher the load, the higher the voltage.
Some industrial customers create disturbances that will affect other customers,
and this is normally alleviated by connection at the highest suitable voltage. For
example, single-phase 25 kV is a common global voltage for railway traction
supplies, and the supply substations are normally fed from 115 kV or higher.

There is much discussion regarding the selection of voltages between 6.6 and
33 kV for secondary distribution. The decision will depend on many factors,
including the cost of the materials for the network. In Europe, voltages around
20 kV have become common, which ensures that there is a good supply of
competitively priced hardware available, which in turn tends to reinforce the
selection of 20 kV as the secondary distribution voltage. In contrast, voltages in
the United States range between 13 and 25 kV.



110 Control and Automation of Electric Power Distribution Systems

But one golden rule is that, for the transfer of a given amount of power, the
current needed decreases as the voltage increases. Because electrical losses are
proportional to the square of the current, then it follows that longer distribution
circuits could be more efficient at higher voltages.

3.2.2 OVERHEAD OR UNDERGROUND

The choice between overhead networks and underground networks has, histori-
cally, been made on cost. In general terms, the overhead network is cheaper than
the underground network, especially as the voltage rises. Some utilities will
estimate the underground MV network as costing four to seven times the cost of
an equivalent overhead network.

But there are other factors. There is an environmental lobby that lobbies for
underground systems based on the aesthetics, especially in areas of outstanding
natural beauty such as national parks. Also, the reliability of an underground
network is improved because it is not subject to weather-related faults and outages.

The selection of voltage and overhead lines can sometimes be traced to a
decision made many years ago when the situation was different. An interesting
case relates to a network in Asia. At the time that the installation was made in a
semirural area, the load density was low and the circuit length was relatively
high. Hence, an overhead system at 33 kV was chosen, and new load could be
added with a pole-mounted transformer. As time has progressed, however, the
load has increased more than expected, and urbanization has taken place. The
utility now wants the network to be undergrounded in the urban areas, which
would mean substations with 33 kV distribution switchgear. Although at the time
of original installation, 33 kV was ideal, the changed circumstances would suggest
that 20 kV would be more economic nowadays.

3.2.3 Si1zING oF DISTRIBUTION SUBSTATIONS

We have already seen that a low-voltage network will be supplied from a medium
voltage network via the MV/LV distribution transformer, and it makes engineer-
ing sense to examine the complex design process at the distribution transformer.
If we consider a model load scenario, then we can consider the effects of
different transformer sizes and how this affects both LV and MV network design.
‘We can make some preliminary investigations on the economics and the network
performance.

We will choose a model consisting of 1600 equal loads of 5 kVA, laid out
in geographical street map format, such that the matrix is 40 by 40 loads. Each
load is 25 meters from the next in each perpendicular direction. The total load
on the network is, therefore, 8000 kVA. Figure 3.3 shows the top left-hand corner
of the model network, and we will use it to consider the options for location of
each distribution substation and how each is connected to the MV source.

Distribution transformers can be manufactured in any size, but are commonly
sold according to a range of standard sizes. In this example, we will start with
one of the smallest ratings, 25 kVA and, if each load is 5 kVA, then we will need
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FIGURE 3.3 LV service area for 25 kVA transformer.

one transformer for each block of five loads, as shown in the diagram. We can
quickly calculate the length of LV conductor needed to supply the five loads from
the distribution substation.

If we have blocks of five loads, then we can see that there will be 320
substations, and we can connect these to the MV source substation, which,
logically, would be in the center of the load matrix. If each outgoing circuit at
the source substation were capable of 2 MVA, then we would need four outgoing
circuits. We could supply 80 distribution substations from each source feeder,
and if we assume that the MV circuits are laid out in a particular way, then it is
relatively easy to calculate the length of MV circuit needed. Assuming cost
information for the MV circuits, the LV circuits and the distribution substations,
then we can evaluate the cost of this design of network.

The process could be repeated using a 125 kVA transformer (Figure 3.4), in
which case each distribution substation would supply 25 loads. The length of LV
circuit would be greater but the length of MV circuit would be less. Because the
125 kVA transformer will cost more and MV and LV circuits are different in
cost, this solution will have a different total cost.

In the same way, we can work with 250 kVA transformers, 500 kVA trans-
formers and 1000 kVA transformers. Table 3.1 shows the equipment quantity
required. Using typical budget figures, the cost of each option has been calculated
for an overhead line system and an underground cable system.

From the curve of cost per kVA of load supplied, Figure 3.5, a number of
rules can be seen:

e For underground systems, as the transformer size increases, the cost
per kVA load decreases to an optimum point at about the 500 kVA
transformer rating.
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FIGURE 3.4 LV service area for 125 kVA transformer.

TABLE 3.1
Cost of Network to Supply Different Load Densities
Transformer  Transformer LV Length MV Length Cost per kVA $USD
Rating (kVA) Count (km) (km) Overhead  Underground
25 320 32.0 9.7 128 670
125 64 38.4 8.9 80 338
250 32 39.2 5.1 68 275
500 16 39.6 45 71 248
1000 8 52.0 35 79 294
800
700 —— Overhead =
E 600 .\\ —#— Underground —
< 500
z \
i 400 \
& 300 —_————————————=
2 200
© 100 S - =
0 T T T T T
0 200 400 600 800 1000 1200

Substation capacity in kVA

FIGURE 3.5 Plot of cost per kVA of load supplied.
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FIGURE 3.6 Outage frequency and duration for different substation capacities for a given
voltage level.

* For overhead systems, as the transformer size increases, the cost per
kVA load decreases to an optimum point at about the 200 kVA trans-
former rating.

e Underground systems are more expensive than overhead systems.

The network is probably the most basic that can be designed. The MV circuits
are purely radial, connecting the source to each distribution substation only, and
there are no alternative sources of supply. Hence, for a fault on any MV circuit,
all customers on that circuit would be off supply until repairs had been made. The
circuit breaker on each circuit at the source is fitted with basic protection only,
whereas for the overhead line option, a reclosing circuit breaker would help for
temporary faults. Similarly, the LV circuits only have a fuse at the distribution
substation and there is no LV alternative supply, so for a fault on any LV circuit,
all customers on that circuit would be off supply until repairs had been made.
Now, the number of faults increases as the circuit length increases, so as the
transformer size increases, then the number of LV faults will increase and the
number of MV faults will decrease. We can make some calculations as to how
each network design option will perform in terms of reliability, specifically the
number of interruptions per year seen at the average load point and the annual
outage duration seen at the average load point. These are summarized in Figure 3.6.

These curves introduce some new rules that can be added to those given
above:

e The average annual outage durations for the overhead options are worse
than those for the corresponding underground options.

e The average annual number of interruptions for the overhead options
are worse than those for the corresponding underground options.

e For overhead systems, the average annual outage duration decreases
as the transformer size increases. This statement may be misleading
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FIGURE 3.7 Typical underground MV network design.

because it is the changes in the relative lengths of MV and LV circuit
that affect the outage durations.

3.2.4 CoNNECTING THE MV (THE UPSTREAM STRUCTURE)

The design of the MV network, by which the distribution substations are con-
nected to the network source substation, plays a significant part in the cost of the
overall network. It also plays a significant part in the way that the network will
perform. Figure 3.7 shows some typical MV networks for underground systems,
each feeder starting at the MV busbars on the left of the figure.

Feeder number 1 is a radial feeder because it starts at one end and has no
method of connecting to any alternative supply. For a fault on any one section
of cable, customers downstream of that fault must, therefore, wait for repairs to
be made before supplies can be restored. The switchgear on this radial feeder is
typically the ring main unit, described in Chapter 4.

Feeder 2 and feeder 3 form an open loop network. Each is similar to the radial
feeder but they are able to mutually support each other in the case of a cable fault.
For any cable fault, the customers downstream of that fault do not need to wait
for repairs because they can be reconnected to supply by switching the network
around. This will mean that, after downstream disconnection, the normally open
point (NOP) switch between the two feeders will need to be closed, and we can
see that each distribution substation can be supplied from two directions, or that
each has a switched alternative supply. In this example, the switched alternative
supply is made from the same source substation, but this need not be the case. If
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FIGURE 3.8 Typical underground MV network designs, including tee off substations.

two feeders from different source substations meet at a normally open switch,
then we will still have a switched alternative supply but from two different source
substations. This configuration is actually very common in practice.

Feeder 4 and feeder 5 form a closed ring and each distribution substation is
fitted with a circuit breaker. The circuit breakers at each end of any cable are
fitted with a unit protection scheme such that any cable fault will trip the circuit
breaker at both ends of the cable. In this way, the load at any distribution
substation is not disconnected for a single cable fault at any position on the closed
ring. This arrangement may also be described as giving each distribution substa-
tion a continuous alternative supply, which therefore provides higher reliability.

Some utilities use a tee off substation between ring main units, which is
shown added to feeder 2 in Figure 3.8.

This type of substation does not have in-line switchgear to help cut the ring
into sections but only the local protection for the distribution transformer. It is,
therefore, somewhat cheaper to provide, but it suffers from a disadvantage in that
a cable fault in the three-way cable that connects this tee off substation to the
ring will mean that the load on the tee off substation cannot be restored from the
MYV system until repairs have been made. Of course, it is possible to have a
switched alternative supply available for the LV network supplied from this
substation, which can be used for MV cable faults in the zone; it is a balance
between MV switchgear savings and additional LV network costs.

Figure 3.9 shows some typical MV network arrangements for overhead net-
works, the source circuit breaker for each feeder now being fitted with autoreclose.
Autoreclose is often fitted to overhead networks to deal with temporary faults on
the overhead lines caused by weather. This is dealt with in more detail in Chapter
5. Feeder 1 is again a radial feeder but note that there is much less switchgear;
in fact, there is only one in-line switch disconnector. Compared to the under-
ground network, this reduces the cost but degrades the performance.
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FIGURE 3.9 Typical overhead MV network designs.

Feeder 2 and feeder 3 again depict an open ring with the normally open point
on the right-hand side of the diagram. The reduced switchgear content should
again be noted.

Because the continuous alternative supply arrangement for overhead lines is
not common, this has not been shown in Figure 3.9. Instead, feeder 4 and feeder
5 show a more typical arrangement that has both open ring and a radial compo-
nents.

Feeder 4, apart from being part of an open ring, also has a radially connected
spur line, in this case fitted with a pole-mounted recloser downstream of the point
where it connects to the main line. Feeder 5, also part of the open ring, also has
an additional line connected, but this additional line is part of an open ring to
another substation via the normally open point on the right of the diagram.

3.2.5 THE REQUIRED PERFORMANCE OF THE NETWORK

We have seen that the performance of any distribution network is affected by
aspects of its design such as whether it is overhead or underground and the
switchgear content. The question that has to be asked now is exactly what level
of performance is required for any particular network. This can be divided into
two categories, meeting the requirements of the customer and meeting the require-
ments of national legislation. It must, of course, be pointed out that in many
cases, the legislation is designed to offer a certain standard to the customer; hence,
the two categories tend to merge together.

Most utilities have preformulated policy regarding the level of investment for
new networks or extensions to existing networks, and these often try to take
account of the needs of the customers supplied by that network. Sometimes, this
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TABLE 3.2
U.K. Restoration Standards

Amount Load

Affected by Fault Restoration Standard
Less than 1 MVA Restoration following repair
1to 12 MVA Restoration of customers less than 1 MVA within 3 hours

Greater than 12 MVA  No supply interruption from design perspective

is load related, whereby loads fitting into predefined ranges will have different
policies — for example, a hospital over 10 MVA might be treated differently
than an office with 30 kVA of load. The hospital might be supplied at MV from
a continuous alternative supply, whereas the office might be supplied from the
LV network. This approach has some advantages but can become complicated
when different categories of load are fed from the same network. In addition, it
assumes that the utility is fully aware of the needs of its customers. However, if
the utility is flexible enough, then it might be able to provide a higher level of
performance than that initially thought appropriate if the customer were to pay
the additional costs, both capital and revenue based.

In a later chapter, the concept of customer outage costs is discussed, and it
is these values that the utility needs to consider if making investment decisions
on behalf of the customer. Apart from internal guidelines, many utilities are
subject to national guidelines, sometimes legislation, that define security stan-
dards. For example, in the U.K., there is a national requirement that for a first
circuit outage, where the load affected by a fault, restoration should be on a
timescale related to the group demand initially interrupted.

In addition, regulation in the U.K. provides for guaranteed standards of
service that can result in utility payments to customers in the event the standards
are not met. These standards have been in place for a number of years and have
limited effect (due to the size of fine and the relatively small number of events).
(See Table 3.2 and Table 3.3.)

In addition to the guaranteed service standards, there are additional perfor-
mance measures against which the utilities must report. There is no fixed penalty
for these additional items; however, the regulator takes these performance items
into account at the next price review. (See Table 3.4.)

3.2.6 THE Network CompLEXITY FACTOR

So far, we have only examined straight feeders, but of course most real networks
comprise an assortment of teed connections and, sometimes, multiple open points.
Software is the only practical way to evaluate the reliability performance of these
designs, but it is helpful to look at a simple way of defining the overall effects
of more complex networks. The complexity of the network not only influences
the resultant performance but also the crew travel times.
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TABLE 3.3

U.K. Guaranteed Service Standards

Service

Service fuse
failure/replacement
Network fault restoration

Notice of service
interruption
Voltage complaints

Appointments
New/altered service
estimates

Performance Guarantee

3 hours (normal)
4 hours (outside normal hours)
18 hours

2 days’ notice for planned
interruptions

Appointment within 7 days

Written reply in 5 business days

Attendance per agreement

Simple (no extension) — 5 days

Extension required — 15 business

days

Penalty/Fine

£20 per customer

£50 per domestic customer

£100 per nondomestic
customer plus £25 for each
subsequent 12-hour period

£20 per domestic customer

£40 per nondomestic customer

£20

£20

£20

£40

TABLE 3.4

U.K. Typical Regulatory Standards

Performance Category

Restoration of supply after failure

Voltage complaints
New supplies

Written inquiries

Required Performance

95% of supplies restored within 3 hours

99.5% of supplies restored within 18 hours*

Resolve within 6 months

Provide new supply** within

30 days for domestic,

40 days for nondomestic
Respond within 10 days

* Targets differ for each utility based on geography.

** Where no extension is required.

Figure 3.10 shows five feeders that are more complex, or less simple, than
the straight feeder shown at the top of the figure.

As the feeders become more complex, we can see that the number of teed
connections increases, also that the positioning of the tees before and after the
midpoint varies. Suppose that we count the number of tees and their positions
and then define the straight feeder as having a network complexity factor (NCF)
of 1.0. Because the other feeders are more complex, they will have a higher NCF
and we have assumed that the most complex feeder here has an NCF of 3.5.
Then, by applying linear regression and rearranging the five less simple feeders
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FIGURE 3.10 Networks of varying complexity.

in different orders in the diagram until the best regression fit is obtained, we find
an empirical formula that

NCF=2xN-05x (NI +3xN2)-1

where N is the number of ends in the feeder (excluding the source circuit breaker
end), N1 is the number of tees in the first half, and N2 is the number of tees in
the second half, as illustrated in Table 3.5.

This formula is based simply on the geographical arrangement of the feeder
and could be expanded to take account of other differences in the feeders. One
such parameter is the number of in line switches on the feeder but it has been
found that the effect of such switches has a very small effect on the network
complexity factor. It should be noted that, for a lateral connection to be correctly
regarded as a teed connection, there should be some form of inline switchgear
in the connection, even if only one switch at the tee point as shown in Figure
3.10. In this context, a lateral connection that does not have any form of inline
switchgear could have all the loads replaced by one equivalent load, rather similar
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TABLE 3.5
Values of Network Complexity Factor
Number of Tees in Value of NCF
Number of Ends  First Half  Second Half By By

Network in Circuit (N) (N1) (N2) Definition  Calculation
1 1 0 0 1.0 1.0
2 2 0 1.0 1.5 1.5
3 2 0.5 0.5 2.0 2.0
4 2 1.0 0 2.5 2.5
5 3 1.0 1.0 3.0 3.0
6 3 2.0 0 3.5 4.0

to basic electrical network theory, and therefore cannot be counted as a teed
connection.

This is amplified in Figure 3.11, which shows a circuit in Sweden and
illustrates how the NCF can be calculated by using the formula and data from
the feeder.

~——— Sections with in line switchgear

Section with in line switchgear —m

In this example
N=5
N1=2
Approximate halfway point ———» N2=3
Hence, NCF = 3.5

Source o-®
‘.

e —+— Sections with in line switchgear

\

/

FIGURE 3.11 Illustration of NCF calculation.
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3.2.7 VoLtAGe CONTROL

Because of the impedance of the cable or overhead line conductor of a distribution
feeder, the load current will cause a drop in voltage along that feeder. As the load
increases, either because of the variations of the daily (or seasonal) load curve
or as customers apply additional loads, the voltage drop will increase correspond-
ingly. Also, the power factor of the load has a significant effect on the voltage
drop — the worse the power factor, the worse the voltage drop. However, the
voltage delivered to the customer must remain within certain limits that are
normally specified in the law of the country concerned. For example, European
Standard EN 50160 requires that the voltage at the customer be within 10% of
the declared voltage, and this standard is adopted into the national laws of each
member of the European Union.

The utility operator has four major tools to control voltage on the distribution
network:

e The source transformer tap changer

e The distribution transformer tap changer

e The inline voltage regulator

e The power factor correction capacitor, switched or unswitched

Voltage Control by the Source Transformer Tap Changer. The voltage
ratio of the source transformer that feeds an MV busbar is typically 110/20 kV.
The incoming 110 kV is applied to the whole primary winding, and the secondary
voltage is taken off the secondary winding. However, one winding can have a
small number of additional turns at one end, such that, by switching the incoming
supply to one of the additional sets of turns, a change in the voltage ratio is
achieved in proportion to the additional turns. These additional turns are known
as transformer taps and are usually fitted on the primary winding simply because
the tap switching mechanism then operates on the lower current of the primary
winding, at least for voltage stepdown transformers. Similarly, the taps are usually
located on the “earthy” end of the winding so as to reduce the voltage capabilities
of the tap changing mechanism.

Suppose a transformer had a main winding with 10 additional taps at one
end and that the voltage ratio of the transformer was set to the nominal 110/20
kV if the fifth tap were selected. If there were a 1% change in the voltage ratio
by moving from one tap to the next, then this transformer would be able to change
its secondary voltage between 95 and 105%. This selection of taps either could
be made while the transformer is off load and disconnected from all sources of
supply (off load tap changer), or it could be made while the transformer is live
and carrying load current up to its full rated value (on load tap changer). Both
options have their advantages and disadvantages.

The on load tap changer needs contact selector switchgear that can carry and
switch the full load current and, usually, a motorized device for operating the
contacts. It is, therefore, more expensive than the off load tap changer, but its major
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FIGURE 3.12 Typical on load tap changer. (Courtesy of ABB.)

advantage is that load is not disconnected during the tap changing operation. The
on load tap changer, illustrated in Figure 3.12, is commonly applied to the source
transformer, whereas the off load tap changer is applied to distribution transformers.

Now, the MV substation busbar voltage will vary according to the load
flowing through the secondary winding resistance of the transformer, also any
variations in the incoming voltage to the primary winding. If the busbar voltage
can be measured using an appropriate VT, and fed into a voltage control relay,
then a motorized on load tap changer can be adjusted to control the busbar voltage
to within the limits of the tap settings, in this case to within 1%. This type of
control scheme is known as automatic voltage regulation or AVR.

An early AVR would have been based on a small, suspended weight that was
free to move either upwards or downwards in the relay cabinet. The downwards
force arising from gravity was counteracted by an upwards force that depended on
the system voltage. If the voltage were too low, then the weight would be allowed
to fall slightly, thereby making an electrical connection that would operate the tap
changer to raise the voltage. In the opposite direction, if the voltage were too high,
then the weight would be raised until it operated a contact to control the tap changer
to lower the voltage. A time delay of up to two minutes would be provided to
ensure that the tap changer only responded to sustained voltage exercusions.

A typical microprocessor-based voltage control relay is shown in Figure 3.13,
which can be used either with hardwired auxiliary systems or with substation
automation. There are three basic controls that need to be applied to the on load
tap changer for correct operation. The first is the nominal voltage level of the
input to the regulating relay, typically 110 VAC. The second is the bandwidth
outside of which the regulating relay should operate, and the third is the time
delay after which the relay should function. These are illustrated in Figure 3.14.

In this example, the busbar voltage is decreasing with respect to time until it
exceeds the bandwidth, at which time the time delay starts. If the voltage is still
outside the bandwidth at the end of the time delay, the regulating relay operates
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FIGURE 3.13 Typical voltage control relay.
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FIGURE 3.14 Principle of automatic voltage control.

the on load tap changer to restore the voltage within the required bandwidth. The
time delay is needed to stop a voltage dip, say, caused by a large motor taking
20 seconds to start, from causing a tap change operation that would be cancelled
by an opposite tap change after the motor has come up to speed.

This type of control corrects for the voltage that is measured at the MV busbar
and can be supplemented by a system called line drop compensation, which inputs
the line impedance to the regulating relay, hence taking account of the voltage
drop that will occur on the distribution feeders.

Many source substations have parallel operated transformers, each fitted with
voltage control. In these cases, one transformer is designated as the master and
is controlled by the regulating relay, while the other(s) is the slave and always
follows the commands of the master. Another system is known as reverse reac-
tance. Transformer tap changers normally have a nonautomatic setting that facil-
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itates the prevention of circulating currents when paralleling of distribution net-
works that may be fed from different sources.

Voltage Control by the Distribution Transformer Tap Changer. Distribu-
tion transformers up to a value of typically 1000 kVA can be fitted with a tap
changer, although it is normally an off load device. Five taps, with ratios of —-5%,
—2.5%, nominal, +2.5% and +5%, are common. This tap changer is used to
provide a basic control over the voltage on the LV side of the transformer, where
the loads may still vary considerably over time, but where the on load tap changer
would be too expensive.

However, the combination of the source transformer on load tap changer and
the distribution transformer off load tap changer are capable of giving reasonable
control of voltage. It should be remembered that the requirement for a limit to
the voltage deviations normally applies to the customer metering point. Therefore,
on networks where the customers are all on the LV system, there is no need to
limit the voltage drop on the MV feeders to the appropriate limit, say 10%. The
distribution transformer could be set to give a boost of 5%, which means that the
MYV drop can be higher.

Voltage Control by the In Line Voltage Regulator. The inline voltage
regulator, also known as a booster, is a small device that is commonly used on
MYV overhead lines. It is a transformer of, nominally, 1:1 ratio, fitted with an on
load tap changer with five taps, each of 1.25%, which is used to boost or lower
the voltage as load current increases and decreases. It can be controlled by a
voltage regulating relay much the same as for the source substation transformer,
but for reasons of economy, it usually responds to a simple current transformer
in one or more phases of the network. Some MV networks have been built without
a source transformer on load tap changer because, at the time of construction,
the variations in voltage caused by load cycles were insignificant. As load has
grown on certain feeders, voltage problems have arisen, and one solution is to
add an in line voltage regulator to the start of those feeders.

Voltage Control by the Power Factor Correction Capacitor. Capacitors
have been used to correct for low power factor for many years, partly because
customers with a low power factor have been charged for the supply of reactive
power. But because the capacitor reduces reactive power, which gets worse as
load increases, it has the effect of improving the system voltage. Locating the
capacitor has always been the subject of many different views. For low power
factor loads, there is an argument that correction capacitors should be located at
each load point but this will lead to a large number that, because of economies
of scale, could be replaced at less cost by a smaller number of larger capacitors.
The opposite view is that one capacitor should be applied at the source substation
busbars. It is then easier to control because it can be connected to the busbars by
a circuit breaker, and it remains under the control of the utility. The circuit breaker
connection to the busbar is for protection purposes, and the capacitor is rarely
switched in and out.

With the advent of remotely controlled network switches, there is now an
argument to apply the capacitor on each feeder. As a general guide, the best
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FIGURE 3.15 Application of voltage control by capacitor.

economics are obtained when a capacitor that provides two thirds of the feeder
reactive needs is located two thirds of the length of the feeder.

In the network shown in Figure 3.15, the voltage drop at A has been calculated
to be 17.5% at full load and 3.1% at 25% load. Hence as the load varies over the
day between these two limits, the customer will see a range of voltage drop of
14.4%. Following the “two thirds” rule would place a 3 MVAr capacitor on the
feeder and the voltage drop has been re-calculated as 11.3% at full load and a
voltage rise of 3.1% at 25% load. The range of voltage seen by the customer
remains the same at 14.4% but the actual values have changed.

What we could also do is switch the capacitor into service at times of heavy
load and switch it out of service at times of light load. The voltage drop would
then range from 11.3% at full load to 3.1% at low load, from which we can see
that the range has decreased. This is illustrated in Figure 3.16 where the voltage
seen by the customer is shown by the path “a, b, c, d, e, f.”

If the off load tap changer at distribution transformers at the further end of
the feeder were set to give 5% boost to the voltage, then the customer voltage,
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FIGURE 3.16 Variation in voltage with switched capacitors.

with switched capacitors, will range from 6.3% to 1.9% rise, which is well within
the expected range.

Economic Effect of Adding Capacitors and Loss Reduction. We have
already seen that the addition of capacitors to the distribution system can have a
useful benefit in terms of voltage control. This is because, for a given load, the
phase current is reduced by improving the power factor and, hence, bringing the
current and voltage nearer to being in phase with each other. This reduction of
current also has an effect on the (technical) electrical losses of any power system,
and when considering the economics of power systems, it is useful to consider
the economic value of these losses.

This is perhaps best illustrated by an example, which we can select as being
the same real power system in Europe as used in Section 3.2.6, but, for reasons
of clarity, simplified to be just one of the five feeders found on the total system.
The feeder comprises 58.3 km of overhead line, part operating at 20 kV and
part at 10 kV, 13.4 km cable operating at 20 kV, and 1049 kVA of installed
load, all load being of 0.9 power factor. In addition, there is a single-transformer
20/10 kV substation at about the midpoint of the feeder, and this transformer
is not equipped with any automatic voltage control. The feeder is supplied from
a 110 kV source comprising a single 110/20 kV transformer with on load
automatic tap changer, and we have assumed that the load is at the maximum
demand value.

Four alternatives have been considered:

—

The basic condition with no capacitors added to the system.

2. The addition of a 140 kVAr capacitor at the 20 kV busbars of the source
substation; the value of 140 kVAr being chosen to bring the system
power factor from the 0.9 found on the basic system to a suggested
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TABLE 3.6
Variation in Losses as a Function of Installed Capacitance

100 kVAr at 150 kVAr at
Basic Condition, 140 kVAr at Two-Thirds Two-Thirds

No Capacitance  Source Busbar Location Location
Line losses, kW 23.10 23.00 20.20 19.80
Cable losses, kW 2.20 2.20 2.00 1.90
Core loss, kW 8.50 8.50 8.50 8.50
Winding losses, kW 1.40 1.30 1.20 1.20
Total losses, kW 35.20 35.00 31.90 31.40
Busbar volt drop, % 0.42 0.32 0.34 0.31
Feeder end volt drop, % 9.52 941 8.40 7.85
Busbar power factor 0.90 0.95 0.93 0.95
40
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FIGURE 3.17 Variation in losses as a function of installed capacitance.

value of 0.95 — this value of 0.95 has been suggested as being suitable
to optimize the tariffs for the utility purchase of power at that substation.
3. The result of the application of the two-thirds rule* whereby a 100
kVAr capacitor would be added two-thirds of the way down the feeder.
4. The addition of 150 kVAr at the two-thirds point, this value being
chosen to improve the power factor at the source substation busbars to
0.95.

The results of the calculations are given in Table 3.6 and partially displayed
in Figure 3.17.

* The two-thirds rule is a quick way of estimating the optimum value of capacitors to be added to
a power system on a feeder basis. It suggests that a capacitor to compensate for the reactive power
flow at the source end of the feeder should be of two-thirds of the value of that reactive flow and be
placed at the two-thirds of feeder length position.
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We can see that there are significant reductions in the total losses (caused
primarily by the reduction in line losses) when power factor correction capaci-
tance is added to the network rather than to the source busbar. The losses in this
example have been calculated at the maximum demand of the feeder and, of
course, as the daily (annual) cyclic load curves are applied, then the actual value
of the savings will change, but the percentage change for each alternative will
not vary. Whether these savings in losses are significant to the utility will depend
on how electrical losses are evaluated by the utility, but it is recommended that
the savings should be estimated as a matter of routine.

Figure 3.18 shows the plot of the variation in voltage drop, from which it
can be seen that the range of change in voltage seen by the customer is reduced
for the condition of capacitance being added to the network.

3.2.8 CURRENT LOADING

Each and every item of an electrical plant will have defined maximum current
that it can safely carry. For example, a particular design of 185 mm? 33 kV single-
core cable with XLPE insulation, when laid in trefoil, bonded, and earthed at
each end, can safely carry 560 amps when laid in air, 450 amps when laid in the
ground (under specified conditions) and 400 amps when laid in ducts. If load
higher than the ratings is applied, then the associated rise in temperature will
degrade the cable insulation and may reduce its useful service life. Because
network load varies on both a daily basis and an annual basis, many utilities
apply an acceptable overload factor to their cables, for example, 10% continuous
and 20% for three hours. The rationale behind an overload factor is that, for much
of the life of the cable, it will operate significantly below its rated current, so for
a short period, maybe during an abnormal system condition lasting for a few
days, it is acceptable to take the small risk of longer term overload damage.

As for all plant items, the transformer has a defined load rating that is usually
linked to the normal method of cooling. A typical oil-filled transformer might
have its insulating oil circulating by natural convection and the cooling air passing
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over the radiators, again by natural convection, and be assigned a given rating
based on these two methods of cooling. There are two ways of increasing the
rating of the transformer, first by pumping the oil through the tank and radiators,
and second by using air fans to pass more air over the radiators. Both will have
the effect of removing more heat from the transformer, thereby allowing an
increased load without increasing the temperature of the transformer windings.
Of course, some transformers have their rated power defined assuming that oil
pumps and air fans are operating all the time, and in these cases, there is no easy
way of increasing the rating. Some utilities will assign two ratings to their
transformers, one being the continuous rating without pumps and fans and the
other corresponding to using both pumps and fans and having a maximum
transformer temperature that will cause a known rate of accelerated deterioration
of the transformer insulation. Such cases can permit a doubling of the rating.

Great care must be taken to ensure that the load flow in all components of a
distribution system takes account of the following:

e The assigned rating of that component

e The increase in loads that will be connected to the system during the
life of the project, or at least until some form of reinforcement is
expected

e All reasonably foreseeable abnormal operating conditions

* Any assigned overload margins

However, we shall see now that extended control can take advantage of the
short-term thermal rating of plant to be able to accept an increase in load flowing
for the corresponding time period.

3.2.9 Loap GROWTH

In most electricity networks, there is a steady increase of load with respect to time,
and rates of maybe 5% per year are not uncommon. At the same time, a given
network may be subject to a more sudden and specific load growth, for example,
if a new industrial plant, maybe requiring 20 MVA of supply, is proposed by
industrialists. The important point is that this growth of load can, within limits, be
foreseen and appropriate action taken. It would be wise for a utility to have a general
reinforcement plan based on, perhaps, a five-year period and to coordinate this with
a two-year plan that is more specific and would lead to a firm construction plan.

But as the load on a substation increases, another factor will become para-
mount a long time before the plant suffers from continuous overload. The firm
capacity of a substation is normally based on the capacity that remains after the
first circuit outage, commonly known as the “N-1" approach.

Figure 3.19 shows two substations, each fitted with two transformers of
continuous rating 10 MVA and of emergency rating 11 MVA supplying a load.
Let us suppose that the load on each substation is 9 MVA but increasing at a
steady annual rate. Based on the N-1 rule, the firm capacity of each substation
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Substation 1 Substation 2
Transformer rating 10 MVA
Emergency rating 11 MVA
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FIGURE 3.19 Typical source substation arrangement.

is 11 MVA, and with the 9 MVA load, the situation is satisfactory. But as the
load increases to 11 MVA and above, then, for a first outage, the substation is
not firm and the utility would reinforce the substation, either by installing two
larger transformers or by installing a third transformer. Let us suppose that the
annual increase in load prompts reinforcement 4 years from now.

We have already seen that it is common to have one or more normally open
switches on the network supplied by a substation to provide alternative supplies
for fault or maintenance situations. The diagram shows the normally open point(s)
as being between the two substations. We shall now consider that the normally
open connection between the substations could be used to transfer 4 MVA of
load from substation 1 to substation 2 following the loss of one of the transformer
circuits in substation 1, and this situation is explained in Figure 3.20.

Starting at Point A, we can see the load growing until it reaches Point B,
where it matches the substation firm capacity with two transformers of 11 MVA.
At that point, in year 4, the addition of the third transformer is one of the required
options. But the other option is to operate the normally open connections as a
load transfer scheme, which is shown as the line B to C in the diagram. After
load transfer becomes available, the load continues to increase along the line C
to D, and at Point D the substation again becomes unfirm. At Point D, the third
transformer will be needed. But we can see that the load transfer scheme has
delayed the expenditure on the third transformer from year 4 to year 10 or 11.
This deferral of expenditure is, of course, of great value to any utility.

This type of load transfer can easily be provided by using the utility crews
to travel to the network switches and operate them as and when required. There
is a serious restriction, though, in that the plant ratings of the circuits left in use
after the first circuit outage will dictate that the load transfer be completed before
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FIGURE 3.20 Deferral of capital expenditure arising from load transfer.

thermal damage occurs, which would typically be two or three hours. What is
far better than using utility crews is to employ extended control of the normally
open connections to carry out the load transfer.

We can say that by increasing the firm capacity of a substation, load transfer
will permit the deferral of capital expenditure, and that load transfer by extended
control will improve the speed of the transfer and increase the savings with respect
to crew time. The deferral period can be calculated from

Deferral Period = Capacity of Load Transfer Scheme

Annual Load Increase

A further application of load transfer by extended control can be on a regular,
daily basis. Let us consider two substations where one has its peak load during
the working day and the other has its peak load in the evening. This situation
could arise for a daily industrial load, which decreases when the workforce travel
home in the evening and then start to create demand from their homes. If the
network capacity exists to provide the transfer of load, in one direction in the
morning time and in the other direction in the evening time, then the load transfer
scheme may be able to defer reinforcement of one of these two substations.

3.2.10 EARTHING (GROUNDING)

One basic problem for the distribution network designer is the way that the neutral
is earthed because it affects a number of technical and economic solutions. The
most important items are the relay protection, operation principles, equipment
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earthing and power system component selection. The choice between methods is
fundamentally between solid earthing, resistance earthing, compensated earthing
and unearthed (isolated) neutral, although limited combinations can occur.

In solid earth systems, the neutral point, usually the source transformer star
point, is connected directly to earth. Where the ground earth resistivity is good,
this produces high earth fault currents, which are relatively economic to detect
and clear quickly, but it can cause high step and touch potential in the vicinity
of the fault. Because approximately 80% of faults on overhead lines are of a
transient nature, the reclosers needed to trip and then restore supply can use
relatively basic protection schemes. However, the fundamental principle of using
arecloser* is that it converts what would be a sustained interruption (for example,
two hours) into a transitory interruption (for example, 30 seconds). The earthing
connection also provides a direct voltage reference for the neutral voltage.

In resistance earthed systems, the neutral point is connected to earth via a
resistor, which may be the natural ground resistance in areas of high resistivity
or a separate power system resistor. This resistor is able to control the earth fault
current to a value selected by the network operator and may be associated with
a reduced cost of earthing electrodes in the ground. The earthing connection also
provides a direct voltage reference for the neutral voltage.

In compensated systems, the neutral point is connected to earth by a reactor
that is tuned to balance, or nearly balance, the capacitive current. Compensation
is widely used in the cases where the continuity of supply is important and where
earthing circumstances are good enough so that a sustained earth fault can be
allowed. The penalty of this arrangement is the protective relays and high accu-
racy demands for the voltage and current transformers. The disadvantage of both
unearthed and compensated neutral systems is the overvoltages during earth
faults. This is the main reason for these solutions being less popular in distribution
systems with a lot of underground cables or in networks with electrical machines,
as in industrial plants.

In unearthed systems, the neutral point is left completely disconnected from
earth; hence, the voltage reference is provided by the phase capacitance to earth.
As the network size increases, so does the network capacitance and the duty
required of switchgear, both to clear faults and for routine network switching
operations. In such cases, reactance is added to compensate for the capacitive
current, and the network becomes a compensated network.

There is no single answer to the selection, but a variety of approaches exist
in different countries and in the different power system cultures.

3.2.11 Lost ENERGY

Lost energy can be taken in two distinct areas, energy not supplied and electrical
losses. Electrical losses can also be regarded as being in two areas, technical
losses that arise from the operation of the distribution systems itself and nontech-

* The methodology of reclosers is considered in Chapter 4.
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nical losses, otherwise known as illegal abstraction of electricity or theft, the
latter being outside the scope of this book.

Energy Not Supplied. Unless there is a continuous alternative supply avail-
able, any fault on a power system that causes protection to operate will cause
loss of supply to one or more customers. We will describe in Chapter 6 how this
loss can be characterized in terms of reliability indices such as SAIFI and SAIDI.
But the loss of supply can also be described according to the energy that is lost
as a result of the protection operation. Some utilities use the expected loss of
energy per year as a benchmark to compare the reliability performance of alter-
native network options and usually attribute a financial value to the kWh lost.
Other utilities may be subject to a penalty payment to each affected customer
that is based on the kWh lost (discussed in Section 8.10.1) — in this way, the
penalty is proportional to the load as well as the duration of the outage, which
many consider to be a fair method of compensation for the larger customers.

There is a very simple method by which the expected energy loss can be
calculated — simply multiply the disconnected load (in kW) by the outage
duration (in hours) to arrive at the kWh lost. Now, the outage duration can be
estimated from the position of each fault on the network, the estimated time to
operate switchgear, and the estimated repair time. These estimated figures can
be compared to historical fault events and revised estimates made to ensure
reasonable consistency between calculated and measured outage times.

However, the calculation of the load interrupted causes more of a problem
because the load at the vast majority of customer sites varies according to other
parameters. For example, most loads vary according to a profile with respect to
time of day, day of the week, and month of the year, each customer class exhibiting
a particular load profile as shown in Figure 3.21.
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FIGURE 3.21 Standard load class profiles used by the supply industry in the U.K.
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TABLE 3.7
Average Load Value over 24-Hour Period for the U.K.
Standard Load Class Profiles

Type of Load  Minimum Value  Maximum Value  Average Value

Domestic 0.19 1 0.53
Commercial 0.18 1 0.51
Industrial 0.20 1 0.54
Large User 0.65 1 0.84

Figure 3.21 uses standard U.K. profile data for domestic, commercial, indus-
trial and large user customers to illustrate how the load changes over the course
of the 24 hours during the summer period, and the data have been normalized so
that they represent the variation of a 1 kW load. It can be seen that the domestic
load ranges from about 0.2 kW during the night to 1 kW during the early evening.
The average value for the load over the 24-hour period can be calculated and is
shown in Table 3.7.

To calculate the expected energy loss with complete accuracy, we would need
to consider a fault at different times of the day and also how long the fault outage
was (CAIDI). For example, we could consider a fault at 0600 to a domestic
customer with an average daily load profile shown in the Figure 3.22.

From Figure 3.22, we can see that, if the outage duration were 2 hours, then
the average load interrupted for that period would be about 0.41 kW, but if the
outage were 12 hours, then the average load would be nearly 0.6 kW, from which
it is clear that the expected energy loss depends on both the load when the outage
starts and the duration of the outage.
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FIGURE 3.22 Standard U.K. class profile for a typical domestic load.
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It is, of course, possible to calculate the actual energy loss accurately by
taking all possible combinations of the time that the outage starts and the duration
of the outage and then producing an average for the 24-hour period. This value
can then be compared to the other methods of calculation to see which, if any,
give comparable results. It has been found that, if we take the average load over
the 24-hour period, we have seen in the table above and multiply that by the
CAIDI, then the difference in results is very small and, for practical purposes,
can be ignored. Because the average load over the 24-hour period is the same as
the load factor, then the calculation can be made using the load factor.

Electrical Losses. Losses on an electricity distribution system represent the
difference between the power purchased from suppliers and the power sold to
customers. Losses can be classified according to whether they are technical losses,
which cover resistance-based losses and magnetization losses, and nontechnical
losses, which are losses from unmetered loads, for example substation environ-
mental control and theft. In addition, many utilities charge a block rate for energy
used for street lighting instead of placing a meter in every point of supply.

e Copper (resistive-based) losses apply to all conductors with a finite
resistance and exist because of passing a load current through the
resistance. They are proportional to the square of the load current and
are subject to variations of the load current on a daily and annual basis.

e Magnetizing losses (also known as iron losses) apply to transformers
and represent the energization of the magnetic circuit to operate the
transformer core. They are of a constant value and are experienced for
the entire time that the transformer is energized.

The calculation of the total loss in kWh over the lifetime of any project is
relatively straightforward if load duration curves are known. But it is more
difficult to estimate the financial value of these losses because it is very difficult
to determine the price of electricity some years hence. Nevertheless, utilities use
this process to compare the losses of, especially, different designs of transformers
at the time of purchase.

It is impossible to achieve zero technical losses, although all losses can be
monitored by an extended control system to at least permit the utility to under-
stand where these losses take place.

The design of a distribution network will permit it to be operated in many
different ways; for example, the actual location of a normally open point can, in
theory, be at any switching device. It is possible to optimize the system losses
on the circuits on each side of the NOP by careful selection of the location of
the NOP. However, because the load current will vary on a daily and seasonal
basis, so the losses will also vary. Monitoring of the load currents through an
extended control scheme will permit the utility to vary the location of the NOP
to match the variations in losses arising from the variations in loads.
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T1 T2

| Load |

FIGURE 3.23 Loss balancing in substations.

Because resistive losses are proportional to the square of the current, it follows
that, where possible, circuits should share loads equally. In Figure 3.23, the
resistive losses in the secondary winding of T2 will be proportional to I? (or equal
to kI?) and in the secondary winding of T1 will be 2.25kI%. The total loss is,
therefore, given by 3.25kI%. If we now equalize the currents to 1.251 by re-
arranging the loads or closing the bus section circuit breaker, then the loss in
each transformer will be k(1.251)? (or 1.5625kI?), and the total losses will be
given by twice this, or 3.125kI%, which will always be less than the initial con-
dition. This principle of loss minimization applies to multitransformer supplies
to, for example, a larger industrial customer.

Because operation of this substation with the bus section circuit breaker closed
is one way to reduce the electrical losses, it is perhaps appropriate to consider
the methods by which extended control can facilitate the operation of the trans-
former automatic voltage control (AVC) when the bus section breaker is closed.
If two transformer AVCs are operated as in the independent automatic role, which
is acceptable when the transformers are not in parallel, then there is a natural
tendency for the taps to separate, that is, one transformer will go to top tap and
the other to bottom tap, when the bus section is closed. This disparity in the taps
will create a large circulating current that may cause overheating of the busbars
and operation of protection. Although extended control/SCADA can be arranged
to give an alarm if the taps are more than one or two different, in general
independent automatic control is not viable for parallel transformer operation.
However, the master-follower arrangement is normally acceptable because only
one AVC relay, on the master transformer, is used, and any tap change operation
initiated by the AVC will cause the second transformer tap changer to follow the
master in sympathy.

Extended control of the AVC scheme can be used to select which control
scheme is to be used and also to directly control the tap settings from a control
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room to facilitate the leveling of taps between two substations to prevent excessive
circulating currents between those two substations if the intersubstation normally
open switch on the MV network is to be closed for any reason, for example, as
part of a prearranged switching schedule for maintenance work.

Extended control of the tap changers can also be used to simulate an over-
voltage, perhaps 6%, on the MV busbars of a substation, thus causing the tap
changers to step down and reduce the load on the substation a little. This technique
can be applied as a form of load reduction if needed by the utility, which, in turn,
will have an effect on losses.

Some control of electrical losses can also be made by the extended control
of MV system capacitors, which will improve the MV system power factor, in
turn reducing losses.

3.2.12 ComparisoN ofF U.K. aND U.S. NETWORKS

Distribution systems in the United States are designed and operated as four-wire
multigrounded systems. Four-wire multigrounded systems include the three phase
conductors as well as a fourth neutral conductor, which is carried with the phase
conductors and grounded at numerous points along the length of the circuit.
Overhead main feeders are typically constructed using large phase conductors
(170 to 400 mm ACSR) and are typically tied to one or more other primary
distribution circuits through normally open switches. Underground system con-
struction practices vary more than those for overhead systems, but main feeder
cable sizes typically range from 255 to 510 mm per phase. A concentric neutral
of smaller individual conductors or a metallic tape typically surrounds the phase
conductors. A variety of cable insulation materials and thicknesses are available
for each voltage class. Installed cost is also greatly impacted by the type of
underground construction utilized (e.g., concrete duct banks, PVC duct in earth,
direct burial).

Urban and city networks in the U.K. are nearly always underground, although
some overhead feeders will start at the edge of the town area and proceed to the
rural area. Distribution systems constructed to typical U.K. standards are designed
for operation as three-wire unigrounded systems. Three-wire unigrounded sys-
tems do not carry a neutral conductor along the length of the feeder, but are
grounded at a single point at the source substation. Overhead three-phase MV
main feeders are typically constructed using 75-90 mm? conductors. Underground
systems utilize cable with somewhat larger conductor sizes (e.g., 185 or 240 mm).
As with U.S. systems, a variety of cable insulation materials are available, having
potentially large impacts on cost. Additionally, the type of underground construc-
tion will have a major impact on installed cost.

The different grounding practices between U.S. and U.K. primary systems
have a number of operational and cost impacts. The four-wire multigrounded
circuit configuration used in the United States may result in higher primary
voltage system costs for a similar overhead line constructed to U.K. standards,
because a neutral conductor is required along the length of the circuit. Addition-
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ally, the neutral conductor of a primary voltage system constructed to typical
U.S. standards must be grounded through a driven ground rod at regular intervals,
causing additional potential cost differentials. Underground system differentials
are comparable for similar construction types, as the conductor represents a
smaller portion of the total construction effort.

Primary voltage systems in the United States are configured radially, with
power flowing from the source substation toward load under normal operating
circumstances. Three-phase primary main feeders are typically 8—15 miles (13-24
km) in length and follow major thoroughfares. Three-phase and single-phase
radial primary voltage laterals are tapped to the main feeder and can extend
several miles from the main feeder. Primary systems tend to be overhead when
possible and underground when required or when the cost differential between
overhead and underground construction is covered by a third party. Typical utility
practice includes two to six normally open ties to other circuits to allow for
maintenance and contingency switching.

A typical urban underground system in the U.K. will have a number of
branches, each terminated in a normally open switch, to provide a switched
alternative supply for maintenance or fault outages. The switched alternative
supply can be supplemented in a few special cases, notably the provision of high-
reliability supplies to individual industrial customers and hospitals, where two
cables will supply from each side of a source substation busbar. This requires
circuit breakers with unit protection and is not common now.

The use of single-phase radial laterals in U.S. systems can result in cost
savings because lesser amounts of primary cable/conductor are required. How-
ever, this potential savings is offset by the greater reach of the secondary/low-
voltage systems used in U.K. systems and the necessity of a neutral conductor
for grounding and return. (Secondary/low-voltage systems are dealt with
below.) Underground construction is more expensive than comparable over-
head construction and may result in increased initial capital costs for U.K.-
style systems in urban areas (which tend to use a greater proportion of under-
ground construction).

Distribution systems in the United States utilize a variety of switching (pad-
mounted switchgear, line switches, sectionalizers) and protective devices (reclos-
ers, fuses, fused cutouts) along the length of a primary distribution line. These
devices isolate faulted line sections, allow service restoration or allow switching
for maintenance and contingency purposes. Detailed discussion of these devices
is outside the scope of this book; however, each of these devices can act as a
switching point to minimize the duration of customer interruptions. Transformers
are typically connected to the primary system through fuses, with the fuses being
tapped into the primary line. In line switching devices are distributed along
circuits in a manner to provide some measure of sectionalizing capability and
switching flexibility.

Distribution systems in urban/suburban areas of the U.K. tend to focus on
use of unit substations comprising a ring main unit and LV distribut