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return to zero

sigma delta

spectrum analyzer

serving area interface
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sample and hold

surface acoustic wave

stimulated Brillouin scattering

square/subcarrier connector

angled physical contact

Society of Cable Telecommunications Engineers

separate confinement heterostructure
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synchronous digital hierarchy

signal-to-distortion ratio

switched digital video

shielding effectiveness
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signal-to-noise and distortion
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single mode fiber

society of motion picture and television engineers

side mode suppression ratio
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TV television

™ traveling wave



Nomenclature

XXV

UDP
UHF
UMTS
UPC
USB
US-TX
UuT
uv

VB
VBR
VCO
VCSEL
VDSL
VGA
VHF
VITS
VLC
VLD
VLSI
VNA
VOD
VSB +C
VSWR
VT-WSPD
VVA
WAN
WCDMA
WG
WG-PD
WDM
WLAN
WSP/WSPD
XFMR
XFP
XOR
XPM
XTAL
X-MOD
X-Talk
YAG
ZFE

user data protocol

ultra high frequency

universal mobile telecommunications system
ultra polish physical contact

upper side band or universal serial bus
up-stream transmit

unit under test

ultraviolet

video buffer

variable bit rate

voltage controlled oscillator

vertical cavity surface emitting laser
very high speed digital subscriber line
variable gain amplifier

very high frequency

vertical interval test signal

variable length code

variable length coded words

very large scale integration

vector network analyzer

video on demand

vestigial side band plus carrier
voltage standing wave ratio

voltage tunable—wavelength selective photodetector
voltage variable attenuator

wide area network

wideband code division multiple access
waveguide

waveguide photodiode

wavelength division multiplexing
wireless LAN

wavelength selective photodetector
transformer

10 gigabit small form pluggable
exclusive OR

cross phase modulation

crystal

cross-modulation

cross talk

yttrium aluminum garnet

zero forcing equalizer

Substances and Composites

Alumina
Aluminum

ALO;
Al
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Nomenclature

Arsenide

Gallium

Gallium—Arsenide

Germanium

Gold

Gold Tin (solder)

Helium

Indium

Indium-Gallium-—
Arsenide

Indium-Gallium—

Arsenide—Phosphate

Indium—Phosphate
Lead

Lithium
Lithium—Niobate
Neon

Niobate

Oxygen

Phosphate

Silicon

Silicon—Germanium

Tin

As

Ga
GaAs
Ge

Au
AuSn
He

In
InGaAs

InGaAsP

InP
Pb
Li
LiNbO;
Ne
Nb
(0]

P

Si
SiGe
Sn



Constants and Symbols

A Angstrom, 1 A = 0.0001 pm = 0.1 nm

C capacitance

co  Speed of light TEM velocity in free space
2.99792456 x 10°® m/sec ~ 3 x 10°® m/sec

e Base of natural logarithms e = exp(1) = 2.71828183

f Electrical frequency, Hz

h Planck’s constant 6.626 x 1077 J/sec

j Imaginary unit, j = v/—1

k Boltzmann’s constant 1.38 x 10~>* J/K

L inductance

Ny Noise density at room temperature for BW of 1 Hz,
—174 dBm/Hz = 10 log kT + 30

Q  quality factor

q Electron charge 1.6021917 x 10~'° Coulombs

R

resistance
Ty Kelvin’s absolute zero temperature —273°C = 0 K
e Permittivity e = &, X g

go  Permittivity of vacuum 8.85 x 10~'* F/m ~ 1/(3.6m) pF/cm
e,  Relative permittivity

mo  Characteristic impedance of free space 1201, ny — po/eo

A Wavelength

v Permeability p = p; X po

o  Permeability of vacuum 12.56 x 10~ Hy/m ~ 4w nHy/cm
L.  Relative permeability

v Optical frequency

()} Resistance units in Ohms

® Electrical radial frequency, o = 27f rad/sec

T 3.14159265 ~ 3.14

o conductance in Mho (1/€))

®  Convolution
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Preface

As data rates increase, there is a higher requirement to combine microwave-
engineering experience with digital design. The recent development of the Internet
has created the need for wider knowledge and understanding of different aspects of
system performance. For instance, the traditional digital and logic designer must
be more familiar with the root cause for high-speed link performance tradeoffs
such as sensitivity, BER (bit error rate), eye diagrams, jitter, etc. Some of these
parameters require the background of an RF (radio frequency) engineer, and
having, for instance, a fundamental understanding of passive and active network
design. As an example consider the jitter problem, as all RF engineers are familiar
with its spectral definition of phase noise. Phase noise, as we all know, is a stochas-
tic process. However, jitter of an eye diagram is composed from both stochastic
process and deterministic process. An experienced RF engineer or communi-
cations engineer would try to optimize the phase response of the data transmission
line so that it would have a linear phase response vs. frequency. This way, the
group delay is constant, and therefore all the harmonics of the digital signal pro-
pagate at the same velocity, and the deterministic jitter is minimized. There are
many other parameters affecting the eye performance, such as matching, which
creates reflections and double eye images or clock recovery phase locked loop
phase noise. This example shows the essential wide background required for
fast logic designers.

Any switch or router contains fast logic, and optics interface that operates at
high speed. Moreover, as CATV (community aperture TV, cable TV) technology
advanced, its video transport and return path were wired by fiber. Therefore, it is
much more important to have a full understanding of all design aspects of fiber-
optics transceivers in order to meet the system requirements. Modern CATV trans-
missions are shifting from traditional analog to higher modulation qualities such as
high-order QAM (quadratrure amplitude modulation) modulation. In that case, the
traditional RF engineer has to understand better the effects of designs on the signal
quality and distortions. There is a need to understand the effects of AM-to-AM on
the second-order distortions, and third-order distortions. In the CATV case, we are
dealing with multitone transport; hence the designer has to understand the RF
chain lineup tradeoffs such as CNR vs. compression and the effects on CSO (com-
posite second order) and CTB (composite triple beat) in the receive channel. The
RF engineer has to understand the effects of AM-to-AM and AM-to-PM on the

XXix
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QAM signal constellation. Hence the RF engineer should have a wider background
in digital communications and modulation techniques. Additionally, the RF engin-
eer, as well as the digital design engineer, should have fundamental background in
optical devices, at least their equivalent circuit and impedance matching, in order
to reach high-spec system performance.

In some advanced designs, both disciplines, analog and digital, have to exist
and operate in the same space and packaging enclosure. As the technology of semi-
conductors improves, the size of the components is getting smaller; PCB (printed
circuit board) population density is increasing and becoming more crowded. Sub-
assemblies such as optical transceivers have to be smaller one the one hand, and
faster with higher data rates on the other. In the case of a fast digital transceiver
packaged together with an analog CATYV receiver, the challenge in creating an
integrated optical triplexer module, ITR, is higher. ITR converts digital traffic
from light into electronic signal and vice versa; when converting a sensitive
analog signal from light into analog signal, it becomes a X-talk issue. Both
designers should have full understanding of X-talk mechanisms, ground disci-
plines, radiation from transmission lines, the spectral content of digital signals
at different series patterns, and shielding methods, as well as some background
in other fields in order to solve the X-talk problem. The requirement for such a
high level of integration is coexistence, meaning each system should operate
without interference with the other. Consequently, the sensitive and susceptible
channel is the analog channel. However, a proper design of such an integrated
system yielding the required high performances is possible.

There are several excellent books covering many subjects related to fiber
optics. However, the goal of this book is to guide young, as well as experienced,
digital and RF engineers about fiber-optics transceiver electronics designs step by
step, trying to focus on all design aspects and tradeoffs from theory to application
as much as possible. This book tries to condense the all the needed information and
design aspects into several structured subjects. It guides the engineer to have a
proper, methodical design approach, by observing the component requirements
given for a system design level. This way, the engineer will have a deep under-
standing of specifications parameters and the reasons behind it, as well as its
effects and consequences on system performance, which are essential for proper
component design. Further, a fundamental understanding of RF and digital
circuit design aspects, linear and nonlinear phenomena is important in order to
achieve the desired performances. Getting familiar with solid-state devices and
passives used to build optical receivers and transmitters is important. This way,
one can combat design limitations in an effective way.

The book is organized into six main sections covering the following subjects:

e  Part 1: Top Level Overview
This part contains three chapters that provide the reader a top-down struc-
tured approach to get familiar with hybrid fiber coax (HFC) systems. This
part provides information about several architectures of data transport
carried over fiber and interfaces, which includes MMDS, LMDS, CATV
Return-Path, and Internet, with some glimpses of protocol stack and last
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mile, last feet concepts. This section provides information about the ITU
grid and optical bands and advantages of fiber as transmission lines and the
WDM concept. This whole review leads to the FITx architectures
concept.

After the fundamental background about the system needs, there is an
introduction to the structure of the last mile optical-to-coax interfacing.
This review provides different topologies for digital and analog receivers,
which lead to the FTTx integrated solution of access transponder, contain-
ing both CATV receiver and digital transceiver. Additionally, tunable-
laser transponder architecture is explained as a variant of ordinary
digital transceivers’ solution for METRO WDM architectures.The last
part is an introduction to TV and CATYV standards and the concept of oper-
ation. The main idea behind the part, even though it looks unrelated, is to
provide detailed information about this unique signal transport and the
implication of system specifications on the FTTx platform and CATV
receivers.

Part 2: Optics, Semiconductor, and Passives

This section contains five chapters and provides detailed information
about different optical building blocks of fiber-to-coax and coax-to-fiber
converters, which were reviewed in the first part. In this section, the build-
ing blocks are categorized into lasers, photodetectors, and passives, such
as couplers, WDM, filters, triplexers, duplexers, etc. Each type of device
physics is explored and analyzed. Analogies to microwaves are provided
at some points to guide those who are being introduced to fiber optics
about the similarities.

Part 3: RF Concepts

In this section, there are six chapters. This section deals in depth with RF
topologies to design highly linear analog CATV receivers, and provides a
wide background about the structure of devices for high-speed digital
design. At first, basic RF definitions are provided and simple RF lineups
are reviewed. CSO and CTB beat counts are explained. IMD effects on
CATYV picture are analyzed. An introduction to noise and limits is pro-
vided, and these are explored and investigated. Different kinds of RF
amplifiers and front-end matching are investigated. Push—pull distortions
and analysis techniques are explored. On the digital side, various TIAs are
analyzed, such as distributed amplifiers for wideband data rates of 10 and
40 GBit (which can be a laser driver). The structure and limitations of
operational amplifier TIA are investigated. Detailed AGC (automatic
gain control) analysis is provided with analogies to APC (automatic
power control) and TEC (thermoelectric cooler) loop designs.

Part 4: Introduction to CATV Modem and Transmitters

This section contains four chapters that provide guidance on the CATV
MODEM concept of operation. At first, the background about QAM
modulators and impairments is reviewed. Then, the CATV MODEM
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structure is explored, explaining the different building blocks, such as
coding and synchronization, and limitations such as phase noise. There-
after, the next part of linear transmission is investigated. Predistortion
techniques such as optical and electrical are analyzed and reviewed.
Link analysis and derived OMI specs are investigated and explained
as a summary. Jitter and phase noise are reviewed. Fiber effects are
introduced.

Part 5: Digital Transceivers’ Performance Evaluation and Concepts

This section contains two chapters structured top-down. It guides the
reader from digital signal definitions to the concept of a digital transceiver
and tunable laser transponder architecture. Performance analysis and syn-
thesis are provided. At first, fundamental definitions of digital transport
such as eye diagram, jitter, extinction ratio are reviewed using
MathCAD. Data formats such as NRZ, RZ, and performances-over-fiber
are investigated. CDR (clock data recovery) structure is analyzed. After
providing a solid background, transceivers and tunable laser transponders
are investigated. Burst-mode concepts and burst-mode AGC are explained
in detail.

Part 6: Integration and Testing

This section contains two chapters and focuses on integration problems
and methods to test performances. EMI RFI problems within the FTTx
ITR platform are analyzed. X-talk between digital and analog parts in
the FTTx transponder is investigated and methodologies to overcome
interferences are provided. Analytical methods are given.The second
chapter in this section provides original methods for testing and evaluating
FTTx platform compliance to the NCTA specifications. At the end, a prac-
tical FTTx receiver specification is reviewed and analyzed.

At the end of each chapter, a summary of main points studied in that chapter is

provided. This way one could condense key points in order to have the main idea
and concepts behind each chapter.
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Chapter 1

WDM, Fiber to the X, and HFC
Systems: A Technical Review

1.1 Introduction

Fiber optics is mature technology. It was used at the beginning of the eighties
for computers’ local networking using light emitting diodes (LEDs). One of its
major advantages over traditional “copper lines” and “coax lines” is the
virtually infinite bandwidth of the fiber line, which translates into a higher
data rate capacity and therefore more users per line. This advantage can be
expanded when several wavelengths are transmitted through the same fiber,
where each wavelength carries wide band data. This method is called wave-
length division multiplexing or WDM. The second main advantage of a fiber
optics line over a regular “copper line” is its low-loss nature, traditionally
0.15 dB/km. The traditional coax will lose half of the input power within a
few hundred meters. In comparison, a good-quality fiber will lose half of its
input power after 15 to 20 km. This means less retransmit and fewer nodes
required to amplify the signal. It is known that the transmitted distance
depends on the input power to the fiber losses and the receiver sensitivity.
An additional advantage of fibers is their immunity to any kind of magnetic
interference from the outside. Hence, there will be fewer problems related to
surge protection to take care of during deployment. Furthermore, since the
fiber does not emit any electromagnetic radiation, it is considered to be an
ideal line that cannot be tapped. One more advantage over the coax is the
fiber diameter of 10—50 microns. Thus, one fiber cable, which contains many
fibers, results in a higher data rate per cable and higher data capacity.

As optics and dedicated integrated circuits (IC) technology progressed, more
applications and content could be designed and implemented using fiber
optics.*®*® Traditional “community access TV” (CATV: cable TV) shifted to
fiber optics; other applications, such as slow data transport “return path” for
“video on demand” (VOD) charging, fast data transport such as the Internet,
and digital data and multimedialike video-over-internet protocol, created a need
for different kinds of receivers and transmitters with MUX/deMUX blocks.?®
The MUX/deMUX methods involved using planar optical circuits (PLC) with
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low optical x-talk>'? and bulk optics, while size reduction effort was on both
electronics and optics.>>*® Mixed signal design strategies were emerging®' in
order to reduce costs, shrink size using system-on-package (SOP) technology
and penetrate the market. Mature cost effective building blocks for optics and
signal conversion from modulated light to electrical signal, and vice versa, resulted
in optical deployments. These deployments are: fiber to the curb (FTTC), fiber to
the home (FTTH), fiber to the business (FT'TB) fiber to the premises (FTTP), or in
general, fiber to the “x” (FTTx) implemented by a passive optical network (PON),
ethernet passive optical network (EPON), gigabit passive optical network
(GPON), broadband passive optical network (BPON), and asynchronous transfer
mode (ATM) passive optical network (APON).

Another advantage of a fiber data transport system is its large guard band value.
Laser modulation in optics is the dual of frequency up-conversion in RF. In optics,
the information-bearing signal, digital data signal, CATV RF signal, or cellular
channels®** are up-converted into light frequencies. For instance, 950 MHz—
2 GHz is up-converted to a 1550 nm wavelength or 193,548 GHz. In case of
1560 nm, the carrier frequency is 192,307 GHz. Assuming the CATV RF BW is
from 50 to 870 MHz up-converted to 1560 nm, the relative BW percentage is
narrow, approximately 0.4264 x 10~ *. Relative BW is a measure of 1/Q, where
Q is the quality factor of the link known as fo/BW, where f, is the center frequency.
Thus, absolute wideband data links such as 10GB/s are feasible. Hence, by using
several colors and wavelengths, a larger number of channels with huge BW can
be transmitted on the same fiber. The guard band in the fiber is on the order of thou-
sands of GHz. The technology is called wavelength division multiplexing (WDM),
which is the dual of frequency division multiple (FDM) access in RE."

The above mentioned WDM advantages led to several receiver, transmitter,
and transceivers concepts to be used in CATV and data networking over fiber.
Figure 1.1 describes an FTTx optical receiver at the user end unit used for the
last mile. The idea is to have a bidirectional integrated optical triplexer
(B.D-ITR),*® while integrating the electronics of video receivers and high-BW
data transceivers in a compact, inexpensive package that consumes less than
2—3 W. This module receives 110 CATV channels and 192 DBS TV channels
on the downstream path. The downstream video path is over a 1550-nm wave-
length range. Additionally, it has a full duplex bidirectional data and voice path
operating over the 1310-nm range. The 1310-nm channel supports up to OC3,
155.52 MB/s for a telephony return path and internet access. Today there are
modules that supports OC12, 622.08 MB /s, and even half the rate of 1 GB ethernet
(625 MB/s), the fastest modules support OC24 (1244.16 MB/s) and 1 GB ether-
net (1250 MB/s). Today’s integrated triplexer (ITR) supports the standard wave-
lengths (1310-nm receiving; 1310-nm transmitting; 1550-nm receiving®) and full
service access network (FSAN) wavelengths (1310-nm transmitting; 1490-nm
receiving; 1550-nm receiving). This approach made FITx WDM a cost-
effective solution in last-mile applications. In this approach, the CATV receiver
is at 1550 nm, the up link is at 1310 nm, and the down link is at 1490 nm.°

Wavelength standards categorize ITU wavelength bands into six wavelength
domains, as shown in Table 1.1. A standard ITR used for FTTH operates at the
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(a) Last mile topology of FTTx bidirectional optical unit using optical diplexer MUX.
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(b) Last mile topology of FSAN FTTx triple play optical unit using optical triplexer A MUX for
GPON applications. 1310 nm up-link is at OC24, 1490 nm is at OC48 and 1550 nm is an analog
video channel that carries 79 AM—VSB NTSC signals and 31 QAM 64/256 HDTV.
Watch-dog monitor for communications integrity and controller are shown.

Figure 1.1 Last-mile integrated triplexer topologies: (a) BiDi 1310 nm, return path
Rx/Tx 1550 nm, CATV DBS; (b) Triple-play integrated FSAN triplexer known as ITR.
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Table 1.1 Proposed ITU wavelength bands.

Name Definition Wavelength (nm)
O-Band Original 1260-1360
E-Band Extended 1360-1460
S-Band Short 1460-1530
C-Band Conventional 1530-1565
L-Band Long 1565-1625
U-Band Ultra-long 1625-1675

0O, S, and C bands for FSAN standard and at the O and C bands for the old wave-
length plans of 1550 nm and 1310 nm. One of the technical problems in FTTx
transducers is matching optics modules to the single-mode fibers (SMFs). For
that purpose, large spot-size lasers were developed, improving the coupling effi-
ciency in comparison to conventional lasers. A 1.2-dB coupling loss (75% coup-
ling efficiency) was changed to a standard cleaved SMF and the 3-dB positional
tolerance has been relaxed to a few microns.” Bulk optics sealing technologies
such as laser welding and epoxies were improved and low-cost housings were
introduced, as explained in Chapter 5.

The advantage of FTTx and its variants such as FTTC and FTTH over hybrid
fiber coax (HFC), as a result from the above discussion, is due to fewer devices in
the field, improved quality, and variety of services such as high definition television
(HDTV) over IP or by using traditional RF modulation schemes, which all can be
achieved due to greater BW. Homes become networked and data transport within
it is distributed by the so-called “last 100 feet” method as explained in Table 1.2.°

Table 1.2 Alternative home networking technologies.

Standard Technology Max data rate Advantage Disadvantage
Ethernet Wired (CAT 5) 100 Mb/s Fast Requires new
wiring
Inexpensive e Not portable
WLAN Wireless 54 Mb/s Portable e Converge issues
Rapid cost o Interface
reduction problems
e Range issues
HPNA Wired (telephone 32 Mb/s Existing wiring Not portable
lines) in place
Dependent on
quality of phone
wiring
Limited number
of locations
HomePlug AC mains wiring 14 Mb/s Somewhat Lower data rates
portable

Easy interface-
to-line operated
equipment

Depends on
quality of wiring
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Table 1.3 Comparison of popular wireless protocols.

Parameter Bluetooth IEEE 802.11(a) IEEE 802.11(b) IEEE 802.11(g)
Speed (Mb/s) 1 54 11 22/54

Launch 1997 1999 1999 2002

Range (ft) 30 400 300 200
Modulation FHSS OFDM DSSS DSSS/OFDM
Frequency (GHz) 24 5 2.4 24

Ethernet-structured wiring appears in most new homes in the U.S. The
infrastructure is for category-5 (Cat5). It is as follows, an FTTx box cable is
brought to the basement or garage, and the cable inside it is connected to the
router. This topology is often called “structured wiring.” A user serial
bus (USB) interface is an alternative way for connecting the cable modem or asym-
metric digital subscriber line (ADSL) modem.

Wireless networking such as WLAN is an additional way to distribute home
connections. The WLAN frequency is 2.4 GHz and its operation is defined by
the IEEE standard 802.11(a) and (b). Version (b) was the first to see commercial
implementation. Today chips are available to implement the 802.11(a) over
5 GHz. Table 1.3 provides a brief overview on wireless home networking protocols.

One more method to distribute service at home is by the Home Phone Networking
Alliance (HPNA). In this approach, existing phone lines are used. HPNA had devel-
oped technology that can handle 4—10 MHz in a robust manner. Their latest standard,
HPNA 2, uses 4 to 256 quadrature amplitude modulation (QAM) in this band,
depending upon the quality of the phone lines. It is compatible with xDSL systems,
which use the spectrum from above the voice band and up to 4 MHz.

The home plug is an additional distribution method and is relatively a new
comer. This standard was created by the HPPLA (home plug power line alliance).
One more standard of home networking is the IEEE 1349.

Cablelabs home networking initiative started with the publication of the Cable-
Home 1.0 specification, which seeks to provide a unified framework for all cable
industry—home interface devices. Those specifications did not address various
physical layer interfaces as previously described. Rather it addresses the interface
between the wide area network (WAN) and home network called portal services
(PS). A number of the PS, but not all, are embodied in the current generation of
WAN interfaces. To these services are added the ability to allow the cable operator
to configure certain parameters of the PS, and remotely ping and perform loopback
testing to the device. Quality of service parameters compatible with those provided
in data-over-cable service interface specifications (DOCSIS) for modems may be
configured in the portal service. FTTH systems do not use DOCSIS modems, but
it is quite possible that some providers would like to use interfaces similar or
identical to those prescribed in CableHome specifications.

The system design involves powering issues as well. One method is to have a
battery at the home of the subscriber. The battery provides backup in case of power
shutdown and disables all undesirable functionalities such as CATYV, while
keeping minimum power functions such as phone. Battery monitoring and
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maintenance is a complex issue. Not all batteries are the same nor do they have the
same aging profiles. Most providers prefer to locate the battery at the subscriber’s
end; others install it at a central area. The disadvantage in the latter case is the
voltage drop on the lines for a given current, which requires large batteries,
larger voltage, and use of dc/dc at the subscriber’s side. The advantage is
simpler battery monitoring.

Other METRO applications use small increments of wavelength, for instance
in C band (see Table 1.4) 1550.92 nm, 1550.12 nm, 1549.32 nm, etc. Tunable laser
technologies® and fast switching between colors have led to new concepts and
architectures, which suggest using one type of generic transmitter in a system
and tuning it to a different wavelength. Hence the cost of a system with
N transmitters require only one more transmitter, rather than an additional N
transmitter—one per color. The spacing between each channel is 100 GHz per
the ITU grid shown in Table 1.4. A denser spacing would be 50 GHz. Chapters
2 and 19 provide further elaboration. Those wavelength-multiplexing methods
are called DWDM. Each wavelength at the user end is deMUXed by a phaser
called arrayed waveguide gratings (AWG).* The AWG is a lens that has a
single input and several outputs related to the wavelength. This way, each receiv-
ing side accepts its unique wavelength.>' Further elaboration is provided in
Chapter 4. This way, a central transmitter can operate in time division multiple
access (TDMA), where at each burst, it transfers data on different wavelengths
to the desired destination subscriber. Digital data transport is done by on—off
keying (OOK) modulation. Thereby, OOK is AM and its modulation index is
defined as the amount of modulation current applied on the laser known as extinc-
tion ratio (ER); further information is provided in Sec. 6.9.1.

The above introduction describes how WDM optical linking with modulated
light is converted to data and video, and applied within the home’s local networking.
WDM is used to accomplish high-capacity digital and analog video-trunking appli-
cations.'® However, there are several architectures of how to deploy an optical
network whose content can be CATV DBS and data for FTTx, video over IP, inter-
net, and radio over fiber. These topologies are PON, EPON, GPON, BPON, and
APON. Additionally, CATV and other services are distributed in a so-called HFC
architecture. These definitions describe the physical layer. When describing hard-
ware and layers model it is refereed to first two layers. The first layer is the hardware
and its management coding, sometimes called L1P, and firmware. The connection
between the hardware bits, frames symbols etc., to higher layers is done by layer
2. This layer contains the media access control (MAC) and logical link control
(LLC). When using burst mode, layer 1 (Data Link) contains all required algorithms
for synchronized forward error corrections (FEC), delay compensation, and chro-
matic dispersion compensation using DSP equalizers. These algorithms refer to
the so called physical layer DSP and algorithm codes. Hence hardware (physical
layer 1) requires burst-mode operation firmware to control burst-mode transceivers
within the digital section of the FTTx-integrated triplexer located at the subscribers’
home and at the central physical layer (PHY) which includes the modem too. In HFC
topology, the return path monitoring up-link channel and its impairments, such as the
noise funnel, will be introduced.'®
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Table 1.4 ITU frequencies and wavelengths for L and C band, 100 GHz
spacing, 100 channels.

Frequency (THz) Wavelength (nm) Frequency (THz) Wavelength (nm)

186.00 1611.79 190.70 1572.06
186.10 1610.92 190.80 1571.24
186.20 1610.06 190.90 1570.42
186.30 1609.19 191.00 1569.59
186.40 1608.33 191.10 1568.77
186.50 1607.47 191.20 1567.95
186.60 1606.60 191.30 1567.13
186.70 1605.74 191.40 1566.31
186.80 1604.88 191.50 1565.50
186.90 1604.03 191.60 1564.68
187.00 1603.17 191.70 1563.86
187.10 1602.31 191.80 1563.05
187.20 1601.46 191.90 1562.23
187.30 1600.60 192.00 1561.42
187.40 1599.75 192.10 1560.61
187.50 1598.89 192.20 1559.79
187.60 1598.04 192.30 1558.98
187.70 1597.19 192.40 1558.17
187.80 1596.34 192.50 1557.36
187.90 1595.49 192.60 1556.55
188.00 1594.64 192.70 1555.75
188.10 1593.79 192.80 1554.94
188.20 1592.95 192.90 1554.13
188.30 1592.10 193.00 1553.33
188.40 1591.26 193.10 1552.52
188.50 1590.41 193.20 1551.72
188.60 1589.57 193.30 1550.92
188.70 1588.73 193.40 1550.12
188.80 1587.88 193.50 1549.32
188.90 1587.04 193.60 1548.51
189.00 1586.20 193.70 1547.72
189.10 1585.36 193.80 1546.92
189.20 1584.53 193.90 1546.12
189.30 1583.69 194.00 1545.32
189.40 1582.85 194.10 1544.53
189.50 1582.02 194.20 1543.73
189.60 1581.18 194.30 1542.94
189.70 1580.35 194.40 1542.14
189.80 1579.52 194.50 1541.35
189.90 1578.69 194.60 1540.56
190.00 1577.86 194.70 1539.77
190.10 1577.03 194.80 1538.98
190.20 1576.20 194.90 1538.19
190.30 1575.37 195.00 1537.40
190.40 1574.54 195.10 1536.61
190.50 1573.71 195.20 1535.82
190.60 1572.89 195.30 1535.04
195.40 1534.25 195.70 1531.90
195.50 1533.47 195.80 1531.12

195.60 1532.68 195.90 1530.33
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1.2 Cable TV and Networks System Overview

Cable TV DBS and other services can be distributed in two ways: (1) HFC networks
as downstream and return path for signaling plain old telephone service (POTS) in
upstream,l&lg’22 and (2) FTTx architecture utilizing WDM PON""'* and its var-
iants, which have become popular in Korea,'” U.S., and Japan.>> There are
several methods or landmarks in twisted-pair network-development technologies:*°

e  ADSL: The first step in interactive broadband services for the residential
subscriber. The bit rate is affected by the distance, up to 6 Mb/s in the
downstream and 640 kb/s in the upstream.

e  Long range very high speed digital subscriber line (VDSL): The next step
in the evolution of a twisted-pair network. Here, a fiberlink is used in order
to reduce the copper drop to 1—1.5 km. This is called FTTCab or fiber to
the cabinet. As a consequence, the transmission capacity can be increased
to 25 MB/s downstream and 3 Mb/s upstream.

° Short range VDSL: In FTTC and FTTB, the last 300 m are copper drop,
resulting in broadband service onto the customer’s premises.

e HFC: Adopted during the 1990s by phone and cable companies. The
rationale was merging services and reducing costs.'”'***?* Cable compa-
nies deployed fiber to a remote node and from there, a coaxial cable was
used for video for POTS. Telephone lines could be used for Internet.

e  HFX: The interstage between HFC and FTTx."> Suggested by SBC for
upgrading infrastructure of HFC with minimum investment.

e  FTITH: The last copper drop replaced by an optical fiber. This step is
currently accomplished by cost reduction of optical transceivers, such as
using integrated triplexers and planar lightwave circuits (PLC)
technologies™ as well as system cost-optimization models.'”

1.2.1 Hybrid Fiber Coax (HFC) networks

An HFC network is structured like a tree, where the head-end central office (CO) or
primary hub transmits on the downstream, where analog and digital signals from
various sources are multiplexed and transmitted over single mode fiber
(SMF).29’33 37 The data are received at the node and converted into an electrical
signal. The TV signal sources may be satellite transponders, terrestrial broadcast-
ing, and video servers. Additionally there are data services from Internet sources.
These signals are transferred to the home by a coax and amplified by a line ampli-
fier. Signal distribution to the subscriber’s home is done by taps. The coax line
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from the tap is connected to a coaxial termination unit from where it is distributed
the home terminals such as a set-top box for the CATV services, videophone, and
PC for Internet.

The frequency spectrum in a two-way HFC/CATYV system is divided between
forward and return paths. The forward path is called “down link” and represents
the traffic from the node to the tap and then to the home. The return path is
called “up link” and is opposite to the down link.

The frequency spectrum of HFC is divided asymmetrically. It is asymmetric in
the sense that the available down link spectrum is larger than the return path. This
means different bandwidths.

The HFC return path spectrum has three standards:

e  5-42 MHz: U.S. standard,
° 5-55 MHz: Japanese standard, and

° 5-65 MHz: European standard.

There is a guard band between the return path (up link) and the CATV (down
link). The U.S. standard supports 50—-550 MHz for NTSC AM—VSB analog
video and 550-750 MHz for HDTV QAM. This band was expanded to
870 MHz and even to 1 GHz. The allocated BW for the up stream (return path)
is 5—42 MHz. This range is divided into channels having a BW of 1 to 3 MHz.
Depending on the modulation scheme, the BW will vary. Chapter 3, Fig. 3.26
depicts the CATV frequency plan. The broadband HFC/CATYV network supports
both the analog AM-VSB and M-QAM. The QAM transmitter and the QAM recei-
ver are located at the central office and the subscriber respectively and known as
QAM modems. The standard for digital video and audio compression are set by
Motion Picture Expert Group (MPEG). The high-speed internet access digital
data are transmitted using cable modem based on data over cable interface
specifications (DOCSIS). Other standards for broadband digital data services
include digital audio visual council (DAVIC) or digital video broadcasting (DVB).

The distribution system is based on a main hub or primary hub ring?’*
(Fig. 1.2). Each primary hub serves about 100,000 homes. The primary hub or
head-end is connected to up to four or five secondary hubs, each of which
serves up to 25,000 homes. These hubs are used for additional distributions of
the data and video signals. The head-end or primary hub is connected in a back-
bone network through which it shares video sources with all other hubs. That
way, multiple broadcast video sources are saved. The backbone network has a
ring architecture that uses a synchronous optical network (SONET). The
SONET primary hubs have add—drop multiplexers (ADMs) or some other
methods to distribute the data off the ring. SONET specifications were defined
by Bellcore. Figure 1.2 describes a typical ring architecture.

The hierarchy standardization of digital data was made by American
National Standards Institutes (ANSI). This defines the digital data rates as follows:
51.48 Mb/s are defined as optical carrier level-1 (OC-1). Integer multiplications of
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Figure 1.2 HFC ring architecture.* (Reprinted with permission from Journal of
Lightwave Technology ©) IEEE, 1998.)

this rate define other speeds. For instance, 51.84 Mb/s x 12 = 622.08 Mb/s. In the
same way, OC48 is 2488.32 Mb/s. To increase spectrum efficiency or BW efficiency,
statistical time division multiplexing access (TDMA) methods can be used instead of
synchronous TDM. Thus in the statistical TDM, the time slot is provided per demand
statistics."! In order to reduce deployment costs, TV operators made a choice to select
and use SONET-compatible equipment. The distribution from the secondary hub is
done at a node previously defined.

At that point, the optical signals are converted into electrical signals. These
signals are transmitted to a subscriber; in the CATV analog signals case, these
signals are amplified by various kinds of RF amplifiers. The node size is measured
by the number of homes it supports, or homes passed (HP). A small node supports
100 HP and a large one supports above 2000 HP. Since the node has to support
many subscribers, and it transmits many analog CATV channels and QAM
channels, the RF amplifiers of the optical receiver should be linear with enough
back-off in order to maintain low CSO of —65 dB and CTB 65 dBC and cross
modulation (X-mod) of 65 dBc distortion levels, which is a hard specification.
Additionally, in order to have a proper carrier-to-noise (CNR) of 53 dB and sen-
sitivity at the subscriber end, the receiver should have a very low noise density
of decibels relative to 1 mv at the optical receiver output.”* The system specifica-
tions are degraded somewhat when compared to the optical receiver, which is
required to meet CSOs of 60 dB and 53 dB CTB and X-mod. Typical values
are between 4.5 and —6 pA/,/Hz at dark current state, with some variations if
the receiver has an automatic gain control (AGC). To overcome generation of
composite second order (CSO) products, a push—pull method is used to construct
optical receivers and line RF amplifiers; additional options for RF line amplifiers
are feedforward or parallel hybrid using two push—pulls in parallel, which are
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driven by a booster push—pull.?® Further elaboration is provided in Chapters 2 and
12, and Sec. 16.2. The number of splitters and losses between the node and the sub-
scriber defines the maximum distance of the subscriber from the node, where
proper minimum CNR performance exists to satisfy the condition of minimum
detectable signal (MDS). That will be demonstrated in link budget calculations
in Chapter 19.

1.2.2 Return path

As was previously mentioned and is discussed elaborately in Sec. 2.3, a return path
transmitter delivers POTS signals and data in the upstream. The upstream BW is
negotiated between the head-end and the terminals. An active terminal sends to the
head-end its BW requirement in an upstream frame. A BW allocation algorithm is
executed in the head-end. This algorithm allocates the BW based upon several cri-
teria such as available BW, user type, type of service, and number of users. Once
the decision is made, the user who requested the BW is informed of the status. The
limitation of this method is that it is prone to collisions. Such a case occurs when
two users request BW while using the same upstream frame. For this reason, the
dynamic reservation protocol for integrating constant bit rate (CBR)/variable bit
rate (VBR)/available bit rate (ABR) traffic over an 802.14 HFC network is used.
In this protocol, an upstream BW is slotted and framed. Each slot has a 48-byte
payload and a 6-byte header. A 48-byte payload is used as it is compatible with
ATM, so that the packet can be sent through the ATM network just by changing
the header. Additionally whenever a slot is not being used for carrying data, it
can be used as minislots by dividing into slots of 8 bytes each. These minislots
can be used to send control messages, thereby preventing waste of the entire
slot. The protocol operates in different manners for different services while they
are simultaneously present.

When the node asks for CBR, it receives the highest priority. When the traffic
is VBR, statistical multiplexing is done. VBR sources generate data in bursts. The
data is buffered and sent when BW is allocated to the particular source. For ABR,
the requests are received by the head-end and stored in a queue. The requests are
processed in FIFO. When CBR and ABR sources need to be serviced at the same
time, the protocol operates as follows. The CBR has highest priority. Arbitrating
between VBR and ABR requires some kind of a flag bit. The head-end maintains
this flag on which decisions are based. The flag is set when there are requests from
a VBR source; when there are no requests from the VBR it is reset. Decisions are
made by the set of conditions given below:

e  If the flag is set, a slot upstream is assigned to VBR.

e  If the flag is reset and the data request, queue, and ABR are not empty, the
slots are allocated to the ABR sources.

e If the flag is not set and the data-request queue is empty, the slot is
converted to minislots.
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In this way, the protocol provides a dynamic BW and it is more effective than
the 802.14 media access control (MAC) layer protocols.

The return path suffers from a phenomenon called noise funnel. This results
from several users’ upstream transmission. Additionally it is susceptible to the fol-
lowing noise sources:'®

e  Narrowband shortwave signals propagated through the atmosphere and
coupled to the return path at the subscriber location of the distribution
plant.

e Impulse noise due to electrical appliances and motors.

e  Common mode distortions originating from nonlinearities in the plane;
i.e., oxidized connectors that behave as diodes.

e  Location-specific interface generated by a device at the subscriber’s
location.

One of the ways to prevent noise from leaking out at the user’s end to use a
low-pass filter (LPF) that allows the 5—15 MHz out but prevents the ingress
coming from inside the subscriber’s residence from leaking out in the range of
15-40 MHz. A modem that provides telecommunication services such as
POTS, video-telephony, and high-speed data VOD utilizes 15-40 MHz. Thus it
is located after the blocking filter as shown in Fig. 1.3.

1.2.3 CATV and data in HFX

The HFX architecture is depicted in Fig. 1.4. The nodes C and R /L are the network
elements. Node C is the CO-based fiber node /multiplexer connected to the xDSL
modem ports of a digital subscriber line access multiplexer (DSLAM), the cable
modem termination system (CMTS), and an analog video system, which is not
depicted in Fig. 1.4.

The R/L node is considered as two different types of equipment with similar
functionality: the R node is the fiber node deployed in a remote terminal /cabinet
collocated with digital loop carrier (DLC)/next generation (NG)-DLC. The R/L
node is connected to the C node via fiber. The DLC/NG-DLC supports telephony
services to the customer’s premises via copper coax, and to the remote antenna
unit (RAU) for wireless access. Both nodes C and R/L transparently support
xDSL connections, analog and digital video, DOCSIS, and wireless across a
fiber network, taking modulated signals and using the subcarrier multiplexed
(SCM) as opposed to terminating the physical connection of each technology sep-
arately and multiplexing at an alternative layer such as the inception point (IP),
ATM, or TDM. The HFX network architecture and technology provides the local
exchange carriers (LEC) an opportunity to deploy video services in selective
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Figure 1.3 HFC structure where the return path LPF is shown at the user end.*®
(Reprinted with permission from Communications Magazine. © IEEE, 1995).

markets through their IP-based transport connection and controls through xDSL,
or using the same video platform as a cable company.
HFX technology has the following advantages:

e It pushes the equipment complexity back toward the CO and supports
existing legacy customer equipment.

e All DSLAM functionality can be currently located in COs, supporting
very high pools of XDSL modems.

e It leverages the installed base of copper plant, the DLC, and local switch-
based infrastructure already installed by the local exchange carriers (LECs).
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Figure 1.4 HFX access network architecture.® (Reprinted with permission from
Communications Society © IEEE, 2004.)

It enables coexistence of xDSL, DOCSIS, analog and digital video, and
wireless through the same common access network platform with
minimal disruption to the existing LEC telephony infrastructure.

It enables overlay of video via subcarrier multiplexing (SCM) in cable net-
works as an alternative to supporting VOD via the IP layer through ADSL
and VDSL.

It enables deployment of RAU in a wireless access network as opposed to
the completely equipped base stations at the cell sites that reduce the com-
plexity of the equipment deployed at the cell sites. This also facilitates
dynamic carrier allocation and reduces the cost of equipment deployed
at the cell site.

The tradeoff for reducing the complexity in the access network is that there is
reduced statistical gain of customer traffic and concentration of broadband services
in the plant, especially above the transport layer, either the IP, ATM, or MAC

layer.

Because each customer or small group of customers have dedicated RF chan-
nels through the HFX network from the CO, there is an obvious concern with
respect to the impact on the fiber capacity in the outside plant. Thus, WDM can
be used to combine SCM signals between nodes C and R /L.
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1.2.4 CATV and data transport in FTTX

Service providers activities in the U.S. date back to as early as the 1990s when
several incumbent LECs (ILEC) started the experiments of FTTH. In those
days, the user-end equipment was expensive, it did not result in widespread
deployment. Fiber-to-the-curb-type deployments were developed by BellSouth.
Cable companies deployed HFC networks as a cost-effective default per the afore-
mentioned sections. This solution had released the so-called “last mile copper
bottleneck™® since it limited BW.

With the development of cost-effective technology such as optical triplexers,
made by ORTEL and MRV, as well as PLC technology, it became feasible to
reconsider FTTx deployments. A major deployment trial of FTTH/P conducted
by TelLabs AFC and Harmonic Inc. for Verizon™ started at the end of 2003 for
more than 500,000 homes. The advantage of FTTx over HFC is that the broader
BW enables the transfer of HDTV over IP, as done in Japan, using passive archi-
tectures and requiring less equipment to deliver the data. In the FTTx structure, the
TV signal transmitted by the central office (CO) is from satellites or microwave
facilities that are received by the CO. As an example for video—data
rates, HDTV requires compressed bit rate of 19 Mb/s per channel compared to
4 Mb/s of MP-2. TV services can be delivered as TV over IP or as AM—-VSB
and QAM over 1550 nm."> The main advantages of TV over IP are as follows:
first, saving the wavelength of 1550 nm and using only two wavelengths;
second, having a robust digital data, transport compared to analog RF over fiber.

The FTTx deployment utilizes WDM PON to distribute the media to the resi-
dential area, homes, office, and premises. The evolution of FTTx naturally started
from HFC, where the head-end transmitted and received from a node that
converted the signals bidirectionally to electrical/light and then distributed the
service to homes by coax and copper, covering 200—500 homes for all services
mentioned previously. The next stage was FTTC, where the CO/optical line term-
inal (OLT) replaced the HE; at the other side of the fiber is an optical network
unit (ONU), covering 10—100 homes. The next stage was FI'TH, where the
COs distributed fiber optical services point-to-point; lastly, the PON architecture
was used where the CO/OLT distributed the services by a main fiber split to
homes using PON. The services delivered by FTTx to the subscriber became
known as the triple-play set of data, voice, and video.'%3*3¢

FTTx uses WDM FSAN wavelengths of 1550 nm for video downstream,
1490 nm for data downstream, and 1310 nm for data upstream.*® The video fre-
quency plan remains as was previously mentioned: 79 analog channels and 53
digital channels covering the frequency range between 50 and 550 MHz for the
analog channels with a frequency spacing of 6 MHz, and the digital 256QAM
occupies the range of 550—870 MHz* over all 132 channels. As an example,
the HDTV data rate over RF, 64 QAM traffic of 34 QAM channels carries
6 bits per symbol, and the transmit rate is 5 Msymbol/s or 30 Mbps per line.
Hence the total 36 DTV carries an average of 1 Gbps, which can support
50 HDTV MPEG compressed broadcast channels. These channels are produced
into a video by a cable modem transmission system (CMTS).’
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Table 1.5 Summary of last mile technologies and standards.3®

Per User Offered
Intrinsic Peak Bit Rate
Service Medium Bandwidth (down/up) Standard Issued by
DSL 24 gauge 10KHz ADSL:1//0.1; G.992 ITU
Mb/s < 6 km*
DSL Twisted pair 10KHz  VDSL: 1//10; Emerging ITU/ETSI
Mb/s < | km*
Cable modem  Coax (HFC) 1GHz 2//0.4 Mb/s" DOCSIS 1.1 CableLabs
BPON Fiber 75,000 GHz 622 or 155 G.983 FSAN ITU
Mb/s//155
Mb/s
GPON Fiber 75,000 GHz 2.4 o0r 1.2Gb/s// G.984 Draft ITU
622 or 155
EPON + Fiber 75,000 GHz  10-1000 Mb/s//  802.3ah & ae IEEE

10-1000 Mb//s

“User rates delivered for significantly loaded systems in New York area.

Table 1.5 summarizes the last-mile technologies that compare performances
between digital subscriber line (DSL) HFC cable-modem and FTTx PON
diversities.*

FTTP services are called the triple-play communication services of voice, video
and data. These services are required to meet the needs of residential and small
business market places. An example of FTTP triple-play deployment is provided
in Fig. 1.5.3° In this case, the access portion, CO to the end subscriber, as well as
the core network, is in support of the FTTP. This is based on ATM PON as specified
by the ITU G.982.x. It basically consists of 622 Mb/s downstream at 1490 nm, and
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Figure 1.5 Verizon FTTP PON network architecture.®® (Reprinted with permission from
Journal of Lightwave Technology © IEEE, 2005.)
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155 Mb/s upstream at 1310 nm. The video is transported at 1550 nm according to
the FSAN wavelength plan, which is coupled to the feeder fiber and the data trans-
mission from the optical line terminal (OLT) via the WDM device.

The optical network terminal (ONT) is supported by a battery backup. This
together with a sleep-mode function at the ONT allows the usage of POTS lines
even with an extended outage of more than 8 h. The POTS signals are carried to
the OLT and then split off via a GR-303 or TROO8 interface to the PSTN. The
OLT can support a TR-57 analog interface. The data is aggregated via an ATM
switch before being transferred through a gateway router and local transport
area (LATA) core router before going on to the Internet. The video has an
upstream channel, connected to the ONT via an internal or external STB ONT
that transfers the data channel and can be sent to the video head-end to support
advance video services and two-way video interactions.

There are several methodologies to deploy a FTTP access network: the first is
an overlay and the second is a full build, as shown in Figs. 1.6 and 1.7.%

In the full build, where a special arrangement is made by the residential area
developer, each home is equipped with ONT together with a backup battery. This
is in concert with some novel sleep-mode features of the ONT, which facilitates
the support of POTS services during extended outages of more than 8 h.

In the case of an overlay deployment, a fiber passes all homes and businesses
in the distribution area. However, only a small percentage of homes and businesses
are connected to it and served with FTTP. Adding a new customer requires
connecting the ONT to the service pole, whose drop terminal is connected to
a distribution fiber coming from the splitter hub. A full build case is imple-
mented in new residential areas where overlay is cheaper and easier to deploy
in existing neighborhoods.

An additional architecture is fiber in the loop (FITL).%° This architecture will
give the network operator the opportunity to deploy fiber technology in an access
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Figure 1.6 FTTP access network deployment.35 (Reprinted with permission from
Journal of Lightwave Technology © IEEE, 2005.)
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Figure 1.7 FTTP deployment example of overlay and full build.®® (Reprinted with
permission from Journal of Lightwave Technology © IEEE, 2005.)

network. It is an old concept; it is in fact in a family of concepts such as FTTN,
FTTC, and FTTH. FITL systems were intended to be compatible with typical
LEC service, transmission, and operation.

1.2.5 ONT structure in FTTX

This section will describe, in brief, the concept of an ONT that is installed at the
house premises. An illustration is provided in Fig. 1.8, which shows ALCATEL’s
ONT.* As it can be observed, the ONT consists of four main sections:

1. On the top left is the SMF redundancy, ended with an angled SC/APC
connector to prevent optical reflections.

2. On the bottom left, there is the shielded FTTx ITR, whose pigtail is con-
nected to the SC-APC input fiber. The ITR outputs are connected to an
electronic PCB where the MAC ASIC is integrated. The video output is
connected to the home coax distribution through the ONT, while the
ITR output is through an SMB connector.

3. The top right of the ONT contains two more PCB sections, the upper side
of which can be the power management section regulation, battery
charger, etc.

4. On the bottom right is an interface PCB with RJ connectors.
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Figure 1.8 FTTX ONT unit.*° (Courtesy of ALCATEL with permission © 2005.)

The ONT is generally installed inside the home garage so that it is less exposed
to extreme temperature effects. Housing is made of polycarbonate with antihumi-
dity sealing.

1.3 PON and Its Variants
1.3.1 Standardization

So far, FTTx was described in a conceptual way; however, the distribution network
architecture utilized for FTTx as well as HFC is based on PON architecture and its
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variants as well as WDM.'?!'* The standardization started in 1995 when several of
the world’s largest carriers, NTT, BT, France Telecom, etc., and their equipment
vendors started discussing a complete video services solution. At that time, the two
logical choices for protocol and physical planting were ATM and PON: ATM,
because it was thought to be suited for multiple protocols; PON, because it is
the most economical broadband optical solution. The ATM PON format proposed
by the FSAN committee has been accepted as an ITU standard known as [TU-T
Rec G.983.7%%

Although FSAN is often touted as a standard, it is, in fact, a guideline since it
does not define equipment interoperability. It is not like a SONET or Ethernet, in
which two cards from different vendors can communicate.

There are three standardized versions of PON described in brief in
Table 1.6:'%7°

e  Ethernet PON (EPON): Ethernet equipment vendors formed Ethernet in
the First Mile alliance (EFMA) worked on architecture for FTTH as Ether-
net is a dominant protocol in local area network (LAN). EPON-based
FTTH was adopted by IEEE standard IEEE 802.3ah in September 2004.
Adopting Ethernet technology in access networks would make a
uniform protocol at the customer end and simplify the network manage-
ment. A single protocol in LAN, access network, and backbone network
enables easy rollout of FTTH.

° Broadband PON (BPON): Generalized by the G.983.1, G.983.2, and
G983.2, BPON has two key advantages: first, it provides a third wave-
length for video services, and secondly, it is a stable standard that
reuses ATM infrastructure. The ITU-T recommendation G.981.1
defines clauses of performance, namely class A, class B, and class C.

e  Gigabit PON (GPON): The progress in technology and the need for larger
BWs as well as the complexity of ATM forced the FSAN group to look for
better technology. A standardization was initiated by FSAN in 2001 for
designing networks over 1 GBps. GPON offers services up to 2.5 GPS.
GPON enables the transport of multiple services in their native format,
mainly TDM and data. For soft transition from BPON to GPON, many
functions of BPON are reused in GPON. In January 2003, the GPON stan-
dards were ratified by ITU-T and are known as ITU-T recommendations
G.984.1, G.984.2, and G.984.3.

1.3.2 Protocol model background: the seven-layer
protocol stack

The Internet network of today, which is delivered over optical fiber, started as an
experiment of the US department of defense (DOD) at the late 1960s. The idea was
to rout data with high quality service and with high security between various sites.
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Table 1.6 APON/BPON, GPON, EPON, WDM - PON comparison.™33°

Parameter APON/BPON EPON GPON WDM-PON
Standard ITU G.983 IEEE 803.ah ITU-T G.984 None
Data packet cell 53 bytes (48 1518 bytes Variable size (from 53
size payload. 5 bytes up to 1518)
overhead)
Bandwidth 1.2 Gps Upto 1.25 Mbps Downstream 1-10 Gbps
downstream; configurable from
622 M upstream; 1.24 Gps to 2.48
622 Mbps/622 Gps; upstream
Mbps; 622 configurable in 155
Mbps/155 Mbps Mbps, 622 Mbps,
1.24 Gbps, or 2.48
Gps
Downstream 1480—-1500 nm 1500 nm 1480-1500 nm
wavelength
Upstream 1260-1360 nm 1310 nm 1480-1500 nm
wavelength
Traffic modes ATM Ethernet ATM, Ethernet, TDM Protocol
independent
Voice TDM VoIP or TDM  Native TDM
Video 1550 nm overlay 1550 nm 1550 nm
overlay
Video transport RF RF/IP RF/IP RF/IP
ODN classes A, B, and C A and B A, B, and C
support OLT
to ONT losses
Maximum PON 32 16 64
splits
Efficiency 2% 49% 94%

In 1969 the computers of four universities were connected forming the ARPANET
network after the research group of “advanced research projects agency.” In 1973 a
team was created to develop a method to connect all computers, while using
various transmissions and rates. In 1978 the program was mostly completed and
it resulted in the TCP/IP protocols. In 1983 it was decided that TCP/IP would
be the internet protocol. Since then the transmission control protocol (TCP)/inter-
net protocol (IP) known as TCP/IP appears as the main internet communication
protocol. Originally, the protocol had 3 to 4 layers, IP, and TCP, which is the con-
nection orientation. These protocols are improving all time.

When one wants to establish a connection, for instance make a call, all one
needs to do is dial a number. Hence the phone network looks transparent.
However, this is done through a communication protocol that routs the call to
its destination. The same thing applies to IP services and cellular as well as
optical networks, but with some modifications.? but 1977, the International Stan-
dard Organization (ISO) had established a working group to define functions and
protocols for open systems without being dependent on the equipment vendors.
The model was called open system interconnection (OSI) and it was released in
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1983 under ISO 7498, and later under CCITT X.200. The idea for the “protocol
stack” was first suggested by IBM in 1977 and again later on by DEC.

The OSI model consists of a stack of seven layers. Each layer is defined by
functions that enable it to receive information from an upper layer, do additional
processing, and add a tag to it by a title. In the second layer, a title and ending are
added. At the end, the first layer, the physical layer, transmits the data as a bit
stream to the network. On the receive side, an inverse process is done. The title
added at the transmit side is removed after the processing, and this way, all
shells are removed until the data is recovered. The protocol stack layers are pro-
vided in Table 1.7.

Each layer receives from the above layer protocol information called protocol
data units (PDU). For instance, the third layer receives PDUs from the fourth layer
transport PDU (T-PDU). After adding a title to it, a network header (NH), it is trans-
mitted as a network PDU (N-PDU). The process of adding the title or header is called
“protocol.” The layers according to OSI have the following functions:

e  Layer 1: The physical layer, also marked as L1P (first layer protocol). It
defines the connectors and interfaces, voltages levels, and the way of oper-
ating the physical interface. For instance EIA-RS232, USB, EIA—RS 449.
and other LAN interfaces. The following chapters review the physical
layer implementations and interfaces.

e Layer 2: The data link layer, which is responsible for frame transfer
between two elements connected through data line. At this layer, data
packets are encoded and decoded into bits. It furnishes transmission pro-
tocol knowledge and management, and handles errors in the physical
layer, flow control, and frame synchronization. The data link layer is
divided into two sublayers: the media access control (MAC) layer and
the logical link control (LLC) layer. The MAC sublayer controls how a
computer on the network gains access to the data and permission to trans-
mit it. The LLC layer controls frame synchronization, flow, and error
checking.

Table 1.7 Protocol stack seven-layers model and its equality to TCP/IP.

Tx/Tx Information TCP/IP

DATA DATA FTP | TELNET | SMTP | CMOT | DNS SNMP
7—Application |Data+ annex
6—Presentation |A—PDU

5—Session P—PDU TCP UDP
4—Transport S—PDU 1P
3—Network T—PDU LAN WAN

2—Data Link |N—PDU
1—Physical Bits
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e  Layer 3: The network layer, which routes the data and provides addresses
within the network. For instance, the IP address in transmission control
protocol (TCP)/IP protocol or logical channels (LCN) in X.25 protocol.

e  Layer 4: The transport layer is responsible for reliable transport, error cor-
rection, and flow control. Protocols at this layer are TCP and UDP from
Internet protocols family.

e  Layer 5: The session layer is responsible for initialization and ending of a
session, and defines its nature as full or half duplex.

e  Layer 6: The display layer performs coding and compressing of text and
video.

e  Layer 7: The application layer provides applications such as e-mail, etc.

1.3.3 Implementation

A PON is an optical-access architecture that facilitates broadband voice, data, and
video communications between an OLT and multiple remote ONUs over a purely
passive optical distribution network and uses two wavelengths for data, 1310 nm
and 1490 nm, and an additional 1550 nm for video.”®***' A PON has no active
elements in the network path that require optical-to-electrical converters. PON
systems use passive fiber optics couplers or splitters to optically route data
traffic. In contrast, an active optical network (AON) such as a SONET/
synchronous digital hierarchy (SDH) infrastructure requires optical-to-electrical-
to-optical conversion at each node. The PON can aggregate traffic from up to 32
ONUs back to the CO using a tree, bus, or fault-tolerant ring architecture. Like
SONET/SDH, PON is a layer 1 transport technology. Until recently, most tele-
communications fiber rings used SONET/SDH transport equipment. These
rings—using regeneration at each node—are optimized for long-haul and
metropolitan infrastructures, but are not the best choice for local access networks.
A PON offers a cost-effective solution as an “optical collector loop” for metropo-
litan and long-distance SONET/SDH infrastructures. A PON has a lower initial
cost because deployment of the fiber is required upfront. ONUs can then be
added to the PON incrementally as demand for services increases, whereas
active networks require installation of all nodes upfront because each node is a
regenerator. To further reduce costs, a WDM layer can be added to a PON
because the nodes sit “off” the backbone. When employing WDM on a
SONET/SDH ring, demultiplexing and remultiplexing is required to bypass
each node. A PON is also a cost-effective way to broadcast video because it is a
downstream point-to-multipoint architecture. The broadcast video, either analog
or digital, is added to the TDM or the WDM layer of the PON. Unlike SONET/
SDH, a PON can also be asymmetrical. For example, a PON can broadcast
OC-12 (622 Mb/s) downstream and access OC-3 (155 Mb/s) upstream, as in
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FSAN. The FSAN defines two levels of loss budget, class B and class C. The laser
should operate with an extinction ratio >10 dB and with a mean launch of power
between —4 dBm and +2 dBm for class B, and between —2 dBm and + 4 dBm
for class C at 155 Mbps. For 622 Mbps, the launch power should be between
—2dBm and +4 dBm for both classes. The BER should be <107'° for a
minimum receiver sensitivity of —30 dBm for class B and —33 dBm for class
C operation at 155 Mbps. In the case of 622 Mbps, the receiver sensitivity for
class B is relaxed to —28 dBm, with no changes for class c® Hence, various
classes require different photodetection such as PIN or APD. Since the 155
Mbps baseband BW is shared by up to 32 ONUs, there is a limitation on the
number of video channels that can be simultaneously delivered as switched
digital video (SDV) to users who want to use HDTV. This limitation is partially
resolved by increasing the downstream rate to 622 Mbps; however, this will
require an upgrade of the CO equipment.*' Table 1.8 provides the standard
requirements of a PON transceiver in order to comply to the ITU-T G.983
specifications.*'

An asymmetrical local loop allows for lower-cost ONUs, which use less
expensive transceivers. SONET/SDH, however, is symmetrical. Thus, in an
OC-12 SONET/SDH ring, all line cards must have an OC-12 interface. For
local-loop applications, a PON can be more fault-tolerant than a SONET/SDH.
The PON node resides off the network, so that loss of power to a node does not
affect any other node. This is not true for SONET /SDH, where each node performs
regeneration. The ability of a node to lose power without network disruption is
important in the local loop, because telephone companies cannot guarantee
power backup to each remote terminal. For these reasons, PON technology is
the most likely transport candidate for the local telephone network, as shown in
Fig. 1.9. In a sense, PON technology does not compete with SONET/SDH,
because it can use SONET/SDH-compatible interfaces and serve as the short-
haul “optical collector loop” for both metropolitan and long-haul SONET/SDH

Table 1.8 ITU-T G983 specifications for transceivers for an ATM PON.

Item Unit ITU-T G983 Specification

Direction Downstream Upstream

Wavelength nm 1480-1580 1260-1360

Extinction ratio dB >10 >10

BER <1070 <1070

Bit rate Mbps 155.22 622 155.52

Min mean launched optical power dBm —4/-2 -2/=-2 —4/-2
class B/C

Max mean launched optical power dBm +2/+4 +4/+4 +2/+4
class B/C

Min receiver sensitivity class B/C dBm —30/-33 —28/-33 —30/-33

Min receiver overload class B/C dBm -8/-11 -8/—11 -8/-11
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Figure 1.9 PON vs. SONET.

rings. PON can serve as a feeder to extend fiber from the local exchange to the
neighborhood or curb, where copper, coaxial, or wireless systems provide the
last-mile connections to subscribers. However, in a feeder network, reliability is
crucial since if the feeder network fails, all customers are potentially left
without service. Restoration in the feeder should ideally be implemented in both
optical and electronic layers with coordination between the two domains. For
instance, cable cut protection and complete node failure is accomplished by
2 x 2 optical switches that are deployed per fiber such that the service traffic
can be looped back onto protection capacity in order to avoid the point of
failure. Additionally, redundancy can be provided against failures in the electronic
domain, i.e., laser failure.'® One of the most promising applications for a PON is as
a feeder for DLC systems. DLC systems multiplex voice and data channels over
copper or fiber to remote terminals that distribute services to subscribers. Typi-
cally, DLC systems have been used to reduce copper-cable deployments and
extend POTS to remote subscribers. Recently, DLC vendors introduced integrated
access platforms that carry voice, data, and video traffic. These systems respond to
the growing demand for broadband capabilities from telephone companies and
enable a variety of services, including POTS, integrated services digital network
(ISDN), DSL, and digital carrier services such as TI1/El (1.544 Mb/s,
2.048 Mb/s). In rural areas, this new generation of DLC products will help
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Figure 1.10 Using PON as a DLC system feeder.

extend broadband services to remote subscribers. In urban settings, these DLC
systems will improve network efficiency by expanding the BW of existing
copper and fiber facilities. This means that integrated access DLC systems could
become the preferred solution for telephone companies that want to simplify
their CO and provide broadband services over shorter drops of twisted-pair copper.

As DLC systems evolve toward a broadband architecture, new deployments
will require FTTC or FTTB solutions. One alternative is to multiplex traffic to
and from remote terminals or integrated access units using a low-cost, high-BW
PON. Using a PON as a feeder for DLC systems can significantly lower the cost
and improve the performance of DLC deployment. As shown in Fig. 1.10, a
PON can be used between the CO and the remote terminal to provide FTTC or
FTTB. It can also be used between the remote terminal and the customer terminal
equipment to provide FTTB or FTTH.

PONS s offers a number of benefits over traditional feeder solutions for DLC
systems:

e  Using a point-to-multipoint ring architecture dramatically reduces the cost
of the outside plant by minimizing the amount of fiber cable required.
Because the cost of deploying fiber can be more than $5 per foot, using
a point-to-multipoint topology can save more than $1 million compared
to a network with point-to-point links.

e  The PON’s point-to-multipoint architecture broadcasts signals from the
OLT at the CO downstream to every ONU. This makes it an appealing sol-
ution for telephone companies that plan to introduce cable TV.

° A PON can deliver a POTS channel for less than $10. While the DLC
remote terminal still requires a POTS line card, the additional cost of a
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point-to-multipoint network is small. If the DLC multiplexer and OLT are
merged into one box, then a PON becomes the lowest-cost narrowband
DLC transport solution. When broadband is considered, PON technology
easily wins the cost war.

e  Because a PON features a point-to-multipoint architecture with typically
32 or fewer nodes, low-cost WDM solutions can be used to deliver dedi-
cated high-speed data to each ONU. Using a WDM overlay, a PON is
capable of any OC-N speed. This allows the service provider to carry
high-speed leased lines and gives competitive local-exchange carriers
(CLEC:s) the ability to lease a high-speed access path.

e As a point-to-point link, a traditional DLC system is subject to cable
failure. When using a fault-tolerant PON ring, a DLC system is fully
fault tolerant.

In response to competition and a growing demand for broadband services,
telephone companies are attempting to leverage their existing copper infrastructure
through deployment of xDSL technologies. Very-high-speed digital subscriber
line (DSL VDSL) technology will allow for up to 50-Mb/s transmission. It can
only provide this BW, however, over twisted copper pairs of less than 1000
feet. Thus, only a very small percentage of subscribers can benefit from this tech-
nology. To overcome this distance /BW problem, xDSL systems will eventually be
deployed with a fiber optic feeder network. With this in mind, major telephone
companies are backing an initiative to develop standards for a broadband local
loop called full-services access network (FSAN).*® FSAN advocates a network
architecture using a shared PON with dedicated VDSL drops. By extending a
fiber feeder to within 3000 feet of subscribers, telephone companies can provide
25-Mb/s broadband service, including video over the “drop” of twisted-pair
copper into the subscriber’s premises, as depicted in Fig. 1.11.

Broadband wireless systems facilitate rapid local-loop deployment using tech-
nologies that will deliver megabit-per-second service. Several broadband wireless
technologies are now available, including LMDS, a multichannel multipoint
distribution system (MMDS), and digital microwave. These systems typically
consist of a single hub or CO linked to multiple base stations that deliver services
to buildings or residences.

Broadband wireless systems require line-of-sight access, operate over limited
distances, and are subject to attenuation from rain. Given these limitations, a criti-
cal issue facing wireless operators is how to aggregate traffic from multiple base
stations back to the CO. One alternative is to interconnect base stations and the
CO using a low-cost, high-BW PON, as shown in Fig. 1.12.

Cable operators also face the need to upgrade their networks to introduce inter-
active broadband services. To date, the cable network uses an analog coaxial bus
that can broadcast large amounts of BW. However, it is a unidirectional medium
with high maintenance and coaxial amplifier costs. To address these limitations,
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Figure 1.11 PON as a VDSL feeder.

many cable TV operators have adopted HFC architecture with optical fibers
penetrating deep into the network. HFC implementations replace part of the
coaxial access network by running a fiber optic cable from the cable-TV head-
end to the distribution nodes. The broadcast signal is translated into an electrical
analog signal that is transmitted to the subscriber via a coaxial connection. The
primary shortcoming of this approach is its inability to provide fault-tolerant, sym-
metric, bidirectional service, which is required for truly interactive broadband
applications.

To address this problem, cable TV operators can deploy a low-cost PON
between the head-end station and fiber nodes. Like the cable-TV network, a
PON is a downstream broadcast architecture, so it distributes video downstream
from a single hub to multiple fiber nodes, along with bidirectional voice and
data traffic, as shown in Fig. 1.13.
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Figure 1.12 PON as wireless feeder.

A PON can serve as the feeder for broadband copper, wireless, and coaxial
drops, but it can also be used for the “home run.” A PON can support an FTTx
architecture; the “x” is where the ONU resides: at the curb, neighborhood, build-
ing, premises, or home. Prior to FTTH deployments, PON technology initially
was used in FTTC and FTTB architectures such as SBC. These architectures
are usually hybrid networks with PON technology serving as the low-cost,
high-BW feeder; traditional copper and coaxial cables are used as the customer
device interface. When a PON is deployed as an FTTB system, an ONU located
in a building’s telecommunications closet can provide full broadband services to
all occupants. In this type of an optical collector loop, the PON can use standard
SONET/SDH rates and WDM interfaces. A PON can provide any type of
service, including voice, data, and video. Like SONET/SDH, it is a transport
network, but one that is designed for the cost-sensitive local loop. What
makes PON so attractive is that while it can enable DLC systems, DSL, HFC,
and wireless to reach broadband capacity, it is not a new access solution. In
that sense, the PON does not replace copper, coaxial, and wireless embedded
networks, but allows these traditional infrastructures to be used in shorter,
higher-BW drops.

PON was used also to distribute HFC services as was elaborated in previous
sections and depicted in Fig. 1.13.
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Figure 1.13 PON feeder for HFC.

1.4 Main Points of this Chapter

1. The advantage of the optical fiber is its low loss of about 0.15 dB /km, its
infinite BW, and its immunity to magnetic interference.

2.  WDM is wave division multiple access, where a single fiber carries
several wavelengths with spacing of 50 to 100 GHz between each wave-
length.

3. A fiber bundle can carry many wavelengths and thus an optical network
supports a large data rate.

4.  Services on fiber are video, voice, and data, called triple play.

5. Architectures used today are FT'Tx, which stands for fiber to the home,
business, premises, building, or curb.

6. FTTx carries CATYV data, transferred over 1550 nm and carries 79 AM—
VSB channels and QAM channels, uplink data of 155 Mbps over
1310 nm, and down link at 625 Mbps over 1490 nm.

7. The three-wavelength service of 1310 nm transmission, 1490 nm receiv-
ing, and 1550-nm receiving is defined by FSAN.
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8.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

The center that delivers triple-play services is called CO and the receiver
side box is called ONT.

At the ONT is located the optical transceiver called ITR, which converts
the data from optical to electrical and vice versa.

Home is called the last 100 feet defined by HPPLA (home plug power
line alliance) and HPNA as well as wireless LAN (WLAN) and other
standards.

Prior to the emergence of FTTx internet data and TV, signals were deliv-
ered over fiber hybrid coax (HFC) using DOCSIS protocol initiated by
CableLabs.

The main issue of ONT is power backup and battery lifetime. Efficient
design of ONT with sleep mode for power failure can support POTS ser-
vices up to 8 hours and more.

An HFC network consists of providing downstream CATV and data from
a primary hub ring. This hub is the master head-end; the split from the
primary hub is the secondary hub ring from which fiber nodes are distrib-
uted to homes.

The distribution to home from the node fiber is done by a tap that converts
optical signals to electrical signals carried by coax. From each tap, there is
a drop cable to the coaxial termination at the subscriber’s home.

The line from the tap to home is bidirectional due to the return path
upstream.

The return-path line suffers from a noise issue called “noise funneling”
caused by several users are sharing the same uplink line.

Additional noise sources injected into the return path are in-house noises
such as radiative noise due to appliances, narrowband short waves propa-
gating through the atmosphere, and common mode noise due to connec-
tor oxidation.

The return path noise can be minimized by placing a low-pass filter at the
return-path outlet, thereby blocking the noise.

HFC data communication is done by DOCSIS protocol initiated by
CableLabs.

An HFX solution is an interstage solution between HFC and PON FTTx
architecture, and consists of SCM optical access and SONET/SDH
for POTS.

There are several levels of carriers: incumbent ILEC, CLEC, etc.
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22.
23.

24.
25.
26.

27.

The current architecture to deliver FTTx variants is PON.

A PON variant is defined by the data rate and method of data rate and
transfer such as gigabit PON (GPON), ethernet PON (EPON), etc.

PON can be used as wireless feeder, LMDS feeder, etc.
There are two main PON network topologies: ring and tree.

The method of communication and sequence is defined by the protocol
stack.

The hardware implementations and limitations in the Layer 1 (physical
layer per the OSI model), and algorithms related to layer 2, generally
made by algorithm and DSP group called Physical Layer Team, are to
be treated in the next chapters.
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Chapter 2

Basic Structure of Optical
Transceivers

The role of an optical receiver is to convert an optical signal into an electrical
signal. The goal of an optical transmitter is to convert an electrical signal into a
modulated optical signal. These requirements define digital transceivers as well
as analog receivers and transmitters. However, they differ from each other in
respect of design requirements and design considerations, irrespective of digital
or analog. The digital transceivers deal with large signals, while the analog recei-
vers handle smaller signals per channel and overall large loading due to multi tone
transport. On the other hand, both topologies have common requirements that can
be analyzed similarly, such as sensitivity and jitter, with minor differences.

Digital transceivers, however, differ from analog with respect to interfaces,
controls, status, reports, and indications due to the differences in mode of oper-
ation. As for transmission, an analog transmitter handles fewer signals per
channel since the optical modulation index (OMI) is low, about 4% per channel
at maximum. But it has to transmit many channels; hence, the loading is similar
to that of a large signal. The modulation depth for a digital transmitter is that of
a large signal, driving the laser between threshold to high conduction and high
optical power. Further discussion on OMI is provided in Secs. 6.9, 8.2.4, and
21.2. Additional material about community access TV (CATV) signals, standards,
and broadcast methods are provided in Chapter 3.

2.1 Analog CATV Receiver and Coax Cables

An analog receiver consists of a photodetector (PD), input matching network, and
RF chain [front end low-noise amplifier (LNA), automatic gain control (AGC, if
needed), and an output stage]. The statuses from the analog receiver are; PD
monitor, AGC voltage, and optional received signal strength indication (RSSI).
The PD monitor indicates responsivity. Generally voltage is read over a photocur-
rent sampling resistor of 1 K() at | mW input power. Then the responsivity in mA/
mW is calculated. The RSSI monitor provides the RF reading at a given optical
level. It is commonly used to sample a portion of the low band CATV frequency
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carriers. This way the RSSI refers to a known number of channels, and therefore
provides the power level estimation of each channel. A third indicator is the AGC
control voltage. The AGC, in case of a feedback topology, senses a limited band-
width (BW) of the low frequency channels, hence the AGC voltage is proportional
to RF level and can indicate the RF power per channel at a given optical level.
These indicators can provide the management information system for OMI esti-
mation at any given optical level for any place where the receiver is installed.
This is achieved by a lookup table that maps the RF level indicator readings,
RSSI, and AGC, with respect to the PD monitor. Additionally, the PD indicator
voltage provides the management system with information about the optical
power impinging the receiver at any place it is installed, assuming the receiver
was calibrated for PD responsivity during production. Photodiode dc voltage
monitoring may be used for power leveling when using a feedforward AGC, as
well as for reporting the optical level if the photodiode responsivity is known.
Sections 8.2, 12.1, and 12.2.7 provide more detailed explanations and numerical
examples about photodiodes and feedforward AGC. Some more control functions
are used to operate the receiver, such as an on/off function that turns the receiver
on or off for low-power mode for battery-save operation as well as CATV service
inhibition for late billing. One of the ways to realize an optical CATV receiver
is the single ended approach. The detected RF is sampled from the photo
diode as depicted by Fig. 2.1. RF power level vs. optical level is measured by
the RF-RSSI.

The RF-RSSI sampling coupler is located before the AGC attenuator; hence, it
is out of the AGC-controlled power loop and senses the RF as a function of optical
level. In some applications, the management system requires AGC-lock-detect
indication. In this case, the AGC status is provided by the AGC RF root mean
square (rms) detector or after the AGC rms detector dc amplifier. The lock-status

d
Input LNA AGC 2" RF
Matching /4 Stage

RF Sampling RF-Out

> —»

Photo Detector

RSSI
Photo Detector Monitor
¥ Monitor Status
Temp AGC On/Off RF PD Peakto
Monitor Monitor Bias Bias RMS

Correction

Figure 2.1 Typical block diagram of a single-ended CATV analog receiver.
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flag is achieved in the following way: when the feedback AGC system is locked
onto the desired RF level, the voltage at the output of the RF rms detector is con-
stant throughout the entire AGC dynamic range. In case the RF level is below the
required level or above it for some reason, the voltage at the AGC RF detector
output is not at the nominal locking value. This information is an indication for
locking status. In analog feedback AGC, there is an additional port that compen-
sates the peak-to-rms error. This error is due to the fact that, in production, the
AGC is calibrated at continuous wave (CW), whereas an actual deployment
under live video signal is characterized by a varying peak-to-rms ratio. Thus the
peak-to-rms compensation reduces the average level of the modulated video; so
its peak level equals the CW calibration level. Further explanation is provided
in Sec. 12.2.8. AGC topologies can be feedback or feedforward, as explained in
Chapter 12. The bias voltages for the electronics and the PD are separated: one
supply is for the active RF circuit, and the second supply is for the PD. The PD
bias is generally higher, in the region of 15 V, in order to improve the PD linearity
and BW performance, as explained in Chapter 8.

The block diagram in Fig. 2.2 describes a higher linear performance approach
for a CATV receiver by using push—pull configuration.>® An output combiner
BALUN is used in that case to sum both arms of the push—pull receiver. In this
case, amplifiers are class A, as in any CATV receiver.

The noise density can be optimized to 3 pA/s/Hz up to 800 MHz using a
pickup inductor to compensate for the PD stray capacitance.

Generally, fiber to the home (FT'TH) CATYV optical receivers are tuned to have
2-4 dB up-tilt response versus frequency. The reason for this specification is to
compensate for the coax cable frequency response.' Coax cables increase their
losses versus frequency; hence an up-tilt versus frequency provides a flat response.
Fiber to the curb (FTTC) modules are tuned with an up-tilt of up to 8 dB for the
same reason of cable loss compensation. Up-tilt gain is generally achieved by

Input AGC 2" RF
Matchin LNA  RF Samplin Stage
9 Ping vl 9 RF-Out
X~ Photo Detector v
RSSI
I: Monitor I}ALUN
7} RF-Out
_ AGC 2" RF
Photo Detector LNA RF Sampling Stage

g Photo Detector
Monitor Status

AGC oOn/Off RF PD
Monitor Bias Bias

Figure 2.2 Typical block diagram of a push-pull CATV analog receiver.
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using equalizers in the optical receiver. More about equalization techniques will be
discussed in Sec. 11.9. Since in FTTC the cable is longer, losses are higher; hence,
it is required to have a higher tilt spec. The coax cable is the second stage of data
transport to the subscriber in hybrid fiber coax (HFC) networks, after conversion
from optical to electrical signal. In addition to their losses versus frequency charac-
teristics, coax cables suffer from propagation distortions such as group delay.
Group delay arises from the low-pass filter (LPF) nature of the coax cable and
its cutoff frequency. The result is that the cable phase response at high frequencies
is not as linear as at low frequencies. Therefore, the phase derivative versus fre-
quency is not a constant number, which results in group delay distortions. For
this reason, the group delay variation needs to be specified for a 6-MHz bandwidth.
The impact of this parameter, along with the phase jitter, is especially critical to
high-level modulations such as QAM, and is manifested in the eye-pattern and
BER measurements of such signals, and is further elaborated in Chapters 14, 15,
and 18.

Coax cables used in network distribution typically consist of a copper-clad
aluminum wire, which is the inner central conductor, an insulating dielectric
layer such as foam, polyethylene, a solid aluminum shield, which is the outer
conductor generally referred as ground (GND) potential, and a covering made
of PVC. The ratio of the inner conductor diameter to the inner diameter of the
solid aluminum shield and the type of dielectric define the characteristic impe-
dance of the coax cable.

Subscriber-drop coax cables are manufactured with a copper-clad steel center
conductor and a combination of aluminum braid and aluminum polypropylene—
aluminum tap shield. In some installation applications such as plenum installa-
tions, the coaxial cable jackets are generally made with polytretrafluoroethylene
(PTFE) material, which is used in high-frequency printed circuit board (PCB)
applications as well.

As was explained earlier, the nature of the cable depends on its characteristic
impedance dimensions and is derived from the diameter ratio and dielectric pro-
perties of the insulation material. The cable losses are due to dielectric losses
and ohmic resistive losses. The signal energy flows through the inner central con-
ductor. A skin-effect phenomenon is directly related to the conductor characteristic
resistance and the frequency of operation. At low frequencies or dc, the entire cross
section of the conductor transfers the current and it is uniformly distributed. As fre-
quency is increased, the current travels on the surface of the conductor, and thus
the resistive losses increase versus frequency.”

There are three types of coax cables used in a distribution system: trunk,
feeder, and drop cables. Cable types differ by diameter: the largest are the trunk
cables, with a typical diameter range of 0.5 in. up to 1 in. and losses of 0.89 dB
at 50 MHz up to 3.97 dB at 750 MHz, measured per 100 ft at a diameter of 1 in.
The second largest is the feeder, followed by the drop at the subscriber’s home.
Cable losses increase slowly versus temperature. One of the reasons is that as
the conducting metal expands, it becomes longer, and thus the resistance increases.
Table 2.1 provides typical losses for drop cables in dB per 100 ft, with four differ-
ent cable diameters versus frequency.'
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Table 2.1 Cable losses vs. frequency with four different diameters at 68°F in dB/100 ft.

Frequency 59 Series Foam 6 Series Foam 7 Series Foam 11 Series Foam
(MHz) (dB/100 ft) (dB/100 ft) (dB/100 ft) (dB/100 ft)
5 0.86 0.58 0.47 0.38
30 1.51 1.18 0.92 0.71
40 1.74 1.37 1.06 0.82
50 1.95 1.53 1.19 0.92
110 2.82 224 1.73 1.36
174 3.47 2.75 2.14 1.72
220 3.88 3.11 2.41 1.96
300 445 3.55 2.82 2.25
350 4.80 3.85 3.05 2.42
400 5.10 4.15 3.27 2.60
450 5.40 4.40 3.46 2.75
550 5.95 4.90 3.85 3.04
600 6.20 5.10 4.05 3.18
750 6.97 5.65 4.57 3.65
865 7.52 6.10 493 3.98
1000 8.12 6.55 5.32 4.35

A useful relation to estimate cable losses is called cable loss ratio (CLR):

cLR = 11, 2.1

2

By knowing the CLR and losses of a cable at a given frequency, the cable loss at a
desired frequency can be calculated as

CL[dB] = loss[dB] \/—? — loss[dB] x CLR, (2.2)
2

where f, represents the high desired frequency, and f; is the known frequency with
its corresponding loss[dB].

2.2 Analog CATV Return-Path Receiver and Transmitter

The return-path receiver described in Fig. 2.3 is located at the central office (infra-
structure central where upstream is for video on demand (VOD), requests, phone,
etc.), as shown in the system concept provided in Fig. 2.5. The return-path receiver
receives plain old telephone service (POTS) signals occupying the BW of 10 KHz
to 3 MHz and 23 RF signals of 1.5 MHz quadrature phase shift keying (QPSK)
each from 5 to 42 MHz in the U.S., and 5 to 65 MHz in Europe. The traditional
standard calls for 1310 nm for the return path and 1550 nm for the CATV trans-
port. The signals are detected by the photodiode and then passed through a
duplexer, which consists of low-pass and high-pass filters, and are separated
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Figure 2.3 Typical structure of analog return-path receiver with POTS shut-down gain
control and RF peak level telemetry outputs.

into RF and POTS. The POTS signals are amplified and transmitted out via copper.
The RF signals pass through a Chebyshev filter, are amplified, and then pass
through a digital control attenuator (DCA). The power level of these signals is
controlled in order to provide a high dynamic range. The link dynamic range is
characterized by the noise power ratio known as the noise power ratio (NPR)
test.” An NPR test simulates multichannel loading by injecting noise energy in a
specific BW; then, by a notch filter, the noise is rejected at a specific frequency,
creating a white noise—limited BW with a notch. The test measures the notch
depth degradation via the link. Link degradation results from nonlinearities at
high gain and noise figure effects at low gain. The difference between the two
extremes provides the NPR dynamic range. There is a specific link budget
where the NPR notch depth reaches its maximum. This state is called peak
NPR. For a U.S. band of a given design, the NPR dynamic range would
be higher compared to a European bandwidth. This is because of the higher
noise loading of the transmitter and the receiver for the European standard, for
the same transmitting power level. The second filter in the return-path receiver
is LPF with an elliptic response that further isolates the POTS channel from the
RF channel. Typical specs require 50 dB of POTS rejection with respect to RF
level. The POTS impedance level standard calls for 1000 ) and RF impedance
is 75 Q. A shut-down switch is used to turn off service, and peak detector
output indicates the signal level.

The return-path transmitter, shown in Fig. 2.4, is generally located at the curb
or main node, as depicted in Fig. 2.5, where the electrical signals are converted
into optical. The input signals to the return-path transmitter are POTS signals
occupying the BW of 10 KHz to 3 MHz and 23 RF signals of 1.5 MHz QPSK
each from 5 to 42 MHz. Both these modulating signals are ac coupled to the
laser bias and AM-modulate the laser. A duplexer consisting of an LPF for
the POTS and high pass fillter (HPF) for the RF signals separates and isolates
the signals. In the RF section of the return-path transmitter, sometimes there
are two stages of filtering and isolation from the POTS. Prior to modulating
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Figure 2.4 Structure of analog return-path transmitter with POTS and RF inputs, OMI
control, OMI level indication, and shutdown.

the laser, the RF signal passes via a digital controlled attenuator (DCA) in order
to control the optical modulation index (OMI) level of the laser and prevent dis-
tortions. Link linearity and dynamic range is characterized by the NPR test. Typi-
cally, the link degradation in an NPR dynamic range results from the return-path
laser compression.

The return-path transmitter has an automatic power control (APC) leveling
loop that sets the laser optical power by locking its bias current. A back-facet
monitor PD diode senses the optical level, and the photocurrent, which is linearly
proportional to the responsivity of the photodiode, is compared with the reference
point. The loop amplifier corrects the bias point of the laser by controlling the tran-
sistor’s current. These types of control topologies should have a very high open
loop gain in order to increase the accuracy and should have very narrow 3 dB
loop BW in order to filter out fast transitions that may affect optical power
control such as modulation. If the loop BW is wider than 1 KHz, it would start
to suppress the AM of the POTS. The return-path transmitter in this case uses
an isolated distributed feedback (DFB) laser to achieve a highly linear per-
formance and low reflections. Chapter 13 provides more details about APC
and further investigation is provided later in Chapter 12 concerning feedback
power control.
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Figure 2.5 HFC CATV link structure with analog return-path receiver at the central point
and analog return-path transmitter CATV receiver and digital receiver at the curb. CATV
down-stream is on the 1550 nm and return-path up-stream is at 1310 nm.

2.3 Digital Transceiver

Digital transceivers consist of three main blocks, which are elaborately analyzed in
Chapters 18 and 19:

1.  the optics section, which can be wavelength division multiple access/
multiplexing (WDM) duplexer module, triplexer module,’ or laser PD
block transmitter optical subassembly (TOSA) and PD module receiver
optical subassembly (ROSA),

2.  the receive section, which is an electronic circuit, and

3.  the transmit section, which is an electronic circuit.
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Additional functionalities are added to the transceiver module in order to provide
the system management indications, control, and diagnostics such as

1.  transmitter burst control,
laser temperature sensing,

laser thermoelectric cooler (TEC) control loop, and

Sl

receiver signal detection.

In new transceivers, the diagnostic is managed by a microcontroller with inter ic
bus (IZC-BUS) The I’C-BUS standard is used for reading the temperature of the
laser, for programming the laser bias point and power levels, and for “1” and
“0” logic levels that determine the extinction ratio.

The I’C-BUS is a bidirectional serial bus providing a link between ICs. Philips
introduced that standard 20 years ago for mass production of products such as TVs.
There are several data rates under this standard:

1.  standard, 100 KB/s,
2. fast, 400 KB/s, and
3. high speed, 3.4 MB/s.

Digital transceivers are well defined by standards. The TUV standard defines the
means for eye safety and laser shut down for eye protection. This eye safety circuit
turns off the laser and prevents high current to bias the laser; high optical power emis-
sion that can damage the eye is prevented. Data rates are defined as OC12, 24, 48, etc.

Packaging standards were defined by the multisource agreement (MSA) as
listed below. However, packaging standards for CATV receivers or FTTx
integrated triplexers (ITR) or integrated triplexers for the curb (ITC) form
factors are not defined by standards.

1.  GBIC gigabit interface converter.
2. SFP small form, pluggable.

3. SFF small form, factor.

4. 2 x 9, two rows of 9 pins each.

5. XFP 10 gigabit.

6.  Butterfly.
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Digital transceivers cover broadband data rates up to 10 GHz XFP.

In high-data-rate transmitters, an external modulator (EM) is used. This device
is used to solve the laser chirp problem, which results in chromatic dispersion.
Chirp effects in a laser is due to a change in the refractive index in the active
region because of the modulation current. Additional problems solved by EM is
data rate limitation due to the relaxation—oscillation effect in direct modulated
lasers. Relaxation—oscillation also occurs in dispersion and eye overshoots.
Digital transceivers in optical networks operate in TDM (time division multiplex-
ing) in order to serve more users when utilizing the same wavelength. A digital
transceiver block diagram is provided by Fig. 2.6. Today’s advanced technology
enables minimizing the size of the packaging. A high level of integration using
application specific integrated circuit (ASIC) technology includes all the necessary
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Figure 2.6 Typical block diagram of a digital transceiver with burst mode, TEC, APC,
diagnostic via 1°C-BUS, and differential data in/out using TOSA housing for the laser
and ROSA for the receiver photodiode.
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Figure 2.7 Several digital transceiver and optics packaging standards: (a) GBIC; (b) SFP;
(c) SFF; (d) XFP; (e) TOSA; (f) ROSA. (Courtesy of Luminent OIC, Inc./Source Photonics.)

functionalities for control and management of each section, receiving or transmit-
ting, in one chip. Using the “chip-on-board” technique allows minimizing the size
of the module’s electronic card, reducing the number of components and increas-
ing the reliability of the whole transceiver as well as reducing its cost. Figure 2.7
describes several digital transceivers and optics packaging standards. Further inte-
gration is introduced by having the ROSA modules with integrated PIN TIA as part
of the receive optics. This is done by using chip and bonding technology. This way,
sensitivity is increased and also deterministic distortions such as reflections or
X-talk are minimized, since parasitics are reduced. Further discussion on this is
provided in Chapters 19 and 20.

2.4 ITR Digital Transceiver and Analog Receiver
An integrated triplexer (ITR) is a platform containing an analog receiver

(described in Figs. 2.1 and 2.2), digital transceiver electronics (described in
Fig. 2.6), and a single fiber triplexer optics module [shown in Figs. 2.9(b)
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(a) (b)

Figure 2.8 (a) Integrated FTTx triplexers ITR and ITC. (b) Digital BiDi 1310 nm/
1490 nm FTTP transceiver. (Courtesy of Luminent OIC, Inc./Source Photonics.)

and 2.10]. This module is the fiber to the x (FTTx), FTTP-ITR platform solution
[shown in Fig. 2.8(a)], the block diagram, which is shown in Fig. 1.1. The main
idea behind ITR, as described in the introduction, is to reduce the system complex-
ity and costs for FT'Tx. The major challenge in such a small form factor design is to
overcome the X-talk effects due to the leakage from the digital section into the
analog section.

The strict system specifications for linearity as defined by the Society of Cable
Telecommunications Engineers (SCTE) standard requires that the X-talk spectral
lines be lower than the maximum allowable CSO or CTB levels. Further discussion
on the X-talk design approach is provided in Chapter 20. A second challenge is to
have high isolation in the optics between the digital receiving and transmitting, and
the analog detector as well as between the digital reception and transmission itself.
The filtering is done optically and by light traps that catch undesired transmitter
light with the same wavelength as the receiver. The transmitter optical leakage
and desensitization is due to reflections as elaborated in Sec. 5.2. The PDs
are wide band and can detect either the analog channel wavelength or the digital
channels. Hence, the optical X-talk specification for an optical module is an
important factor that affects the sensitivity performance of an ITR. There are
two kinds of integrated platforms: ITR that is used for FTTH, providing RF

(a) BiDi duplexer (b) Optical triplexer

g d

Figure 2.9 (a) BiDi duplexer. (b) Optical triplexer. (Courtesy of Luminent OIC, Inc./
Source Photonics.)
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Figure 2.10 Concept of full service access network (FSAN) triplexer: (a) laser at main axis;
(b) laser on side.® (Reprinted with permission from Edith Cowan University, Australia.)

levels of 14-18 dBmV and ITC (integrated triplexer to the curb) that is used for
FTTC/P (fiber to the curb or premises), providing RF levels of 30-34 dBmV.
Eventually, such a platform would have an AGC and diagnostics. The advantage
in such a design is the use of common resources such as CPU, digital to analog, and
analog to digital, to report analog diagnostics and digital diagnostics (see Sec. 2.1).
The other side of the FTTx link that receives the up-link digital data, such as voice
over IP and digital return path, is a digital BiDi transceiver shown in Fig. 2.8(b)
with the BiDi optics module shown in Fig. 2.9(a). In modern FTTx systems, the
return path is fully digital, thus the analog receiver transmitter described in
Sec. 2.3 is avoided. Furthermore, advanced FTTx systems have full digital
video transport, thus the analog design issues of CSO, CTB, and CNR as well
as the need for 1550-nm PD are avoided.
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2.5 Architecture of Tunable Wavelength Transmitters

A tunable laser transponder is a different approach in WDM networking that
allocates a specific wavelength to an optical network unit (ONU). It is similar
to a digital transceiver except for the laser- and wavelength-locking ability.
Additionally, since such a transmitter requires more supporting electronics and
optics for the wavelength-locking loop, it is larger; hence it is called a transpon-
der.** As a transponder, it contains MUX/deMUX converters for serializing/
deserializing the nonreturn to zero (NRZ) data. A tunable laser transponder is
comprised of a tunable laser as the lasing source, and an EM for high-data-rate
modulation, thus avoiding chirp in the laser wavelength as directional modulation.
A wavelength locker indicates the wavelength deviation from the desired wave-
length (an analog-to-phase detector is in phase-locked loop (PLL) but is not a
phase detector), and temperature control units set the constant base plate tempera-
ture profiles for having higher accuracy in wavelength emission from the laser with
higher wavelength discrimination. It also has an automatic power control (APC)
loop. For size conservation, the reference PD in the wavelength locker can be
used as a back-facet monitor for optical power control-feedback looping. The
APC operation is analyzed in Chapter 13.
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NTC EM [«— Coupler |« DBR
Heater f
Y
APC
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Figure 2.11 Tunable wavelength transponder block diagram.
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Modern architectures contain equalizers to remove chirp effects resulting from
the Mach Zehnder EM due to sensitivity of the refractive index to modulating
voltage; this is further discussed in Chapter 7. This compensation concept is
based on the idea that the phase response derivative in filters compensates for
the resultant dispersion from the EM. The center frequency of the chirp compen-
sator filter is tuned thermally by a heater. Sections 7.3 and 7.5 provide more
information about the physics of these devices. In order to improve optical
return loss, an isolator can be used at the output of the chirp compensator.

A conceptual block diagram of a tunable transponder is depicted in Fig. 2.11.
Operation details of the wavelength locker are elaborated in Chapter 19.

The transponder’s receiver side is not shown here; however, 10 GB /s receivers
are similar to those in Fig. 2.6. A 10 Gbit receiver of a transponder contains a few
additional blocks to combat jitter. Such blocks are integrated circuit equalizers,
which are realized in DSP techniques to remove jitter. This jitter may result
from chromatic dispersion of the fiber. CDR (clock data recovery) is then used
for coherent detection.

2.6 Main Points of this Chapter

1. An analog CATYV receiver converts modulated light into an RF signal.

2. There are two topologies for CATV realization: single-ended and
push—pull.

3. In the CATYV receiver, there is an AGC that is either feedforward or
feedback.

4.  The PD in a CATYV receiver operates at a high voltage of 12-15 volts to
minimize distortions and extend its bandwidth.

5. A digital transceiver converts modulated light into a digital signal and
modulates the laser to convert a digital signal into modulated light.

6. A laser’s wavelength is stabilized by a TEC.

7. Digital transceivers and integrated triplexers provide diagnostics via I’C-
BUS. The diagnostics report is for temperature, modulation depth,
responsivity, and extinction ratio. Additionally, I*C-BUS communication
is used for programming the transmitter’s extinction ratio and AGC for
the CATV. The data is sent via the ?*C-BUS to a controller used in the
transceiver’s circuit. Communication integrity is monitored by a watch-
dog timer. The watch-dog timer is a counter that operates as a one shot.
Once its count has elapsed and it is not reset within the grace period, it
hard resets the controller and sends an interruption via the I’*C-BUS to
the MAC.
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8. Small optical modules used are called TOSA and ROSA. These modules
are used in SFP XFP transceivers.

9.  The integrated platform combining a digital transceiver and a CATV
receiver is called ITR or ITC (to the home or to the curb).

10. RF power level to the home is 14-18 dBmV and to the curb is
30-34 dBmV. Both have up-tilt to compensate for the coax-cable
losses versus frequency.
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Chapter 3

Introduction to CATV Standards
and Concepts of Operation

A general introduction about hybrid fiber coax (HFC) systems has been provided
in previous chapters. HFC system transport consists of digital data and video data.’
The video data can be in either analog or digital modulation scheme. In this
chapter, the concept of TV and its signal structures will be reviewed. Community
access television (CATV) tests will be reviewed in relation to system-level
design approaches affecting the structure and architecture of analog optical recei-
vers. In addition, the meaning and effects of system level tests over TV image
performance will be explained.

3.1 Television Systems Fundamentals

Analog broadcast TV is phasing out in 2009. New digital standards of digital
transmission are phasing in for cellular applications and terrestrial TV such as
digital video broadcasting—terrestrial (DVB-T), digital video broadcasting—
handheld (DVB-H), terrestrial digital multimedia broadcasting (T-DMB),
terrestrial integrated services digital broadcasting (ISDB), and forward link only
(FLO). However, analog CRT TV is not going to be phased out at that time;
conversion set top boxes (STBs) are going to be used. This section provides an
introduction to analog TV broadcasting and receiving.

Television’s main advantage is transmission of visual images through electri-
cal signals. The picture consists of several small squares known as picture
elements (PELs). In digital pictures they are defined as pixels. A large number
of PELs in a given image means higher resolution and cleaner reproduction at
the TV receiver. There are mainly three standards in use throughout the world:

1.  National Television Systems Committee (NTSC),
2.  phase altered line (PAL), and

3. sequential color with memory; in French, Sequentiel Couleur Avec
Memoire (SECAM).

55
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Figure 3.1 Frame structure from two interlaced fields.

3.1.1 Analog NTSC standard

Television signals in the U.S. are broadcast using the NTSC-M standards, who
initiated the basic monochrome TV standards in 1941 and were designated as
system M by the Committee Consultatif International Radiocommunications
(CCIR). In 1953, the NTSC of Electronic Industries Alliance (EIA) established
the NTSC for color TV standards, which is used today for terrestrial broadcasting
and cable TV transmission systems in North America, Japan, and many other
countries. This system was designed to be compatible with the monochrome
black and white TV system previously used, and calls for 525 horizontal scans
(interlaced lines) per frame. The number of frames (2 fields) per second is
59.94-60 frames per second. Two interlacing fields form one frame (Fig. 3.1).

Usually the image is scanned along the lines as shown in Fig. 3.1 until
the entire image frame is completed. This type of scanning is called progressive
scanning. In order to reduce the effect of flickering, the frame in Fig. 3.1 is
divided into two fields, and each field is used to show consecutive images. The
odd field represents the first image and the even field represents the image that
follows. This type of scanning is called interlaced scanning, which reduces and
minimizes the flicker effect to a considerable extent. Therefore, the following
arithmetic is applicable to estimate the picture frame scan frequency and time.
There are 525 horizontal scan paths per frame; hence, there are 262.5 horizontal
scan paths per field.

Scan rate is 30 (29.97) frames (complete pictures) per second, or 60
(59.94) fields (half picture) per second, so the horizontal scan frequency
yields f= 525 x 29.97 = 15734.25 Hz. As a result, the time for each scan is
1/f = 63.55 ps. The scanning pattern of a frame is illustrated in Fig. 3.2.

The reason for using a 60-Hz vertical scan is to synchronize the monochrome
TV sets with the main power supply and prevent power-related distortions. In color
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TV, the vertical and horizontal frequencies were slightly reduced to allow the
interference beat between the chrominance carrier and the aural carrier to be syn-
chronized with the video signal. The signal terminology is as follows:

1.  The brightness of the video signal (containing the picture information
details) is called luminance, visual carrier, or “luma.”

2. The color portion of the video signal (containing the information of the
picture hue or tint and color saturation) is called the chrominance or
“chroma” carrier.

3.  The sound audio carrier is called the “aural” carrier.

3.1.2 Video camera tubes

The image is furnished by the television camera tube [5]. The first tube was the
iconoscope. In the image-orthicon (IO) tube, the optical system generates a
focused image on the photocathode, which eventually generates a charged
image on another surface, known as the target mosaic. Every point on the target
mosaic surface acquires a positive electric charge proportional to the brightness
of the corresponding spot in the image. In other words, instead of a light image
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Figure 3.3 The concept of Image-orthicon (I0) tube.

there is a charge image. An electron gun scans the mosaic charge back surface with
an electron beam in the manner as shown in Fig. 3.1. The areas with no charges
bounce the electrons back to the tube. These areas are the darker areas of the
image. Areas that have a positive charge due to the picture brightness, light
absorbs the electrons until none of the electrons are be left to move back to the
tube. Before the electrons are collected, they pass through a series of positively
charged dynode or electron multiplier plates. Impinging electrons liberate two
or more electrons before they move to the next positive plate. In this way the
video image is amplified by dynatron action. The concept of 10 tubes was very
large and heavy by modern terms; the filament warm-up time was long. Several
other tubes were developed such as vidicon, plumbicon, vistacon, saticon, newvi-
con, and solid state coupled charged device (CCD). In Fig. 3.3, the concept of the
IO tube is provided in a diagram.

Image section consists of photo-cathode, image accelerator, target with wire
mesh, held-in-target cap and backed by field mesh, decelerator, and the entire
unit is held in position by the shoulder base with locating bushes. The central scan-
ning section of the tube comprises the persuader, and beam-focus electrode, with
external scanning coils to deflect beam (arrowed). The return beam, after striking
target, enters the multiplier section of tube, which consists of the first dynode,
multiplier, and anode.

3.1.3 Scanning method

The camera tube scans the mosaic image in the following manner. The elec-
tron beam is controlled by a set of voltages across the horizontal and vertical
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Figure 3.4 Horizontal scanning saw-tooth pulses vs. vertical scan saw-tooth signal.
The period of 0.95 ms is the vertical blanking period. The fly-back horizontal blanking
period is 10 pm.

deflection plates. Periodic saw-tooth signals are applied on these plates as
shown in Fig. 3.4. The beam scans the first and second horizontal lines of
the first field within 53.5 s, then, within 10 s, returns back to the next
row to scan third and fourth lines, and so on. Meanwhile, the beam is deflected
down by the vertical scan signal until it finishes the first field scan. Therefore,
the scanned lines are not perfectly horizontal but have a down tilt. The
period of the vertical scan is 15.71 ms and the return time for the next field
scan is 0.95 ms; during the return time the vertical scan is blanked. Within
a single vertical scan the beam would scan 247.4 field lines due to the
following relation: The number of scanned lines is equal to 15.71 ms/
(53.5 ps+ 10 ws). After scanning the first field, the beam starts to scan the
next field, creating a complete frame scan of 495 lines. Out of the 525
lines, 495 lines are the active scan lines and 30 lines are inactive (Figs. 3.1
and 3.2). Scanning is continuous at a rate of 60 fields per second. The resultant
electrical signal is the video signal corresponding to the visual image. This
signal with some AM modifications called vestigial side band (VSB) (to be



60 Chapter 3

Synchronizing

] [)
1 pulse —» —— 5pSec Horizontal Synchronization
E E level
100% ===femmmmmmmm e DN mm o mmmm e m e m ool ---
Back porch
Front porch
Horizontal blanking level
75% + 2.5%
75% ===fommmmmememecccccccceeae e
0, 0,
Black level 70% =+ 2.5% Blanking pulse >
= :
Gray E '
= E
12% -==d-=====cc-ccceeSrwdecccanq R boommmomem St docoooen
White 12% + 2.5% E ' White signal level 1
: : —

10 uSec :"—": 63.5uSec 5

¢ " t

One horizontal line’s
A-Video Signal Structure scan and fly-back time
V A

Blank Horizontal Line Sweep

R ettt R

10 uSec « > 63.5uSec

-k
A 4

One horizontal line’s time

B-Video Horizontal Sweep

Figure 3.5 Video signal and modulation indices vs horizontal saw tooth sweep signal.

explained in Sec. 3.2.3) modulates the video carrier. This carrier is transmitted
along with the FM-modulated audio (to be explained later in the section about
the TV spectrum). The TV receiver is similar to an oscilloscope. An electron
gun with horizontal and vertical deflection plates generates an electron beam
that scans the screen exactly in the same pattern and synchronization of the
scanning at the transmitter (Fig. 3.5).

To prevent a fly-back trace by the scanning beam at the receiver after
each line, a blanking pulse is added during the fly-back interval. This pulse
is known as the horizontal blanking pulse (Figs. 3.4 and 3.5), which is acti-
vated at the end of each horizontal sweep. Similarly, a vertical blanking
pulse is added at the end of each vertical scan to eliminate the unwanted
vertical retrace (Fig. 3.4). These horizontal blanking, vertical blanking, and



Introduction to CATV Standards and Concepts of Operation 61

synchronization pulses are added to the video signal by the transmitter. The
resultant signal is called composite video.

3.2 Video Bandwidth and Spectrum Considerations
of Color TV

3.2.1 Image bandwidth

The screen resolution is determined by the number of picture elements (PELSs). The
ratio between the horizontal and the vertical dimensions of the image is 4/3 and is
called the aspect ratio. Therefore, the number of PELs increases by a factor of 4/3.
Because the scanning pattern is not perfectly aligned to the resolution grid shown
in Fig. 3.1, the resolution is decreased by a factor of 0.7; this correction factor is
known as the “Kerr-Factor.”

The picture frame provided by the NTSC method consists of two fields of
262.5 rows each. Each row is a single horizontal scan containing 262.5 PELs;
therefore, a single field contains 262.5 x 262.5 PELs. The field scan rate is 30
fields per second, and single frame contains two interlaced fields. The uncorrected
PEL scanning rate will be 262.5 x 262.5 x 30 x 2 = 4,134,375 Hz. This result
provides a rough video bandwidth (BW) estimate for the NTSC signal, which is
about 4.13 MHz. This example demonstrates the advantage of the two-field scan-
ning method, which has a better spectral efficiency than the progressive scan with a
single field containing 525 horizontal lines. In this case, the required bandwidth
will be 525 x 525 x 30 = 8,268,750 Hz, which is about 8.26 MHz.

As a conclusion, the trade-offs of choosing the scanning standards for a video
system are given by'

_lARxFRXNLXRH

BW b
2 Cu

(3.1)

where AR is the aspect ratio, FR the frame rate, N the number of scanning lines
per frame, Ry the horizontal resolution, and Cy the net horizontal scanning time
without the fly-back blanking time. In Table 3.1, details of different TV scanning
standards are provided.'

Now the video spectrum can be explored. For the sake of simplicity, assume a
still image. The case then becomes scanning an array with a repeatable pattern in
both dimensions as shown in Fig. 3.6.

The brightness level b for Fig. 3.6 is a function of both directions x (horizontal)
and y (vertical) and can be expressed as b(x, y). Since the picture repeats itself in
both x and y dimensions, b(x, y) is a periodic function with periods o and 3,
respectively. For this reason, b(x, y) can be represented by a 2D Fourier series
with fundamental frequencies 2/ and 27/B, respectively. The exponential
transformation is given by>'!

b,y =Y > Bu exp|: jzw(%Jr%)]- (3.2)

m=—00 p=—00
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Table 3.1 Different scanning standards.
Aspect Total /active Bandwidth

System ratio Interlace ~ Frames/s lines Lines/s (MHz)
USA

Mono 4:3 2:1 30 525/480 15750 42

Color NTSC 4:3 2:1 29.97 525/480 15734 42

Color HDTV 16:9 No 60 750/720 45000 6.0"

Color HDTV 16:9 2:1 30 1125/1080 33750 6.0"
UK

Color PAL 4:3 2:1 25 625/580 15625 55
Japan

Color NTSC 4:3 2:1 29.97 525/480 15734 42
France

Color SECAM 4:3 2:1 25 625/580 15625 6.0
Germany

Color PAL 4:3 2:1 25 625/580 15625 5.0
Russia

Color SECAM 4:3 2:1 25 625/580 15625 6.0
China

Color PAL 4:3 2:1 25 625/580 15625 6.0

'Digital transmission; scanning standards shown are typical; other variations are possible.

Assuming that the scanning beam moves with a velocity v, and v, in the x and y
directions, respectively, x =v,s and y =v,t and video signal voltage e(r) is

(3.3)

given by
e(t) = mioo n_zo:o By exp [j27r <m%t +n % t>:| .
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Figure 3.6 Scanning model process using a doubly periodic image field.
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However, the time required to scan a single horizontal and vertical line is given
by T, = a/v, and T, = /vy, respectively. It is known that single horizontal scan
time is 1/(60 x 262.5) s per field and the complete image scan time is 1/30 s (two
fields), but for single field, scan rate is 1/60 s. Then Eq. (3.3) becomes

e®) =Y Y Buaexpli2m(15750 m + 60n)]. (3.4)

m=—00 p=—00

In conclusion, it can be stated that the video signal is periodic with a fundamental
frequency of 15.75 kHz for the horizontal sweep and around each harmonic clustered
satellite spaced 60 Hz apart; which is related to the vertical sweep. The timing of the
TV transmitted lines is controlled by the synchronization-pulse (sync-pulse) genera-
tor. Each vertical sync pulse is characterized by its pulse repetition interval (PRI) and
pulse repetition frequency (PRF) (Fig. 3.7). The PRF of the vertical blank has the
lowest frequency, which is 60 Hz. The blanking pulse width (PW) is 950 ws. The
PRF parameter is an important factor for determining the CATV optical receiver
automatic gain control (AGC) bandwidth, and it should be lower than 0.5 Hz. This
is for preventing the feedback AGC circuit frequency response from operating as
an envelope detector of the vertical blanking signals. In addition, the horizontal
blanking and sync together with varying color leveling requires AGC compensation
of peak to rms as will be explained later in Chapters 14 and 21.

Luminance spectral energy lines are clustered around harmonics of horizontal
scans as shown in the upper part of Fig. 3.8. Chrominance spectral energy lines are
clustered around odd multiples of half horizontal scan frequency. Both spectral
lines are multiplexed in the frequency domain, creating a video signal as shown
in the lower part of Fig. 3.8. Figure 3.9 provides the spectrum of the 6.35 ps
horizontal sync that appears in Fig. 3.5. The spectrum shows 15.75 KHz.
Figure 3.10 depicts the vertical sync spectrum of 15.71 ws, which appears in
Fig. 3.4. The spectrum in Fig. 3.10 shows ~ 60 Hz. Those video signals appear
as video, aural, and sync signals as shown by Fig. 3.15. More information is
provided in Ref. [33].

3.2.2 Color transmission

The TV camera consists of a lens that focuses the picture to be televised onto and
through special dichroic glass semimirrors. The dichroic semimirror operates as
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Figure 3.8 Frequency domain of interleaving of the chrominance and luminance signal
spectra.

both a beamsplitter and an optical filter. The TV camera contains three camera
tubes for the three basic colors red, blue, and green (RGB). The reason to have
green color rather than yellow is the availability of phosphors that glow with
these colors. The color triangle” shown in Fig. 3.11 provides a rough approxi-
mation of the color distribution. None of the colors can actually be reproduced
in a 100% saturated form. But the possible percent is equal to or better than that
obtained with printing ink.

With proper levels of RGB, perception of all colors in the eye is activated and
white is seen. It means that to transmit a picture of full color, it will be only necess-
ary to scan the picture simultaneously for its RGB content. The problem is to trans-
mit three signals and synthesize a color. It would require three times more BW
compared with the calculation in Sec. 2.4.4, which shows the assessment for
4.13-MHz monochromatic transmission. The problem is solved by using signal
matrixing. The camera RGB m,(), my(t), my(f) information is transmitted as
three linear combinations of all three signals that are linearly independent:”

my(f) = 0.30 my() 4 0.59 my(1) + 0.11 mp (),
mi(t) = 0.60 my() 4 0.28 my(1) — 0.32 mp (1),
mo(t) = 0.21 my(r) — 0.52 my(t) + 0.31 mp(2).

(3.5)
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Figure 3.11 Color triangle with wavelength of hues.

The signals m,(t), my(t), and my(¢) are normalized to maximum value of 1, so
that the amplitude of the color signal is within the range of 0 to 1. That leads to the
conclusion that m,(?) is always positive, while m; (1) and mg(r) are bipolar. The
signal m,(?) is known as luminance signal or contrast since it closely matches
the conventional monochrome luminance signal. The signals m;(¢) and mg(r) are
known as chrominance. These signals have an interesting interpretation in terms
of hue and saturation colors. Hue refers to attributes of colors that make them
red, yellow, green, blue, or any other color. Saturation or color intensity refers
to the color’s purity. For instance, deep red has 100% saturation, but pink,
which is a combination of red and white, has lower amount of red saturation.
The saturation and the hue angles are given by Egs. (3.6) and (3.7), respectively:

sat = /mj (1) + m(t) (3.6)

and
hue = g™ [@} 3.7)

Note that white, gray, and black are not hues.

The summation of chrominance signals, m,(t) and my(?), is occupying the BW
of 4.2 MHz for both the I and the Q. The luminance Y or m, () also uses 4.2-MHz
BW and is transmitted as monochrome video signal. Now, the BW needs to be
optimized to comply the same BW of monochrome transmission. Subjective
tests show that the human eye is not perceptive to changes in chrominance (hue
and saturation) over smaller areas. That means that the BW can be cut and opti-
mized by filtering out high-frequency components without affecting the quality
of the picture since the eye would not be sensitive to them anyway. Therefore,
BW of 7 and Q were limited to 1.6 and 0.6 MHz, respectively. Both filtered O
and the 0—0.6-MHz portion of I are modulated by a QPSK modulator, generating
a quadrature amplitude modulation (QAM) signal at its output while the upper
portion of the [ signal m;_g(t), occupying the BW between 0.6 and 1.6 MHz, is
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sent by the low-side band (LSB). The subcarrier frequency is f.. = 3.583125 MHz
(see Figs. 3.8 and 3.15). The result of this process provides the relation for the mul-
tiplexed signals Q and I, respectively:

Xo(t) = mp(t) sin(wt), (3.8)
and

Xi(1) = [mi(1) — my_p(D)] cos(wct) + my—p(t) cos(wcct)
+ my_gi(1) sin(we. 1), (3.9)

where w.. = 27f,... The first argument in Eq. (3.9) is a double side band (DSB)
QAM component, while the last two are the LSB.
The composite multiplexed video is given by

my(t) = m.y (1) + mo(1) sin(w¢ct) + my(t) cos(weet) + my_pp(t) sin(weet).  (3.10)

In addition, a color burst is added on the “back-porch” of the above multi-
plexed signal (Figs. 3.5 and 3.12) of the horizontal blanking pulse for frequency
and phase synchronization of the locally generated subcarrier at the receiver
side. The composite video is transmitted by a VSB + C modulation.

The Institute of Radio Engineers (IRE) standard (Fig. 3.12) for NTSC TV
defines a modulation swing of 1 Vptp from the horizontal sync tip to white
level as 140 IRE division units. The horizontal blanking is a 0 IRE reference
level. The white level is 100 IRE units and the horizontal synchronization
pulse tip is —40 IRE.

Horizontal Blanking Active Video
| 10.9ms | 52.6 ms

White Level 100 IRE

Black Level
/ 75IRE

77777 s, Blanking Level
» 0 IRE
e e e e e —40 IRE
A 63.5ms

A B
- Color Burst (40IRE ptp)
Sync Tip 8-10 cycles 3.58 MHz

il

Color Burst
. 1.5ms

Sync Tip
[ [ [

Breezeway Back Porch
0.6 ms 1.6ms

Front Porch
1.5ms

Figure 3.12 Time domain waveform of standard NTSC composite color video signal.
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Figure 3.13 Spectra of a modulating signal and corresponding DSB, SSB, and VSB
signals.

There are several types of PAL standards, which is mostly used in European
countries. The PAL systems assigned a particular letter for each country. For
instance, “PAL-I” is for England, PAL-B, -G, and -H are for the continent of
Europe, and PAL-M is for Brazil. As in the NTSC method, the PAL method
uses QAM of the chroma carrier to transmit the color-difference information as
a single composite chroma signal. The R — Y signal at the Q vector input of the
QPSK modulator is phase inverted on alternate lines. It means that each parallel
line differs by 180 deg from the next or previous horizontal line. This way, the
picture quality is improved for different conditions. This phase alternation gives
PAL its name. In PAL, there is no color burst for horizontal synchronization.
This is achieved by the phase alternation. The simple PAL system relies on the
human eye to average the color switching process line by line. Thus, the picture
degrades by the 50-Hz line beats caused by the system nonlinearities, introducing
visible luminance changes at the line rate. This problem was solved by an accurate
delay element that stores the chroma signal for one complete line period. This
method is called PAL-deluxe (PAL-D). Similar to the NTSC system method,
the PAL has an equal BW 1.3 MHz at 3 dB for the two color differences U and
V [where V=R —Y, U= B — Y, see Fig. 3.14 and Eq. (3.5)]. There are minor
variations among PAL systems, mainly where 7 and 8-MHz BW are used. In
PAL-I, where 8-MHz BW per channel is used, a new digital sound carrier
called near instantaneous companding audio multiplex (NICAM) was added.

The NICAM carrier is located 6.552 MHz above the visual carrier, nine times
higher than the bit rate, it uses differential quadrature phase shift keying (DQPSK)
modulation at a bit rate of 728 kB /s, and its level is 20 dB below the visual carrier
peak sync power. Since the new sound carrier is located closer to the analog FM
aural carrier as well as the adjacent channel luminance carrier, the digital sound
signal is scrambled before it is modulated.

The SECAM system is similar to NTSC by having the same luminance carrier
m.(t) equation as in Eq. (3.5) and same color difference U and V components.
However, this method differs from PAL and NTSC in two main ideas. The aural
carrier in SECAM is AM, while in PAL and NTSC the sound is FM. The color
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Figure 3.14 (a) VSB modulator and demodulator, (b) VSB filter characteristic for LSB,
(c) VSB filter characteristic for upper side band (USB).

differences are transmitted alternately in time sequences from one successive line
to the next with the same visual carrier for every line. Since there are an odd
number of lines in a frame, any given line carries the R — Y component on one
field and B — Y for the next. In addition, R — Y and B — Y use FM. Like in
PAL-D, an accurate delay component is used for the synchronization with the
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switching process to have simultaneous existence of R — Y and B — Y in the linear
matrix to form the G — Y color difference component. The BW of the chroma
signals U and V is reduced to 1 MHz. More detailed information can be found
in Ref. [27].

3.2.3 Vestigial side band

In TV NTSC systems, the video is modulated by using a vestigial side band (VSB)
modulation scheme. It is a compromise between double side band (DSB) and
single side band (SSB). It inherits the advantages of both DSB and SSB, but
avoids their disadvantages (Fig. 3.11). VSB signals are relatively easy to create
and their BW is slightly more than that of SSB, approximately by 25%. In VSB,
the rejection is not as sharp as in SSB but has a moderate roll-off and cutoff
response. As was explained before, the TV video signal exhibits a large BW
and significant low frequency content, which suggests the use of VSB. In addition,
the circuit for demodulation in the receiver should be simple and cheap. VSB
demodulation is done by simple envelope detector signal recovery.

Now there is a need to determine the shape of a vestigial filter H(W) for pro-
ducing VSB from DSB as in Fig. 3.13. Therefore, according to Fourier,

Dysp = [M(w + 0c) + M(0 — oc)|H(w). (3.11)

The requirement is that m(f) be recoverable from the VSB signal ¢y gg(f) using
synchronous demodulation of the latter. This is done by multiplying the incoming
VSB signal ¢ygp(?) by 2 cos w.t to produce the information signal e, (t):

eq(t) = 2@ysp(t) cos w.t <> [Pysp(w + w.) + Pysp(w — o,)], (3.12)

where ®vgp is the Fourier images of recovered @ysg(?).

From Egs. (3.11) and (3.12), after filtering the higher harmonics of +2w,, the
output voltage e((?) at the output of the low pass filter (LPF), see Fig. 3.14, is given
by

eo(r) = M(0)[H(o + w:) + H(w — o)]. (3.13)
For distortion free response, the following constraint should be applied:
eo(t) < CM(w), (3.14)
where M is a constant chosen, so that C = 1; thus, Eq. (3.13) becomes
[Hw+ o)+ Hw—w)]=1 and || <27B, (3.15)

where B is the bandwidth.
For any real filter, it is known that H(—w) = H*(w). Hence, Eq. (3.15)
becomes

Hw,+w)+H (W, —w)=1 and |o| <275, (3.16)
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where the symbol * indicates the complex conjugate.
In a more general way, Eq. (3.16) turns into

Hw,+x)+H(w,—x)=1 and |x| <2uB. (3.17)

This is precisely a vestigial filter. Assuming a filter function form of
|H(w)| exp (— jot;), the phase term exp (— jwt;) represents pure delay; thus,
only the magnitude |H(w)| needs to satisfy Eq. (3.17). Since |H(w)| is real,

|H(we +x)| + |[H (0. —x)| =1 and |x| <27B. (3.18)

It can be seen from Fig. 3.13 that the filters in Figs. 3.14(b) and (c) are used to
retain the LSB and USB, respectively.

It is not required to realize the desired VSB shape in a single |H(w)| transfer
function filter. It can be done in two stages: one at the transmitter and one at the
receiver. This is exactly how it is done in broadcast. If the two filters do not
match the VSB shape, the remaining equalization is done by other LPF in
the receiver.

3.2.4 Color television transmitter and receiver structure

Color TV transmitter camera tubes (or CCDs) provide RGB outputs. These
outputs are amplified by video amplifiers and are passed through gamma correc-
tion blocks. This correction is to compensate for the camera brightness region,
which does not correspond to human eye brightness recognition. The gamma-
corrected signals are fed to a transmitter luminance matrix, creating m.(f) as
per Eq. (3.5). This process is done to produce a signal that discriminates
better against noise and also produces a better rendition of whites, grays, and
blacks when watched in monochrome. This output is known as Y or luminance
as marked in Fig. 3.16 and contains frequencies up to 4.2 MHz and would
produce black and white picture on any monochrome receiver. Hence, the
color transmission is compatible to monochrome. This Y signal is fed in two
directions: one to the adder, where luminance, color, sync, and blanking
pulses and a sample of the color subcarrier frequency called a color burst of
eight cycles are added to form a modulating signal for the color TV transmitter.”
The Y signal is fed into a phase shifter of 180 deg that creates a — Y signal. The
—Y is fed into an adder, which generates B — Y and R — Y signals. These signals
are fed into a QPSK modulator matrix, generating two quadrature signals / and
0, which are marked as m,(t), mo(t), respectively. The QPSK modulator matrix
consists of a 90-deg power splitter and a linear combination matrix for ampli-
tude and phase adjustments. These I and Q outputs are fed into the / and Q
arms of the QPSK modulator, where the quadrature vector Q is modulated by
the local oscillator (LO) frequency +90 deg and the in-phase vector / is modu-
lated by the LO directly. The I and Q signals carry the color information, and
the amplitudes of / and Q determine the color saturation (purity) as indicated
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Figure 3.16 Block diagram of luminance and chrominance multiplexing on subcarrier
of 3.58 MHz, including blanking and sync generation for single horizontal row
synchronization and fly-back blanking.

in Eq. (3.6). The phase between I and Q determines the hue (the actual color,
which is a proper mixture of the RGB) as indicated by Eq. (3.7). The Y
signal controls the brightness.

The TV receiver in Fig. 3.17 is a super heterodyne receiver. The RF converter
converts and shifts the entire spectrum of the desired channel, video, and sound,
and AM and FM into IF frequency. The LO is synthesized by a frequency synthe-
sizer. The image signal is detected by an envelope detector and the sound (aural) is
detected by FM phase locked loop (PLL) detector. The receiver’s IF frequency
range is 41 to 46 MHz and provides the vestigial shape.
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The total signal at the input to the envelope detector is given by’

F(t) = Acv[l + pX(#)] cos wevt — AcvMXQ(t) sin weyt
+ Aca cos[(ocv + 0a)f + @(1)], (3.19)

where Acy is the video carrier amplitude, Ac, is the audio carrier amplitude, . the
AM index (approximately 0.85), wcy is the video carrier frequency, wa the aural
frequency, wcy + wy is the aural carrier that is 4.5 MHz above the video, X(7) is
the video signal amplitude (AM), and ¢(¢) is the FM audio.

Since uXp(f) < 1 and Aca; Acv, the resulting output from the envelope detec-
tor, is given by:"'

A(1) = Acv[l + pX(1)] + Aca cos[wat + ¢(2)]. (3.20)

The video amplifier has a low pass filter to remove the audio signal from A(r)
as well as a dc restorer that electronically clamps the blanking pulses and hence
restores the correct dc level to the video signal. The amplified and restored
video signal is applied to the picture tube and to the sync pulse separator that pro-
vides synchronization for the sweep generators. The brightness control is achieved
by manual adjustment of the dc level and the contrast is done by controlling the IF
gain. The aural frequency is 4.5 MHz, FM, and the frequency of the image is
4.5 MHz, AM.

In Eq. (3.20), it is shown that the envelope detector contains the modulated
audio by the value ¢(¢). This component is picked up and amplified by another
IF amplifier at 4.5 MHz. Even though the transmitted composite video-audio in
Eq. (3.19) is from the type of frequency division multiplexing (FDM), there is
no need for separate conversion for the audio because the video operates like an
LO for the audio at the envelope detection process. This method is called an inter-
carrier-sound system and has the advantage that audio and video are always tuned
together. Successful operation is made by the condition of larger video component
with respect to audio, as well as keeping the video larger than the audio on the
transmitter side.

The function of a color TV receiver is based on the same concept as shown in
Fig. 3.17 with slight differences in the video processing. As was explained pre-
viously, any transmitted color TV signal contains three separate systems of side
bands, all within a band of 4.2 MHz. The Y signal side bands occupy the whole
4.2 MHz. The I and Q quadrature sets of chrominance side bands occupy the
space between the Y side-band clusters in the upper 2.5 MHz of the side band spec-
trum. The purpose of the receiver is to detect signals that are equal to the three
original RGB signals picked up by the camera and reassemble them in their
own component colors and identities in their proper places on the screen.

The video signal X,(¢) detected by the envelope detector is described by

X, () = Xy(t) + Xo(1) sin(weet) 4+ X1(2) cos(weet) + Xu(t) sin(weet),  (3.21)

where }A([H(t) is the Hilbert transform of the high-frequency portion of X;(¢) and
accounts for the asymmetric side bands. This baseband replaces the monochrome
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baseband signal after the AM detector shown in Fig. 3.17. Additionally, an eight-
cycle piece of the color subcarrier is placed on the “back porch” of the blanking
pulses for synchronization as shown in Fig. 3.10. Demultiplexing is accomplished
in a color TV receiver after the envelope detector as in Figs. 3.17 and 3.18. The
whole composite video component is passed through a 1-ws delay and is then
fed to the Y (luminance) amplifier. This delay is necessary since the chrominance
signals are passed through a narrow pass-band filter that creates a delay of 1 ps.
Then the Y signal is passed through a 3.6-MHz trap (notch filter) to remove a
major flicker component, which is the frequency of the chroma subcarrier.
Then the resultant Y signal is fed into the signal matrix adderblock. There are
three adder-block networks to regenerate the RGB components for the color tube:

R(t) = Y() — 0.960(r) + 0.621(1), (3.22)

G(t) =Y(@) — 0.280(r) — 0.641(2), (3.23)
and

B() = Y() — 1.100(¢) + 1.701(z). (3.24)

Both the 7 and Q signals are produced by a QPSK demodulator, and the —7 and
— @ signals are produced by a 180-deg phase shifter as shown in Fig. 3.16. The LO
of the QPSK demodulator is synchronized and locked on the color-burst signal
using a PLL, which locks the 3.6-MHz voltage control oscillator (VCO) that pro-
vides the LO frequency. The color burst is gated by the horizontal sync pulse.
Additional manual controls are provided to control the color level, i.e., saturation
or the color purity level, and phase control between / and Q to define “tint” or
“hue” to control the chrominance angle as was explained by Egs. (3.6) and (3.7).

3.3 Digital TV and MPEG Standards
3.3.1 The motivation for HDTV

The first impetus for high-definition television (HDTV) came from wide screen
movies. Soon after wide screen was introduced, movie producers discovered
that spectators seated in the first rows enjoyed a higher level of participation in
the action, which was not possible with conventional movies. Evidently, having
a wide field of view of the screen increased significantly the feeling of “being
there.” In the early 1980s, movie producers were offered a high-definition televi-
sion system developed by SONY and NHK.

In the late 1970s, this system was called NHK Hi-Vision and it was equal to
35-mm film.'® Following the introduction of HDTV to film industry, interest
began to build and develop HDTV system for commercial broadcasting. Such a
system would have roughly twice the number of vertical and horizontal lines
than the conventional system. The most significant problem facing the HDTV stan-
dard is similar to the problem faced by color TV in 1954. There are approximately
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600 million TVs in the world and the critical question is whether the new HDTV
standard should be compatible with the current color TV standards or supplant the
existing standard, or whether it should be simultaneously broadcast with existing
standards, knowing that existing standards will phase out over time. In 1957, the
U.S. set a precedent by choosing compatibility when developing the color TV stan-
dard. The additional chrominance signal created some minor carrier interface pro-
blems; however, both monochrome and color TVs could process the image and
sound of the same signal.

The basic concept behind HDTV is not to increase the definition per unit of
area, but increase the percentage of visual field contained by the image. The
majority of proposed analog and digital HDTV are working toward an approximate
100% increase in the number of horizontal and vertical pixels (Sec. 3.2.1). This
translates to 1 MB per frame with roughly 1000 lines containing 1000 horizontal
points per line or one million PELs. This results in an improvement by a factor of
two to three in the angle of vertical and horizontal field; furthermore, HDTV pro-
poses to change the aspect ratio from 4/3 to 16/9, which makes the screen image
look more like an image on a movie screen. Note that the aspect ratio of a picture is
defined as the ratio of the picture width W to its height H.

3.3.2 Technical limitations and concept development of HDTV

In previous sections it was explained that a conventional NTSC image of 525 horizon-
tal interlaced lines and a resolution of 427 pixels or image elements, and a scan rate of
29.97 Hz would require a BW of 3.35 MHz. In the case of HDTV with 1050 lines con-
taining 600 pixels per line, keeping the same frame rate with no interlace would
require a BW of 18.88 MHz, which is a problem. The current terrestrial (regular air
transmission rather than satellite) channel allocations are limited to 6 MHz only.
The question is what options are available in the case of 20 MHz BW for HDTV:'?

1.  Change channel allocation from 6 to 20 MHz.
2. Compress the signal to fit inside the 6-MHz BW.

3. Allocate multiple channels, two with compression or three without, for
HDTYV signal.

The first two options are virtually incompatible with current NTSC service.
Hence, the only remaining option is to have separate channels for NTSC and
HDTV. This way compatibility is maintained with current NTSC since the first
6 MHz of a signal could be dedicated to the standard NTSC and remaining
would be the additional argumentation signal for HDTV. There are several
opinions about HDTV transport: the first view is that these systems will be ulti-
mately successful outside the conventional channels of terrestrial broadcasting,
and another view is that HDTV must use existing terrestrial broadcast channels.



78 Chapter 3

In 1987, the Federal Communication Commission (FCC) issued a ruling indi-
cating that HDTV standards to be issued would be compatible with existing NTSC
service and would be confined to the existing very high frequency (VHF) and ultra
high frequency (UHF) frequency plans. In 1988 the FCC received about 23 propo-
sals for HDTV and enhanced definition television (EDTV), which reduced resol-
ution. Those proposals were all for analog and mixed analog/digital systems like
multiple sub-Nyquist sampling encoding (MUSE) and offered a variety of options
for resolution, interlace, and BW. In 1990, the FCC announced that HDTV would
be simultaneously broadcast and that its preference would be for a full HDTV stan-
dard. The two decisions contradicted each other. The 1987 decision leaned toward
an augmentation type format where NTSC and new channels provide HDTV aug-
mentation to those already existing. The 1990 decision was a radical verdict to
phase out NTSC. On the other hand, the FCC did not have any jurisdiction over
channel allocation in cable networks. Therefore, there was freedom for the
CATYV companies to have their plans, of which there were several options. They
could continue to broadcast conventional NTSC, they could install 20-MHz
MUSE-type HDTV systems (Japanese HDTV standard), or they could go with
the digital Grand-Alliance systems [Grand Alliance are AT&T, General
Instrument, MIT, Philips, Sarnoff, Thomson, and Zenith, the partners who
developed the digital high-definition television system underlying the advanced
television (ATV) standard recommended to the FCC by its Advisory Committee],
which resulted in two HDTV standards: one for terrestrial and one for CATV. In
May 31, 1990, General Instruments (GI) Corp. submitted the first standard of
specifications proposal for all digital HDTV systems. Later, on December 1990,
Advanced Television Research Consortium (ATRC), an organization of several
large consumer electronics companies, research facilities, and broadcast entities
that developed U.S. HDTV standards, announced its digital entry, followed by
Zenith, AT&T, and then MIT. As a result, there were four serious candidates
for digital HDTV as well as modified narrow MUSE and EDTV. During 1991,
these systems were tested. In 1993, the FCC made a key decision for an all-digital
technology and accepted the recommendations from the Grand Alliance. During
1994, the HDTYV system was constructed, and a detailed system review and modi-
fication followed. The Grand Alliance and the technical subgroup recommended
the system parameters:

e  The system would support two, and only two, scanning rates: (1) 1080
active lines with 1920 square pixels-per-line interlace scanned at 59.94
and 60 fields/s, and (2) 720 active lines with 1280 pixels-per-line pro-
gressively scanned at 59.94 and 60 frames/s. Both formats would also
operate in the progressive scanning mode at 30 and 24 frames/s.

e  The system would employ MPEG-2 compatible video compression and
transport systems.

e  The system would use the Dolby AC-3, 384 Kb/s audio system.?®
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Table 3.2 Various MUSE standards.*®

Y C C
Standard Lines per  Field bandwidth  bandwidth, bandwidth,  Aspect
and year frame rate (Hz) (MHz) wide (MHz) narrow (MHz) ratio
NHK, 1980 1125 60 20 7 5.5 5/3
MUSE, 1986 1125 60 20 6.5 5.5 5/3
SMPTE, 1987, Studio 1125 60 20 30 30 16/9

Following the subsystem transmission tests of the VSB'* system and the QAM
system, the VSB system was approved on February 24, 1994'*!3 (more details are
in Chapters 16 and 17).

Currently, Japan is the pioneer country that has full HDTV transport to the
home over fiber via digital channels, which means there is no need for an
analog optical-to-coax converter, rather a regular digital transceiver is
needed. The early seeds of Japanese HDTV started at 1968 when Japan’s
NHK started a huge intensive project to develop a new TV standard. This is
an 1125-line analog system utilizing digital compression techniques. It is a sat-
ellite broadcast, which is not compatible to the current Japanese NTSC terres-
trial broadcast. The reason for this is the fact that Japan is a group of islands
covered by one or two satellites. The MUSE system, originally developed by
NHK has a 1125-line interlaced scan 60-Hz system with an aspect ratio of
5/3 and with an optimal viewing distance of about 3.3H. The BW of the ¥
signal prior to compression is 20 MHz, and the chrominance (C) BW before
compression was 7 MHz. This standard was upgraded. The various MUSE
standards are provided in Table 3.2.

The Japanese rejected the conventional VSB, which was similar to NTSC, and
chose satellite broadcast. They also explored the idea of a conventionally con-
structed composite FM signal, which would be similar in structure to Y/C
NTSC, while Y is at the lower frequencies and C is at the higher frequencies.
The satellite power in this case would be approximately 3 KW for getting a
40-dB signal-to-noise ratio (SNR) for composite FM signal in a 22-GHz satellite."®
This was incompatible with satellite broadcast. Hence, the other idea was to use
separate transmission for Y and C. This method drops the effective frequency
range and reduced the transponder power to about 570 W, where 360 W for Y
and 210 W for C would be required in order to have the same SNR of 40 dB for
a separate Y/C FM signal using 22-GHz satellite band, which is a much more rea-
listically feasible system.

Additional power savings is due to the nature of the human eye. Its lack of
response to low frequency noise allows significant reduction in the transponder
power in case the higher video frequencies are emphasized prior to modulation
at the transmitter and deemphasized at the receiver. This method was adopted
with crossover frequencies for emphasize/deemphasize at 5.2 MHz for Y and
1.6 MHz for C. This reduces the transponder power to 190 W for Y and 69 W
for C.'® The BW fitting of the Y¥/C signal combination into 8.15-MHz satellite
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BW was solved by digital compression. The NHK HDTV signal is initially
sampled at 48.6 Megasamples/sec. This signal controls two filters: one is respon-
sive to stationary parts of the image and the other to the moving parts. The outputs
of the two filters are combined and then sampled at the sub-Nyquist frequency of
16.2 MHz, which is one-third of the initial sampling rate. The resultant pulse train
is converted by a digital to analog with a base frequency of 8.1 MHz."®

3.3.3 Digital video audio signals, 8VSB 16VSB 64QAM
256QAM and MPEG

The Grand-Alliance proposed 8VSB, and it was accepted by the FCC. It is the
RF modulation format utilized by the DTV (ATSC, Advanced Television
Systems Committee) digital television standard to transmit digital bits via
RF. Since the terrestrial TV system must overcome numerous channel impair-
ments such as ghosts, echoes in fiber and coax, noise bursts, fading, and inter-
ferences, the selection of the correct RF modulation scheme is critical. Moving
Picture Experts Group (MPEG) is a formatting standard that was developed to
overcome BW limitations for digital video. Data compression of audio and
video was developed by the MPEG committee under the International Standard
Organization (ISO). The MPEG technology includes many patents from many
companies, it deals with the technical standards, and it is not involved and does
not address intellectual property issues. MPEG-II is the video compression/
packetization format used for DTV. The video processing steps comprise
MPEG-II encoding and 8VSB modulation for terrestrial broadcast, and
64 QAM is set for cable operators. Hence, the two main blocks are MPEG-II
encoder and 8VSB or QAM exciter. The broadcast standard also includes
16VSB, which is proposed for cables and can carry two HDTV programs.
On the other hand, 256 QAM is demonstrated as well on cable, showing it is
capable of carrying two HDTV programs. The 8VSB method is specifically
designed for terrestrial broadcast with a reference pilot. This is done due to
the fact that the broadcast environment must overcome cochannel interference
between multiple DTV signals and between DTV and NTSC. The reference
pilot carrier helps the DTV tuner to acquire the signal when the channel is
changed. In Secs. 3.3.6 and 3.3.7, the structure of HDTV VSB/QAM exciter
is reviewed for general background. Other related standards for still-image
compression are called Joint Photographic Experts Group (JPEG) and Joint
Bilevel Image Experts Group (JBIG), which uses binary image compression
for faxes. For audio compression, the AC3 algorithm is used and will be
reviewed in Sec. 3.3.6.

3.3.4 MPEG-1 standard

The main goal of MPEG-1 compression algorithm is to improve spectrum
efficiency. Generally speaking, video sequences contain a significant amount of
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statistical and subjective redundancy®->* within and between frames. The ultimate

goal of video source coding is bit-rate reduction for storage and transmission by
exploring both statistical and subjective redundancies and to encode a
“minimum set” of information using entropy coding techniques. For instance,
one aspect is to have clever statistical prediction of the motion vector of the
image. The performance of video compression techniques depends on the
amount of redundancy within the image as well as on the concrete compression
techniques used for coding. There is a trade-off between coding performance,
i.e., high compression with decent quality, and implementation complexity. An
MPEG compression algorithm also involves state-of-the-art very large scale inte-
gration (VLSI) technology for realization, which is crucial for that process. Further
detailed information is provided in Refs. [4 and 18].

In the previous sections, it was explained that each PEL or pixel composed
from three signals Y, U, and V, where V=R — Y, U=B — Y, and Y is given
by Eq. (3.5) or can be noted as ¥ = 0.3R + 0.59G + 0.11B. The MPEG-1 algor-
ithm operates on video in the YUV domain; hence, if the image is stored in the
RGB domain, it is transformed into the YUV(Y, Cr, Cb) domain first. Conse-
quently, the image can be referred to as a grid of PELs where each element has
three coordinates. As a result, there are three samples for each pixel. Originally,
MPEG-1 started as a low resolution video sequence compression algorithm of
approximately 352 by 240 pixels, at a rate of 29.97 (approximately 30) frames
per second. Remember that two frames compose a picture for interlaced scan
mode. The MPEG quality, however, is equal to that of a high-quality original
audio CD. The main idea behind video compression is that natural human eye
response is similar to a low-pass filter. The human eye cannot resolve high-
frequency color changes in the picture, meaning that image redundancies can be
minimized for compression purposes. In other words, since humans see color
with much less spatial resolution than they see black and white, it makes sense
to “decimate” the chrominance signal, which is the color with respect to illumina-
tion, i.e., luminance. The outcome, then, is that color images are converted to Y, U,
V vector space, while the two chroma components are decimated to a lower
resolution of 176 by 120 pixels (half of original). The same image can be displayed
with the same eye observation quality but with lower number of PELs. The resol-
ution 352 x 240 and the sampling rate of (352 x 240) x 29.97 was derived from
the CCIR-601 DTV standard, which is used in professional digital video equip-
ment. In the U.S. it calls for 720 x 243 x 60 fields (not frames) per second.
The fields are interlaced when displayed. As was explained in previous sections,
an image is composed of two fields, each field is acquired and displayed within
~1/60 s apart, it can be said though that within one second, approximately 60
fields are displayed or approximately 30 frames are acquired and viewed,
because of the interlacing method (Sec. 3.1.1). The chrominance channels are
360 x 243 by 60 fields interlaced again. This ratio of 2:1 decimation in horizontal
direction is defined as 4:2:2 sampling.

The idea behind the a:b:c notation is that given numbers are stating how
many pixel values, per four original pixels, are actually sent. The a:b:c sampling
notations are relative to luminance signal Y and can be found in the CCIR-610.



82 Chapter 3

ONONONO)
© e ®@®
© e ® @
ONONONO)
ONONONO)
ONONONG)
ONONONO)
ONONONG)

O O
O O
O O
O O

4:1:1 4:2:

ONONONO)
ONONONG)
© e ®@
ONONONG)
OeO Oe0
ONONONG)
IONONON®
OeO OeO
ONONONG)

@  Pixel with only Cr value and Cb values

Q Pixel with only Y value
@ Pixel with Y, Cr and Cb values

Figure 3.19 U(Cr) and V(Cb) subsampling relative to the luminance sample Y.
They have the following meaning:

e  The scheme 4:2:2 means 2:1 horizontal down sampling, and no vertical
down sampling. In other words, “4 Y samples for every 2 Cb and 2 Cr
samples are in a scanline.” That is, of four pixels horizontally labeled as
0 to 3, all four Y’s are sent, and two Cb’s and two Cr’s are sent, as
(Cby, Yy), (Crg, Y1), (Cb,, Y5), (Cry, Y3), (Cby, Y,), and so on (or averaging
is used).

e  The scheme 4:1:1 means 4:1 horizontal down sampling, no vertical. In
other words, “4 Y samples for every 1 Cb and 1 Cr samples in a scanline.”

o  The scheme 4:2:0 means 2:1 horizontal and 2:1 vertical down sampling.
Theoretically, an average chroma pixel is positioned between the rows
and columns as shown in Fig. 3.19. The scheme 4:2:0, along with other
schemes, is commonly used in JPEG and MPEG-1.
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e  The scheme 4:4:4 means that no chroma subsampling is made. Each
pixel’s Y, Cb, and Cr values are transmitted, 4 for each of Y, Cb, and Cr.

A video stream is a sequence of consecutive video frames showing motion;
each frame is a still image. A video player displays the frames at a rate of
30 frames per second. The frames are digitized in the RGB domain as 24 bits,
8 bits for each color red, green, and blue. Assume MPEG-1 is designed for a bit
rate of 1.5 MB/s and can be used for images at sizes of 352 x 288 at a rate of
24 to 30 frames per second, hence the resultant data rate is 55.7 MB/s up to
69.9 MB/s. (In fact MPEG-1 is not limited to a specific frame size and rate as
noted by the CCIR-601. It supports higher resolutions and rates such as
704 x 480 up to as high as 4095 x 4095 x 60 frames per second or 1 GB/s).
This RGB format is converted to the YUV domain and its content is preserved.
The MPEG-1 algorithm operates on the YUV domain. In the YUV domain,
format images are represented by 24 bits per pixel in the following way: 8 bits
for luminance information Y and 8 bits each for chrominance U(Cr) and V (Cb).
This YUV format is subsampled at the ratio of 2:1 for both horizontal and vertical
directions. Therefore, there are two bits per each pixel of U and V information.
This subsampling does not degrade the image quality since the human eye is
more sensitive to luminance rather than chrominance. The input source format
for MPEG-1 is called SIF, which is a CCIR-601 decimated by 2:1 in the horizontal
direction, 2:1 in the time direction, and an additional 2:1 in the chrominance ver-
tical direction. In order to make the scale as divisions of 8 or 16, some lines were
cut off if required. In Europe, where PAL and SECAM are used, the display stan-
dard is 50 Hz, which means 50 fields or 25 frames per second. The number of lines
per field is changed from 243 or 240 to 288. The NTSC low resolution decimated
chrominance is changed from 120 lines to 144 lines. The reason for this is the
fact that the source data rate is same for PAL, SECAM, and NTSC:
288 x 50 = 240 x 60.

The fundamental building block of an MPEG picture is called a macroblock.
Frames are divided into 16 x 16 pixel macroblocks. Each macroblock comprises
four 8 x 8 luminance (Y) and two 8 x 8 chrominance blocks, which are the U and
V vectors. In other words, there are two pairs of 16 x 16 luminance (Y) samples
and two corresponding 8 x 8 blocks of chrominance samples, which are the U
and V vectors.

After frames were divided into macroblocks, the next step is coding. The fun-
damental idea in MPEG coding is to predict statistically the motion from frame to
frame in a sequential, temporal direction and then to use discrete cosine transforms
(DCTs) to organize the redundancy in the spatial directions. The DCT process is
done on 8 x 8 blocks, and the motion prediction is done in the luminance (Y)
signal, which is 16 x 16 blocks. This means that for a given 16 x 16 block in
the current frame, the algorithm compares it with the most similar previous or
future frame; there are backward prediction modes where later frames are sent
first to allow interpolation between frames. Hence, the first step of the coding
algorithm is “temporal redundancy reduction,” which explores the maximum
redundancy reduction using temporal predictions. There are three types of coded
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frames. Intra, marked as “I,” is coded as still frame without using past history, and
it provides access points for random access and has moderate compression. The
second frame is called the predicted and marked as “P.” It has a past and, therefore,
was predicted either from Intra frame or from a previous P frame. The last frame is
the bidirectional and is marked as “B.” This frame is interpolated to have the
lowest bit rate; furthermore, the B frame is interpolated either from the previous
or from the future reference frames. Hence, B frames are never used as a reference
frame and are an average of two reference frames. The MPEG standard does not
limit the number of B frames between any two references I or P. Hence, a sequence
of “IBBPBBPBBPBBIBBI” is a valid one. Basically, the number of B frames
defines the quantization of a motion between two reference frames. The motion
prediction explained above is achieved by comparing PELs between two consecu-
tive frames. This assumption results in a high temporal correlation between
frames. This rule breaks down under unique circumstances such as a scene
change in a movie, which is a video sequence change. The temporal correlation
is minimized and vanishes, hence intraframes are used to rebuild new video
sequences and achieve data compression.
Three main conclusions can be derived from the above discussion.

e  Temporal correlation between PELs is maximal between consecutive
frames and this factor is used for generating B frames by marinating
maximum temporal correlation.

e  The quantization level between I and P images is defined by the number of
B frames.

e  Temporal correlation goes to minimum or zero in case of a video sequence
brake such as a scene change, which results in an extreme sharp change of
the image content (new background and figures which is color “chromi-
nance” illumination “luminance” and motion).

One of the tools of compression in the MPEG algorithm is motion compen-
sation prediction. As was explained, the frames are predicted from previous and
future frames from macroblocks. Hence, a matching technique is used between
blocks by measuring the mismatch between the reference block and current
block. The most commonly used function is absolute difference (AE):

i=7 j=1
AE(dy, dy) = |fG.)) — gli — dv.j — dy)], (3.25)
=0

i=0 j

Il
o

where f(i, j) represents a block of 16 x 16 pixels (macroblock) generated from the
current picture, and the g(i, j) represents the same macroblock from a reference
frame. The reference macroblock is marked by a vector (dx, dy), which represents
search location. Hence, the best matching macroblock search will have the lowest
mismatch error. The AE function is calculated at several locations within the
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search range. In order to reduce computing time and extent, an algorithm called the
“three step search” (TSS) is used. The algorithm first evaluates the AE at the center
and eight surrounding locations of the 32 x 32 search area. The location that pro-
vides the lowest AE value becomes the next center of the next stage and search
range is reduced by half. This sequence is repeated three times.

The next mathematical tool is the spatial redundancy reduction DCT function.
This process is implemented in each I frame, or used for error prediction in P and B
frames. This technique can be 1D on the columns or 2D on the rows.

For an 8 x 8 matrix, a 2D DCT is noted, while f(i, j) are pixel values and
the frequency domain transformation is F(u,v). In fact, this is 2D trigonometric

Fourier transform:>’
1 SIS 2i+ 1 2i + 1
F(u,v) =5 Cw)C) ZO: ]Zo: £G, ) cos[( : t6 )L”T] cos[( / J; - )W], (3.26)
where
Clo) = 1/«5...x:0. . (3.27)
0...... otherwise

The transformed DCT coefficients, F(u, v), are quantized to reduce the number
of bits representing them as well as to increase the number of zero-value coeffi-
cients.

In other words, high-frequency energy components are removed, i.e., pixels
are taken out. This is the extra redundancy in the picture the human eyes do not
see due to the inherent LPF nature of the human eyes. The above mathematical
processes are ended by tables of parameters. The quantized DCT coefficients are
rearranged into a 2D array by scanning them in zigzag order. This process is
called entropy coding, in which the dc coefficient is placed at the first location
of the array and the remaining ac coefficients are arranged from low to high fre-
quency in both horizontal and vertical directions. It is assumed that the high-
frequency coefficient value is most likely to be zero, which is then separated
from other coefficients. This rearranged array is coded into a sequence of run
level pair. The run array is defined as the distance between zero and nonzero
values. The run level pair information and the information about the macroblock
such as the motion vectors and prediction types are further compressed using
entropy coding.

This process is done by the video encoder, which packs the compressed video,
and the data then has a layered structure.

A structured layer packet of an MPEG block contains the following
information:

e  picture data of the compressed sequence of images I, B, and P, which is
defined as group of pictures (GOP),
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e  packet of additional information, which includes program clock reference
(PCR), optional encryption, packet priority levels, all of which are collec-
tively called packetized elementary stream (PES),

e the encoder or the MPEG multiplexer adds to the PES a label, which is
called a presentation time stamp (PTS), and

° the encoder adds an additional label called the decode time stamp (DTS).

Prior to PES transmission, a transport stream (TS) is formed. In the decoding
process, the DTS tag informs the decoder when to decode each frame, while the
PTS informs the decoder when to display each frame. MPEG decoding and
image displaying and processing should be done in a pipeline, which is parallel
processing. Assume the sequence “IBBPBBPBBPBBIBBI” is to be decoded.
The packet has 12 images between I to I frames. Since each frame time is
1/30s, frames each starting point will be most likely 2/5s = 0.4 s. Hence,
during transmission and decoding, when the pipeline is full, the processing
sequence will be as follows:

1.  The decoder receives the (intra) I image, then it has to process the (pre-
dicted) P image and keep them in the memory. The reason for this
process is that both I and P images are reference images the B bidirectional
images.

2. Then the decoder will display the first I image, then the two B images, and
last will be the P image.

3. Whenlis displayed, P is stored after analysis, then B is analyzed, and so on.

All is done in parallel while the next packet is analyzed in the pipeline. Now it is

easier to understand the correlation loss since this will create a process of rechar-
ging the decoder pipeline.

MPEG-1 originally was developed to process progressive scan such as in com-
puter monitors. However, in TV, fields are interlaced and two fields create a frame
or image. The idea is to convert an interlaced source into a progressive intermedi-
ate scan format. In fact, this is the way a synthetic MPEG compatible field is
encoded. Thus, there is a preprocessing prior to encoding and postprocessing
after decoding. Then the field is displayed as an even field while the odd field is
interpolated.

3.3.5 MPEG-2 standard

MPEG-2 standard is used for compression of both video and audio. It is similar
to MPEG-1 and is an extension of it.>> MPEG-2, however, covers broadcast
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Figure 3.20 Block diagram of basic hybrid DCT/DPCM encoder and decoder structure
concept used for both MPEG-1 and MPEG-2.

transmissions of HDTV and digital storage, and it answers the need for interlaced
video compression as in video cameras. MPEG-2 coding algorithm is based on
general hybrid DCT/DPCM (differential pulse code modulation) coding scheme
shown in Fig. 3.20. It incorporates a macroblock structure, motion compensation,
and coding for conditional replenishment of macroblocks. It uses the same tech-
nique of I, B, and P frames. MPEG-2 has additional Y:U:V luminance and chromi-
nance sampling ratios to assist video applications with the highest video quality.
Hence, to the 4:2:0 MPEG-1 sampling format were added the 4:2:2 format, suit-
able for studio video coding applications, and the 4:4:4 format, which results in
a higher video quality, i.e., images with better SNR performance and higher
resolution.

Basically, the MPEG-2 compression process is similar to MPEG-1. The first
frame in the video sequence is I, which is encoded as an intra mode with no refer-
ence. DCT is applied at the encoder on each 8 x 8 luminance and chrominance
block. After the DCT process, the 64 coefficients of the DCT are uniformly quan-
tized at the Q block. The quantizer step size (SZ) is used to quantize the DCT coef-
ficients within a macroblock that is transmitted to the receiver. After quantization,
the lowest DCT frequency coefficient (dc) has special processing, differing it from
other ac coefficients. The dc coefficient refers to average intensity of the com-
ponent block and is encoded by using differential dc prediction method. The
nonzero ac quantizer values of the remaining DCT coefficients and their locations
are then zigzag-scanned and passed through length-entropy coding using variable
length code (VLC) tables.
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The decoder has a feedback system. First it extracts and decodes the variable
length coded words (VLD) from the beat-stream to find locations and quantizer
values of the nonzero DCT coefficients for each block. Then it uses the reconstruc-
tion block marked as Q* for all nonzero DCT coefficients belonging to the same
clock. These subsequently pass through an inverse DCT (DCT ') and the quantizer
block pixels are obtained. By processing the entire bit-stream, all image blocks are
recovered. When coding P image, the previous (N — 1) I or P image is stored in
the frame-store (FS) memory in both the decoder and the encoder. The motion com-
pensation (MC) is performed on a macroblock basis. Only one motion vector
between the (Nth — 1) frame and the current Nth frame is estimated and encoded
for a particular macroblock. The motion vectors are coded and transmitted to the
receiver. Then the motion compensated prediction error is calculated by subtracting
each PEL to PEL in the macroblock comparing NtoN — 1. An8 x 8 DCT is applied
toeach of the 8 x 8 blocks contained in the macroblock, and then a quantization (Q)
of the DCT coefficients is done, followed by a VLC entropy coding. A video buffer
(VB) is needed to ensure constant bit rate at the encoder output. The quantization
SZ is adjusted for each macroblock in a frame to achieve and maintain the targeted
bit-stream rate and to prevent the VB overflow or underflow.

The decoder uses a reverse process to produce a macroblock of the Nth frame
in the receiver side.

From above encoding—decoding discussion, it is obvious that the bottleneck of
the process will be the memory-buffer capacity of the VB block. MPEG-2 commit-
tee understood that a universal compression system capable of fulfilling and
meeting the requirements of every application was an unrealistic goal. Hence,
the solution was to define several operation profiles and levels that create some
degree of commonality and compatibility among them, as provided by Table 3.3.

Even though the MPEG-2 profiles were defined, there are still 12 compliances.
In Table 3.3, the CCIR sampling notation of chrominance with respect to lumi-
nance, frame type used, resolution, and data rate and abbreviation for commonly
used levels and profiles are provided. Table 3.4 is a subtable summarizing the
characteristics of the MPEG-2 profiles.*

The MPEG2 bounds presented in Table 3.3 are the upper bounds of perform-
ance but except VBV size which is given in Table 3.4. The use of B frames
increases the resolution of motion between I and P frames. For given GOP contain-
ing 12 frames per 0.4 sec, and due to the flexibility of the rearrangement of I, P, and
B frames there is very low correlation between compression ratio and picture
quality; hence, quality is preserved.

MP@ML is a very good way to distribute video; however, it had some weak-
ness in postproduction. The 720 x 480 and 720 x 526 sampling structures defined
for ML (main level) disregarded the fact that there are 486 active lines for 525 lines
in NTSC and 625 lines in PAL.

By the possible exception of transition cuts and overlay limits, lossy com-
pressed video could not be postprocessed, i.e., zoomed, rotated, or resized while
in its compressed state. Tilt should be decoded first to some baseband per ITU-
R601. Without specific decoders and encoders that have the ability by design to
exchange information regarding previous compression operations, the MP@ML
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Table 3.3 MPEG-2 main profiles and levels.

Profile
SNR
Level Simple Main 4:2:2 (scalable) High
High - 4:2:0; - - 4:2:0,
1920 x 1152; 4:2:2;
80 MB/s; 1920 x
I, P, B; 1152;
MP@HL 100 MB/s;
I, P, B;
HP@HL
High - 4:2:0; - - 4:2:0,
(1440) 1440 x 1152; 4:2:2;
60 MB/s; 1440 x
I,P,B; 1152;
MP@H14 80 MB/s;
1, P, B;
HP@H14
Main 4:2:0; 4:2:0; 4:2:2; 4:2:0; 4:2:0,
720 x 576; 720 x 576; 720 x 608; 720 x 576; 4:2:2;
15 MB/s; I, 15 MB/s; 15 MB/s; 15 MB/s; 720 x
P; SP@ML I,P, B; 1, P, B; 1, P, B; 576;
MP@ML 422P@ML SNRSP 20 MB/s;
@ML 1, P, B;
HP@ML
Low - 4:2:0; - 4:2:0; -
352 x 288; 352 x 288;
4 MB/s; 4 MB/s;
I, P, B; 1, P, B;
MP@LL SNRSP
@LL

quality deteriorates rapidly when 4:2:0 color sampling is repeatedly used while
decoding and re-encoding during postproduction. Long GOP, with each frame
heavily dependent on others in the group, makes editing a complex task. Hence,
15-MB/s MP@ML at its upper data rate limit makes it impossible to achieve
good quality pictures in the case of short GOP having one or two frames. The
4:2:2 profile 422 P@ML (Table 3.3) utilizes 4:2:2 color sampling, which provides
more robust reencoding. The maximum video lines are raised to 608 and the

Table 3.4 MPEG-2 levels bounds for main profiles.

MPEG Luma rate VBYV buffer
parameter (samples/s) size (bits)
MP@HL 62668800 9781248
MP@HI14 47001600 7340032
MP@ML 10368000 1835008
MP@LL 3041280 475136
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maximum data rate reaches 50 MB/s. Moving picture experts group (MPEG)
422 P@ML was used as a foundation for SMPTE-308M (SMPTE: Society of
Motion Picture and Television), which is a compression standard used for
HDTV. The outcome of this discussion shows that the use of B frames increases
computational complexity, bandwidth, delay, and picture buffer size of encoded
video. That is because some macroblocks require averaging between two
macroblocks. At the worst case memory, BW is increased by an extra 16 MB/s
for additional prediction. Hence, extra delay is introduced because backward
prediction needs to be transmitted to the decoder prior to the decoding and
display of the B frame. The extra picture buffer pushes the decoder DRAM
memory requirements beyond the 1-MB threshold. Several companies such
as AT&T and GI debated if there is any need for B frames at all. In 1991, GI
introduced DigiCipher-II that supports full MPEG-2 main profile syntax as well
as Dolby AC-3 audio compression algorithm."

The MPEG-2 is then modulated by an 8VSB RF scheme and then delivered
through the HFC access networks to the subscribers’ home or curb (FTTx).
Then it is decoded at the set top box (STB) and displayed on screen.

3.3.6 MPEG AC3 and 8VSB baseband processing versus QAM

The modulation scheme used for terrestrial®** HDTV in the U.S. is 8VSB. The con-
ceptual MPEG 8VSB sequence is given in Fig. 3.21.

MPEG-2 packet contains some additional tags and bits. For instance, MPEG-2
length is 188 bytes. The first byte in each packet is always the sync byte. When the
MPEG-2 byte stream reaches the 8VSB exciter, these packets are synchronized to
the internal circuits of the 8VSB exciter. Prior to any signal processing, the 8VSB
exciter identifies starting points and ending points of each MPEG-2 data packet.
After all the processes of receiving synchronization and identification of the
MPEG-2 packet are completed, the sync byte is discarded.

The next step is data randomization, which is done at the data randomizer
block. The purpose of this process is to have a spread spectrum response,

Frame Data Reed-Solomon Data
MPEG-2 . > —
In Synchronizer Randomizer Encoder Interleaver
h 4
8-VSB Pilot Sync P Trellis
Modulator Insertion Insertion Encoder
v T T
Analog 8VSB-RF Field  Segment
Up-converter I ouT Sync Sync

Figure 3.21 8-VSB exciter block diagram. In CATV case the pilot insertion block is not
needed and the 8-VSB modulator is replaced by a 64QAM or 256QAM modulator.
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making the data stream look like a random noise. This is done in order to have the
maximal spectrum efficiency of the allotted RF channel. The randomization
process is done by a known pseudo-random pattern; in the receiver side, there is
also the same known pseudo-random pattern that recovers the spread spectrum
data. Prior to data randomization, the modulated RF pattern would have energy
concentration at certain points and holes on others. This is due to the reoccurring
rhythms of the MPEG-2 patterns.

After randomization of the baseband data, it passes through Reed—Solomon
encoding process, which is a forward error correction code (FEC). The FEC
process is used to prevent and improve bit error rate (BER) due to the link inter-
ferences and nonidealities. These nonidealities may come from reflections, echoes,
multipath, signal fading, and transmitter nonlinearities. The Reed—Solomon
process captures the entire incoming MPEG-2 data packet after sync byte was
removed, and mathematically manipulates them as a block, creating a kind of
a digital “ID tag” of the block content. This ID tag occupies additional 20 bytes,
which are linked to the end of the original 187-byte packet that came out of the
MPEG-2 encoder. These 20 bytes are known as the Reed—Solomon parity
bytes. At the DTV receiver side, the receivers compare the 187-byte block to
the 20 parity bytes and determine the data validity. In case of an error at the recei-
ver, the algorithm defines no relation between the Reed—Solomon parity to the
data and searches for a similar packet most closely related to the ID tag. This is
an error correction process. However, the Reed—Solomon error correction
process is limited; the greater the discrepancy between the ID tag and the received
packet, the greater the chance of inability to correct the error. In fact, the Reed—
Solomon error correction process can correct up to 10 bytes of error per packet,
which is about 5.3% of its length. In case of too many bytes of errors, the algorithm
can no longer match the ID tag. The data and the entire MPEG-2 packet must be
discarded; therefore, an additional redundancy called trellis coding is added.

Following the block diagram in Fig. 3.21, the next processing step is the “data-
interleaving” done by the “data-interleaver” block. The data-interleaver scrambles
the sequential order of the data stream and scatters the MPEG-2 packet data
throughout time over a range of approximately 4.5 ms by using memory buffers.
The main idea for this process is to increase the data immunity against burst-
type interferences. The “data-interleaver” creates new smaller data packets,
which contain small fragments from many MPEG-2 preinterleaved packets.
These newly reconstructed data packets have the same length as the original
MPEG-2 packets, i.e., 187 bytes plus the 20 bytes of the Reed—Solomon ID-tag.
This process generates a time diversity since not the entire coded MPEG-2 is trans-
mitted but only parts of it at a time; hence, in case of signal corruption by bursts of
interfering noise, only some parts of the information are lost and the error correc-
tion done by Reed—Solomon can be processed on the receiver side.

After the “data-interleaving” process, an additional redundancy is added to the
data recovery process by the trellis FEC. Trellis coding differs from Reed—
Solomon in that the Reed—Solomon coding treats the entire MPEG-2 packet
simultaneously as a block, while trellis coding is an evolving code that tracks
the progression of the bit stream as it develops through time. Reed—Solomon is
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a block code, while trellis coding is a convolution code. The trellis coding
algorithm splits each byte (8 bits) into a stream of 2 bits. The trellis coder compares
each 2 bits arriving into their past history of the previous 2 bits. Then a 3-bit
mathematical code is generated, describing the transition from the previous 2
bits to the current one. These 3 bits substitute the original 2 bits and are transmitted
as eight level symbols of 8VSB since 2° = 8. In other words, for each 2 bits
coming into the trellis encoder, 3 bits come out. Hence, it is defined as 2/3 rate
encoder. On the receiver side, the trellis decoder uses the transition codes of the
3 received bits to reconstruct the evolution from 2 bits to the next 2 bits. In this
manner, the trellis decoder tracks the trail, while the signal progresses from
2 bits to the next 2 bits. In this way, the trellis coding tracks the signal history
throughout time and remove potential faulty information and errors, based on
the signal’s past and future behavior. When sometimes, the 3 bits are corrupted,
it is impossible to connect between the past and the future of the signal.
The trellis error correction coding algorithm will search for the most likely
combination that connects between the past and the future of the 3-bit code.

After processing and encoding the MPEG-2 baseband, the next step is to insert
signals to aid the HDTV modem to actually locate and demodulate the RF trans-
mitted signal. These signals are Advanced Television Systems Committee (ATSC)
pilot (for 8VSB) and segment sync. These guiding signals are inserted purposely
after the Reed—Solomon, interleaving, and trellis coding in order to prevent any
signal corruption of time and amplitude relationships that these signals should
possess to be effective for detection.

In coherent digital demodulation, recovering a clock signal from the RF trans-
mitted signal is essential. The data must be sampled by the receiver with accurate
timing to have a proper recovery. The clock is generated accurately from the
recovered data. Then, if the noise level rises to where a significant amount of
errors occur, the whole clocking recovery crashes and data is lost. Therefore,
the following concepts were implemented to overcome the data susceptibility to
channel interferences, enabling the receiver to properly lock on the 8VSB signal
and begin decoding. The trellis encoder in the HDTV system performs 12
symbols leapfrogging ahead to determine the next symbol transition by learning
its future. Hence, symbol O is linked with 12, 24, 36, ..., symbol 1 is linked
with 13, 25, 37, ..., symbol 2 is linked with 14, 26, 38, ..., and so on. This
creates an additional form of interleaving, which adds an additional burst of
noise protection. This method was designed to work well in conjugation with an
NTSC interference rejection filter in the receiver, which uses a 12-symbol-
tapped delay line. In addition, in NTSC there was a need for the amplitude of
the sync pulse to be higher than the RF signal envelope (Fig. 3.5). This way, the
receiver synchronization circuits could lock on the sync pulses and maintain the
correct image framing even though the content of the picture was a bit snowy
due to a poor carrier-to-noise ratio (CNR). In addition, the NTSC signal had the
advantage of a large residual visual carrier, resulting from the dc component of
the modulating video. This carrier is mixed with an LO with the same frequency
and is used by the TV receiver tuners to zero in on the transmitted carrier. Similar
concepts are adopted by the 8VSB for sync pulses and residual carriers, which
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Figure 3.22 ATSC 8-VSB baseband data segment structure.

enable the HDTV receiver’s modem to lock on the incoming signal and start decoding
even with the presence of heavy ghosting and poor CNR conditions. The ATSC pilot
is inserted, then, by adding dc offset on both 7 and Q signals of the coded baseband
prior to modulation (more details on Sec. 16.4.1). A carrier leakage at zero frequency
of the baseband MASK results. This signal is the ATSC pilot. This carrier signal is
used by the HDTV receiver RF PLL as reference signal to lock on independently
without any relation to the signal itself. The ATSC pilot consumes only 0.3 dB of
the transmitted power, which is about 7%.

The next processing stage is inserting the ATSC segment and field sync pulses.
As was explained before, an ATSC data segment comprises 207 bytes or 1656 bits,
which is equal to 828 symbols of 2 bits each that after trellis coding becomes 3 bits
each with eight levels per symbol (hence the total segment size is 2484 bits). The
ATSC segment sync is a four-symbol pulse that is attached to the front of each data
segment and replaces the missing first byte, which is the packet sync of the original
MPEG-2 data packet. As a consequence, the sync label will appear once every 832
symbols and will always have a transition from positive pulse swinging between
the signal levels of 45 and —5 of the 8VSB levels (Fig. 3.22).

In the receiver side, 8VSB correlation circuits detect the repetitive character-
istics of the segment sync, which is distinguished adjacent to the background of the
pseudo-random data. The recovered segment sync is used to restore the system
clock (CLK) and sample the received signal. Due to the sync high repetition
frequency (similar to PRF, see Fig. 3.7), large signal swing from +5 to —35,
which is a 5-level swing depth with an extended duration (similar to PW, see
Fig. 3.7), making the segments easy to find. As a consequence, an accurate CLK
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Figure 3.23 HDTV field structure showing sync segment at the end of 313 data
segments.

recovery is possible at high levels of noise interferences. Hence, data recovery is
possible too. This robust approach enables detection at 0-dB SNR, while data
recovery requires 15-dB SNR in case none of the above-mentioned coding was
made. As a comparison to analog color NTSC TV, each ATSC segment sync
PW equals to 0.37 ws, while NTSC sync duration is 4.7 ws. In addition, an
ATSC data segment lasts 77.3 ws compared with NTSC line duration of
63.6 ws. Therefore, HDTV sync PW is narrower compared with that of the
analog NTSC, while the segment duration is longer compared with the line
period in the NTSC system. This way the active data payload is maximized,
while the sync overhead time is minimized.

One field of HDTV contains 313 consecutive data segments as shown in
Fig. 3.23. The ATSC field sync as a whole segment appears once every 314 seg-
ments, which is once every 24.2 ms. The field sync has a positive-to-negative pulse
transition, which is a known pattern. This is used by the receiver’s modem to elim-
inate shadow signals generated by poor reception. This is done by comparing the
received field sync with errors of the known field sync that occurs prior to trans-
mission. The resulting error vectors are used to adjust the receiver’s shadow
(ghost) canceling the equalizer. As the segment sync, the large signal swing and
repetitive nature allow them to be successfully recovered at very high noise and
interference levels (up to 0 dB SNR). The robustness of the segment and field
sync permits accurate clock recovery and ghost cancelling is completely in the
8VSB receiver even when the active data payload is corrupted due to bad recep-
tion. However, ATSC syncs do not have any role in framing the displayed
image on the CRT picture tube or plasma screen. The information is digitally
coded as part of the MPEG algorithm. In addition, at the end of each field sync
segment, the last 12 symbols of the data segment number 313 are repeated in
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Figure 3.24 Comparison between 8VSB and 64QAM constellation presentations.

order to restart the trellis decoder of the receiver for the first frame of the next field
to come.

Since the next chapters deal with the QAM scheme only, which is adopted by
the CATYV, the differences between the QAM scheme and 8VSB are provided in
this chapter. The FCC has designated 8VSB modulation as the terrestrial or air
modulation scheme in the U.S.

The 8VSB is very similar to 64QAM and 16VSB is very similar to 256QAM,
but in the VSB scheme only one phase of the carrier is used. There is no quadrature
component and there is no use of QPSK modulator. As it is explained in Chapters
16 and 17, the QAM scheme has both I and Q vectors. Only the 8VSB uses the
in-phase I axis; however, both modulation schemes have eight levels, hence
both modulation schemes’ constellation presentation shows eight vertical lines.
Since 8VSB has no phase information as in 64QAM, due to the lack of use of
the Q vector in 8VSB, the symbols are not arranged in a matrix as in the
64QAM. It is known that the QAM scheme has 64 constellation points, and the
difference between QAM and VSB signals can be understood by the fact that
eight levels are described by 3 bits. Therefore, in 8VSB there are 3 bits and in
64QAM there are 6 bits. There are 2° states for the in-phase I and 2° states for
quadrature Q to indicate the phase information. In other words, 8VSB constellation
has only one coordinate in the I, Q field, thus at each vertical line the phase
of the symbol is arbitrary, while 64QAM has two coordinates, which describe
64 (23 x 22 =20= 64) combinations or locations in the constellation plane. In
Fig. 3.24, the differences between 8VSB and 64QAM constellations are illustrated.

As was explained previously, in order to detect and synchronize the signal, in a
8VSB scheme an ATSC pilot is inserted for carrier recovery. In QAM, however,
the carrier recovery method takes advantage of the symmetrical structure of its
spectrum. Hence, by using a frequency doubler, the second harmonic of the
carrier can be used. Further discussion on that technique is provided in Chapters
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Figure 3.25 8VSB spectrum mask structure.®* (Reprinted with permission from IEEE
Transactions on Broadcasting ©) IEEE, 2003.)

16 and 17. Both modulation schemes have the same spectral efficiency. This results
in a mask shape and BW. After the up-conversion process and filtering the adjacent
undesired noise, it results in a minimum spectrum mask emission for a 8VSB
scheme, which is illustrated in Fig. 3.25.

3.4 NTSC Frequency Plan and Minimum System
Requirements

The CATYV frequency plan in the U.S., provided in Table 3.7, is specified by the
FCC. In Part 76, the FCC had assigned a channel plan in accordance with
the channel set plan of the EIA. The nominal channel spacing is 6 MHz, except
for 4 MHz frequency gap between channels 4 and 5. As explained previously,
the appearance of color transmission on a spectrum analyzer shows that the
video carrier is 1.25 MHz above the lower edge of the channel boundary
(Fig. 3.15). This carrier is the main RF carrier. Therefore, the video carrier
frequency is given by f= (1.25 + 6N) MHz, where N is the channel number.
This frequency plan is called the standard (STD) plan. The visual video carrier
for channels 4 and 5 are located 0.75 MHz below the 6 MHz multiples, i.e.,
0.5 MHz above the lower edge of the channel boundary. In addition, the visual
carrier in the following channel groups, 14-15, 25-41, and 43-53, has a
12.5 kHz frequency offset relative to the rest of the channels. The incrementally
related carrier (IRC) frequency plan calls for f= (1.625+ 6N) MHz, since
the carriers there are located at 1.625 MHz above the lower edge of the channel
boundary. The exceptions are channels 42, 60, and 61. The IRC plan has a
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12.5-kHz frequency offset compared to the STD plan. This selection was done to
minimize the interference in the 25-kHz radio links, which are used in airport
control towers and aircraft navigation based on FCC regulations (FCC 76.612
Cable Television Frequency Separation Standards). The harmonically related
carrier (HRC) plan, except for channels 60 and 61, calls for 6.0003-MHz multi-
plies. The reason for that is derived from the same motivation as in the IRC
plan. The development and deployment of optical trunks opened competition for
various vintages of equipment from a variety of cable equipment providers such
as trunk amplifiers, optical-to-RF converting receivers, and return path equipment
as well as splitters, filters, etc. Equipment is provided for various frequency ranges
depending on the deployment and architecture of the cable services. Optical recei-
vers cover the bands of 50-370, 50-470, 50-550, 50-870, and 50—1000 MHz.
Other equipment covers the DBS range as well and provides the coverage of
50—-870 and 950-2050 MHz in a single integration. The optical modulation
index (OMI) plan is 3—4% for the channels in the frequency range between 50
and 550 MHz and half of the modulation index mentioned for channels in the fre-
quency range between 550 and 870 MHz and DBS band (Fig. 3.26).

The above discussion provides test methodology and minimum pass or fail cri-
teria for any analog CATV HFC receiver that converts optical information into
multichannels of RF video signals. When multichannels are transmitted via a
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Figure 3.26 Frequency plan for CATV signal transport incorporating return path for
video-on-demand CATV channels and IP telephony.
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nonlinear device such as a trunk amplifier and optical analog FFTx receiver, laser
transmitter generates various nonlinear distortions (NLDs). Further discussion is
provided in Chapters 9, 10, and 17. These discrete distortion products may
degrade the television image on screen. The multichannel distortions are categor-
ized into composite second order (CSO) and composite triple beat (CTB). The
CTB products are similar to the familiar third-order two tones in a sense that
the intermodulation (IMD) product is at the same frequency of the desired
channel. In CATV channels, it means the CTB products will have the same fre-
quency of the visual carrier as appears in Figs. 3.15(a) and (b). The visual
carrier is the main carrier in the NTSC standard. Hence, a CTB distortion would
act as a legal channel at the detection circuits and may take the image out of syn-
chronization. This will appear as horizontal streaks, covering one or more lines of
video. For CSO products, the worst distortion products are located at +0.75 and
=+ 1.25 MHz from the visual carrier. The low CSO distortions marked by any mul-
titone tester as CSO_L are at the low side of the visual carrier. Therefore, they are
out of band, since the 6-MHz filter starts to roll off, as shown in (Fig. 3.15).
However, CSO marked as CSO_H are in band and are within the luminance
energy band as shown in Fig. 3.15. CSO distortions generally appear as swimming
diagonal strips in the TV picture. In addition, CNR/SNR affects image quality by
creating “snow.” The minimum standard is defined by the FCC® regulations
governing the specifications for and testing of CTB CSO CNR/SNR as follows:
Regulation Text for Technical Standard and Regulation Test for Measurements.

FCC 76.605 (a) (8) and 76.609 (f) define minimum acceptable performances
for CSO/CTB:

e  CSO/CTB distortions must be more than 51 dBc below the visual carrier
level in systems where the carrier levels are not tied to a single synchro-
nizing generator.

e CSO/CTB distortion products for IRC/ICC (ICC: incremental coherent
carriers) systems need to be 47 dBc down.

It has been measured statistically that CTB can be perceived with little distor-
tions as 57 dBc under ideal program and receiver conditions. These system specs
drive the FTTx optical receiver to have a CSO/CTB requirement of 60 dBc as
minimum standard over temperature, which means higher production margin of
about 2 to 5 dB on top, bringing the specification level between 62 and 65 dBc
for pass fail criteria for CSO/CTB and cross-modulation [X-mod FCC 76.605
(c) (8) and 76.609 (f)]. In Table 3.4, the NLD frequency combinations for CSO
and CTB are provided.

FCC 76.605 (a) (7) and 76.609 (e) define minimum acceptable performances
for CNR and weighted SNR. SNR is defined as the ratio between the peak luma
carrier level at normal picture level of 714 mv or 100 IRE (Figs. 3.12 and 3.15)
and the rms amplitude level of weighted noise contained in the signal. In the
U.S., this measurement is performed by using a special luma weighted filter
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called Network Transmission Committee-7 (NTC-7), according to the CCIR rec-
ommendation 567.

e  The requirements of CNR define the threshold of acceptable image and the
compliance level is 43 dB. This is the weighted SNR. National cable tele-
vision association (NCTA) requires that SNR minimum standard should
be 53 dB.

e  The CNR test is carried out at the output of the set top box converter and it
is a system level test.

° Noise levels are tested at 4-MHz BW.

System wise, it has been measured statistically that a CNR required for accep-
table image, the noise level should be 50 dB below the carrier at the output of an
analog optical receiver at an optical level of —6 dBm and an OMI of 3.5-4%.

The above requirements ultimately define the approach to architecture when
designing CATV optical receivers as will be discussed in Chapters 12—14. The
testing recommendations that are defined by the American National Standards
Institute (ANSI)/Society of cable telecommunications engineers (SCTE) (for-
merly SCTE IPS TP 206) are for composite distortion measurements.”’ The
signal-to-noise tests are per ANSI/SCTE 17 2001 (formerly SCTE IPS TP 216)
and the Test Procedure for Carrier to Noise (CNR, CCN, CIN, CTN).22 These
tests call for spectrum analyzer parameters as shown in Table 3.5. Additional cor-
rection factors are added for CNR tests as described in Ref. [22]. X-mod tests are
defined in Ref. [23]. These tests are performed by using a multitone tester, where
the measurement is done at the output of the FTTx optical receiver. These tests
are the so-called RF tests and are described in Chapter 21. Table 3.6 provides
the frequency combination of each distortion type and number of components
for each term. An elaborate explanation for CSO CTB is provided in Section
9.6. Figure 3.27 provides the spectrum for the CSO and CTB products appearing

Table 3.5 SCTE recommendations for spectrum analyzer settings for NLD and
C/N tests.

Parameter Test conditions
Center frequency Carrier frequency under test
Span 3 MHz (300 kHz/div)
Detector Peak

Resolution bandwidth 30 kHz

Video bandwidth 30 Hz

Input attenuation >10 dB

Vertical scale 10 dB/div

Log detect Rayleigh correction factor Subtract 2.5 dB

Video filter shape factor correction Subtract 0.52 dB
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Table 3.6 Frequency combinations for CSO and CTB products.

Distortion Distortion Number of Term level above
order type term components per term harmonic in dB
Second order 2A 1 0
A+B 2 6
A—B 2 6
3A 1 0
2A+B 3 9.54
2A—B 3 9.54
Third order A—-2B 3 9.54
A+B-C 6 15.56
A-B-C 6 15.56
A+B+C 6 15.56

Pay attention that IP3 terms of the type 2A + B are lower by 6 dB compared with the triple beat terms of
A + B + C. Further discussion is provided in Chapter 9.
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Figure 3.27 CSO, CTB, CCN test on a spectrum analyzer.? (Reprinted with permission
from SCTE © SCTE, 2001.)
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in Table 3.6. The spectrum analyzer settings for CNR and NLD tests are provided
by Table 3.5 and are described by the standard.?® Additional tests are related to the
video and signal performance as will be reviewed in Sec. 3.5.

3.5 Basic NTSC TV Signal Testing

In previous sections an introductory was provided about TV schemes standards
and system RF level tests such as CSO, CTB, CNR, and X-mod. These tests
provide information about system performance that may affect video quality.
Additional tests referring the video baseband performance and video signals are
needed as well to provide the entire information about the link. These tests are:

e  differential gain marked as DG;
° differential phase marked as DP;
e  chrominance to luminance delay inequality marked as CLDI; and

° hum noise.

3.5.1 Differential gain

Differential gain (DG) is defined as the difference in amplitude response at the
color (chroma) subcarrier measured at 3.58 MHz (Fig. 3.15) as a result of a
change of the luminance carrier level on which it rides. The source test signal
used is a “staircase” signal generator with chroma added to risers. It consists of
five steps in luminance Y covering the entire range from blanking to peak white.
The Y steps are 20 IRE units each from zero to 100 IRE. To each step is added
a color-burst phase, —(B — Y), which swings 40 IRE peak to peak (ptp), identical
to the NTSC burst. In case of no DG distortion, the signal will last with all subcar-
rier packets at 20 IRE (ptp).

The signal can be seen on the monitor when the chroma filter is switched
on. The filter removes the luminance structure on which the chroma signal is
carried. Chroma packets should be within 0 to 100 IRE units. The standard
calls for the measurement of the ratio between the difference of the largest
chroma packet to the smallest chroma packet and the largest chroma packet.
The ratio result is expressed in percent or decibels. According to FCC
section 76.605, the maximum DG distortion value cannot exceed 20%. In the
case of point-to-point terrestrial links, the NCTA’ requirements for
maximum DG is 15%. This value indicates the extent of drop in color satur-
ation due to an increase in the luminance subcarrier power. The staircase
signal range is up to 100 IRE units, which correspond to 12.5% modulation
index as shown in Fig. 3.5. The reason for that minimum is to prevent a
phenomena called “intercarrier buzz” in TV sets. This appears when one
wears a white shirt in front of a camera in the studio. That is why staircase
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Figure 3.28 FCC composite test signal during single horizontal scan. Vertical interval
test signal (VITS) for ANSI T1.502, 1988 (NTS-7) is shown here with modulated
staircase that reaches 110 IRE on chroma packets. The horizontal axis shows nominal
timing in microseconds.’ (Reprinted with permission from NCTA © NCTA, 1993.)

modulated signal is used with an amplitude modulator, i.e., TV and CATYV, and
the signal is held within 100 IRE. In Fig. 3.28, one vertical interval test signal
(VITS), recognized as the FCC composite radiated signal, which is passed
through an amplitude modulator, for VITS filed 1 line 18 is shown. The
signal consists of half a line of the modulated staircase and half a line of pulse
bar, i.e., two test signals at one line. However, careful observation shows that
the top luminance step is 80 IRE, and 20 chroma peaks reach just up to 100
IRE. Hence, a standard amplitude-modulated video staircase will look almost
white, with no saturation on a TV set at the fifth bar of the staircase signal.

Another VITS test signal was developed in 1988 by the NTC called standard
EIA/TIA-250C and ANSI T 1.502. It is similar to FCC composite radiated signal,
with the exception that the staircase and the pulse-bar signals are reversed in time
sequence. In this case the Y top step is at 90 IRE and the peak subcarrier is at 110
IRE. This signal is used to check network transmission such as the transmission
through satellites that have more dynamic range.

3.5.2 Differential phase

Differential phase (DP) is defined as a distortion of the color subcarrier phase (hue)
depending on the luminance (Y) level on which the subcarrier is carried on. It
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shows up as the hue shift. The method involves using the same staircase test signal
as was described in DG test and measuring the phase in a vector scope. In fact, a
vector scope provides information about both DG and DP: DG is a change in the
radius (magnitude), and the phase change refers to DP distortion. In case of no DP
and DG, the vector scope will show only one single dot. According to FCC section
76.605, the DP for color carrier is measured at the largest phase difference between
the chroma component and a reference component at 0 IRE, which is the blanking
level. Eventually the largest phase shift will be at the fifth stair level. The
maximum phase shift should not exceed +10 deg.

3.5.3 Chrominance to luminance delay inequality

The chrominance to luminance delay inequality (CLDI) test measures the change
in time delay of the chroma subcarrier signal with respect to the luminance Y
signal. The measurement is taken at the modulator output or processing unit at
the cable head end. The minimum standard defined by FCC section 76.605
states that CLDI should be within 170 ns. The test is performed by inserting
VITS signal prior to its reception at the cable TV head end.

3.5.4 Hum test

The definition of hum noise is that it results from the amplitude modulation of the
carriers over the cable. As was explained before, the visual carrier in NTSC and
PAL is amplitude modulated. The test is done by using a spectrum analyzer. It
is caused by low frequency amplitude modulation and its measurement description
is provided in Ref. [24]. The source of hum may be the poor filtering of power
supply that results in a ripple over the dc bias at the frequency of 50 to 60 Hz
and its harmonics. Another source may be a loose RF connector that forms a
diode due to corrosion. Hum noise will generate rolling bars on the TV screen.
The FCC standard section 76.605 (a) (10) states that the peak-to-peak variations
caused by undesired low frequency disturbances, which are generated within the
system or due to poor filtering and frequency response, should not exceed 3% of
the visual signal level. Measurement is performed on a single channel by using
nonmodulated carrier and checking the AM index as a function of the residual
modulation on the dc input bias.

As a summary for the above discussion, it is important to note that any fiber-to-
coax translator or receiver would have full compliance to the minimum standard.
NLD distortions will result in some effects as explained in Sec. 3.4; however, the
second-order effects may result in poor DG, DP, and CLDI. In addition to the tra-
ditional low-frequency sources, hum noise may also result from the instability of
AGC circuits in the optical analog receiver. Since AGCs are narrow band feedback
systems or feed forward system with hysteresis, improper design would result in a
low frequency residual AM with the same effects as hum noise. Further discussion
on AGC is given in Chapters 12 and 21 (Sec. 21.5).
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3.6 Main Points of this Chapter

1.

10.

11.

12.

There are three main standards in TV transmission: NTSC, PAL, and
SECAM.

NTSC and PAL systems use AM for the video and FM for the sound.
SECAM uses FM for the video color information and AM for the
sound and luminance.

The reasons for using interlaced scanning are to save video bandwidth
and to prevent picture flickering.

NTSC has 525 horizontal lines, and PAL and SECAM have 625 horizon-
tal lines each. Active horizontal lines are 480 for NTSC and 580 for both
PAL and SECAM.

The significant signal that defines a CATV feedback AGC bandwidth in
an optical receiver is the vertical scan frequency sync signal, which is
50-60 Hz per field. Thus, the AGC bandwidth should be below
0.5 Hz. This rate of the vertical sync is called PRF.

VSB+C is the modulation type for the video signal in PAL and NTSC. It
combines the benefits of DSB and SSB modulations. Its advantage is its
spectrum efficiency. VSB demodulation is cheap and is done by a simple
envelope detector.

The CATV frequency plan calls for an OMI level between 3% and 4% for
the channels between 50 and 550 MHz and between 1.75% and 2% to the
channels from 550 to 870 MHz.

CATYV channel spacing is typically 6 MHz and the channel plans are
typically with 110 channels in the frequency range of 50 to 870 MHz.

The three main colors in TV are RGB (red, green, and blue).

Horizontal scan color sync in NTSC is done by color burst on the back
porch. Phase inversion of the R — Y between alternating horizontal
scans are used in PAL. In SECAM, R — Y and B — Y are transmitted
alternately and are FM signals.

CATV minimum specifications call for 51-dBc for CSO and
CTB, and 43-dB for CNR. Practically, minimum specifications
call for a standard of 60 to 65-dBc for CSO and CTB, and 48- to
50-dB for CNR.

CSO_H are the most critical second-order distortions since they are
located both within the channel BW at +0.75 MHz and at +1.25 MHz
off the luminance carrier.
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13.

14.

15.

16.

17.

18.
19.
20.

21.

22.

23.

24.

25.

26.

27.

CSO_L are the least critical second-order distortions since they
are located both at the low end of the channel BW at —0.75 MHz
and at —1.25 MHz off the luminance carrier. Hence, they do not
affect the previous channel signal, which is frequency-modulated
sound signal.

CTB distortion signal drops at the same frequency of the luminance
carrier and may cause loss of sync in case it has high enough in power.

IRE units are defined as 1 V = 140 IRE units.

NTSC BW is 6 MHz, visual carrier (luma Y) is at 1.25 MHz from the low
BW edge, color (chroma) is at 4.38 MHz from the low BW edge, and the
sound (aural) is at 5.75 MHz from the low BW edge.

Color information is modulated by a QPSK modulator having / and Q
vectors.

Scanning process of an image is 2D Fourier transform.
HDTYV uses MPEG-2 and AC3 for image and sound compression.

MPEG compression is done by a Fourier transform called DCT, where
the low-energy, high-frequency pixels are dropped.

Down sampling is the first step prior to MPEG compression process.
There are several down sampling schemes, 4:2:2, 4:1:1, and 4:2:0.

There are three types of frames in MPEG: I, intra, not predicted funda-
mental image; P, predicted; and B, bidirectional, can be predicted from
I and P and used between I and P.

A sequence of I, B, and P images is called GOP, which stands for group
of pictures.

Prior to HDTV transmission, MPEG2 passes through frame synchroni-
zer, data randomizer, Reed—Solomon encoding, data interleaver,
Trellis encoding, field and segment sync insertion, pilot insertion in
case of 8VSB, and modulation (8VSB for terrestrial broadcast or
64QAM for CATV).

Trellis encoding is convolution coding and Reed—Solomon encoding is a
block coding.

8VSB modulation scheme corresponds to 3 bits or eight modulation
levels, and 64QAM modulation scheme corresponds to 8 bits or 64
modulation levels.

Both 8VSB and 64QAM have similar spectrum efficiency.
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28.

29.

30.

31.

32.
33.

The pilot in 8VSB assists the HDTV tuner to lock in quickly to a new
channel.

HDTYV contains 313 segments in a field plus one additional segment
called the field sync segment.

Differential gain and differential phase are video tests checking the dis-
tortions affecting the color saturation and hue, respectively.

Hum noise can be a result of ac ripple leakage into the dc bias circuit,
which results in a low frequency residual AM on the video signal, but
can be also a result of the optical receiver’s AGC oscillation, which is
a low frequency oscillation.

Distortions in digital TV may reduce BER performance.

HDTYV transmission is much more robust and can handle lower CNR for
BER of 107! In 64QAM, CNR =28dB and for 256QAM,
CNR = 35 dB.°
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Chapter 4

Introduction to Optical Fibers
and Passive Optical Fiber
Components

Optical fibers are one of the latest additions to signal-link submillimeter-
wavelength transmission line technology. Optical fibers are cylindrical
waveguides with significantly low loss. Since frequencies of light are very high
compared to that of microwaves, the bandwidth (BW) of an optical fiber is high,
and high data rate transports can be delivered through it. The fundamental
difference between a fiber and a coax is the material fiber versus metal and the
nature of the signal: photons versus electrons. In coax, the information signal
travels in the central conductor, whereas in the fiber, light travels in the core. In
coax, the central conductor is surrounded by an insulation dielectric material
and then by a conductive sleeve. In the fiber, the core is covered by a cladding,
and the core refractive index and diameter define the type of the fiber. However,
in both cases, the fiber and the coax can be used to transfer electromagnetic
waves.""> Similar to circular or rectangular waveguides used in microwaves, the
fiber is a circular waveguide. Hence, propagation modes depend on the dimensions
of the fiber. These modes are marked as EH,,, or HE,,,, where n and p indices are
the mode order of the Bessel equation solution! There are three main types of
optical fibers.

1. Single mode fiber (SMF) step index. Single mode fiber is a low-loss optical
fiber commonly used for long haul. These fibers are characterized by a
small core radius ranging from 1 to 16 wm. The differential refractive
index between the core and the cladding is about 0.6%. These fibers are
used with lasers only because their acceptance numerical aperture (NA)
is narrow.

2. Multimode step index fiber. Multimode step index fibers have a large core
diameter and a larger NA (acceptance cone), so light emitting diodes
(LEDs) can be coupled efficiently into them. The core radius range is 25
to 60 pm. The differential in its refractive indices is from 1% to 10%. It
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is a low-bit-rate fiber and low-BW short haul and is used for low-cost
applications such as short links between computers.

3. Multimode-graded index fiber. Graded index fiber has a gradual mono-
tonic decrease in the refractive index between the core center until it con-
verges into a plateau at the cladding region. For the purposes of wide band
performance, multimode fibers are designed and manufactured with
graded index profiles in order to reduce the intermode dispersion. This
type of fiber has a core radius range of 10 to 35 wm and a cladding
radius range of 50 to 80 pm (Fig. 4.1).

In addition, passive components such as couplers, connectors, and filters and
optical isolators, fiber Bragg grating (FBG), and wave division multiplexing
(WDM), multiplexers (MUXs) will be reviewed. All these components have a
major role in passive optical networks (PONs) deployment.
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Figure 4.1 Optical fiber types.
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4.1 Single Mode Fiber

Single mode fiber is commonly used in community access television (CATV),
quadrature amplitude modulation (QAM), amplitude modulation (AM), and vesti-
gial side band (VSB) transport, as well as in high-speed data rate channels due to
its lower loss and dispersion compared to multimode fibers. Group velocity dis-
persion (chromatic dispersion) is a primary cause of concern in high bit rate
(>2.5 Gbps), single-mode WDM systems. Dispersion in an optical pulse creates
pulse broadening such that the pulse spreads into the slots (in the time domain)
and interferes with adjacent pulses. In addition to intersymbol interference (ISI),
it also introduces a power penalty, which can cause degradation of the overall
system’s signal-to-noise ratio (SNR). In addition, even though it is a passive
device, these characteristics introduce nonlinear effects when driven by multiwa-
velength. This can be analyzed by Volterra series.” The nature of SMF response
versus optical wavelength is well demonstrated by Fig. 4.2.

Optical loss in commercial high-quality SMF is caused mainly by the Rayleigh
scattering of the silica glass. The losses are inversely proportional to the fourth
power of the wavelength and decrease as wavelength increases:*

P(L) = P(0) x 107%L/10

4.1)
P(L)[dBm] = P(0)[dBm] — aL,
where « is given by
C
o= e 4.2)

where C is a constant in the range of 0.7 to 0.9 (dB/Km)/pum®.

4
stie
! 82v(\;|r::$w 2" window 3" window
¥ 1.3 um 1.55 pm
2
IR absorption
E 10
=
o 08| _
g A~ Rayleigh OH overtones
= -+ scattering
@ 04H =cn4
8 o =C/I\ .
\ N N
021 UV absorption tall
\ S
N\ S~
01 AN ] ] ] I
0.8 1.0 1.2 1.4 1.6 1.8

Wavelength, A (um)

Figure 4.2 Optical attenuation rate in dB/Km as a function of wavelength showing the
three wavelength windows of operation.
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In the logarithmic plot scale in Fig. 4.2, the Rayleigh asymptotic rate reaches
the 1600-nm zone minimum where the intrinsic absorption dominates. This
common minimum is used for the 1310 and 1550 nm wavelengths. The reason
for Rayleigh scattering is because the inner core of the fiber is composed of
glass with a slightly higher refraction index than the outer cladding. This phenom-
enon is because of local microscopic fluctuations in silica density. In silica, the
molecules vibrate randomly during the fiber fabrication between solid and
freeze states, which lead to refractive index fluctuations. Hence, while propagating
through the fiber, some of the light is lost due to optical absorption that results from
the glass impurities, scattering due to nonuniformities in the material, and bend
losses. The intrinsic material absorption is divided into two categories. Losses
are caused by pure silica, where extrinsic absorptions are related to losses gener-
ated by impurities. Silica molecule electronic resonance is in the ultraviolet region
of A <400 nm and vibrational resonance occurs in the infrared region where
A > 700 nm. Due to the amorphous nature of fused silica, these absorptions are
at the band edges, where its tail continues into the visible wavelength. Hence,
short wavelengths can be used at the first window (Fig. 4.2). Extrinsic absorption
results due to the presence of impurities such as Fe, Cu, Co, Ni, Mn, and Cr, where
Cr absorbs highly in the 600- to 1600-nm range. Modern fabrication methods have
the ability to produce pure silica. However in state-of-the-art pure silica, the main
absorption is in the presence of residual water vapors. From Fig. 4.2, it is observed
that 1550 nm has a loss advantage over the 1310-nm wavelength; however, system
performance also depends on the dispersion factor, which is lower for 1310 nm.
Dispersion also depends on the wavelength of the signal in multimode fibers,
which have higher core diameters. That raises many modes to propagate
through the fiber, since their wavelength satisfies the boundary conditions of
this circular waveguide. However, dispersion occurs to some extent in SMF,
since the glass refraction index is dependent on wavelength too.

The definition of chromatic dispersion is the negative change of the group
travel time per fiber length unit per wavelength change. Hence, chromatic dis-
persion is always provided in units of ps/(km x nm). The SMF propagation
mode is determined by an effective refractive index n.g, since the indices of
both the core and cladding influence the propagation:

e = Ny + b(N)(n1 — ny), (4.3)

where n; is the core refractive index and n, is the cladding refractive index.
Assume the following well-known relations:

dw
P =—, 4.4
2wC
=— 4.5
® o 4.5)
2mn,
p=""1t (4.6)
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where Vg, is the group velocity, w is the radian optical frequency, B is the propa-
gation constant along the fiber, C is the speed of light, and A is the wavelength in
vacuum. The propagation time in picoseconds can be defined as

L
toy = —— = L— [ps]. 4.7)

Substituting Egs. (4.3) to (4.6) into Eq. (4.7) results in

L db
for = E |:n2gr + (nlgr - nZgr)(b -\ a:|’ (4.3)
where
dn
Nig = Ny — xd—)\‘ (4.9)
and
dn
Mg = Ny — xd—;. (4.10)

Subtracting Eqgs. (4.9) and (4.10), assuming small change in the derivative
parts, results in the following justified approximation:

ny—np; = nlgr - I’lzgr. (411)

This approximation in Eq. (4.8) and the definition of b(A), together with the IEEE
definition provided in Ref. [4], results in the chromatic dispersion expression
given by

dt,; ps
Deg = — —& [—} 4.12
CHR Ld\ Lkm x nm ( )
NP, N d*p
Derr %EWHE(:@I —m) 5 (4.13)

The first argument in Eq. (4.13) describes the material dispersion, while the second
part describes the waveguide dispersion. The waveguide dispersion, however,
makes a very small contribution to the overall dispersion performance of
the fiber. One of the methods to compensate for dispersion is to use dispersion-
shifted fibers. This is done by segmenting the core of the fiber. Hence, larger
waveguide dispersion is achieved and cancellation of the dispersion at one
wavelength or more can be accomplished. Assuming a negligible multimode
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dispersion, the 3-dB optimal fiber BW Bcyr due to chromatic dispersion effect is
given by:
0.44

o 4.14
LAN|Dorm| (419

Bcar =

where L is the total length of the fiber and AN is spectral BW at full width at half
maximum (FWHM) of the source. The above expression is based on fiber response
to an optical impulse, narrow zero width pulse, having a Gaussian spectrum, where
the spectral FWHM width is equal to AN. This is a Gaussian pulse, which has an
FWHM pulse width equal to the denominator of Eq. (4.14) at the fiber output.

It is observed in Fig. 4.3 that zero chromatic dispersion occurs at the 1310-nm
wavelength domain for silica SMF.

Using a dispersion-shifted fiber may solve this problem; however, the 1310
would then result in dispersion of about —30 ps/(km x nm). In FTTX, an inte-
grated triplexer (ITR) modules, where standard 1310-nm Rx/Tx are used, and a
1550 nm is used, the use of a shifted dispersion factor would penalize the other
wavelength. Hence, the solution is somewhere between the two wavelengths,
which fits for the full service access network (FSAN) standard and the regular
1310/1550.

In addition to the inherent natural distortions associated with SMF, there are
distortions and losses generated by mechanical deformations of the fiber such as
bending. Bending a fiber in a radius R is called macrobending.®’ Cable bending
is essential during deployment. The bending radius defines the amount of associ-
ated losses and additional dispersion.>
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Figure 4.3 Dispersion as a function of wavelength, while the fiber material is a
parameter; material dispersion of polymethylmethacrylate (PMMA), PF polymer, and
silica. (a) PF homopolymer; (b) 15 wt.% PF dopant-added PF polymer; (c) pure SiO;
(d): 13.5 mol% GeO-doped SiO. () PMMA homopolymer.® (Reprinted with permission
from the Journal of Lightwave Technology © IEEE, 2000.)
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As was explained above, group velocity dispersion (chromatic dispersion) is
the primary cause for concern in high bit rate (>2.5 Gbps) single-mode WDM
systems. Dispersion in an optical pulse creates pulse broadening in such a way
that the pulse spreads into neighboring slots (in the time domain) of the other
pulses. In addition to the ISI it creates, it also introduces a power penalty, which
can cause a degradation of the system’s SNR. Optical SNR is a true figure of
merit for optical communications. The dispersion power penalty dual port (DP)
is given by:®

DP — 10log (o /0y) ’
V1 +[DcurL(o)/00)]

(4.15)

where o, is the spectral width, oy is the pulse width, and o is the spectral width
variance. Furthermore, for SMF fibers, the chromatic dispersion parameter
D =17 ps/(km x nm). The limit on transmission distance is

\*D 16A*D
BL<16—— L<——. 4.16
wmc 2mCB? (4.16)
Therefore, the following equation is true:
K
L<5 4.17)

Fiber BW is provided by Eq. (4.18), but when calculating BW, it is important
to define what mode it refers to. In SMF, fundamental mode HE, ;, i.e., n =1,
p = 1 is supported:

2ma
Xup = o (n} —nj). (4.18a)

The condition for a single mode is X, , = X;,; < 2.405, where A is the free
space cut-off wavelength.

4.2 Optical Fiber Connectors

The fiber optical connector (FOC) is used to connect and disconnect between
digital transceivers to the fiber, between a WDM analog receiver and an
ITR /integrated triplexer to the curb (ITC) pigtail to the fiber. The FOC
should have high mechanical reliability for multiconnects and disconnects
without degrading its loss performance, reflections, and mechanical joint
locking between connectors. The main design goal of SMF connectors is to
have very low insertion loss (IL) of an average of 0.2 dB and an optical max
of lower than 0.6 dB. The return loss, which indicates optical reflections, is
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lower than —43 dB, while the maximum value is targeted to be —40 dB in
order to minimize distortions created by reflections in the analog section, and
minimize deterministic jitter and dispersion in the digital section. Hence, it
is necessary to minimize the air gap between the two fibers. Connection impair-
ments can be divided into two categories, intrinsic factors such as a core diam-
eter mismatch, cladding diameter mismatch, core eccentricity, and core
ellipticity (ovality). These defects are related to the fiber fabrication process.
The second impairment is extrinsic and depends on the connection and splicing
quality. Surfaces of contact should be clean of dirt so that both contact surfaces
are aligned on their axes and are parallel to each other. In addition, it should be
verified that both fibers are not scratched, nor have any mechanical defect such
as hackles, burrs, and fractures. This way, the geometrical propagation patterns
of the light rays are not disrupted and deflected; so they will not enter the next
fiber.

The optical connector structure is generally made of alignment sleeve and
interconnecting plugs, as shown in Fig. 4.4. The plug is essentially a ferrule
made of ceramic or metal that has an accurately drilled hole at its center,
where the SMF fiber itself is inserted and then polished at its ending surface.
There are several ways of polishing, as is explained later.

Antirctation Coupling and

=) / external hardware
_______ L

Epoxy %  F?

R
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L-%-_-_.,__‘ A b
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FO cable Fiber end face ~ CoURler Locking nut
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e

P

Plug Plug

Ferrule

Figure 4.4 A generic fiber optic connector.® (Reprinted with permission from Optics
and Photonics News © OSA, 1995.)



Introduction to Optical Fibers and Passive Optical Fiber Components 125

The quality of the polished surface, which is the contact surface, is an import-
ant parameter in defining the connection quality with respect to loss and reflection.
The optical return loss is similar to the RF return loss definition, as given by
Eq. (4.18b):"°

R/L[dB] = 20 log(zz ;Z 1) (4.18b)

Hence, if there is an air gap between the two surfaces, then referring to air as the
“characteristic impedance” analogy, n; = 1 and n, is the fiber refractive index. The
Bell Labs Communication Research (BELCORE)'! standard defines the criteria of
return loss and IL at the connector contact surface.

There are about 10 popular types of FOC in the fields of communications,
video, and datacom, as shown in Fig. 4.5.

The most popular in the field of hybrid fiber coax are the subscriber connector
(SC), face contact (FC)/PC, Straight tip (ST), and SC/APC. The optical connec-
tors were introduced to the market by the main connector factories and R&D labs

VFO[DF

Figure 4.5 Popular commonly used FOCs.® (Reprinted with permission from Optics and
Photonics News © 0OSA, 1995.)
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of communications companies; so these connectors became a standard. The
connector names also indicate the polishing finish of each. For instance, the
abbreviation PC refers to “physical contact” and APC refers to “angled polished
physical contact.” Moreover, among connector types, FOC/PC connectors have
a better return loss than those that have no PC between surfaces. FOC/APC is
even better in reflection performances than the FOC/PC. As data rates increase,
the specifications for optical return loss are more crucial and FOC/APC connec-
tors are preferred; for 10 GBit rate, the spec calls for a 50- to 70-dB return loss.
In this case, the ferrule combines 8 deg to 10 deg angled geometric design with
PC convex polishing at the end face. These kinds of APC optical connectors are
ideal for high-speed data rates (GBits). Since connectors are angled and polished,
with some tolerance on the angle, IL might be a bit higher, but back reflections are
low due to the return loss. That is a key parameter in WDM systems when an
optical triplexer or duplexer is used. Due to finite isolation value between the
Tx laser and the Rx detector in the optical block, additional reflected energy
may reduce the sensitivity performance of the receive side, for instance, a standard
1310-nm transmitter, 1310-nm receiver, and 1550-nm receiver for CATV. In this
case, the 1310-nm transmitter leaks into the 1310-nm receiver due to the optical
structure of the triplexer; however, bad return loss would cause more energy to
leak into the receive side of the 1310-nm detector, which is harder to isolate
than at the 1550-nm detector port.

The FC/PC connector was developed by Nippon Telegraph and Telephone
Corp (NTT). It has a flat end face on the ferrule that provides face surface
contact between joining connectors. The PC between surfaces reduces the IL
even further and improves the return loss. To increase performance and improve
return loss, FC/APC connectors were introduced. The goal of the HFC use of
such connectors is to reduce reflections and hence improve digital eye perform-
ance, thus getting a better bit error rate (BER) result, which essentially refers to
better sensitivity. In addition, in CATV signal aspect, reduction in reflections
improves AM VSB and QAM, since, for instance, optical distortions are reduced.

FC /super physical contact (SPC): These connectors are identical to the FC/
APC except that the polish on the end of the ferrule is not angled. Instead, the
ferrule is polished to form a convex surface so that when two connectors are
mated, the centers of their tips physically contact each other to provide a
smooth optical path. Depending on the quality of the polish, which is indicated
by the PC or SPC name, the optical back reflections are better than —30 or
—40 dB, respectively.

SC/PC (square/subscriber connector) was developed by NTT around 1986. It
employs a rectangular cross section of molded plastic. The connector is a push-to-
insert and pull-to-remove with a locking mechanism that prevents rotational mis-
alignment. This kind of connector and ones similar to the SC/APC are commonly
used by FTTx ITR (integrated triplexers) and FTTx modules. It has a locking
mechanism; therefore, it achieves low IL as well as return loss. The locking mech-
anism is advantageous, since it is a fast mating feature, preventing loss fluctuations
in case of mechanical interferences. Therefore the SC types were adopted by the
standards of ANSI/TIA/EIA-568 of commercial building wiring FTTP.
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Table 4.1 Connector-type performances.

Connector type Back reflections Insertion loss

FC/PC <-30dB <0.5dB, 0.25 dB typ
FC/SPC <—40dB <0.5dB, 0.25 dB typ
FC/APC <—-60dB <0.5dB, 0.25 dB typ

The ST connector was introduced in early 1985 by AT&T Bell Laboratories.
Its design uses a spring-loaded twist and a lock bayonet coupling that is similar to
Bayonet Neil Connectors (BNCs) for coax cables. It has the same advantages as
the SC types. The ST has a cylindrical 2.5 mm diameter ferrule. The ferrule is
made of ceramic, stainless steel, glass, or plastic. It is a popular connector
owing to its compatibility between manufacturers.

When selecting an optical fiber connector, there are several key parameters
that should be looked for:

° minimum IL, for CATYV, it is desirable to have less than 0.5 dB;
e  repeatability over multiple connections/disconnections;
e  better than 40 dB for CATV and better than 50 dB for high GBit rate; and

° compatibility with other connectors from the same type.

Two popular standards that are often referred by FOC manufacturers are as
follows:

° Bellcore (Bell Communications Research) Technical reference TR-NWT-
000326 Issue 3 titled Generic Requirements for Optical Fiber Connectors
and Connectorized Jumper Cables.

e  Japanese Industrial Standard JIS C 5970 1987, titled FO1 Type Connectors
for Optical Fiber Cords. It has an English translated version.

Table 4.1 demonstrates a specification for an FI'Tx pigtail finish, where par-
ameters such as IL, return loss, connector type, are referred to.

4.3 Optical Couplers

The optical fiber coupler is composed of two optical fibers or waveguides and has a
fixed coupling length as shown in Fig. 4.8. Optical fibers are analyzed by the even
and odd mode equations where at one part of the analysis, both inputs are excited
with the same signal amplitudes and phases.®®’° Figure 4.6 depicts a waveguide
coupler where the distance between the two waveguides defends the coupling.®®
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Figure 4.6 WDM wave guide filter based on directional couplers (DC). Concept used in
PLC (planar lightwave circuit). Coupling region is d. Coupling is determined by d.%°
(Reprinted with permission from Lightware Technology © IEEE, 2005.)

In the second part of the analysis, the ports are excited with the same signal
amplitudes but the signals are out of phase, i.e., O deg and 180 deg. The
common method of analysis is to present the coupler by 4 x 4 § parameter
matrix and solve S parameters constraints. In both cases of the analysis, the
signals have the same wavelength A. The 2 x 2 port coupler is identified by
four ports. Input, which is the S11 port, output (throughput), which is the S22
port, coupled, which is the S44 port, and isolated or cross-talk, which is the S33

Scattering Reflection

Parameters Coefficients
S11 S12 S13 S14 S11
S21 S22 S23 S24 S22
S31 S32 S33 S34 S33
S41 S42 S43 S44 S44
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Figure 4.7 4 ports network S parameters for analyzing optical coupler. An Even and
odd mode of excitations for solving the coupler transmission function is presented.
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Figure 4.8 Cross-sectional view of a fused-fiber coupler with a coupling region W and
two tapered regions of length L. The total span L;= 2L+ W is the coupler draw
Iength.13 (Reprinted with permission from G. Keiser, Optical Fiber Communications
© McGraw-Hill, 2000.)

isolated port.” Figure 4.7 illustrates a four-port coupler with S parameters. This
method is very similar to the analysis of transmission lines couplers and filters
in microwaves.'? In microwaves, the analysis goes for V and /, while in optics,
the equivalents are E and H, respectively, where the power is proportional to EZ.

The manner in which a 2 x 2 coupler is fabricated by fusing together two
SMFs over a uniform section of length W, as shown in Fig. 4.8.

Each input and output fiber has a long tapered section of length L. The total
representative length is L, = L + W. This device is known as a fused biconical
tapered coupler. By making the tapers (changing the radius of the fiber to a nar-
rower one) very gradual, only a negligible fraction of the incoming optical
power is reflected back into either of the input ports. Thus, these devices are
also known as directional couplers, similar to those used in microwaves.

The coupled optical power is varied through three parameters: the axial length
of the coupling region; the size of the reduced radius r in the coupling region; and
the difference Ar in the radii of the two fibers in the coupling region. By making a
fused-fiber coupler, only L and r change, as the coupler is elongated. The power P,
coupled from one fiber to a coupled port S22 over an axial distance z is given by'?

Py = Pysin’(k - 7). (4.19)

Conservation of power, for identical-core fibers, the direct arm power is
given by

P, = Py — Py = Py[1 —sin’*(k - 2)] = Pycos’(k - 2), (4.20)

where k is the coupling coefficient, z is the electromagnetic distance coordinate
from S11 port and is given by z = /(2k) for the spot, and P, = 0; Py, is the inci-
dent input power, P, is the coupled power, and P, is the direct arm power. It can be
seen that the optical coupler behaves as a lag—lead network since the coupled arm
has a 90-deg lag with respect to the direct arm. The conclusion is that the resonance
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length of the coupler is given by z = Lg = 7/(2k). Hence, by changing the & value,
the resonance period and the coupling ratios are changed. The coupling ratio is
given by

P, P

CPLR = g
P,+P, Py

(4.21)

However, since there are power losses, the above equality sign is theoretical
only but is a good approximation. The excess loss ratio (ELR) is defined as the
ratio between the incident power Py to the sum of the output powers at the two
arms:

Py

ELR = > 1. (4.22)
Py + Py
The isolation or cross-talk is given by
P
150 = -°. (4.23)
P3

Hence, the directivity would be the ratio of Egs. (4.21) to (4.23) or, in dB, the
difference:

DR = 101og(CPLR) — 1010g(ISO). (4.24)

When deploying a network or HFC network, couplers and splitters are used to
form the distribution network. For this purpose, a star coupler is used. The prime
role of star couplers is to combine the powers from N inputs and divide them
equally among M output ports. The fiber-fusion technique has been a popular
construction method for N x N star couplers. Figure 4.9 shows a generic 4 x 4
fused-fiber star coupler.

However to build a 1 x N splitter, which divides 1 input into N outputs, the
overall couplers needed are N — 1. That is because the structure splits from one

Figure 4.9 Generic 4 x 4 fused-fiber star coupler fabricated by twisting, heating, and
pulling on four fibers to fuse them together.™® (Reprinted with permission from G. Keiser,
Optical Fiber Communication © McGraw-Hill, 2000.)
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Figure 4.10 An 8 x 8 star coupler made of twelve 2 x 2 couplers. The first two
columns from the left compose two 4 x 4 star couplers. In fact, swapping places
between couplers of Az, A4, As, Ag, Would create a full separation between the two
4 x 4 stars. This way, the first two columns create the two 4 x 4 sections and the
last column creates the four 2 x 2 sections in this star matrix.t® (Reprinted with
permission from G. Keiser, Optical Fiber Communication © McGraw-Hill, 2000.)

arm into two arms; these are cascaded with additional two couplers creating four
arms, etc., so the split becomes a structure of 1 +N/2+ N/4+---+N/2""'. In
such a case, the split loss ratio is 10 log N. One way to create an N x N distribution
is to connect back-to-back two 1 x N couplers. That essentially would double the
split loss by 2 or would raise it by 3 dB x 2log, N. To overcome this problem, a
different structure is suggested.'” Assume N =n x m and mn x n couplers are
used in a cascade with nm x m couplers; then the signal is routed from any
input port to any output port and goes through log, N stages. Thus, the losses
are reduced to 3dB log, N. The total number of 2 x 2 couplers would be
(N/2)log, N. An example is provided in Fig. 4.10.

The star matrix structure results in N/2 elements in the vertical direction and
log, N elements horizontally. Realizing such a distribution coupler for large N
values becomes a space problem due to the large amount of couplers. Moreover,
since each coupler in the matrix has different access, loss, and slightly different
reflections and variations, the matrix performance is not uniform. The advanced
technology of today enables the use of silica glass waveguide couplers, which
are more compact than the ordinary fused-fiber couplers, that are used in PON
applications, etc.

4.4 WDM Multiplexers

In Sec. 1.1, the concept of WDM was introduced. The enormous BW of the optical
fiber has a great potential for large amount of optical wavelength high-data rate
transport with a relatively narrow BW percentage but very a wide absolute
BW. Note that BW% = BW /f,, where BW is the signal absolute BW and f; is
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the wavelength frequency. The wavelength response and characteristic of an SMF
was provided in Sec. 8.1. From Fig. 8.2, it can be seen that an optical fiber has two
long wavelength minima located at 1.3 and 1.5 pm. The frequency f at a given
wavelength is calculated by the relation f = ¢/\. Hence the incremental BW Af
can be calculated as the first-order differential approximation term:

df 1 1
Y c)\2 = Af (c )\2) A (4.25)

This expression is a good linear approximation to evaluate the absolute RF or
electrical BW by knowing the relative optical BW or relative optical BW as a
percentage as

Af:

c
T BW[%]. (4.26)
For example, assume a C-band center frequency of 1547.5 nm and optical BW
of +17.5 nm. The relative optical BW is 2.26%, and the absolute RF BW or elec-
trical BW is ~4384.5 GHz, which is about ~4.4 THz. One of the applications of
METRO WDM networks is to use tunable-wavelength transponders and reduce the
cost of redundancy. The current technology of tunable-wavelength transponders
for METRO applications enables the transfer of 10 GB/s over a single wavelength,
using a lithium niobate (LiNbO;) external modulator (EM) to avoid chirp and
hence chromatic dispersion. A single-chip solution using Mach—Zehnder EM is
presented in Ref. [14]. Wavelength MUXs and demultiplexers (DeMUXs) are
essentially needed. A selective-wavelength DeMUX can be used, where the
amount of selectivity, or wavelength filter BW, and shape-factor sharpness is
determined by the wavelength’s transport density. From Eq. (4.25), it can be
seen that the increments in AX define the absolute electrical Af and delineate the
data rate, which is available at that particular wavelength. In other words, AA
defines the relative BW% for a given wavelength and the wavelength spacing
scale. The trend of lowering network costs by using PON makes WDM, coarse
WDM (CWDM), and DWDM passive components key players in current
passive network architectures.

4.4.1 Mach-Zehnder interferometer concept for CWDM
MUX-DeMUX

CWDM wavelength splitters are based on coupled optical transmission lines. The
coupled optical transmission lines can be either fused-fiber couplers or planar
lightwave circuits. In both cases, the physical concept is the same and is based
on a selective wavelength coupling. The wavelength selectivity increments of
A) in a Mach-Zehnder interferometer (MZI) are at the range of 5 to 100 nm.
The main idea in this concept is to create different electromagnetic paths for
each wavelength, so that each wavelength resonates at a selective length. This
way, wavelength separation is achieved. In another approach, the coupling
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Figure 4.11 MZI concept.

factor is wavelength dependent. The idea here is to create a coupled line filter by
using two identical cascading directional couplers, while creating a phase differ-
ence between one arm to the other as shown in Fig. 4.11.

Both wavelengths, A; and A, are applied at the input port. Since the coupler is
a 3-dB coupler, both wavelength powers appear at ports A and B, while port A has
a phase lead over port B by 90 deg (7/2). Both arms’ output powers have to travel
from the A and B output ports to the C and D inputs of the next coupler. However,
the optical length of the A to C path is longer than the B to D path by the optical
angle BAL. Analyzing the power phasors summation and phases results in the
following relations. The phasor of wavelength A at port D adds to the other
phasor with the same wavelength A\; from port C, resulting in the following
phases and amplitudes at port F:

i i
PoutF=PD<q>+Pc<(¢+5+Acp+5). (4.27)

As for the power phasors’ summation to port E, the result is
T T
Poue = Pp < <q>—|—5) 4 Pe< <<,D+5+A<p). (4.28)

From the power phasor diagram for output F, it can be seen that the relative
phase between phasors C and D is m + A¢. The relative phase between phasors
C and D at output E arm is Ae.

Placing the phasors in Cartesian coordinates, as shown in Fig. 4.12, and
calculating the equivalent power value results in the following for outputs F and
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(a) (b)

Figure 4.12 Phasor diagram of power summation at the output ports of MZI, showing
relative angles between power vectors. (a) Output port F; (b) output port E.

E, respectively

Pro_F = \/ P2 — 2PcPp cos(Ag) + PZ cos?(A¢) + P2 sin*(A¢)

4.29
Pro g = \/PzD + 2PcPp cos(Ag) + PZ cos2(A¢) + P2 sin*(A¢) o
Since the magnitude of Pp, is equal to Pc, the power at port F is
Pror = \/ P2 — 2P2 cos(Ag) + P2 cos?(Ag) + P2 sin*(Ag)
= P\/2 — 2 cos(Ag) = 2P sin’ (%). (4.29a)

As for the E output, the following result is applicable:

ProE = \/ P2 + P2 cos?(Ag) 4 2P2 sin*(Ag) + 2P2 cos(Ag)
= P/2 + 2 cos(Ag) = 2P cos’ (A—z@) (4.30)

Knowing that the electrical angle Ap = BAL = n(2w/\)AL, the following con-
dition applies for resonance:

2
n=TAL = . (4.302)
Hence, for even values of &, the output at F is null, and at port E the output is

equal to the sum of the two powers 2P. For odd values of k, the port E becomes
null, and port F is the summation of the two powers equal to 2P. Now the
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design approach would be that both wavelengths have orthogonal transfer
functions to each other in order to create the wavelength separation. That means
null for A, is a peak for A, at the same port. Consequently, this leads to the following
conditions for cavity resonance modes under different wavelengths:

2
n)\—ﬂAL:ka—i—w 4.31)
1
and under the same port,
2
nTAL = 2k, (4.32)
2

This provision results in a separate condition for the wavelengths, since for any
integer value of k, both arms are null for each wavelength and the opposite arms

are peaks.
Subtracting Eq. (4.32) from Eq. (4.31) results in
AoA
AN=N— N\ = . 4.33
2 ' T 2nAL (4.33)
Hence, the frequency increment is given by
Af == (4.34)
~ 2nAL’ ’

The CWDM concept is commonly used as an optical front-end building block
for FTTx modules. Cascading MZI blocks are used to build a planar optical
triplexer for the FSAN wavelength standard of 1550-nm receiving, 1310-nm
transmitting, and 1490-nm receiving (see Chapter 5).

4.4.2 Concept of DWDM filters

The interference phenomenon of light passing through slits was demonstrated in
the 1800s by the English scientist Thomas Young. This experiment was crucial
in establishing the wave nature of light.'> The DWDM channel spacing resolution
is kept at the range of 0.5 to 5 nm, based on the facts uncovered by Young. The
operation in the case presented here is based on the diffraction grating phenomena
(Fig. 4.13). The idea is to create a reflection plane with parallel angular-shaped
reflector lines etched on a wafer or a reflection surface. The light hitting this
surface is reflected at a specific angle, 64, according to its wavelength \ and inci-
dent angle 6;. The idea here is to create multiple sources that will add constructive
interference. The light beam that hits the triangular slits on the grating plane is
refracted. Hence, the grating plane has multiple refracted light sources. The
period of the grating slit is marked as A. This length of interval defines the wave-
lengths’ separation step size or increments. In other words, the slit period A defines
the optical filter selectivity.



136 Chapter 4

Efficiency %

1
1
1
I
|
I
I
1
1
1
1
|
1
|
I
I
1
1
| »
|
I
1

g Wavelength A

Figure 4.13 Characteristic efficiency curve for given diffraction order intensity. The
maximum efficiency indicates blazing condition.

The condition for constructive interference is that the optical path A between
the incident wavelength and the adjacent wavelength, reflected from the grating
plane, would be integer multiplications of its wavelength. This is the fundamental
condition for creative diffraction when light strikes a grating diffraction plane:

_n)\

A (4.35)

Alsin(6;) — sin(0q)] = n\ = [sin(0;) — sin(6q)]

The waves hitting the Bragg diffraction plane are traveling waves; the imping-
ing wavelength is a forward-traveling wave, while the scattered one is a backward-
traveling wave. Hence, Eq. (4.35) becomes a phase condition for the difference
between the propagation constants [3 of the forward- and backward-traveling
waves. Knowing that sin(—8) = —sin(0), and for small values of 0, sin(0) = 6,
and assuming n = 1, Eq. (4.35) can be rewritten as:

2m . . 2T 2w 2
T[Sln(ei) + sin(—0q)] = K = T[Gl —04] = K . (4.36)

This notation is called the momentum conservation law.

The diffraction grating can, in certain configurations, concentrate a large
percentage of the incident energy impinging on the grating plane into a specific
order. This phenomenon is called blazing.

The measure of the light intensity diffracted from a grating is called efficiency.
The blaze wavelength is defined as the one that yields at a given diffraction order n,
the maximum efficiency, as shown in Fig. 4.13.

Back again to Fig. 4.14: on examining the incident and reflection angles 6;
and 64 on the grating plane, we find that there is a specific condition that occurs
under a specific geometrical arrangement where 0; = 04. This situation is called
the “Littrow condition” or “Littrow configuration.” At that point, the intensity
and the diffraction efficiency is maximized and the lens astigmatism is minimized.

System applications of DWDM filters can be realized where multiple colors
are transmitted, for instance, in a METRO application where add—drop filtering
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Figure 4.14 Diffraction-grating plane showing the slit period A, angle of incident
waves N1 + Ao, which is 84 and reflected wave A4 at 6.

is used. Additional applications include lasers [distributed feedback (DFB), distri-
buted Bragg reflector (DBR)], gain equalization dispersion compensation fiber
coupling (mode size transformers), and noise filtering, by using grating filters.'®

High-finesse resonance can occur in a grating waveguide structure (GWS).
Changing the refractive index and taking advantage of the high-finesse property
can lead to a tuning range larger than the resonance frequency.'” These filter
types are used to create an external cavity laser (ECL) by cleaving the filter at
one side of the laser and selecting the resonance mode by voltage control of the
refractive index. The tenability range achieved with this technique in TE polari-
zation mode, and with a reverse tuning voltage range of 0 to 20 V, was 0.5 nm
at 1520 nm, and 0.3 nm in the case of 1586 nm. For TM polarization, a wider
range was observed: 0.8 nm for 1515 nm and 0.5 nm for 1589 nm, with a tuning
voltage range of 0 to 30 V (Fig. 4.15).

A different approach to building a DWDM filter is by utilizing the MZI
method. As was explained previously, the frequency increments and wavelength
separation is given by Eqgs. (4.33) and (4.34). Therefore, the longer the delay
line AL, the finer the frequency increment step. For instance AL = 20 nm can
provide an optical frequency spacing of about 5 GHz. This is equal to 0.04-nm
spacing at 1550 nm. The MZI WDM can practically provide channel spacing
from 0.01 up to 250 nm for various AL lengths.'® Pay attention to the fact that a
thin film heater is integrated on one of the MZI arms, the AL arm, to compensate
for phase variations. When the light path is heated, the refraction index varies in
about 10 PPM/ °oC!? (Fig. 4.18). The other MZI arm is loaded sometimes with
mechanical stress applied by a film to balance the wavelength birefringence
between the long and the short arms.”® The MZI approach is used for instance
for interleavers and deinterleavers. An interleaver is a periodic optical filter that
combines or separates a comblike dense wavelength transport of DWDM.?!
There are several types of interleavers, as indicated by Fig. 4.16.

The requirements for performances in an optical filter within the pass band are
low IL, sharp roll-off or shape factor (SF), strong adjacent channel rejection, and
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Figure 4.15 Calculated and measured resonance wavelength shift as a function of the
applied reverse voltage for two different resonance wavelengths: (a) TE polarization. (b)
TM polarization. (¢) Basic geometry of a grating waveguide structure and relevant
incident, transmitted, and diffracted waves. At resonance, there is destructive
interference between the transmitted wave and the diffracted wave.” (Reprinted with
permission from the Journal of Lightwave Technology © IEEE, 2004.)
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Figure 4.16 Interleaver types: (a) 2:1 even-odd channels’ separation onto two ports.
(b) 4:1 separation deinterleaver or higher. (c) Banded interleaver; separates even
and odd channels out to 4:1 or higher. (d) Asymmetric interleaver separates one
channel in N.* (Reprinted with permission from the Journal of Lightwave Technology
© IEEE, 2004.)

minimum chromatic dispersion within the pass band. These are contradicting
requirements and a design compromise is made on the tradeoffs between the rejec-
tion depth and rejection BW of the adjacent channels. Interleavers have been
demonstrated that resolve comblike DWDM frequencies on 100, 50, 25, and
12.5 GHz center frequencies. The period is governed by the free spectral range
(FSR) of the core element AL. The FSR parameter describes the spacing
between the center frequency of one filter and the adjacent filter, or from the
center of the lower adjacent rejection band to the higher one, as shown in Fig. 4.17.
The interleaver filters suffer from several types of optical losses:

e  polarization-dependent loss;

e  polarization-dependent wavelength defines the frequency shift between
the s and the p states (Fig. 4.18); and

e  polarization-dependent mode dispersion, which is differential group delay
between two paths.

The design goal is to essentially minimize these parameters. The I'TU standard
defines a comblike frequency plan with an anchor at 193.1 THz and frequency
spacing of 100 GHz** (Table 1.2, Chapter 1). However, many transport systems
use 50-GHz channel spacing, which is a much denser comb and leaves less
room for FSR errors. Furthermore, due to the denser comb plan, the filter SF
becomes tougher, since the relative BW is smaller and the rejection is sharper.
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Figure 4.17 (A) Narrow-band design parameters of interleaver showing FSR, PDL, and
PD-A errors and misalighments. (B) These misalignments at a given wavelength grid are
the reason for leakage to the adjacent channel resulting in cross-talk.

There are three main design approaches for realization of an interleaver:

(1) Lattice filter with the following design approaches:
e  The birefringent filter known as Loyt or Solc filter.
° Mach-Zehnder filter as in Fig. 4.19. Lattice filters are typically used
for 2:1 interleavers and can be cascaded to realize 1:2" filters. On the

other hand, 1:2¥— 1 is required to build the whole 1:2" and terminate
one output; hence this approach is less economic in such a case.

(2) Gires—Tournois (GT) with the following design approaches:

° The interference filter.

e  The birefringent analog (B-GT), which is used for 1:2 inteleavers
and asymmetrical interleavers too.
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Figure 4.18 LF filter cell unit technology. (a) Complementary birefringent crystals
impart differential delay on orthogonal polarization states, marked as n4 and n, at
path p. A crystal pair is used to passively temperature-compensate the birefringent
phase. The phase compensation plate makes a fine adjustment onto the
International Telecommunications Union (ITU) grid. The e-axes are aligned within a
unit cell and cut at an angle determined by the filter synthesis. (b) Differential delay
is imparted on orthogonal polarization states by an all-glass unit cell. The leading
and following PBS rhombs separate the polarizations, and the delay prisms
determine the delay and phase.?! (Reprinted with permission from the Journal of
Lightwave Technology © |IEEE, 2004.)

(3) The arrayed waveguide router, which is well suited for 1:2" and deinter-
leaving in a single stage.

The FSR of the filter cell in Eq. [4.18(b)] is given by:

FSR (4.37)

c
AmLy £ Amly’

where c¢ is the speed of light, An, , is the group birefringence of the associated
crystal, and L, , is the respective crystal length. The An is a signed quantity, posi-
tive for uniaxial crystals and is negative otherwise. The + sign indicates alignment
(+) or crossing (—) of the extraordinary axes.

Hitachi-Cable*>** had first demonstrated the Mach—Zehnder dispersion-
compensated interleaver, where, in some cases of planar waveguides, phase adjustment
is done by thermal-optic heating pads located above the two interferometer pads.
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Figure 4.19 The Mach-Zehnder unit cell consists of planar waveguides. (a) The path-
length difference of the arms between the power couplers imparts differential delay,
which results in wavelength separation, as was explained in Sec. 8.4.1. The heating
pads adjust the phase permanently. (b) Power coupler structure for relaxing the
fabrication tolerance. Cascade of four couplers with equal coupling ratios and three
appropriately designed delay transfers coupling dependence from fabrication-
sensitive to fabrication-insensitive L.2* (Reprinted with permission from the Journal of
Lightwave Technology © IEEE, 2004.)

An arrayed waveguide grating (AWG) is one more way to realize interleavers
and deinterleavers. R&D has also focused on AWGs for DWDM and MUX and
DeMUX.?°** The main idea behind this topology is to create a phased array
whose beam direction or azimuth varies as a function of wavelength, as shown
in Figs. 4.20 and 4.21. This way, for several wavelengths, there are several
beams, where each one points to a different waveguide in the receive-side aperture.
Realization is made by using a power splitter where all the input light power from
the input waveguide splits in a free propagation region (FPR) to several wave-
guides. The power splitter is a kind of lens whose aperture is the plane where
the waveguide array is connected. The beam of light is no longer laterally confined
and becomes divergent in the lens. The waveguide array length is chosen to be nor-
malized to the central wavelength of the band of interest. Each waveguide in the
array is incrementally longer than its adjacent waveguide by AL, which equals
integer multiplications of wavelengths®’ at the center frequency:

AL:m%:mNL, (4.38)
g gf C

where A, and f, are the central wavelength and frequency respectively, m is the
order of the phased array waveguide, and N, is the effective index of the wave-
guide mode. The result is a dispersive response of the phased array. In the
center frequency, all individual fields will arrive at the lens aperture of the recei-
ver, equal in phase and separate from each other by integer multiples of 2.
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Figure 4.20 AWG diagram of an array coupler showing how the wavefront plane tilts at
the angle 0 as a result of wavelength change of A off Ao.>? (Reprinted with permission
from the Journal of Lightwave Technology © IEEE, 1993.)

However, when the wavelength is off from the center frequency wavelength, each
waveguide in the phased array would provide an electrical field at the receiver’s lens
with a different phase. Hence, the beam would be tilted along the image plane of the
receiver’s lens, and the beam azimuth angle will be changed from its main focal point.
The dispersion of the phaser is accomplished by linearly increasing the length of the
array waveguides, essentially causing a phase change due to change in the wave-
length. In microwaves, this technique is very similar to a phased array antenna,
where the frequency is fixed and the feeders of the array elements have a phase
control; here, the feeders have a fixed length and the frequency varies. Hence, in
both cases, there is the same effect of azimuth divergence of the beam.

Simulation tools for complex integrated optical circuits can be based on micro-
wave computer-aided design (CAD) software. As was explained in Sec. 4.3, there
is duality and similarity between microwave analysis methods and optics. Today’s
professional microwave CAD platforms, such as HP ADS, are suitable for simu-
lation analysis and synthesis of AWGs, DeMUXs, and MZI.>!
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Figure 4.21 Beam geometry between input and output apertures (planes or screens)
of the array lens.

From the geometry of wave propagation shown in Fig. 4.20(b), it is easy to see
that the dispersion angle 6 resulting from the phase difference A® between adja-
cent waveguides is composed of two wave indices, the waveguide [3 index and the
FPR lens index Brpr. Since between two adjacent waveguides, the length incre-
ment is AL, the phase difference is the difference between the indices of the two
adjacent waveguides B(R) and B(R + AL) (Figs. 4.20 and 4.21), where R is the
path length of the lens from the waveguide path to the image plane.

However, the phase occurring in the propagation of a common phase front can
differ by integer multiplications of 21, i.e., 2mr. This is the condition for construc-
tive interference, which states that all wavefront powers are summed in phase.’”
Hence, the following conditions are applicable at the center wavelength Aq. At
the center wavelength A, the spot of all-powers summation will be at the sym-
metrical axis line of the lens coupler. As was explained above, deviation from
Ao will cause an azimuth tilt of the spot along the focal line at the image plane
(Fig. 4.20):

AL = m\,. (4.39)

This condition states that the length increment AL must equal integer multipli-
cations of center wavelength A\, in order to have constructive interference at the
center wavelength (frequency). The wave propagation index 3 is defined as follows:

2T 21 2N
S W V7 R (440

where N is the refractive index of the media, \ is the free-space wavelength, and
Aee 18 the wavelength at the media. Using this notation, the wave index of lens,
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sometimes called array or coupler, is marked as [Bgpg, the refractive index is marked
as Ngpr, and the wavelength is marked as Agpr. The wave parameters at the wave-
guide are marked with the subscript “g.”

Assume a frequency shift of Af from the center frequency, resulting in a wave-
length change of AA. This will result in a wavefront tilt of 6 with respect to the
input phaser plane, as shown in Fig. 4.20. As a consequence, the summation
spot at the focal line travels from the symmetrical axis by the same degree of
angle, 6. However, the condition of constructive interference is preserved; there-
fore, @ satisfies the integer multiplications of 2m. By observing the geometry
of the calculation provided in Fig. 4.21, and calculating the path differences
from two adjacent waveguides until the focal line or image plane of the array,
@, is quantified. Special attention should be paid to the media of propagation,
owing to the transitioning from the waveguide to the lens, which is reflected by
a change in the refraction indices.

As can be observed from Fig. 4.21, at the center frequency, the wavefront
merges with the array-input plane. However, when there is a change in the wave-
length, the wavefront tilts off the array-input plane around the symmetrical axis.
This results in a Ax reduction from R or addition to R, as shown in Fig. 4.21.
Assuming that the output aperture period is marked as d,, which is the lateral
spacing, on center lines, of the waveguides in input array aperture, as shown in
Fig. 4.22, then Ax is given by the following geometrical relation:

Ax =d,sin0 (4.41)
and for small 0 values, it is approximated to
Ax = d,0.

The optical path of the beam is then R — Ax, and the adjacent beam travels
the distance R. This optical path occurs in the array media with the
FPR refraction index. On the other hand, the initial phase condition for &
at the center frequency is given by using wave propagation index of the
waveguide B,

Ad = B,AL = 2 . (4.42)

This condition should be preserved to have the spot on the image aperture at all
wavelengths. That means, the phase difference at the array satisfies the same con-
dition. Hence, the phase condition defines the Ax equation:

Ad) = BFPRAX + BgAL = BFPRda Sin 9 + BgAL (443)
Using the conditions in Egs. (4.42) and (4.43), the tilt angle 6 is given by*’

(Adp — mZd)Tr)] _Ad —m2m
daBrpr duBrpr

0=a sin[ (4.44)
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Figure 4.22 AWG concept showing transmit and receive sides. (a) Layout of the
PHASAR demultiplexer. (b) Geometry of the receiver side.?” (Reprinted with permission
from the Journal of Selected Topics in Quantum Electronics ©) IEEE, 1996.)

Equation (4.44) describes the tilt in the focal axis along the image aperture.
Now there is a need to find the displacement of the focal spot as a function of fre-
quency deviation from the central wavelength frequency f,. Observing Fig. 4.22,
the motivation is to find an expression that describes the change of S versus the
frequency f. This parameter is called the dispersion factor D. From Fig. 4.22,
the divergence angle Aa between two adjacent waveguides at the input aperture
is given by:

Ao =—. 4.45
o= (4.45)
Using the detention of D and the geometrical relations in Fig. 4.22, we get

ds do
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Using the relations in Eqs. (4.38), (4.40), (4.42), and (4.44) and some mani-
pulations, Eq. (4.46) becomes”’

1 N, AL, _ 1 Ny AL

=—- —R=—- —, 4.47
Jo Nepr d, fo Nepr Aa (447)
where
- dN,
Ny =N, + fﬁ. (4.43)

Equation (4.48) describes the waveguide refraction index dispersion for the
same reason as described in Sec. 4.1 for an optical fiber. One more interesting
observation from Eq. (4.47) is that R is absorbed in the ratio describing Aa.
Hence the dispersive properties of the MUX are not affected by the filling-in of
the space between the array waveguides near the apertures due to a finite resolution
of the lithography mask.

FSR can be obtained from Eqgs. (4.38) and (4.42), which describe the phase
condition of AL. It was explained that the phase delta, Ad, between two adjacent
waveguides equals 2m. That means that there is a frequency period that satisfies
this condition. The minimum difference between two frequencies satisfying this
condition is called FSR and is given by

C
NAL’

FSR=f, —fi=Af = (4.49)

AWGs are used as building blocks for N x N MUXs based on SiO,/Si wave-
guides. The IL for N = 7 is typically lower than 2.5 dB and the cross-talk is less
than —25 dB.?* The MUX response is approximately periodic. In each period,
the MUX accepts from each waveguide N channels. Similarly each output port
receives N channels, one from each input port. Hence, the total channel number
transmitted simultaneously equals N°.

Another application is an add—drop MUX on an InP substrate consisting of a
5x5 phaser DeMUX integrated with MZI, and an electro-optical switch at a total
size of 3 x 6 mm? is reported in Ref. [30]. Reported cross-talk values are better
than —20 dB. The on-chip losses for dropped or added signals and for signals
coupled from the input to the output port are lower than 7 and 11 dB, respectively.
Optimization and design approaches for achieving low loss, nearly ideal response,
low cross-talk, and small size in order to build efficient cost-effective networking
WDM building blocks such as star couplers and optical cross connect are described
in Refs. [33—37]. Further switching arrangements and optimization of couplers’
connections is described in Ref. [38]. Cross-talk mechanisms are important to
understand and optimize for having the desired sensitivities for each wavelength
channel. Cross-talk may result from the following reasons:*’

1. Receiver cross-talk due to coupling between receivers through the expo-
nential tails of the field distributions. This may result from the overlap
between fields of different wavelengths.
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2. Truncation of the field, which results from the finite width of the aperture.
The relative spacing of the receiver is given by the ratio dr/w, where dr is
the spacing between two adjacent waveguides, and w is the waveguide width.

3. Mode conversion resulting from the cross section of the array waveguides.
In case it does not satisfy the single-mode condition, the first-order mode is
excited at the junctions between the straight and the curved waveguides.
This mode can propagate coherently through the array and create
“ghost” images. Owing to the difference in the propagation constant
between the fundamental and the first-order mode, these images will
occur at different spot locations, which may couple the “ghost” image
into an undesired receiver.

4.  Coupling in the array may result in phase distortion. This phenomenon
results from filling the gaps in the array aperture between adjacent wave-
guides. Hence, this may affect the spot-focusing point and, as a conse-
quence, results in leakage to an undesired receiver.

5.  Phase-transfer incoherence, resulting from imperfections in the fabrication
process, reduces cross-talk performance as well. It is also one of the
sources for inconsistency in the propagation constant. This may be due
to small deviations in effective index, which results from local variations
in composition, film thickness, or waveguide width, or by inhomogeneous
filling in of the gap near the apertures of the phased array.

6.  Background radiation caused by scattered light out of the waveguides at
the junction or due to rough edges. Beside the waveguides, the light is
also guided in shallowly etched ridge guides, or in waveguide structures
on heavily doped substrates. In this case, the undoped buffer layer may
also act as a waveguide.

In conclusion cross-talk is not a design limitation, but it is due to imperfections
in the fabrication process. Typical cross-talk values are in the range of —25 dB for
InP and better than —30 dB for silica-based devices. Improving the fabrication
process and technology may reduce power leakage between channels due to
cross-talk.

4.4.3 Optical fiber Bragg gratings

The fiber grating concept is similar to the Bragg grating, described in Sec. 8.4.2.
The fabrication process uses a photosensitive fiber.”* For instance, a conventional
silica fiber doped with germanium becomes extremely photosensitive. Exposing
the fiber to extensive ultraviolet (UV) radiation would change the refractive
index of the fiber core. Hence, when the core is exposed to higher UV intensity,
the refractive index is increased. This phenomenon was demonstrated in 1978 at
the Canadian Communication Research Center (Ottawa, Ontario, Canada).
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There are two methods to make a grating in a fiber. The first method, called
the “two-beam interferometer method” uses two UV sources, which causes a
periodic change in the refractive index.**~** The second method of grating
writing uses a “phase-mask.”* A phase mask is an optical grid element that
creates diffraction. When the grid is illuminated by a UV beam, it splits the
beam into the different diffractive orders used for grating writing. Similar to a
Bragg gating, the fiber Bragg period A is defined as the distance between two
refractive indices along the fiber. The fiber Bragg can be divided into two cat-
egories, short-period and long-period gratings. In the short-period grating, the
period value of A is of the order of wavelength, while in the long-period, A is
much higher than the wavelength and its range is from a few hundred microns
to a few millimeters. The short-grating method is used for filters, add—drop
filters, and tunable filters for tunable lasers, while the long-period fibers are
used for erbium-doped fiber amplifiers as an equalizer to compensate for their
nonflat gain spectrum. This section focuses mainly on short-period fiber gratings.
Figure 4.23 provides an illustrative concept of refraction index behavior of fiber
grating versus fiber length and lightwave, incident and reflected light.

Index

n+An

v

e

S

Figure 4.23 Fiber Bragg grating. (a) Wavelength incident at right angle, 6 = 90 deg.
(b) Wavelength incident at arbitrary angle 6. (c) Fiber grating length with the periodic-
changed refractive index vs. fiber grating length.
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From Fig. 4.23(b), it is clear that in order for both waves to recombine con-
structively, the phase condition should satisfy that the extra path created by the
other beam of light be equal to the effective wavelength at the propagation
media. Observing the geometry, the condition for constructive diffraction is
given by the Bragg condition:

A
2Asinf = —, (4.50)
n

where 7 is the refractive index of the media and A is the free space wavelength. A
special definition case is when 6 = 90 deg or /2. This condition determines the
Bragg wavelength or frequency:

A
A= =2A. 4.51)

Using the result in Eq. (4.51), the Bragg propagation constant or Bragg wave

propagation index is given by:
T
Bg = e (4.52)

The motivation is to use the above results to synthesis WDM filters such as
add—drop elements in optical networking applications. Each propagating wave
can be described as a summation, superposition of forward-propagating and back-
ward-propagating wave. These waves are represented by the following angular
phasors: exp(—jBz) and exp(jpz), respectively. There are several ways to solve
the wave equation in fiber grating. One of the methods calls for square profile
index approximation of the refraction index and solving the boundary conditions
numerically, using the transfer matrix method.** The second method is the
coupled mode theory.*’

In the transfer matrix method, consider a plane wave polarized in the y direction
and with a refraction index n incident perpendicularly on a film with thickness of 2a
and refraction index r’, and emerging to a medium with refractive index n. This case
can be presented as a traveling wave within three domains, presented for the E field by:

YET exp(+jBx) + JE| exp(—jBx), x < -—a,
E = { JEI exp(+ jBx) + YE5 exp(—jB;x), —a<x<a, (4.53)
YET exp(+jBx) + JE3 exp(—jBx), a<x,

where y is a unit vector in the direction of y.
The corresponding H field can be found by the relation between E and H in a
planar wave:

H=hx—. (4.54)
wp
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Hence, the H field is given by:

. n , NN :
z—Ef exp(+jBx) — Z——JE| exp(—jBx), x< —a,
Cl Clo
n n
H = { z— Ef exp(+jBx) — 2— E; exp(—jB;x), —a<x<a, (4.55)
Clo Clo
. n , N .
72— E5 exp(4jBx) — 2— E5 exp(—jBx), a<x,
Clg Clyo

where | is the magnetic permeability of free space, and c is the speed of light in
vacuum.

Observing Fig. 4.23, it can be seen that Egs. (4.53) and (4.55) describe one
piece of cascading incident and reflected fields within the fiber-grating array.
Therefore, the motivation is to find the transfer matrix of one-array piece and
find the power of N of that matrix in order to solve the array transfer function.
Finding the matrix of the zone of —a < x < a, using boundary conditions of
tangential field components, and continuity of fields, we get

(cos 2B,a — jey sin ZBla) exp(2jBa) je_sin2P,a
| —je_sin2Bya  (cos2B,a + je, sin2B,a) exp(—2iBa)
(4.56)
[w z
- 7w >
where
1 1
8+=—(”f]i—), ”flzﬁ- (4.57)
-2 mn n’

Thus, the following notation and relations are valid:

Ef|_ | B
|:E1_] = m[E; . (4.58)
The matrix m, as was explained above, refers to a transfer of a single part of the
grating array, as shown in Fig. 4.23. The goal is to find the matrix of the whole

interval. The electric field between the boundaries of the m element of the refrac-
tion index n can be written as follows:

Ey(x) = Ay exp[jB(x — ms)] + By, exp[—jB(x — ms)], (4.59)

where (m — s +a <x<ms—a;and 0 < m <N.

This means duplicating the basic boundary case N times at a regular interval s,
and knowing that s > 2a. It also should be noted that within —a < x < a, the
refractive index is described by n' =n+ An. A whole cycle period of the
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[T ]

refraction factor modulation is “s,” and 8 is the wave index at the n-zone index of
refraction, where 3 refers to the n’ zone (see Fig. 4.23). In this case, the transfer
function of two consecutive grating cells is given by:

[Am ] (cos2Bia — je sin2B,a) exp(2jBa)  je_sin2pa
B,] | —je_sin2Ba  (cos2Ba + je, sin2B,a) exp(—2iBa)

« [CXP(—jBS) | 0 i| y |:Am+1i|' (4.60)
0  exp(+/Bs) Bt

By defining the m transfer function at the cascaded grating as

| (cos2Bya —je sin2Ba) exp(2jBa)  je_sin2B;a
| —je_sin 2B,a (cos 2Ba + jey sin ZB]a) exp (—2jBa)

» [GXP(—J'BS) 0 ] o x [GXP(—J'BS) 0 ] 4.61)

0 exp(+jBs) 0 exp(+jBs)

the transfer function from the fiber grating input to the N cell is given by:

Ao | _ N Ay
][] wco

The approximation result of the P" matrix is given by Cayley—Hamilton
theorem®®:

(cosPr—jesinPr)exp(jBr)
x exp(—jBs)Un—1(§) — Un—2(§)

—je—sin(B,r)Uy—1(§)exp(—jBs)

jo_sin(B, ) Uy_1 (€)exp(+-jBs)

N __
P= (cosByr+je 1 sin By r)exp(—jBr)
X exp(+jBs)Un—1(§) — Un—2(&)

(4.63)

where Uy is the Nth Chebychev polynomial of the second kind,*” and the r nota-
tions symbolize the width of the n’ refraction value and / symbolizes the n
refraction value. Thus, s = [+ r, and [ = r = a, then s = 2a. The value of £ is
given by:

1 1
= Etr(P) = 5[(COSB1r—j8+ sin3,r)exp(jBr)exp(—jBs)
+(cosBr+je sinfr)exp(—jBr)exp(ips)], (4.64)

where tr(P) is the transmission of P. This expression can be simplified using
Euler’s identities.*® From Eqgs. (4.62) and (4.63), the transfer transmission Ty
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and the reflectivity function Ry can be obtained while assuming an ideal reflection
without absorption:

1
— , (4.65)
Y [Jje_sin(B,r) | Un1®T

Ry = 1—Ty, (4.66)

where
& = cos(B,r)cos(Bl) —esin(B,r)sin(B), (4.67)

i 1

Un(§) = W (4.68)
v = cos™! & (4.69)

Since the refraction factor An is minute, & 22 1, and Eq. (4.67) can be simplified as
the cosine of the sum of angles. The main idea in creating a fiber-grating filter is to
maximize the reflection at the desired wavelength. That means minimizing 7y to
zero and Ry goes to a value of 1. Hence <y should be equal to km, where k is an
integer number ranging from 0, +1, +2 and so on, to maximize Ux(&).
& values range between —1 and 1; then by the L’Hospital theory, the values of
UnE) are Up(1) = N+ 1, and Up(— 1) = (— DM(N + 1). In addition, the function
inside the absolute value is at a maximum value when [3,r equals odd multiples of
/2 or is close to that value. These yield several conditions for tuning. At the
region of r, n’ is fixed and constant value; hence the degree of freedom is to
optimize r for getting B,r = (w/2) + kw. In this case when y = km, then after
all limits are investigated, it is obvious by observing Eq. (4.65) that Ty converges
to zero approximately as Ty = C/Nz, where C is a constant. Under these
conditions, Ry=1—C/ N?. Following the above analysis, the maximum
reflectivity condition at each domain of refractive index requires the following
constraints:

2t w No
- o= 4.70
A W @79
n2w No
| = = — [ =—. 4.71
B= =27 % 4.71)

The refractive index modulation period is s = [ + r; by using the conditions given
in Egs. (4.70) and (4.71), the period is given by:

N1 1 A
s=r+l=20(2 )= R0 (4.72)
4\n n 2nefr
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This defines the effective refraction factor of the grating at the tuned wave-
length A:

2n'n
n+n'’

(4.73)

Heff =

In case the wavelength is out of the tuned range, this filter is supposedly swept
by a tunable laser sweeper; the question is what is the filter frequency response.
The sweeping process is from a wavelength lower than the tuned value to one
higher than the tuned value. The constraints in Eqgs. (4.70) and (4.71) are fixed
values for r and [/ due to the geometry of the grating. Thus the wave index
varies as the wavelength changes due to the change in its denominator. The
results of these conditions are

~ N

Br= ;()\0) - gp, (4.74)
3 L AT

311_2<)\)_2p. (4.75)

During the sweep of A, the value of p varies from a value greater than 1 to
smaller than 1; however, it is higher than 0 but converges to 0. The value of
sin(3,7) varies from 1 to 0 monotonically, as the N sweep travels from Ay to a
higher or lower value within the range 0 < p < 2. & varies from —1 to 1. For
the range of —1 to 41, the Chebychev polynomial Uy_(¢) has N — 1 zeros*
as given below:

Ez_l =cos (%ﬂ), (4.76)

where m ranges from 1 to N — 1. By using Eqgs. (4.57), and (4.67) changes to:

2

A
£=cos(B,r+Bl) —msm(ﬁlr) sin(Bl). 4.77)

The minima wavelengths are given by combining Egs. (4.76) and (4.77):

A
Ay = 0 , (4.78)
2 | [B+cos(mm/N)
COS e —
1+B
where
An?

+2n(n+An)' @79
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Using these results with those of Egs. (4.65) and (4.66) may provide the wave-
length response of the grating filter. Realization of an optical band-pass filter
(BPF) using an FBG is based on the concept of routing the desired reflected wave-
length to a specific port. All other wavelengths will travel through the fiber except
the reflected wavelength. Therefore, the reflected wavelength port acts as a BPF.
The through port, which routes all other wavelengths, serves as a band-stop
filter for the specific wavelength reflected by the gratings. Figure 4.24 illustrates
three typical methods of optical BPF realization.

The advantage of the circulator method over the other two configurations is its
low-optical IL of 0.7 to 0.8 dB. This method of BPF realization can be used for
add—drop applications; in this case, the reflected wave is the dropped wavelength.
The add wavelength can be realized by using an additional circulator at the output
of the Bragg gratings, as shown in Figure 4.24.

An optical BPF, as described above, is a building block for Bragg grating
arrays (BGAs) and optical-code division multiple access (OCDMA).*' The main
idea of BGAs is based on writing long Bragg gratings fibers, where it may be con-
sidered as several-wavelength gratings cascaded in a series. Each one of these is
tuned to a different wavelength spaced by 100 GHz per the ITU grid, enabling
the transfer of 10 GB/s per channel. This concept may be used for OCDMA.
The concept of OCDMA is provided in Figs. 4.25 and 4.26.

(a Isolator
W Bragg Grating
Input 2 E=—r=a Il Il Il 1
Q —
Output
(b) Circulator .
Bragg Grating
(I K==30r=3 Il Il I _I
Input

Y

Bragg Grating

c© Q I
Input 50%
Coupler
’ \ Bragg Grating
Q I _m_m
Output

Figure 4.24 Three main methods to realize an optical BPF. (a) Using an optical
combiner. (b) Using optical circulator. (c) Using 50% directional coupler; in this case
both gratings are tuned to the same wavelength A,.
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Figure 4.25 Encoding and decoding of OCDMA using BGA, showing building blocks
and signal. (a) Encoder. (b) Transmitted signal. (c) Decoder. (d) Received signal
and orthogonal-coded interfering signal.**

The beat sequences modulate a broadband CW source that is a tunable laser
transponder. The BGA encoder selectively reflects predetermined bands and there-
fore introduces delays between the reflected pulses at each wavelength. At the
receiver section, the decoder consists also of a BGA identical to the transmitter’s
BGA. The pulses from the desired-encoder BGA matching the decoder BGA con-
sequently are synchronized, and the BGA is now connected in opposite order.
Pulses transmitted from an interfering source, which does not match the encoder
BGA, are dispersed. Sharing frequency space is achieved by assigning orthogonal
or nearly orthogonal wavelength coding for each user. This method can be
expanded, as shown in Fig. 4.26.

BGA-designed systems have improved bit rates owing to efficient spectrum
utilization. The bit rate of the system is directly related to the encoder length,
because the data pulse has to exit the decoder prior to the entrance of the next
pulse. As a consequence, the higher the data rate, the shorter the encoder, and
fewer the users. These two facts are opposing limitations, since for higher modu-
lation rates, the BGA would have fewer wavelengths and the number of orthogonal
codes is reduced. In addition, high matching between the encoder and the decoder
is required in order to accomplish higher SNR by improving the decoding corre-
lation. An increase of users will decrease BER performance”*!

As was explained above, BGAs consist of several gratings tuned for different
wavelengths. These fiber gratings are written over the same fiber, eventually creat-
ing a series of connected wavelength reflectors, which results in long grating
writing. In addition, the requirement is to have accuracy so the desired
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Figure 4.26 OCDMA system application with 16 BGA encoders and 4 BGA
decoders.** (© SPIE.)

wavelengths’ reflections do not any cross-talk with the adjacent wavelength
channel. There are several methods, as was previously mentioned, to tune the
Bragg wavelength of the fiber grating during UV exposure. The interferometric
method, using the two-mirrors interferometer, is generally used for grating
writing with lengths generally shorter than 1 cm. On the other hand, when using
a phase mask, tuning of the Bragg wavelength can be achieved over a limited
range, typically less than 10 nm.

Several methods have been explored and suggested to control the Bragg wave-
length, which include tilting the fiber, rotating the scanning mirrors, starching the
fiber, varying the curvature of the writing wavefront, and moving the fiber relative
to the phase mask. For writing BGAs, a Sagnac-type interferometer, originally pro-
posed by Ouellette and Krug, is used. This interferometer writer combines the
flexibility of the interferometer technique by allowing the Bragg wavelength to
be tuned over a wide range, together with the phase mask scanning advantage,
good-quality longer gratings can be produced. Figures 4.27 to 4.29 illustrate
these three methods of UV writing.

The Sagnac interferometer used to write BGAs operates as follows: the phase
mask diffracts the UV light coming from the laser in the +1 order, thereby produ-
cing two counter-propagating beams in the interferometer. The optical fiber is
placed slightly above the phase mask and the two mirrors are adjusted with a
small out-of-plane tilt to recombine the UV beams at the optical fiber position.
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Figure 4.27 (a) Sagnac interferometer. (b) Tuning of Bragg wavelength as a function of
mirror angle.41
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Figure 4.29 Two-beam interferometer UV writing process. The Bragg wavelength \g is
determined by the adjustment of 05.%°*? (Reprinted with permission from NASA
Langley Research Center.)
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Due to the fact that both beams interact with two mirrors, this interferometer is
immune against some vibration modes of the mirrors, and a stable writing interfe-
rometer is realized. The cylindrical lens is introduced between the two mirrors to
focus the light along the optical fiber axis. When scanning of the phase mask is
performed, the exposed region of the fiber moves in the direction opposite to
the translation of the UV beam (see Fig. 4.25). From the geometry in Fig. 4.25,
the Bragg wavelength changes according to

NeAuv

A\ = ,
B sin(m — 2@ — 2¢, — 0)

(4.80)

where n.g is the effective index of the guided mode, Ayy is the writing wavelength, ¢,

and ¢, are the mirrors’ angles. Taking the differential of A\g with respect to the incre-

mental change of A, while simultaneously moving the two mirrors under the condition

of ¢; = ¢, = ¢, tuning the relative Bragg wavelength is given by expression (4.81)
ANg

—— = 4cot(m — 49 — 0)Ag, (4.81)
AB

and the angular sensitivity in nm/rad is given by

ANp 4cot(m — 4 — 0)
— = N - .
Ag TRy sin(m — 4¢ — 0)

(4.82)

A special case occurs when @1 = ¢, = ¢ = (7/4) — (0/2), where the interference
takes place directly above the phase mask and the Bragg wavelength is given by the
common expression of Ag = nyApy, Where Apy is the phase mask period.

The increasing application of DWDM transmission schemes with bit rates of
10 Gb/s and 50 GHz channel spacing, which is denser than the standard ITU grid,
places a strict requirement on dispersion management. The use of chirped FBGs to
compensate for the dispersion of fiber links has become increasingly well known
over the recent years. In subcarrier multiplexed (SCM) lightwave systems such as
OCDMA, it is important to maintain a linear group delay within the channel BW,
which is opposite to the one caused by the fiber. On the analog side, tapered lin-
early chirped gratings (TLCGs) are used to reduce harmonics and intermodulations
in long-distance haul broadband SCM systems. Composite second orders (CSOs)
and composite triple beats (CTBs) are improved. For this purpose, FBGs should be
linearly chirped, as presented in Fig. 4.30.%

The analysis of a chirped fiber grating is done by solving the coupled wave
equations using the perturbation theory method.”® The propagation of light in a
fiber grating is defined by the refractive index variation, which is governed by
the coupled equation*>

du(z)
dz

= HIB(@)u(z) + k(z)v(z)]

) (4.83)

dg(zZ) = —j[B@V(@) + k(2)u(2)]
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Figure 4.30 Reflection of light from chirped Bragg fiber grating. The lower frequency,
which refers to a longer wavelength, is near the input of the fiber while the shortest
wavelength with the highest frequency is at the end of the fiber. The grating period
becomes shorter at the higher frequencies.52 (Reprinted with permission from Optics
Express © OSA, 2002.)

while the two traveling waves are u(z) backward and v(z) forward

2
u(x) = U()exp (j F:))Z
(4.84)
2T
v(z) = V(z)exp <—J m)z
The coupling coefficient is k(z) and is given by>>
wAn(z)
= 4.

where An(z) is the amplitude of the refraction index modulation. Substitution of
the variables given by Eq. (4.84) into Eq. (4.83) results in the conditions of
Eq. (4.86). This assumes that A(z) = A and that no dependency of z exists;
hence, there is no chirp:

dU(z) _
dz

+j [(B(Z) — %) U() + k(z)V(z)]
(4.86)
dV(2) _
dz

-i[(0 - 3)v@ + kU]
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The next assumption is that 3(z) is the Bragg wave index. This parameter can be
expanded using a Taylor first-order term around a certain BW of the Bragg fre-
quency. From Eq. (4.84), the assumption is A(z) = A for no chirp; thus the follow-
ing relation is applicable:

B=Blon) + | x(0—wp) =Bl + 2 @g)
w A%

W=wp g

where wg is the Bragg frequency, and v, is the group velocity of the unperturbed
medium. Defining the parameter {s as

W — W

(o) = (4.88)

Ve

From Eq. (4.83), the value [B(z) — 7/A] measures the deviation B(z) from the
wave index at the Bragg period; this may be the detuning value {i. Hence
placing s in Eq. (4.86) instead results in a second-order differential equation:*’

d*v 242 2

P (IkIP—¥*)V = y*V. (4.89)
The solution of this equation is from the type of V = A x exp[—(v/|k|*—*)z]. This
solution is somewhat similar to a microwave waveguide. It has a cut-off frequency
at |k| =, and when |k| > i, it has attenuation and all the energy is reflected.
When |k| < s, it is a pass band with harmonic solution of —sin(y/|k|>*—{s)z.
The reflection factor I' is the ratio of the reflected wave to the propagating
wave, given by I' = V/U. The goal is to manipulate these results for chirped
FBGs (CFBGs). One intuitive conclusion is that in order to create a chirp, vy
should have several cut-off frequencies. That means k and { should be equal at
different wavelengths at different z locations over the fiber. Hence, the grating
period A should vary as a function of z, described by Ref. [52], describes Fig. 4.30:

A@@) = Ao + C(z — 20) + AA(2), (4.90)

where AA(z) is the grating period noise and C is the grating period chirp.

In addition to reducing group-delay ripple in CFBG filters used for dispersion
compensation, the amplitude function must be dc apodized (tapered). This method
eliminates side-lobes by maintaining a constant average index in the gratings, and
thus the Bragg wavelength is unchanged through the length of the device, which
are called TLCGs. This requires a change in Eq. (4.86) by multiplying it by
additional phase function:>

dU(z)
dz

dV(z)
dz

= +H(@)U(z) + k(z)V(z) exp(jz)]
, (4.91)

= —j[W(@)V(2) + k(z)U(z) exp(—jpz)]
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where ¢(z) is given by Ref. [53]:

2
¢(x) =C (zil) , (4.92)

in which C is a chirp coefficient and Z; is FBG’s length as it appears in Fig. 4.31,
assuming Zy = 0. There are several tapers or adoption functions. To compare
between taper functions, the following function is defined as

21/2
koLeq = J k()dz. 4.93)
—z1/2

The result of this expression provides a different equivalent length for a given
ko. As for the coupling coefficients, there are several options™ as provided below:

° Gauss function, where G is a taper-adjustable parameter and ko is at z = 0,
i.e., the middle of the fiber-grating length since the integral is from —Z,/Z,

15 I I

optical
fiber

10—

Relative Delay
Ul
I

Blackman
Tanh

—60 -40 -20 0 20 40 60

Figure 4.31 Relative group delay versus the grating length Lg, while k(z) is a parameter.
Fiber spool length is 100 km; the dispersion D = 17 ps/(km x nm); no = 1.45. It can
be observed for 1550 nm, the sinc and Blackman can provide almost linear
compensation, while the other two functions may introduce some ripple at the BW
edges. Note that the sum of fiber delay and the TLCG delay results in a flat line with
fringes at both of the BW edges.53 (Reprinted with permission from the Journal of
Lightwave Technology © IEEE, 1997.)
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to Z,/Z,, so the origin is shifted:
k(z) = ko exp(—G Zi> . (4.94)
1

° Hyperbolic tangent:

ko tan h{4 — 8 exp[A log(2z/Z,)]}
k(z)=—11 4.95
© 2( * tan (4) > 49

where A is a taper-adjustable parameter:
1/2z
k(z) = kosinc* | = (=) |- 4.96
(2) = kosinc [2 (Z )i| (4.96)
° Blackman:

1+(1+B 2mz/Z B 4mz/Z

KO = ko + (1 + B) cos( ;Ti/ngr cos(4mz/ 1), 4.97)

where B is a taper-adjustable parameter.

The minimum length L,_.,;, of fiber grating that can provide sufficient delay com-
pensation for a given 3 dB BW (B) and a given optical fiber link distance (L) is

calculated as:
2D
Lo-min = LB\ =—|. (4.98)
2]1()

Once the optimal length Ly_i, is defined, then the optimal chirp coefficient can
be adjusted by:

8ZinZm

NLDc’
where ny is the refractive index, A is the center optical frequency wavelength, c is
the speed of light in vacuum, and the dispersion is given by D [ps/(km x nm)]. In
case the length is shorter than Fy, there is not full fiber delay compensation. On
the other hand, a tapered linearly chirped grating (TLCG) longer than F,, results

in a delay introduced by the fiber, which also results in nonlinear distortions.
Figure 4.32 illustrates TLCG application.

Fopi = (4.99)

4.5 Optical Isolators and Circulators

Optical isolators and circulators are essential components in optical modules and
optical networks. As was demonstrated previously in Sec. 4.4.3, circulators may be
used for add—drop in WDM networks;*~° this is a three-port passive device and
it has a direction. It is not a reciprocal passive device. Similarly the isolator has a
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Figure 4.32 SCM utilizing a tapered linearly chirped grating.52 (Reprinted with
permission from the Journal of Lightwave Technology © IEEE, 1997.)

direction and it is not a reciprocal passive device. Isolators are commonly used in
optical blocks such as optical triple ports (OTPs), modules such as triplexers, or
optical dual port (ODP) modules such as duplexers that improve optical return
loss of the transmitting laser or laser modules such as thermo-electric—cooled
DFB lasers. The structure of optical blocks are explained in Chapter 9. Both
devices, isolators and circulators, are based on the same Faraday effect, discovered
by Michael Faraday in 1842. The phenomenon is that a plane of polarized light is
rotated when it is transmitted through glass that is contained in a magnetic field. The
direction of rotation is independent of the direction of the light propagation, but
depends only on the direction of the magnetic field. A polarity rotation device is a
key building block of isolators and circulators, and is called a Faraday rotator.

4.5.1 Optical isolators

Optical isolators are categorized into two types, polarization-sensitive and polar-
ization-insensitive,”” as shown in Fig. 4.33.

The concept of a polarized sensitive isolator is given by Fig. 4.33(a). It is com-
posed of three building blocks. At the input of the isolator, there is a front polar-
izer, then a Faraday rotator, and then a back polarizer. When the input beam enters
the isolator, its vertical or horizontal polarized component passes via the first linear
front polarizer, depending on the polarizer type. The Faraday rotator shifts the
polarity by rotating it 45 deg. The rotator applies a magnetic field on the light
and its length and field strength determines the amount of rotation added to the
input beam. The back polarizer is placed at the output of the rotator and is
aligned to it with 45 deg of polarization as well. Hence, the rotated beam passes
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Figure 4.33 Conceptual block diagram of isolator types. (a) Polarized-sensitive using
Faraday rotator. (b) Polarized-insensitive. NA symbolizes numerical aperture.

is it too. In fact, the polarizer is a kind of filter that allows specific polarities to pass.
For undesired beams that travel back into the isolation output, the 45-deg polarized
beam passes the back polarizer and the rotator adds another 45 deg. Hence,
the beam will have a 90-deg polarity offset with respect to the input and it will
be orthogonal to the front linear polarizer. As a consequence, it will not pass to
the isolator input port and an optical isolation is accomplished. The disadvantage
of these types of isolators is due to random polarization of the light. Observing
Fig. 4.33(a), it can be seen that since the first polarizer is vertical or horizontal,
this may occur in a 3-dB loss in the case of circular polarization or light input.

The second type of isolator is a polarization-insensitive optical isolator as
shown in Fig. 4.33(b). The main idea of this isolation structure involves the
arrangement of lenses in the isolator. It must ensure that the effective NA of
the reflected light is much higher than that of the input light. In other words, the
input light is concentrated due to collimating and focusing it into the output
fiber while the reflected light is dispersed. This way, the transmission from the
input fiber to the output fiber has a low loss with IL of about 0.5 dB. On the
other hand, the reverse transmission from the output to input has a high loss,
which is defined as isolation. As miniaturization requirements have become
more essential for optical modules, size reduction, cost reduction, simplicity,
and mass production demands have to be considered; isolator chips are used in
combination with thermally expanded core (TEC) fibers.”®>° Direct embedding
of the isolator chip into SMF causes a diffraction loss. For standard SMF, the
spot diameter in optical communications marked as 2w is about 10 wm. Therefore,
the gap between the two fibers should be at a maximum 100 pwm. It was observed
that diffraction losses are reduced significantly when the spot diameter is
increased. TEC fibers with 2w equal to 40 pm can embed a 2-mm thick chip.
The fabrication of TEC is demonstrated in Fig. 4.34, where the fibers are heated
by an electrical furnace or microburner.
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Figure 4.34 Schematic diagram of TEC fabrication using microburners.>® (Reprinted
with permission from Transactions on Magnetics © IEEE, 1996.)

The heat rate is higher than 1300°C for about thirty minutes. The dopant GeO,
is diffused in the silica SMF and the spot diameter at the heated portion is
expanded in proportion to the dopant diffusion.

The structure and concept of TEC fiber-based isolator operation is as follows.
The isolator is built from four building blocks, as shown in Fig. 4.35:

1.  input birefringent plate, which is the offset compensator;
2.  birefringent wedge;
3. Faraday rotator;

4.  backward birefringent wedge.

The directions of the birefringent wedge are set at 45 deg around the fiber axis. In
order to avoid reflected light from the isolator itself, the chip is inserted between
the TEC fibers with a small tilt angle. Consider the forward-traveling wave of a
light beam. Prior to the input birefringent plate, both polarizations may exist in
the input TEC fiber. After passing through the input birefringent plate, the ordinary
wave component passes the plate with refraction at the interface, marked as “0.” The
extraordinary wave component has both refraction and displacement “walk-off” in
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Figure 4.35 Configuration of isolator chip and its forward and backward operation.58
(Reprinted with permission from Transactions on Magnetics © |IEEE, 1996.)

the lower direction, marked as “e” (Fig. 4.35). At the first birefringent wedge, the
extraordinary beam marked as “e” turns into the ordinary wave marked as “o,”
and the ordinary wave beam marked as “0” turns into the extraordinary wave
marked as “e.” The polarization directions of the rays rotate by 45 deg after
passing the Faraday rotator; however, rays maintain the same ordinary and extra-
ordinary states through the rotator and the output wedge, respectively. Therefore,
the angles of the rays against the fiber axis in the first wedge are the same as
those in the second wedge. The light rays are converged into the endface of the
output TEC without a tilt. There is no offset between the two beams at the output

endface of the chip. The input birefringent plate operates as an offset compensator.
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A backward-traveling beam of light observed from the output endface of the
TEC as in Fig. 4.35 reaches the input TEC endface with a tilt angle of ¢ with
an offset due to the nonreciprocity of the rotator and refraction effects of the
paired birefringent wedges. The tilt causes higher coupling losses between
output and input.

The optical behavior of uniaxial birefringent crystals provides unique oppor-
tunities to manipulate light that are not available or are cumbersome with isotropic
materials such as optical glass and plastics. Mainly, beam doubling into ordinary
and extraordinary waves can result in two distinct phenomena, spatial and polari-
zation separation. Spatially, the light can be merely displaced or offset, or angular
separation can be achieved, which results in ray separation that varies with
distance. From the polarization point of view, uniaxial birefringent crystals split
the beam into two orthogonal linear polarization states. There are several
textbooks describing light propagation through uniaxial crystals.®*~® CAD
tools utilizing ray tracing are used in designing and analyzing light propagation
through such complex optical systems and components. Generally speaking,
rays are referred to as sampling the wavefront propagation vector, which is perpen-
dicular to the wavefront. In isotropic materials, the propagation vector is the
energy direction given by the flux Poynting vector S = E x H. That is not the
case in anisotropic media such as uniaxial birefringent crystals, where the ra
doubling into ordinary and extraordinary waves occurs at uniaxial interfaces.®*
An ordinary wave is similar in isotropic media as was previously described. More-
over, it follows Snell’s law, using an ordinary index of refraction. However, in
extraordinary waves, the energy flow is not perpendicular to the wavefront. It is
along the Poynting vector S. Hence the ray vector p represents the energy flow
direction, while the wave vector k is normal to the wavefront. The refraction
index of an extraordinary wave is not a constant. It is a function of the wave
direction, the crystal orientation, which is specified by the crystal axis ¢, and
the ordinary and extraordinary indices of the crystal, n, and n., respectively,
given by:

1 in20 29
~ _ Sm2 4 COS2 , (4.100)
n I’le no

where 0 is the angle subtended by the crystal axis ¢ and the extraordinary wave
vector Ke.

The plane that contains ¢ and k. is called the principal section.®® Using
Maxwell’s equations and the relationships between the electric field E, the electric
displacement D, vectors in uniaxial media and the definition of the Poynting vector
S = E x H, the vectors E, D, k., S, and c are all coplanar and lie in the principal
section. From the polarization perspective, the extraordinary wave is linearly
polarized in the plane of the principal section, while the ordinary wave is linearly
polarized, orthogonal to the principal section. Birefringent materials that are often
used in telecom at the 1500 nm region are LiNbOj, rutile (TiO,), and yttrium
vanadate (YVO,). More details about design methods of isolators and circulators
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can be found in Refs. [66] and [67]. As a general remark, polarization-sensitive
isolators are used in optics blocks such as OTP and ODP because they have
higher isolation compared to polarization-insensitive isolators. Moreover,
polarization-insensitive isolators are used as a part of the fiber externally to the
optical modules.

4.5.2 Optical circulators

An optical isolator is a three-port component; it has a direction, and therefore, it is
a nonreciprocal device. Its operation is similar to a microwave circulator in the
aspect of signal flow. It has an input port, output port, and reflector port. When
a beam of light enters the input port, it travels to the output port. In the case of
reflection at the output due to an open fiber or specific wavelength such as FBG,
the light is reflected to the reflected port.

An example of an optical circulator design using birefringent crystals is pro-
vided by Fig. 4.36.

In this case, a four-port quasi-circulator is analyzed. It is composed of two
polarizing beamsplitters (PBSs), two pentagonal prisms, two nonreciprocal rota-
tors (NRRs), and two walk-off PBSs. The structure is not dependent on the
number of ports. The purpose of each NRR is to rotate the light polarization
plane by —45 deg for wave propagation in the 4z direction, and by 45 deg
for wave propagation in the —z direction. The walk-off PBSs are birefringent
crystal blocks that have the same length; however, their optical axes are not
parallel. The first birefringent crystal PBS1 is placed such that the +45 deg
(resp. —45 deg) azimuth linearly polarized light propagating in the +z
(resp. —z) direction is an extraordinary wave. Hence this extraordinary wave pro-
pagating in the —z direction walks-off simultaneously along the x and y axes by
—d and +d, respectively. In contrast to this arrangement, the second birefringent
crystal block PBS2 is set in such manner that +45 deg (resp. —45 deg) azimuth
linearly polarized light propagating in the +z (resp. —z) direction is an extraordi-
nary wave. Hence, this extraordinary wave propagating in the —z direction
walks-off simultaneously along the x and y axes by —d and —d, respectively.
The unpolarized beam of light from Fiber 1 is divided first into two linearly
polarized light rays after PBS1. The path of these rays is given by the dashed
lines in Fig. 4.36(A). The first beam, noted as beam-1, passes through PBSI,
while the second beam, marked as beam-1, is reflected by PBS1 and the penta-
gonal prism 1. Both beams then enter NRR1 and their azimuths are rotated by
—45 deg. Eventually, beam-1 enters walk-off PBS1 with —45 deg azimuth,
while beam-1" enters walk-off PBS2 with +45 deg. Beam-1 and beam-1" pass
through walk-off PBSs 1 and 2 without walk-off, respectively. Because NRR2
rotates the light azimuth propagating in 4z direction by —45 deg, beam-1 and
beam-1" come out from NRR2 with —90 deg and O deg polarizations, respect-
ively. After that, beam-1 is reflected by the pentagonal prism 2 and PBS2, and
beam-1" passes through PBS2. In this way, these beams are combined
and coupled into the output port of fiber 2.
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Figure 4.36 (A) Structure of high-isolation polarization-independent quasi-circulator.
(B) Positions and polarization states of beam-2 and beam-2’ on the same element
surfaces. (a) A-A'. (b) B-B'. (c) C-C'. (d) D-D'.%® (Reprinted with permission from
the Journal of Lightwave Technology © IEEE, 1992.)

From the polarization vectors in Fig. 4.36(B), the polarization and wave
manipulations coupling from fiber 2 to fiber 3 can be explained. It is a vector pre-
sentation of the beam power. Hence, the longer the vector arrow, the higher the
power is. Thus the main beam is presented by the pair of the longest vectors in
each subframe in Fig. 4.36(B). The beam path from fiber 2 is shown by the
dotted line in Fig. 4.36(B). Note that it may merge with the dashed line in some
instances. The reflected unpolarized ray from fiber 2 is divided into linearly pola-
rized light beams by PBS2. The first beam (beam-2) passes through PBS2 and the
other beam (beam-2’) is reflected by the pentagonal prism 2 [Fig. 4.36(B)(a)].
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These two beams pass via NRR2, and the polarizations of beam-2 and beam-2’ are
changed to +45 deg and —45 deg, respectively [Fig. 4.36B(b)]. Both beam-2 and
beam-2’ enter the walk-off PBSs 1 and 2, respectively. Because beam-2 has
+45 deg polarization, it is an extraordinary wave of walk-off PBS2. Beam-2
comes out from it with walk-off along the x and the y-axes by —d and —d, respec-
tively. For the same reason, beam-2" appears from walk-off PBS1, with walk-off
along the x and y axes by —d and +d, as shown in Fig. 4.36(B)(c). NRR1
rotates the polarity azimuth of rays propagating in the —z direction by +45 deg.
As a result, beam-2 and beam-2’ come out from NRR1 with 90 deg and O deg
polarizations, respectively, and are orthogonal to each other. As shown by
Fig. 4.36(B)(d), as beam-2 is reflected by the pentagonal prism 1, the axis dis-
placement of beam-2 is changed as follows: —d along the x axis and +d along
the z axis from the path of beam-1". Thus beam-2 and beam-2’ fall on beamsplitting
layers of PBS1 at the same point. This way, both beams are combined into
port 3. Similarly, reflected light from fiber 3 is coupled into fiber 4.

When designing such a component, it is optimized around a specific wave-
length to have the maximum isolation between the output port and the input
port. For instance, an isolator with a center wavelength of 1300 nm and BW of
+0.05 nm has an isolation of about 50 dB or better. Over temperature changes
of +20°C, isolation ranges better than 40 dB. The IL is better than 1.7 dB.
Advanced isolators have even better IL, which is lower than 0.7 dB.

4.6 Main Points of this Chapter

1. An optical fiber is a circular transmission line and hence its solution is a
Bessel function.

2. There are three main kinds of optical fibers:

Single-mode step index. The fiber-core diameter is from 1 to 6 wm. Only
the fundamental mode is excited. These fibers are used for long dis-
tances since they have low loss and low dispersion. The lowest loss
occurs at 1500 nm and is about 0.2 dB/km; lowest dispersion is at
1300 nm.

Multimode step index-fiber. The fiber-core diameter is from 25 to 60 pm.
It is used for low-cost, short-distance communications with LEDs.

Multimode graded index fiber. It has a monotonic decrease in refractive
index between the core center and the cladding The fiber-core diam-
eter is from 10 to 35 wm, and cladding range is 50 to 80 pm. It is
used for wideband performance in order to overcome dispersion.

3. There are several popular optical fiber connectors:
e  FC/PC: face contact/physical contact.

e  FC/APC: face contact/angled polished physical contact.
° SC/PC: square/subscriber connector physical contact.
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° SC/APC: square/subscriber connector angled polished physical
contact.

° ST: an AT&T Bell Labs connector.

An optical coupler is a four-port passive optical component. The four
arms are direct coupled and isolated arms. The directivity of the
coupler is the difference in decibels between the coupling and the iso-
lation. The additional coupler is 4 x 4. Both of these are the main build-
ing blocks of star couplers used in PON networks.

Wave division multiplexing (WDM) is a technique to multiplex several
wavelengths on a fiber. CWDM stands for coarse wave division multi-
plexing; and DWDM stands for dense wave division multiplexing of
50 to 100 GHz spacing between each wavelength.

MZI is used in CWDM. It is a cavity that resonates at a specific wave-
length. The cavity is a delay line equal to 2km at wavelength A and
(2k + 1) at wavelength B. It is used to separate and decode wavelength
out of a CWDM transmission. Hence MZI is a wavelength DeMUX. It is
composed of two 3-dB couplers and a delay line cavity that is resonated
at the desired wavelength. n(2mw/N\)AL = 2kw and n(2w/\)AL =
2 kw + m are null and peak conditions for wavelength A and B at both
ports of the MZI.

DWDM filters are based on diffraction gratings. The idea is to have crea-
tive summation so that the optical path between each slit will be equal to
an integer multiplication of wavelength divided by the slit length, which
is called the slit period marked denoted as A. A[sin(6;) — sin(84)] =
n\ = [sin(0;) — sin(04)] = nA/A.

The FSR between two adjacent wavelengths is measured between center-
to-center wavelengths of the BPFs, or between stop-band center wave-
lengths on both sides of the optical BPF.

An MZI can be realized by using an optical fused-fiber coupler and fiber
delay line, or by birefringent crystals.

High-finesse resonance can occur in a GWS. By changing the refractive
index, and taking advantage of the high-finesse property may result in a
tuning range larger than the resonance frequency. These filter types are
used to create ECL by cleaving the filter at one side of the laser and
selecting the resonance mode by voltage control of the refractive index.

AWG is a wavelength decoder used in DWDM. The main concept is to
create a phased array that is composed from a power splitter with a single
waveguide at the input feeding port and multiple output ports. The split-
ter is the FPR type. The output ports of the FSR are connected to
waveguides. The waveguide length is increased incrementally from



Introduction to Optical Fibers and Passive Optical Fiber Components 173

12.

13.

14.

15.

16.

17.

18.

19.

20.

each port to the next one by AL. The length AL between the first port and
port n satisfies AL = mM\. At the output of the waveguides, another FSR
is connected. This FSR has multiple inputs and outputs. At the center
wavelength, the wavefront beam will point to the output port on the
focal point of the multiport FSR image plane. In case of a different wave-
length, or deviation from the center frequency, a phase shift will occur
because of the waveguide array connecting the input FSR splitter to the
multiport FSR. An azimuth tilt will result, pointing the wavefront beam
to the appropriate output port on the image plane in the multiport FSR.

A fiber Bragg grating is the filter used in DWDM. Its concept is similar to
that of the diffraction grating. The condition for creative summation is
given by the Bragg wavelength, A\g = \/n = 2A is the gratings period
and the propagation constant is Bg = w/A.

There are two methods to analyze FBGs. The first one calls for square
profile index approximation of the refraction index and numerically
solving the boundary conditions using the transfer matrix method. The
second method is the coupled mode theory.

Fiber Bragg gratings are used for add—drop networks, optical CDMA
architectures, and optical filters.

CFBGs are written as FBGs but have a varying A period. They are used
for compensating group delay to overcome dispersion.

Optical isolator is a nonreciprocal component. It has a direction. Forward
or S21 is transfer, low IL. Reverse S12 is isolation, high IL. The optical
isolator is used to improve optical return loss between the transmitting
laser and the fiber, and consequently, reduce distortions associated
with reflections.

There are two types of isolators, polarized-sensitive and polarized-
insensitive.

Circulator is a three-port nonreciprocal network component, input,
output, and coupled or reflected. The transfer function is S21 forward,
S32 reflected, and S12 isolation. These components are used in add-—
drop networks and optical CDMA together with FBGs, and group
delay compensation networks together with chirped FBGs.

The optical behavior of uniaxial birefringent crystals provides unique
opportunities to manipulate light, which are not available or are cumber-
some with isotropic materials such as optical glass and plastics. Mainly,
the beam doubles into ordinary and extraordinary waves.

An ordinary wave is similar to a planar wave, where the wave
propagation vector k is with the flux Poynting vector S.
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In extraordinary wave, the energy flow is not perpendicular to the
wavefront. It is along the Poynting vector S. Hence, the ray vector p,
represents the energy flow direction, while the wave vector k is normal
to the wavefront.

Principal plane is the plane containing the birefringent crystal axis ¢ and
wave propagation vector Ke.

From the polarization perspective, the extraordinary wave is linearly
polarized in the plane of the principal section, while the ordinary wave
is linearly polarized orthogonal to the principal section.
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Chapter 5
Optics, Modules, and Lenses

Optical modules are the interface between electronics components and optical
fiber. These optical modules building blocks convert the electrical signal into
modulated light in the transmit section and the modulated light into an electrical
signal, analog or digital, in the receiving side. An introduction to these modules
was provided in Chapter 2, explains block diagrams of different receivers and
transceivers. This chapter provides review and design approaches to these building
blocks. An introduction to the optical design of complex modules such as duplex-
er’s optical dual port (ODP) and triplexer’s optical triple port (OTP) are made.
Lens types and optical retracing analysis is explained and investigated by
showing error tracking and isolation optimization. Planar lightwave circuits
(PLC) and free-space modules are also reviewed.

5.1 Planar Lightwave Circuits

Optical modules such as triplexers and duplexers are the key components in optical
transceiver applications used in various applications such as FTTx. These plat-
forms include both reception of wide band analog community access television
(CATYV) signals, and high data digital transports for transmission and reception.
The front end of such platforms is an optical block used as a DeMUX in the
receive side and a MUX in the transmit side. These modules usually operate
at 1550-nm for CATYV analog reception and at 1310 nm for digital receiving—
transmitting. As per the full service access network (FSAN) standard, optical
modules are used to receive 1550-nm analog CATV and 1490-nm digital down-
link, and transmit 1310-nm digital uplink. Observing the structure of such an
integrated platform (ITR), the main effort at cost reduction stresses on optics.
Traditionally, such optical front-end, free-space, bulk-optics blocks are realized
from encapsulated lasers and detectors in a transistor outline metal (TO) can,
beamsplitters, optical filters, lenses, and metal or plastic housing. The process of
alignment and integration adds costs and complexities as well as more optical
parts to the bill of materials (BOM). Additionally, the packaging and sealing
process, the temperature stabilization to prevent power degradation due to tracking
error, sensitivity reduction because of reflections from the digital transmitter into
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the receiver for 1550/1310-nm, as well as repeatability in production, led to the
integrated optics PLC design. The motive was to target the market needs for
optimum commodity price level of FTTx platforms; to reduce deployment cost
at homes, offices, etc., as well as to have mass production repeatability and
small size and space occupied by the optical block. Several technologies are
used to develop or to grow these modules. Throughout the last decade, numerous
technologies have been explored. The common design challenge to all PLC tech-
nologies is the accurate design of an accurate mask and the use of the photolitho-
graphic process in a high-class clean room. Once the mask is ready, production of
PLC is completed and the wafer is produced, diced, and then integrated to a com-
plete module. The leading technologies for such wafers are:

e II-V(InP, GaAs),

. silica on silicon (SoS),
° SiON on silicon,

. silicon on insulator,

e  polymer waveguide,

e  lithium niobate, and

. ion exchange (IE).

The most common PLC technology is SoS, which evolved from the semiconductor
industry, and the most competitive one is based on IE.'®

IE in glass-based waveguides is a simple low-cost method for realizing surface
mount flip-chip PLC FSAN triplexer.' Ion-exchanged glass exhibits many desir-
able features such as low propagation loss and compatibility with optical
fibers.!" Therefore, the glass material should be compatible with IE chemistry
and with a refractive index close to that of optical fibers. IE process involves
the exchange of monovalent cations such as Lit, K*, Rb", Cs™, TI', or Ag+,
with Na™ present in the glass.”® Annealed channel waveguides fabricated on a
BK?7 glass showed propagation loss of 0.4 dB/cm. The benefits of easy fabrication
and low cost’ made this technology a future option for low-cost FTTx platforms.

In PLC devices, the wavelength separation is achieved by using the Mach-
Zehnder interferometer (MZI) reviewed in Sec. 4.4.1. The fundamental concept
presented in Ref. [1] utilizes the surface normal light beams that are 90-deg
folded and coupled into a waveguide using total internal reflection (TIR). These
perpendicular optoelectronic semiconductors are bump bonded and coupled to
the optical substrate, with the optical aperture facing the optical interconnect sub-
strate. In this application of a PLC triplexer, transparent optical materials are used
to couple the bump-bonded devices such as the laser and the two detectors. These
materials replace the lenses in free space, which characterizes bulk-optics
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topology. PLC on glass is a cost-effective process. It is composed of four stages. At
first, a waveguide glass wafer is fabricated using IE technology. Using photolitho-
graphy, deposition IE areas are exposed. The width of openings in the mask must
be controlled precisely since it determines the core diameter of the IE waveguide.
There are three criteria for the choice of the mask: (1) the mask must have good
adhesion to the glass; (2) the mask must be chosen for resistance to the salts of
the IE baths, which means, it has to be chemically inert with respect to the salt,
and; (3) it must act as a localized barrier to ion diffusion. Titanium, SiO,, and com-
binations of these have been reported as candidates for this.'> After completion of
the IE process, electrical lines and contacts are printed on the PLC glass layer and a
45-deg beam folder slot is diced, which sometimes can be filled with metal. The
next stage is to fabricate the support glass wafer (bulk). This layer involves drilling
or etching via holes; the via holes are coated with a conductive metal, and conduc-
tive lines and pads are printed on both sides. After completion of the support bulk,
the bulk is attached to the PLC optical glass, semiconductors are aligned using an
active alignment beam, and then bump bonded to the optical wafer. Finally, the
components are encapsulated by a thermal conductive polymer. The final step is
packaging, including dicing the wafer at the optical-fiber facet side, and creating
double bars. The polishing process of the optical-fiber side at 8 deg to minimize
reflections, attaching the pigtail fibers to the waveguide, and dicing the double
bars to create two separate electro-optical modules correspond to a PLC triplexer.
Pigtailing loss at the fiber-to-substrate waveguide is controlled to 0.1-0.2 dB.
Figure 5.1 presents a PLC triplexer on a glass using beam folding by IE process.

The advantage of the IE process is its simplicity and writing (deposition) time
of not more then 60 min. Parameters that influence the IE process are time and
temperature of the IE, intensity and duration of the electric field, and composition
and concentration of the salt baths.'® The step after the deposition stage is burying
the ions deep inside the glass by electric field technology process at high tempera-
ture. This stage is a diffusion process that lasts about 15—20 min at a temperature

- | BGA contacts to the PCB
Heat Sink
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Support
glass layer
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Figure 5.1 PLC Opto-electronic chip: cross section (left) and isometric view of a single
bar (right).* (© all rights reserved Colorchip Inc.,)
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of 350°C with an electric field of 30 V/mm produced by a dc power supply.® The
IE technology is superior to Si in terms of strength of materials and immunity against
cracks as well as low-cost fabrication in lower class of clean rooms versus higher
class. Commercial simulation tools and aids such as BeamPROP or MATLAB
finite element method analysis enable accurate prediction of performances and
obtain design parameters required for fabricating PLC couplers and Mach-Zehnder
devices for wavelength separation for fabricating BiDi components.'

Figure 5.2 presents simulated and measured results for BiDi PLC coupler
responses for separating and combining two different wavelengths of 1310/
1490-nm with the typical length between 7 and 12 mm. Measured results of a
BiDi PLC coupler of 1310/1520-nm exhibit shifted peaks, with response close
to the theoretical prediction.

The results in Fig. 5.2 were measured by using a white light source and spec-
trum analyzer in order to scan the transmission function and identify the wave-
length peaks.' In order to accurately measure the peaks isolation, 1310-nm laser
source was used and resulted in better than 25-dB isolation, with good agreement
with simulation-predicted results.

Coupling of the laser diode beam into the PLC optical circuit is done by using
a tapered waveguide. This is one of the best methods of using an intermediate
device for coupling light into a single mode fiber (SMF). Tapered waveguides
are manufactured by a unique process of burying the silver waveguides that
were developed for this purpose. The tapered waveguide is realized with a small
mode field diameter (MFD) and a low depth at one side (low electric field side)
and a high MFD and deep waveguide at the other side (high electric field side)
as shown in Fig. 5.3 (right). IE enables conical taper to 2-m diameter by a
unique control of diffusion stage, with no additional production steps. In
Fig. 5.3 (left), recent experimental images of the results of the tapering process
are given. Measured coupling losses were 3.5-4 dB from a laser die with
1.2 x 3 w MFD to the output fiber, using this tapered waveguide with elliptical
MEFD of 4 x 5 . In comparison, direct coupling of laser to fiber yields a 7.5 dB
loss. Improving the tapering process would achieve better coupling efficiency of
the laser diode to the SMF, with losses lower than 3 dB.
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Figure 5.2 A response of the PLC couplers: 1310/1490 nm theoretical (left) and
1316/1530 nm white light experimental (right).1 (Courtesy of Colorchip, Inc., all
rights reserved.)
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Figure 5.3 Tapered waveguide from 4 . (elliptical) to 10 . (circular) MFD: experimental
beam cross sections (left) and waveguide depth in the glass scheme as function of
MFD (right).* (Courtesy of Colorchip, Inc., all rights reserved.)

One of the most critical problems in such a PL.C process is coupling the light in
and out of the optical plane. There are various techniques to fabricate 45-deg TIR
micromirrors. Laser-ablated micromirrors are already reported and can be fabri-
cated using exciter laser. The facets are based on TIR at the interface between
the glass and the air gap.

In passive optical network (PON) systems, PLC modules based on silicon were
reported.”> In this case, a triplexer is realized by cascading a directional coupler
to a Mach-Zehnder PLC wavelength interferometer. This would result in a 3-dB
loss in both the receive section and the transmit section. Observing the light
path from the pigtail to the receiver, it first goes through the directional coupler,
which is a 3-dB coupler, resulting in a loss of 3 dB. Then, the received light
reaches the Mach-Zehnder and is separated into two wavelengths, 1490 and
1550 nm. Observing the transmit path, the 1310-nm light is coupled to the
pigtail fiber. The coupler port, which was the output in the receive path is now
the isolated port for the transmit path. For the same reason, there is a 3-dB loss
in the transmitting laser. Hence, in the design of such FSAN PLC triplexer, the iso-
lation requirement should be high enough to prevent desensitization of the 1490-
and 1550-nm receiver section. Further review is provided in Fig. 5.4.

In the same manner, as shown in Fig. 5.4(a), PLC for old 1310-nm receiver-
transmitter/1550-nm receiver can be realized. In this case, the first directional
coupler connected will be a WDM MZI separating the 1550 nm from the
1310 nm. The 1550 nm detector is connected at port A. Then the 1310-nm

3 dB Directional Coupler 1410 nm PD Rx

V¥ B
In/Out Pigtail D Mach-Zehnder
A N
1310 nm LDTx 1410 nm PD Rx

Figure 5.4 Concept option for FSAN PLC triplexer realization.
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receiver-transmitter will be located at the back ports marked as B and C. This is a
3-dB directional coupler, where the 1310-nm at port B with respect to port C is at
the isolated port. The constraint here is to have enough isolation between ports B
and C in order to prevent desensitization of the receiver’s path by the transmitter’s
path. This is an equal requirement as in FSAN for isolation from ports A to
D. Some other applications use Y branch rather than a directional coupler.'’
Y branch is a power splitter based on tapered waveguide branching from the
input waveguide.'” The two branches’ core cross section or width is narrow at
the input port and gradually increases toward the output port waveguides. Power
ratio is defined by the core width ratio between the two output ports. An additional
design parameter of the Y-branch splitter is the tapered velocity dW/dL, which
defines the rate of the core width change versus length. Recent published research
reports about low-cost PLC for fiber to the home (FTTH) suggest the use of
VCSEL (vertical cavity surface emitting lasers) because these are a low cost,
easy to fabricate light source.* Novel BiDi triplexers were fabricated of 200
MB/s data rate for small form pluggable (SFP) configuration. In this application,
WDM filters were 780-nm LPF, 815-nm BPF, and 850-nm HPF. These filters
were thin film filters coated on a glass substrate. Filters were fabricated by sputter-
ing Ta,05/Si0,. This new optical subassembly (OSA) structure is realized with
satisfactory coupling efficiency and total passive alignment process without any
lens system. Therefore, the VCSEL BiDi triplexers would be expected to be a
cost-effective solution for optical transceivers used in a set top box (STB) at
homes for active optical networks (AON) FTTH systems. Figure 5.5 reviews
several integrations of PLC in FTtransmitter transceivers. In Fig. 5.5(a),
1.3/1.5-pm BiDi Triplexer is introduced. A spot-size converted laser diode
(SSC-LD), a waveguide photodiode (WG-PD), and a monitor (WG-PD) are flip-
chip mounted onto a PLC platform. This platform also contains a 1.3/1.5-um
WDM dielectric filter and an asymmetric Y-branch silica waveguide. This PLC
platform is an embedded silica waveguide with 8 x 8-wm core, having refractive
index difference of 3%. A Si bench is used as the alignment plane and heat sink for
the optical chips. Index marks for the passive alignment are formed on the surface
of the Si bench. The WDM filter separating 1.3/1.5-pm is a multilayered dielectric
filter. The advantage of such a filter structure is its ability to arrange 1.3/1.5-um
and 1.5-pm output waveguides to the same side of the PLC platform; however, it
has a disadvantage, that is, the trench of inserting this WDM filter. The trench has
to be set at the right position without any angle deflection to the waveguide. Any
deviation and deflection in positioning the WDM filter result in impossible inser-
tion loss from the 1.3/1.5-pum port to the 1.5-pm port. Reported isolation between
1.3/1.5- and 1.5-pm ports for this PLC topology is 52-dB. Figure 5.5(b) provides
information about a full duplex 1.3/1.5-wm WDM optical transceiver used in
ATM/PON. This is a 156 MB/s full duplex optical transceiver that meets the
FSAN class B and C specifications simultaneously. It is an optical hybrid inte-
grated module (OHI). In this architecture, the optical devices are mounted on
the PLC as was presented previously.

This module contains 3.3 V CMOS ICs such as burst-mode laser diode and
automatic gain control (AGC) amplifier all mounted on a glass epoxy electrical
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Figure 5.5 Several applications of FTTx BiDi modules using PLC technology.
[(@). Reprinted with permission from IEEE LEOS © 1996]. [(b)?> Reprinted with
permission from IEEE, ECOC ©1998]. [(c)® Reprinted with permission from IEEE ©

1999.]

circuit board. Such a design also contains a multistage feed-forward automatic
threshold control for the AGC IC in order to procure an instantaneous response
for the burst-mode data. Electrical cross talk between the transmitter and receiver
is better than 100 dB. Figure 5.5(c) shows a PLC module where the WDM filter
separates between 1.3- and 1.5-pm wavelengths. This PLC was mounted on a
glass substrate and the semicylindrical-type ferrule made this structure compact.
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Figure 5.6 Fabrication process stages of PLC platform.'® (Reprinted with permission
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Silica optical waveguide

Silicon terrace

Silicon substrate

Figure 5.7 Integration of optics semiconductors R-PD (receive photodetector), M-PD
(monitor photodetector), and SSC-LD on a PLC platform. The area of optical components
is recessed in the silica of the optical circuit.®® (Reprinted with permission from
Proceedings of IEEE Electronic Components and Technology Conference ©) IEEE, 1996.)

This module transmitter had a power of 2 mW with +0.7 dB tracking error max
over —40°C to +95°C. Optical cross talk is better than 60-dB. Electrical cross
talk below 156 MHz was better than 100 dB.

Silicon PLC BiDi triplexer structure can be divided into two sections. The first
one is the PLC region itself, where the optical circuit is located, and the second one
is where the active components are assembled using alignment markers.'® This
kind of PLC arrangement is called multichip integration on PLC. Si PLC is fabri-
cated on a Si terrace. The first half of the Si bulk is occupied by the PLC silica as
shown in Fig. 5.6(a). The residual Si terrace has SiO, passivation layer of 0.5-pm.
Electrodes and alignment markers are formed simultaneously by lifting off the
evaporated Au layer as shown in Fig. 5.6(b). Finally, AuSn solder film about
2—3-pm thick is evaporated and patterned as shown in Fig. 5.6(c). Figure 5.6(d)
shows the basic PLC platform structure and Fig. 5.7 provides more details about
Si multichip hybrid PLC.

5.2 Free-Space Bulk-Optic WDM Modules
5.2.1 General concept

The front end of any FTtransmitter triple-play transceiver is a bulk optic
component.®® This component is a WDM optical module multiplexing and
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demultiplexing several wavelengths going in and out of an SMF. Unlike the future
technology of PLC, this optical component is a free-space optical system contain-
ing discrete building blocks such as lenses, beamsplitters (dichroic mirrors that are
multilayer wavelength filters or just beamsplitters), photodetectors for the two
wavelength channels, 1310-nm digital channel and 1550-nm analog CATV in
old systems, and 1490-nm digital channel and 1550-nm analog CATV in FSAN,
as well as a laser diode typically at 1310 nm for both FSAN and old wavelength
plan. This kind of triplexer design requires wavelength filters for the FSAN wave-
length and for the old wavelength plan. Special care for designing the trapping light
is required to prevent the 1310-nm transmission leakage into the 1310-nm receiving
channel in the old wavelength plan. Figure 5.8 describes FSAN and old optics wave-
length plan’s internal structure of such bulk triplexers. Early designs suffered from
low yield and a long alignment process of the optics to and pigtailing of the SMF
fiber, as well as complicated assembly problems. Special design emphasis was
placed on tight mechanical tolerances, making the production of optical housings
difficult. The problem of tight mechanical design tolerances for machined and
die-cast housing is critical and cannot be compromised even today with advanced
bulk optics. Early optics had large housing and the optical block was not in full com-
pliance with its parameters over temperature. Creep of adhesives such as epoxies
and metal temperature coefficients resulted in optical power degradation from the
laser into the SMF because of tracking error. A closing process of older module
TO headers was created by Allen screws; thus, it was sensitive to mechanical
stress over temperature. This reduced in tracking-error performance more. Tracking
error occurs because of the optical light beam-spot motion from SMF input.
Numerous modules were not immune to humidity. One of the reasons for the
problem of humidity limitation was the attempt to reduce the analog detector
capacitance in order to gain BW. Some of the approaches used Kapton as the TO
header base for the analog PD. Since the Kapton’s relative dielectric constant
was nearly at unity, it was not building up parasitic capacitance from the photodiode
to the housing of the optical triplexer. This method left the analog photodiode
uncapped and exposed within the optical housing of the triplexer. Additionally,
costs of lenses were too high. These technical problems and the low-yield, high-
BOM cost provided the motive for the development of PLC technology. PLC
technology has the advantage of mass production and automatic pick-and-place
assembly using SMT footprints. However, bulk optics products reached a design
maturity and the above mentioned problems were mostly solved.

Optical modules such as triplexers became small sized and hermetically sealed
using laser welding and advanced epoxy glues. Active optical components were
hermetically sealed. Currently, TO was made with glass or advanced low-cost
plastics integral lenses. Yield increased to 90% and the manufacturing process
became repeatable and robust. Some of the optical detectors contain a PIN transim-
pedance amplifier (TTA) inside the TO package to minimize parasitics and improve
sensitivity of the digital section. Advanced research efforts are invested to inte-
grate highly linear analog PIN TIAs within the photodetector housings to
improve performance of the analog channel. New technologies of manufacturing
lenses made of advanced plastic materials as well as casting the optical triplexers
housing reduced the BOM costs even further.
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Figure 5.8 Optical triplexer structure. (a) An old wavelength plan for a 1310-nm digital
receiver-transmitter and a 1550-nm analog receiver, showing the 1310-nm light trap.
(b) Three FSAN wavelengths standard 1310-nm digital transmitter, 1490-nm digital
receiver, and 1550-nm analog receiver.

Transmitter optical subassembly (TOSA) and receiver optical subassembly
(ROSA) modules are made from advanced plastic materials. Moreover, this tech-
nology has solved the problems of parasitic capacitance between the photodiode
and the optical housing. Advanced CAD tools such as the ZEMAX™ design
program, which provides detailed accurate libraries of optical components used
as building blocks for bulk optics, such as lenses and beamsplitters, enables
the designer to optimize design parameters and tolerances, thus reaching tight
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specification performances. Optical parameter design control is important in order
to reach highly linear performances in CATV channels. For instance, spot size or
defocusing of the beam over the analog PD may improve linear performance by
reducing distortions. This is done by observing and optimizing beam tracings
and aberration parameters that result from the lenses. The subject is well
covered in Sec. 8.6.3. As a conclusion from these facts, bulk optics components
play a major role and are the key components in modern FT'Tx designs such as
BiDi and integrated triplexer platforms. This progress also provided a major
stride in the development of TOSA and ROSA optics for SFP and XSFP technol-
ogy at high data rates of 10 GBit/s.

The concept of the optical triplexer is well understood by observing Figs.
5.8(a) and (b). Looking at the received beam of light incoming from the pigtail
fiber into the optical system, it first passes through a selective beamsplitter. This
beamsplitter operates as a wavelength filter. It directs the 1550-nm into the
analog photodetector because of its refractive index sensitivity to that wavelength.
The other wavelength ray (1310-nm in old plan or 1490-nm in case of FSAN)
travels through this beamsplitter until it hits the second. There, the received ray
(1310 nm as in the old wavelength plan or 1490 nm in case of FSAN) is directed
into the digital PD. So far this is the ray tracing on the receiving side. Both photo-
detectors are cupped in a TO can, which has a ball lens. Since the diameters of
photodetectors range from 20 to 40 pm, depending on the BW required, there is
no problem of losing power of light due to lens aberration. This is because the
optical spot created on the image plane, which is the detector active surface,
is within the active photonic area. Therefore, there is hardly any degradation in
CNR. Observing the transmitted ray, the following design consideration should
be paid attention to. The 1310-nm transmitted ray impinges at first on the last
beamsplitter. This beamsplitter directs the received ray into the digital PD. The
transmitted ray passes through this element in the case of the FSAN wavelength
plan. In this design case, this optical element is an optical filter based on thin
film layers of glass. It has a wavelength sensitivity of refractive index; thus, it
directs the received 1490 nm into the digital PD and allows the 1310-nm transmit-
ter to path through. However, the design becomes more complicated when both
digital receiver and transmitter wavelengths are 1310 nm, per the old wavelength
plan. In this case, the optical element is a beamsplitter with a defined splitting ratio.
Therefore, the splitting ratio creates a power penalty in both receive and transmit
paths. On the receiver side, it is desired to have more reflection to the photodiode
and less path through the splitter into the laser diode direction. Nevertheless, on the
transmitter side, it is desirable to transmit more and reflect less in order to meet
transmission power levels at the fiber. Observing Fig. 5.8(a), it is clear that
for higher reflection and less transmission power, the reflected transmission
beam hits the opposing side of the digital receiving photodetector. This situation
can create optical cross talk between the 1310-nm receiver and transmitter. The
reason this happens is that the optical reflections from the counter wall veers
off into the digital receiving detector. The reflected beam from the wall leaks
into the 1310-nm PD per the beamsplitters power ratio. The solution is to create
an optical trap on the counter wall that locks the transmitter’s reflected
beam inside and does not allow it to exit into the receiving photodetector.
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Moreover, special passivation or absorptive paint is used to plate the inside
housing cavity of the optical block.

This design approach is difficult to manufacture, and controlling the optical
cross talk by creating a trap cavity is not possible in large-scale production. A
different solution for cross talk is provided by creating an absorptive conical
washer around the 1550-nm lens. Bear in mind that in reality the optical distance
between the 1310-nm beamsplitter in Fig. 5.8(a) and the 1550-nm photodetector is
very short, so reflected light from the 1310-nm beamsplitter is at the proximity of
the 1550-nm detector. As a conclusion, if the transmitter’s 1310-nm reflected beam
hits the conical washer surrounding the lens of the 1550-nm photodiode, it may be
deflected to some desired absorption point. Since this washer is conical, the
reflected light ray trace is toward the laser diode. Given that the absorptive
washer attenuates the energy of light, the remaining power should be absorbed
at the laser diode zone. One of the solutions is to insert between the laser
and the 1310-nm beam, a splitting polarization-dependent isolator and then
an absorptive rod. The rod attenuates the light reflected from the conical washer
at the 1550-nm area. The isolator completes the attenuation of the remaining
1310-nm reflected energy and absorb it even more. Further, cross-talk optimization
is done by commercial ray tracing CAD software.

In conclusion, from the aforementioned discussion of cross talk, a design
compromise is made as a trade-off between the receiver’s sensitivity, optical
cross talk, and laser’s transmitted power. These design parameters define the
beamsplitter’s power ratio for the 1310-nm transmitter and receiver.

Generally, design sets are for 50%/50% power ratio or 70%/30% in favor of
receiver sensitivity. The last splitting ratio makes isolation requirements harder
since a larger amount of 1310-nm reflected energy has to be attenuated.

After passing the last beamsplitter, the transmission ray passes through the first
beamsplitter toward the SMF core surface, which is a wavelength sensitive refractive
index filter, the old 1310-nm/1550-nm wavelength plan reflects the 1550-receiver
ray into the analog PD and lets the 1310-nm path through in both directions
without any reflections. Figure 5.8 describes rays tracing in both directions that
receive and transmit. In the old wavelength plan, detail “a,” 1310-nm ray, is
given by a dashed dotted line. Portion of the received energy passes through the
beamsplitter and reaches the laser diode. The 1550-nm wavelength is indicated
by the dashed line. The laser diode wavelength of the 1310-nm is shown by continu-
ous line. It can be seen that the reflected light from the 1310-nm beamsplitter is
trapped within the 1310-nm light trap. In the FSAN design, this filter is sensitive
to 3 wavelengths; it reflects the 1550-nm receiver into the analog PD and allows
it to pass through the both 1310-nm transmitter and the 1490-nm receiver. In con-
clusion, it is clear that the FSAN triplexer has no need for optical trapping since
wavelengths are isolated by optical filters. The other design goal is to focus the
transmitting beam into a narrow spot on the SMF core surface. Therefore, aspherical
lenses are used to correct and compensate or minimize aberration created by the
laser ball lens, meaning aspherical lenses are used as a part of the laser TO,
rather than a ball lens, which is a spherical lens. Aberration is critical in the trans-
mitting beam’s path as the SMF fiber active area diameter is 8-pm. Consequently, a
large optical spot results in loss of transmission power since only a portion of the
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optical field flux is passing through the fiber. At some instances where transmission
power can be compromised against cost, ball lenses are used and not aspherical
lenses. Figure 5.8 describes rays tracing in both receiving and transmitting direc-
tions. For the FSAN wavelength plan, detail “b,” the 1490-nm ray is shown by
the dash-dotted line; it is directed to the 1490-nm digital PD. The 1550-nm wave-
length is shown by the dashed line. The laser diode wavelength of the 1310-nm is
indicated by the continuous line. Generally, in order to prevent reflections, the
pigtail SMF is polished at 8 deg. Thus, the pigtailing is done at a tilt of 4 deg and
there is design compensation of 4 deg per Snell’s law.

When optical return loss performance is required, and in case of an old analog
return path, when high linearity is required too for meeting decent link NPR (noise
power ratio) specifications, the isolator is inserted as was described above as a part
of the optical trap. For the FSAN frequency plan, the isolator is then
inserted between the fiber and the first filter (beamsplitter), where the 1310- and
1490-nm pass through it and 1550 nm is reflected into the analog photodiode.

As a general conclusion, bulk optics is a strong technology competition to
PLC. It has a small size low profile and covers frequencies up to 10 GB/s. It is
a low-cost, robust solution. PLC modules are as long in size; thus, there is no
edge in FTtransmitter for PLC.

Pigtailing is done with a tilt to compensate the polishing angle of the SMF and
is specially made at approximately 8 deg to improve optical return loss.

More details can be found in Ref. [36].

5.2.2 Lenses

The theory of lenses’ wave optics and geometrical optics is well explored with suf-
ficient elaboration in basic physics literature.'***>>*** Traditional basic analysis of
optical systems involving lenses refers to thin lenses.'® In this section, the discus-
sion focuses on thick and thin lenses, taking into account their physical properties
such as refractive index, spherical shape, and ray tracing, showing their approxi-
mation to thin lenses. Commonly used lenses in bulk optics are ball lenses (spheri-
cal lenses) and aspheric lenses. Those lenses’ characteristics were explored in the
literature.”>*** In general, lenses are described in a Cartesian axis system, where
the z axis represents the common optical axis of the refracting and reflecting sur-
faces; it is positive when it is directed to the right. The x axis is positive when going
into the diagram and the y axis is positive when it is directed upward and is in the
plane of the diagram® as shown in Fig. 5.9.

Optical design is based on several fundamental laws that enable the prediction of
ray traces. Snell’s law formulized the law of refraction in 1621. It states the follow-
ing. If the angle created by a ray between the point of incidence and the normal to the
surface of incidence is 0, and if the angle of refraction created between the refracted
ray and the same normal is 65, then the angles are related by the following equation:

ni sin 91 =np sin 92, (51)

where n; and n, are the refractive indices of the two materials.
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Figure 5.9 A sphere with a radius of R tangent to the 3D Cartesian system origin.

Furthermore, Snell’s law states that the incident ray, the refracted ray, and the
normal-to-the-surface ray are coplanar. Moreover, the refractive index describes
the ray velocity with respect to the speed of light in vacuum. Therefore, the follow-
ing relation emerges:

n=-, (5.2)
v
where v is the speed of light in the material and c is the speed of light in vacuum.
Thus, it is understood from the theory of waves that the refractive index refers to
the root square of the relative dielectric constant of the material.

A ball lens, or spherical lens, is commonly used for coupling optics between
SMF and photodiode TO or laser TO can, where optical power is a compromise
or as an aid for optical add—drop multiplexers (OADM) modules.>'** Ray
tracing in such lenses is shown in Fig. 5.11. It is constructed from two surfaces
that are nominally spherical in form and have some thickness between the surfaces.
Each sphere has its own radius R, where each sphere is a portion of a ball. By con-
trolling the radii of the lens spheres, ray tracings can be optimized up to a certain
level. There are ball lenses in which the radii are not identical and are made of two
spheres. These lenses are called spherical lenses.

Since many ball lenses are constructed from spherical surfaces, it is convenient
to describe these surfaces by an equation describing a sphere that is tangent to the
origin as shown in Fig. 5.9.

The equation describes such a sphere as in Fig. 5.9 given in its canonic form by
the following equation:*?

R=x+y"+E&—-R>~ (5.3)

Replacing x> 4 y? by 7 and solving this 3D square equation for z as a function

of r and R would provide
2
z=R|1+ 1_(E> . (5.4)
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The value R is presented sometimes by 1/c, where c is called the curvature of
the surface or vertex curvature. Then by multiplying by the conjugate sign,
Eq. (5.4) is written as

1+ V11— (cr)2 cr?

7= = (5.5

¢ l-l_-\/l—(cr)z'

Equation (5.5) describes the sphere coordinates with a curvature c. The reason
for + symbol is that for a given x and y coordinate or fixed distance of a radius r
from the z axis, a plane that intersects the sphere parallel to the z axis would have
two intersection points. Those intersection points are at two different z locations;
however, they are having the same x and y coordinates. Meaning, the solution is the
same distance from the z axis. In 3D geometry, this can be a flat plane intersecting
the sphere parallel to the z axis or a cylindrical shape such that its symmetry axis is
the z axis. Figure 5.10 provides detailed elaboration. The goal in this solution is to
describe a moving point along the sphere as a function of » or x and y coordinates.
Thus, Eq. (5.4) refers to the first intersection point by observing only the — or +
sign in the denominator of Eq. (5.5). In other words, it provides the lower value
solution of z for a given x and y coordinate or radius r. Equation (5.5) can be
rearranged and expanded as a power series in term of r7:

zc=1—+1-c%r?

1 1 1 1
1 _ _ 22 - 44 - 66 _ _— 2n-1)2n-1)
= (1 2cr 8cr 16cr 2”0 r . (5.6)
Y A
>
r
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with a radius R ™., ,
and curvature of . PR z2=2;
c=1R * A
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. z
R
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cross section plane z=12;
locationisatz =2,
and a radius r

Figure 5.10 A sphere surface with cross section of radius of r at z= Z4 and curvature
ofc=1/R.
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Note that the indices are now modified; the first variable in the parentheses is
n = 1 thus it equal to 1, the next variable is n = 2, etc. Thus, Eq. (5.6) results in

2 1 3 4 1 5.6 1 2n—1_2n
Z—2cr +Scr +16cr+ +2nc re. 5.7
Note that the indices of Eq. (5.7) are modified; the first variable is n = 1 was
previously n = 2 in Eq. (5.6), etc.
Equation (5.7) is useful when defining a paraxial region of a spherical lens:
[
= 2cr . (5.8)
This approximation states that R is relatively large and that the portion of the
sphere observed from the left side of the y axis is approximately a flat plane, with
hardly any curvature, since the vertex distance Z; is small. Figure 5.10 explains
Eq. (5.8) in a 3D x, y, z-Cartesian system. In addition, the object and the image sur-
faces are proportional to the square of the object and the image dimensions. In other
words, it should be no larger than the spheres surface cross section. From Fig. 5.10 it
is concluded that z = Z; is the surface height. It is also assumed that any angle of
incidence of the surface is small enough, so the approximations of sin 6 =2 6 and
cos 0 =2 1 are valid. Thus, every object plan is perfectly imaged in the image
space. This method of analyzing lens surfaces is used for other shapes such as para-
boloids, ellipsoids, hyperboloids, and oblate and prolate ellipsoids.?
Aspheric surfaces are also called diffractive optical elements (DOEs). They
are especially powerful for correction of chromatic aberration. This surface is
described by

2

( ) Ccr
ZAS r)=
e /I=(K+ D)2

where zasp is the sagittal surface height, c is the vertex curvature 1 /R (also called
reciprocal vertex radius), r is a radial coordinate as was shown in Fig. 5.10, and
sometimes marked as p, Ay4, A, etc., are the surface deformation coefficients, and
K is the conic constant that determines the shape of the basic conic section.
Various values for K determine the surface shape as given by Table 5.1.>%

The slope, at any point of the sphere, can be calculated by the derivative of
Eq. (5.9) with respect to r.

+Agrt + Ar® + -+ Ay, (5.9)

Table 5.1 Shapes representation vs. K values.

Constant Shape
K=0 Sphere

K<-1 Hyperbola
K=-1 Parabola
—-1<K<O0 Ellipse (Prolate)

K>0 Ellipse (Oblate)
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Thus tan(a) is given by

1

dr

Therefore, the normal-to-the-lens surface at a cylindrical coordinate value of r
is given by

dzaspug(7)

i (5.11)

cot(a) =

Knowing the normal angle to the lens surface and the angle created by the ray
with respect to the positive direction of z provides the incidence angle between the
normal and the incident ray hitting the surface.

After exploring, in brief, lens surfaces and surface approximations, the next
step is to review simple ray tracing in a thin lens and then fix this calculation
for a thick lens. It is well known that plane waves in homogeneous media travel
in straight lines. This fact allows the use of ray optics in thin lenses. The rules
of thin lenses are

1. Rays passing through the center of the lens are undeviated.
2. Rays entering parallel to the axis pass through the focus.

3. The locus of ray bending is the plane of the center of the lens.

From Fig. 5.11, the lens magnification M is given by

d;
M=—. 5.12
d, (5.12)
do f Si

= |-

Object 7\ B

A
Y
Y.
A
\ 4

So f d;

Figure 5.11 Ray tracing in a thin lens.
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Figure 5.12 Ray tracing in a thick lens.

Again, from Fig. 5.11 it can be proven by planar geometry that the following
identities are valid:

| —

+ (5.13)

1
da i’
2 = s,si. (5.14)

~| =
QL

Figure 5.12 describes a thick lens. P; and P, are the principal planes of the lens
and intersect at the lens axis as shown. f; and f> are the front and the back foci. The
distance from the vertex of the left side of the lens to the focal point, f}, is called the
front focal distance or working distance. The same applies for the back focal point
Jf>. The question then is how to define and determine a thin lens? A thin lens has to
have a thickness that is small compared with the depth of the focus of the beam
used. In a thin lens limit, the two principal planes are merged into one at the
center of the lens as shown in Fig. 5.11.

The general lens maker’s equation for a thick lens is given by

1 1 1 tn—1
P=c=m-D[———41 , 5.15
f (n )<R1 R2+nR1R2) (5.15)

where ¢ is the lens thickness from vertex to vertex, and »n is the refractive index.
The front and back focal points are given by

I :fl[l - t(’;;ll)], (5.16)
—1
L :fz[l - t(’;Rz )]. (5.17)

The separation between the two principal planes is given by

tn—1
W =14l —1 = (”n ). (5.18)
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o A

Figure 5.13 Ray tracing in a ball lens per Snell’s law. Note that the normal-to-the-lens
sphere is calculated per Eq. (5.11) for a sphere surface given by Eq. (5.6).

For the thin lens approximation, the following terms are valid for # < R. In
addition, it is assumed that the refractive indices of the media on both sides of
the lens are the same. This condition results in equality between the focal
points. Using these conditions, Eq. (5.15) becomes

P:lz(n—l)(i—i) (5.19)

Moreover, both focal points at Egs. (5.16) and (5.17) may have the same value.
Thus, it is clear that the separation between the two principal planes at Eq. (5.18)
goes to zero. In practice, the design of an optical module such as triplexers is done
by using the thin lens approximation.

Optimization of free-space optical blocks for optical coupling is done by opti-
mizing spot size and minimum aberration for laser, and in the case of photodetec-
tors, large spots are preferred for improving linearity by minimizing distortions as
explained in Sec. 8.6.3. Geometrical optics and spherical or aspherical lens
equations are useful methods for such optimization done by commercial CAD
Fig. 5.13 depics the rays traces in a ball lens.

5.2.3 Optical calculations

Assume the following design problem of a free-space triplexer: a TO56 laser with
a ball lens, two beamsplitters, and an SMF fiber are needed to be optimized for a
precise spot of the Tx beam on the fiber. The fiber is angled, polished at 8 deg, and
inserted into the optics block with up tilt as shown in Figs. 5.8(a) and (b). In
addition, the refractive indices of the two beamsplitters are n; and n,, respectively,
as a general case, and the lens has a refractive index n and a radius R. This is the
design problem facing optimization of each optical-block ray.

< D
@v@%/

Figure 5.14 Tx laser ray tracing inside a triplexer.
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Figure 5.15 Ray tracing inside a ball lens with a radius R showing ABC ray path.

This kind of problem can be solved with geometric optics and by drawing the
ray tracings along the optical axis of the triplexer system. Figure 5.14 provides an
illustrative ray scheme of this design challenge. The solution is based on the con-
cepts of Sec. 5.2.2.

Ray tracing CAD programs are based on solving geometrical and trigono-
metric identities as well as using Snell’s law and other optical concepts.
Figure 5.15 illustrates the ray-tracing problem within a ball lens. It is assumed
in this case that the light source at point A at a distance d; from the lens vertex
emits a ray of light with an angle of a with respect to the optical positive axis
direction. The ray emitted out of the source impinges on the lens surface at
point B, travels within the lens, and is refracted again at point C. It is clear that
ZABD = 3 — a. Thus, Oy =90 deg — (B — o).

In the same way, ZBOE = 90 deg — B and ZBOC = 180 deg — 20, This
yields Oy, = Omvo. Knowing this, it becomes clear that Z COF = 20,,,+  — 90
deg. After all relations between angles are arranged, values of angles are calcu-
lated. For the given values of R, d;, and «, the values of 3, Z;, and r; are solved
by the following set of equations:

RcosB =(Z, +d))tana, (5.20)
Z, = R(1 —sinB). (5.21)

The values of refractive angles are solved by Snell’s law. Having all this infor-
mation, the exact location of points C, and the values of Z, and r, are solved
too by the relations

Z> = 2R[1 — c08(200u + B — 90)], (5.22)
ry = R Sin(200u + B — 90). (5.23)



200 Chapter 5

It is clear from the discussion that in a ball lens, angles of incidence at the
in-ray surface and the out-ray surface with respect to the normal are preserved.
Using this technique in a CAD program, optimization of the beamsplitter’s
location is done to bring the spot of light to the fiber surface. In general, beamsplit-
ters are tilted at +45 deg and they have the same refractive index. Thus, the
optimization process is straightforward. This analysis becomes more complicated
when dealing with aspheric lenses.

5.2.4 Aberration and tracking error

In the previous sections, lenses were analyzed and the thin lens approximation was
driven. Object and image distances were connected to focal points, radii of curva-
ture, refractive index, etc. This analysis is based on the approximation that all rays
make small angles with respect to their optical axis. However, the image created by
rays is based not only on points which are on the axis but also on points that lie off
the axis, Fig. 5.16 represents such a core. Nonparaxial rays proceeding from a
given object source do not intersect at the same point after refraction by a lens.
Thus, the image formed by such a lens is not a sharp one. Moreover, the focal
length of a lens depends upon its refractive index, which varies with wavelength.
Therefore, if a light emitted from an object is not monochromatic, the lens forms a

Optimum image plan for
(a) Aberration circle of least confusion

B
| ]

Image of aberration

s |
Main axis - — @
! | 1 B
(b) Coma Image of coma
Main axis-———-————
Tilted axis

Figure 5.16 (a) Spherical aberration, and (b) coma.
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number of colored images that lie at different places and have different sizes, even
if formed from paraxial rays. The departure of an actual image from its predicted
calculated position is called aberration. In addition, there are aberrations that arise
even from a monochromatic light source such as a laser. This kind of aberration is
called spherical aberration. This type of aberration is the main design concern in
bulk optics structure.

Figure 5.16 demonstrates spherical aberration. Paraxial rays from point S are
imaged at S’. Rays incident to the lens near its rim are imaged at S” closer to the
lens. Rays incident to the lens surface between the rim and its optical axis are
imaged between S’ and S”. Thus, there is no plane where a sharp clear spot of S
is formed. The spot S is formed on perpendicular plane B B’ which is located
between the two spots S” and S’ called the image plane. This plane travels
between the two spots S” and S’ since each image of S is created at a different dis-
tance. The cross section of the beam coming out from the lens provides a circular
image shape. The design goal is to find the smallest spot, known as the circle of
least confusion. This is where the maximum light flux is delivered; thus in bulk
optics design the SMF should be placed for maximum transmit power at the
zone of least confusion where the spot is optimized.

Another lens imperfection is coma. Coma affects rays that are not on the lens
axis. It is similar to spherical aberration, where the aberration is on the lens axis,
and both coma and spherical aberration arise from the failure of the lens to image
rays at the same point. Coma differs from spherical aberration in the imaging result
of the object’s image: the object is not imaged as a circle but as a comet shape;
hence, the term coma.

The term “tracking error” describes power delivered to the SMF as a function
of spot size and location on the active area of the fiber. Spot size is defined by the
optical ray path design shown in Fig. 5.14 and lens aberration. It is desirable to
have the spot center aligned with the SMF active area center. Moreover, it is a
design goal to have a spot diameter smaller than the SMF active area diameter.
Tracking error can result from spot misalignment on the fiber; thus, the power
delivered to the fiber will be proportional to (S — AS)/S, where S is the spot
area and AS is the spot area out of the fiber active surface. This situation results
from mechanical errors as a function of temperature of the optical block. Such a
case describes the spot drift from its target point, resulting in transmit power degra-
dation. For example, laser cup position is varying because the glue is sensitive to
temperature thus the spot drifts. In old triplexer technologies, laser TO can closing
was done with screws; hence, mechanically it was much more susceptible to temp-
erature changes thus the laser spot drifts. Moreover, a larger spot than the SMF
active area delivered less power to the fiber. All these phenomena resulted in
power sensitivity versus mechanical parameters. This sensitivity function of
power alignment to fiber is called tracking error.

5.2.5 Packaging and integration technology

Packaging bulk optics can be divided into two main efforts. The first is the devel-
opment of compact housing and packaging technology of the optical system
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presented in Fig. 5.8, and the second is the development of cost-effective, high-
performance transistor outline metal can package (TO-can) integration. Both are
challenging. Optical integration involves all design aspects presented in previous
sections in regard to optical performance, such as optical cross talk, tracking error,
optical transmit power, optical coupling, aberration, sealing, and complying with
environmental specifications.

The other part involves integration of optical semiconductors into a TO-can
and complying with required performances for high data rates and wide band-
widths for analog receivers.

Laser coupling to SMF by using molded aspheric lenses was reported about a
decade ago.>' Use of aspheric lenses is common in bulk optics to overcome spheri-
cal aberration. This technology has a coupling loss of 2.2 dB and an assembly loss
of 0.24 dB. Further research analyzed the coupling of lasers to SMF by using
spherical lenses.”> MacSIGMA CAD software is available for ray tracing and
optimization of the optical design.

Recent research® reports show miniaturization of laser packaging, going
from traditional TO56 used for DFB lasers to TO38. The main idea is to build a
small OSA using a prealigned Si microlens and a laser diode integrated on a Si
V-groove substrate with a footprint of less than 1 mm by 1 mm. The lens is
based on a Si DOE. The DOE has a binary structure to simulate the smooth
profile of a Fresnel lens. The Fresnel lens profile can be obtained by quantizing
the conventional refractive lens in units of wavelength as shown in Fig. 5.17.
The advantage of DOE is strict control of focal length determined by the pitch
of fringe structure. Silicon is transparent for wavelengths longer than 1100 nm.
Tight control of focal length of the lens is required because of alignment of the
lens to the small dimension OSA. This technology enables 4-f coupling by
placing a combination of lenses on the same V-groove substrate. Between these
two lenses, the propagating beam is collimated up to 2 mm without coupling effi-
ciency degradation. Consequently, any functional elements such as an isolator or a
WDM filter can be inserted, making this OSA a versatile optical platform.
Reliability of optical components as a function of solders was investigated at
the first strides of optical modules.*> Creep of soldered joints or other material
may affect coupling performance of optical components to SMFs in the long
term. The creep mechanism results because of the build in mechanical stress
during the construction of optical modules. Mechanical stress may result from
temperature, mechanical mounting of optical modules to the whole optical electrical
platform, etc.

Results showed median life of approximately 107 hours in case of laser diode
and SMF system. The failure rate at 25 years of service is approximately 10> of
functional integrity testing. The epoxy cure process in bulk optics is an important
parameter too.”> Epoxies have residual stress as a result of their solidification. The
epoxy layer between the TO—CAN, in which the laser or PD are capped, and the
housing is a linear viscoelastic (time dependent) material. The epoxy layer create a
cylindrical shape and axial symmetry is used to solve the strain problem resulting
during solidification. Cure process after solidification is one of the methods to
overcome strain build in epoxy.
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Figure 5.17 Integrated optics on a TO can principle of DOE: (a) refractive lens; (b)
Fresnel lens; (c) DOE represents the lens surface by multilevel etched profile; (d)
optical system for OSA to SMF coupling; (e) OSA bench with V groove and integration
to TO can.*® (Reprinted with permission from Proceedings of IEEE Electronic
Components and Technology Conference © IEEE, 2004.)

5.3 Main Points of this Chapter

1.
2.

The two preferred technologies of PLC are IE and SoS
Wavelength separation in PLC is accomplished by MZI.

Directivity of couplers in PLC is the key to accomplish isolation of trans-
mitted power leakage into the receive section. This is one of the sources
for optical cross talk in PLC.

The PLC technology edge, by its repeatability of performance, has less
human involvement in assembly. There is accurate control of parameters
such as power isolation, return loss, and wavelength separation as well as
isolation.

PLC packaging is SMT rather than long leads of TO can. Thus, it has
potential to operate in high data rates for digital applications and wide
BW for analog applications.
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IE process is a fast process in which a core is created by changing the
refractive index of a glass. The process has no need for a high-class
clean room. The IE process has 11 steps:

mask preparation;
e clectrons deposition process of about 60 minutes;

e  burying the electrons in glass using diffusion process, for 15 min, at
350°C and under electrical field;

e  printing conductors using lithography;

e connecting the bulk support glass to the optical circuit wafer;

e etching via holes;

. assembly of components using alignment and marking techniques;
e dicing;

e  polishing;

e  packaging; and

e  pigtailing.

One of the advantages of PLC is low coupling losses to fiber since it has a

direct contact to the fiber and similar refractive indices. In IE technology,
it has the optimal matching to fiber. Thus, mismatch loss is minimal.

PLC technology is less susceptible to environmental thermal changes
since it has no mechanical deformation and changes in dimensions
that affect the optical transfer functions from the laser to the fiber,
from the fiber to the photodiodes, and between the laser and the photo
detectors; for this reason, there is hardly any reduction in cross talk
over temperature.

Bulk optics technology is an integration of discrete components into a
mechanical optical system, which is composed of the following:

laser diode in a TO can with integral ball or aspherical lens;

e  photodetectors in a TO can with integral ball lens;

beamsplitters that are dichroic mirrors; and

e  housing.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Bulk optics triplexers for 1310 nm, 1310 nm, 1550 nm that were used for
old wavelength plans have an internal optical trap to prevent leakage of
the 1310-nm transmitter into the 1310-nm receiver photodetector
because of internal reflections.

FSAN plan is 1310-nm digital transmitting, 1490-nm digital receiving,
1550-nm analog CATYV receiving.

In FSAN bulk optics isolation between 1310-nm and 1490-nm receivers
is achieved by the optical filters.

The transmitted power in bulk optics is defined by the optimization of the
laser beam spot on the SMF active area.

Tracking error in bulk optics results because of the movement of the
transmitted light spot from the core of the SMF. Thus there is a reduction
in optical power delivered to the SMF core surface.

Tracking error results due to changes in mechanical dimensions because
of a change in temperature or because of an external mechanical stress
such as mounting screw torque.

Aberration results from a lack of an ideal lens in which paraxial beams
have different focal points than the rays incident to the lens surface at
a larger distance from the optical axis or near the lens rim.

Spot optimization of the transmitted light is done by selecting the image
circle of minimum point of confusion of a lens.

One of the methods to reduce aberration is by using aspherical lens and
optimizing the aspheric plane of the lens.

For receiving, it is desirable to defocus the beam and create a large spot
on the photodetector area since it minimizes distortions.

Paraxial approximation z = %cr2 defines the distance from a sphere in which
it looks as a surface or a plane. In case of a small lens with a small radii, the
distance from the sphere surface, is very small. An analogy for that is observ-
ing earth from earth or from space; the earth looks like a flat plane for us on
earth, and from space it looks like a sphere.

In a high magnification lens, a small error on the object side results in a
large error on the image side.

In bulk optics design, thin lens approximation is accepted and further
optimization is done by ray tracing with CAD tools.

Bulk optics closing technology is by advanced epoxies and laser welding.
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Chapter 6

Semiconductor Laser Diode
Fundamentals

This chapter reviews laser physics and its concept of operation. A short
introduction to the quantum phenomenon of stimulated emission is presented,
explaining the process of lasing and emission types for general background.
This is followed by modes of excitation and structure of gain-guided lasers
versus index-guided lasers. Common lasers used by the industry are reviewed
and background is provided about longitudinal modes, distributed feedback
(DFB) lasers, Fabry—Perot (FP) lasers, quantum well lasers, tunable lasers, and
vertical cavity surface-emitting lasers (VCSELs). After a basic solid foundation
of laser physics is laid, a practical RF modeling of the laser is presented, followed
by modulation terminologies for RF and digital schemes. An introduction to the
optical isolator is provided at the end of this chapter to explain how to overcome
and improve the reflection coefficient of the laser to the fiber. Reflections in both
cases of digital and analog transport introduce distortions. In the case of digital
transport, the observation might be double-eye transitions, implying deterministic
jitter. For analog, reflections may cause a reduction in carrier-to-noise ratio (CNR)
and intermodulation (IMD) performance is explained in Chapter 17.

6.1 Basic Laser Physics—Concepts of Operation

Semiconductor lasers are similar to other lasers such as Maiman’s ruby laser or the
He-Ne gas laser since in both cases the emitted radiation has spatial and temporal
coherency. Laser radiation is highly monochromatic, which means it has a narrow
wavelength bandwidth (BW) and a highly directional beam of light. In other
words, the energy of laser light or flux has a high density in a small area. In
field theory, it means that the pointing vector S = E x H of the electromagnetic
wave has high value. However, the difference between a semiconductor laser
and the other laser is as follows:

1.  Inconventional lasers, the electron quantum transitions occur between dis-
crete energy levels. In a semiconductor laser, the transitions are related to
the band-level properties of the material.

209
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2. A semiconductor laser chip is very compact in size compared to a
conventional laser, and it is within the size order of 0.1 mm. Moreover,
since the active region of a semiconductor laser is very narrow, the
divergence of d has a very short photon lifetime, high-frequency modu-
lations are achievable to a certain point, where second-order effects
such as wavelength chirp and relaxation oscillation start to have an
effect (Chapter 7).

Because of the above advantages, semiconductor laser is one of the most
important light sources for optical-fiber communications. There are three wave-
lengths that are commonly used: VCSELs of 900 nm are used, and a Si
avalanche photodiode photodetector (APD) is used on the receiving side; where
the fiber has a low loss of 0.6 dB/Km and low dispersions, 1310 nm is used; and
where the fiber losses are at the minimum values of about 0.2 dB/Km, 1550 nm
is used. In both cases, the InGaAs photodetectors are used on the receiver side.

LASER is an acronym for light amplification by stimulated emission of radi-
ation. When the PN junction is formed, several physical phenomena are created.
There is a PN barrier due to the potential difference between the P type and the
N type."” This potential barrier creates an electrical field E, which creates a
depletion region at the PN boundary. The width of the entire depletion region
depends on the P- and the N-type doping concentrations."” Therefore, to
operate the laser, there is a need to apply a forward-drive current to overcome
this potential barrier. This current is the threshold where the diode starts to
conduct; an additional threshold current, which this discussion refers to, is
where the diode starts to emit.

The current mechanism at a PN junction is diffusion of electrons and holes
across the junction.'? In this case, both electrons and holes are present simul-
taneously in the depletion region and can recombine by creating spontaneous
and stimulated emission, generating a photon in an appropriate semiconductor
material. Stimulated emission is a result of optical gain and optical feedback. Con-
sequently, the lasing process is a result of positive optical feedback that enables
oscillations. Thus, two conditions should be satisfied:

1.  The optical gain should be equal to the optical loss at the active region.

2.  Positive optical feedback should exist. In an FP laser, this feedback is pro-
vided by cleaved facets that create multiple reflections or by distributed
gratings in a DFB laser.

Assume two energy Fermi levels E| and E, are in an atom of a semicon-
ductor. E; is the basic low-level energy and E, is the excited level. Any transi-
tioning between the two energy levels involves emission or absorption of a
photon with an optical frequency v, according to hv,, = E, — E, where A is
Plank’s constant. Generally, at room temperature, all the atoms are in the low-
level energy state. This equilibrium is disturbed when a photon of energy that
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is exactly equal to the quantum energy difference E, — E| impinges on the atom
and transfers an electron from E to E,. This is an exciting process and the photon
energy is absorbed by the atom. The electron at the E, level is in an unstable
energy state and after a short dwell time, it returns to its original energy level
and emits a photon with the optical frequency equal to hv,,. This process is
called spontaneous emission. The lifetime of such a spontaneous emission
varies typically from nanosecond to millisecond, depending on the semiconductor
material type, i.e., the energy band gap and density of recombination centers. The
spontaneous emission is an incoherent process since photons are emitted ran-
domly and in random directions; thus, there is no phase relationship or spatial
coherency. An interesting and important thing happens when a photon hits an
atom when its electron is excited and is in a higher energy level. At the
instant an excited atom is impinged on by a photon, the atom is immediately
stimulated; the excited electron returns to its basic energy level E; and emits a
photon. Consequently, two photons are emitted. One is the incident photon and
one is due to the quantum transition. The excited photon is coherent in the
phase with the incident radiation. That process is called “stimulated emission,”
and is described in Fig. 6.1.
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Figure 6.1 The three basic states of transition of Fermi energy levels E, and E;. (a)
Absorption of the photon quantum energy hvi, = E> — E4. (b) Spontaneous emission.
(c) Stimulated emission in the phase due to the quantum energy hv4, = E5> — E1.
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One of the best ways to explain the basics of laser operation is by looking at
the first small Ruby laser®'® shown in Fig. 6.2. This laser type can be referred to as
the foundation of the FP solid-state laser. The ruby rod is the gain medium of the
laser. The resonance structure or cavity as defined in lasers as accomplished by
having mirrors on both ends of the ruby rod. The rod cleaved sides is covered
with mirrors which are using one full mirror and one side has a half-silvered
mirror. The laser is excited by optically pumping the ruby rod using a flash
tube. This process brings electrons to a high-energy state. As some electrons in
the rod spontaneously drop from this high-energy state to a lower fundamental
level, they emit photons that trigger further stimulated emission. The photons
bounce between the mirrors, generating more stimulated emissions. The process
of gain and positive feedback results in oscillation between the two mirrors.
Only certain wavelengths have a resonance and lasing occurs through the half-
silvered mirror. In solid-state lasers such as FP, the replacement for the flash
tube is the forward current across the PN junction, which creates the population
inverse. As in the ruby laser, FP laser has two cleaved facets with mirrors
(see Fig. 6.3).

Stimulated emission is the basis of laser operation. However, there is a need to
overcome the material absorption in order to have a significant amount of light
emission. In the solid-state semiconductor laser, this is achieved only when
there is a greater population in the excited energy level E, than in E. This situation
is called “population inversion” and is a prerequisite for laser operation. The
phenomenon is achieved by current injection across the PN junction. At the
instance the population inversion state is accomplished, the quasi-Fermi-level,
the energy level with an occupation probability of 50%, separation between the
conduction bands, and the valence level exceed the band gap under forward
biasing of the PN junction. That means

Ere — Epy > hv > E,, (6.1)

where Ep is the quasi-Fermi-level energy, Er, is the valence level, and E, is the
band-gap energy.

Flash tube
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Coherent
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Figure 6.2 The Ruby laser of Theodore Maiman.
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Figure 6.3 Concept of FP laser in a double heterostructure (DH).3 (Reprinted with
permission of Van Nostrand/Springer © 1986.)

Equation (6.1) states that in order to have emission, the photon energy has
to be higher than the band-gap energy but lower than the difference between
quasi-Fermi-level energies in the conductance state (population inverse state)
and the valance level. Optical gain is achievable in the active layer when
the injected carrier density is high enough to overcome the absorption in the
semiconductor. When the gain is sufficient, the peak optical gain dependency
upon the carrier density N can be expressed by using the linear approximation
given by’

gp = 8o[N — No], (6.2)

where Nj is the carrier density at the transparency, typically 1-1.5 x 10'® cm >

for an InGaAs laser, N is the injected carrier density, and gy is the spatial gain con-
stant in centimeters squared. It can be observed that when the injected density
exceeds Ny, a positive gain is obtained.

Not all semiconductors generate emission during the recombination process
and populate inverse conditions at the forward bias state. For instance, Si and
Ge do not emit under the above mentioned conditions. The reason for that is
that it is a nonradiative recombination process in these materials. This process
includes recombination at defects, surface recombination, and Auger recombina-
tion. This last one is important in the case of long wavelengths such as
1300—1600-nm semiconductor laser sources.” In the Auger recombination
process, the energy released during electron—hole recombination is transferred
to another electron or hole as kinetic energy rather than producing light.?
Because of nonradiative recombination existence, there is a reduction in the
quantum efficiency (QE) of producing and emitting light. This effect or pheno-
menon is defined by internal QE factor m;,,, which indicates that only a fraction
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of the injected carriers during forward biasing and population inversion is con-
verted into photons and is described by

Ry T
Ry + Ry _Trr+an’

Nint = (6.3)

where R, is the radiative recombination, which was explained previously, com-
posed from both mechanisms of spontaneous and stimulated recombination, and
Ry is the nonradiative recombination process. In case of Si, Ge, which means
Niye = 107>, mainly due to the fact that they have an indirect band gap. A direct
band gap is when the conduction band’s minimum level and valence is
maximum level occur at the same level of the electron wave vector, k. That
means the pointing vector of the radiation is created by recombination with no
defect loss. In direct band-gap, materials such as GaAs or InP m,, approaches
100%, which means stimulated emission dominates. That means high probability
of radiative recombination since energy and momentum of electron—hole recom-
bination are easily preserved. In case of indirect band-gap semiconductors, the
released energy from electron—hole recombination is transferred to lattice
phonons by lattice vibration in the crystal; hence, the vibration energies are poten-
tial and kinetic energies result in very low energy for radiation.

6.2 Semiconductor Laser Structure—Gain Guided
Versus Index Guided

Laser diodes are divided into two main categories: gain guided and index guided.
The early semiconductor laser chips, which were homostructure injection lasers,
were gain guided. Laser structure was improved to a double heterostructure
(DH) as shown in Fig. 6.3.

These lasers exhibit high-threshold current densities; for instance, Jth values
for GaAs homostructure injection lasers are about 50—100 kA /cm? at room temp-
erature. The laser structure was a regular PN junction, which was cleaved by two
facets perpendicular to the junction plane. These facets provided the optical-
positive feedback to the spontaneous emission. The feedback generated the stimu-
lated emission by using the spontaneous emission as a trigger for optical oscillation
and amplification. The emission was coplanar with the PN junction active plane. In
other words, emission was from the active PN junction plane. However, this struc-
ture concept suffered from several disadvantages. It had no carrier and hole con-
finement for recombination of the lateral injected carriers. This, of course,
reduced the efficiency of the emitting recombination, which resulted in high
current consumption. In other words, it had no optical confinement, which is a
poor optical cavity. This added optical loss during the optical feedback and ampli-
fication process. To overcome losses, a DH was used. However, there was no
lateral confinement of photons and the entire PN area was used as a gain section.

One of the methods to overcome the large area anode was by creating a narrow
long stripe as the anode, shown in Fig. 6.4. An insolating layer of SiO, was depo-
sited on top of the P-type material. The SiO, was then etched to create a recess and



Semiconductor Laser Diode Fundamentals 215

Metal Contact

Gain Region

Oxide

p: AlGaAs

GaAs

n: AlGaAs
GaAs
Substrate

Metal Contact \

[/

Laser Mode

Figure 6.4 Gain-guided laser in strip geometry showing P contact, N contact, active
layer lasing region, and cleaved mirrors in a DH stripe laser.

a P-contact was deposited on top of the insulator, creating a long narrow stripe that
has contact to the P type. This contact is the anode, which created a confined E field
under the stripe. This created a waveguide or recombination channel under the
strip. Thus, the E-field distribution in that topology was laterally getting weaker
at the stripe-width edges and peaked to its max at the middle of the stripe
width. Hence, the generated beam was narrow with very low spatial gain vari-
ations. The injected carriers were already confined under the narrow stripe
since the anode stripe, with respect to the cathode, is a narrow capacitor plate.
This plate is connected to a positive voltage potential that generates an E field
only under that striped area with fringes at the edges. Hence, the current density
J is given by the following equation:

1

J=—1,
WL

(6.4)

where [ is the bias current, L is the stripe length, and W is the stripe width. As a
consequence, the active area at the PN junction is narrow and confined mostly
under the stripe. That method is called “gain guided” since the confinement of
the optical modes is governed by the lateral optical gain under the stripe. The
stripe dimensions in such a design approach are 1-5 pm for W and 200-500 pm
for L. The current density distribution changes laterally at the stripe edges,
while flowing through the cladding layer since it has some fringes out of the W
boundary. This is because of the carriers’ lateral diffusion and drift at the active
layer. Hence, the E field would have a similar distribution. The current mechanism
in a PN junction is diffusion-mechanism solved by the differential diffusion
equation pairs." As a result, there is a vertical diffusion but also lateral diffusion
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Figure 6.5 Index-guided buried heterostructure laser.

creating a “bell-shaped” density distribution. The accomplishment of this method
was a gain increase on one hand and a current reduction on the other. This
improved the laser efficiency as well as providing a narrower lasing radiation.

The concept of index-guided lasers is based on creating a waveguide, which is
confined due to variation in refraction index. Figure 6.5 illustrates such a buried
heterostructure.

The active layer (gain section) is confined because of the semiconductor struc-
ture. The active section is a forward biased PN-junction diode sandwiched between
two reversed biased NP-junction diodes. These reversed diodes are insulated from
the metal contact by oxide insulation. The forward-biased diode has a photon con-
finement mechanism similar to the gain-guided one. However, the lateral confine-
ment observed in the index-guided structure is minimized due to the reverse bias
on the NP cladding. This, of course, generates a step change in the index of refrac-
tion, consequently creating a buried waveguide. In this structure, the confinement
area under the anode metal contact is narrower and its lateral boundaries are con-
trolled better compared to the gain-guided laser. Moreover, the isolated NP junc-
tion, which is in reverse bias, is depleted, thus creating a clearer lateral boundary at
the active layer. As a result, the beam width and spectral width of the index-guided
laser is narrower compared to a gain-guided laser. Further, better confinement
means a higher quality factor (Q) of the cavity and lower losses. This reflects directly
on current consumption and QE. Section 6.3 reviews these aspects in detail.

6.3 Longitudinal Modes and a Fabry Perot (FP) Lasers

From a review of Sec. 6.1, it is clear that the fundamental laser structure is a cavity
that resonates at the lasing wavelength. From wave theory and boundary con-
ditions of partial differential equations describing this case, there are several
cavity modes. The cavity mode wavelengths are longitudinal modes in which
the waves are constructively interfering. This condition states that a wave injected
into the cavity has a maximum transmission under this condition. Figure 6.6
illustrates the longitudinal-mode excitation mechanism.
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Figure 6.6 FP laser cavity with length of L and reflectivities R4 and R».

The threshold condition required to create oscillation is to have a minimum
optical gain that is equal to the cavity losses and can operate the laser. This con-
dition, in analogy, is similar to a feedback oscillator assuming a cavity with length
of L, loss factor per length unit of o, and two cleaved mirrors with reflectivities of
R, and R,. To check the threshold condition, the electric field is examined within
one round trip. The initial field and the reflected field after a single round trip
should be equal in order to satisfy creative interference. Now, assume an initial
field with amplitude E,, angular frequency w, propagation constant {3, and the refrac-
tion index of the cavity n. During one cavity round trip, the field amplitude changes by

\/R]Rz exp(—aiL), (65)

where «; is the internal cavity loss due to free absorption and scattering of carriers.

However, at the same time, the cavity adds gain and thus the amplitude of the
electric field is increased. The cavity gain is referred to as one round trip and a
round trip equals 2L. Thus, one round-trip gain is given by

exp(% . 2L) = exp(gmL), (6.6)

where gy, is the threshold gain. In addition, the electric field phase after one round
trip is denoted by 23L. These three conditions result in a round-trip-threshold con-
dition of creative interference:

Ey = Eo exp(gmL)v/R1R: exp(—a;L) exp(2jBL). (6.7)

This complex equation has two conditions in its real and imaginary parts.
Solving the real part of Eq. (6.7) and multiplying both sides Eq. (6.7) and multi-
plying both sides by the complex conjugate results in the feedback condition for
lasing threshold gain. As was expected, the feedback should be equal to the gain:

1
8th = & — iln(RlRZ) = Ocavity- (6.8)

The phase condition of Eq. (6.7), which is the imaginary part, provides the
essential state for creative interference.

2BL = 2km, (6.9)
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where k is an integer. Since the cavity refractive index is n, the wave propagation
index is given by B = nw/c or 2mvn/c or 2wn/\, where c is the speed of light in
free space, v is the wavelength frequency in free space, and A is the wavelength in
free space. Consequently, the wavelength must satisfy the following condition for
creative interference:

N =——. (6.10)

The wavelength separation of the FP laser is given by checking the modes’
sensitivity to wavelength:

dk d (2nL\ 2L(. d 2n,L
= () =S (vt —n) = - 6.11)
dv A\ ) T a2 Mang A2

where ng is the group index. Equation (6.11) can be written in a different way:

_ N
- 2neL

AN Ak. (6.12)

However, Ak is the index increment and equals unity. Thus, the FP mode sep-
aration is given by

NN

AN = N —
2n,L  2nL

(6.13)

The quality factor, Q, of FP is a measure of the device’s resolution. This is cal-
culated from Eq. (6.7) by finding the wavelength in which the electrical field
amplitude drops by 1/+/2.

_ZI’LL 1T«4/R1R2
N 1= VRIR,

Another measure of FP is the finesse F. The finesse is the ratio between the
wavelength separation and its BW at half-power level:

0 (6.14)

’1T4R1R2

F=—X"12.
1— VRiR,

Thus, the ratio between the quality factor and the finesse provides the domi-
nant longitudinal mode & of a given FP laser:

(6.15)

k:F. (6.16)
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6.4 Distributed Feedback (DFB) and Distributed Bragg
Reflector (DBR) Lasers

As was explained in Sec. 6.4, FP lasers’ disadvantage is in their multiple modes of
oscillation and lasing. This phenomenon affects eye purity in digital transport
because of chromatic dispersion in fibers, thus making more jitter in the eye
mask. To overcome this problem, which becomes crucial in long distance and
high data rate communications, other laser cavity structures were developed.
The idea was to create a single longitudinal mode (SLM) cavity laser. This way
only one lasing dominant mode exists. Therefore, information reaches the receiv-
ing section in a uniform group velocity, unlike in FP where each mode reaches the
receiver at a different group velocity. Nonuniform group velocity is the root cause
for dispersion over a single-mode fiber with an FP laser. Those lasers are the DFB
and distributed Bragg reflector (DBR) lasers. In such structures, the feedback is
accomplished with an internal grating that causes spatially periodic variations in
the effective refractive index of the oscillating mode. The phenomena of Bragg dif-
fraction causes coupling between forward and backward propagating modes.
These modes should satisfy the Bragg condition (further details and theory are pro-
vided in Sec. 4.4.3):

A:m( Mg ) 6.17)

2neﬂ~

where A is the grating period, neg is the effective mode index, Ap is the Bragg
wavelength at free space, and m is oscillation mode that typically equals unity,
but in some occasions m =2 is used as well. As shown in Sec. 4.4.3,
Eq. (4.86), the stop band is formed and centered at the Bragg wavelength. The
BW depends upon the coupling coefficient k. That mechanism makes the DBR
and DFB lasers operate in a single dominant mode, while suppressing other
modes of oscillation as exists in a FP laser. In a DBR laser, the internal grating
is placed at one or both ends of the gain medium as shown by Fig. 6.7.

One structure of DBR laser contains a single grating at one end, while the other
end contains coated or uncoated cleaved facet edge. Another structure of DBR has
two gratings at both sides of its gain section; the feedback is distributed, but it
occurs only within the Bragg wavelength, where reflection is at its maximum.
This is like having FP structure with thick mirrors, reflecting at a selective wave-
length only. The DFB laser has a grating feedback element within its gain section.

SLM lasers such as DFB and DBR are initially designed with loss profiles that
are mode dependent. This way the lowest cavity loss will reach threshold first
while neighboring modes are filtered out because of higher cavity losses.
Another way of looking at this is as an equivalent circuit of gain A and feedback (3.
The Berkhousen oscillation condition occurs where BA 4+ 1 = 0. Thus, in case
of high loss [ value, there are no oscillations. Consequently, the grating mechan-
ism is equivalent to the “tank” circuit of the laser and a laser is an optically coher-
ent oscillator as was explained earlier. Having a narrow BW grating feedback



220 Chapter 6

Grating
(a) o

Active
X=XE Layer

X=X1 ef

Y
Selective wavelength
Pumped region feedback
(b) (Gain section) (Bragg reflector)

Confining layer

Guiding layer

Active layer

Guiding layer Llriririiiiiilalalririiiiiiielilalririiiiiiiiiiliril
I-I-I.I-I.I-I.I-I.I-I.I-I-I.I-I.I-I.I-I.I-I.I-I.I-I.I-I-I.I-I

Confining layer ——p

Substrate

Figure 6.7 (a) Typical DFB laser structure showing the grating feedback along the
active area and the periodic fluctuating dielectric constant. (b) DBR lasers with a
grating at one facet and a gain section.

equals to narrow band high Q resonator “tank™ circuit in an oscillator. Conse-
quently, from this discussion, SLM lasers’ performance or mode purity is
defined by a mode suppression ratio (MSR):*

Pmm
PSl’Il,

MSR = (6.18)

where the main mode is Py, power and Py, is the side mode power. Generally, in
order to have pure single-mode operation, MSR should exceed 30 dB. Again,
looking at this definition and comparing it to an oscillator, the requirement is to
have a feedback filter with sharp-shape factor. The above description is analog
to an oscillator with SAW or crystal tank compared to a low-phase noise oscillator
with low Q parallel inductance-capacitance (LC) tank. Since grating feedback is a
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selective wavelength reflective feedback, it operates as a band-stop filter where its
attenuation is maximum at Ag. Hence, it has low loss at both sides that may satisfy
the threshold condition for lasing. Eventually, this may result in two modes emitted
from a DBR or a DFB laser with power difference of ~10 dB between the two. To
overcome this problem, the grating stop band is tuned to the undesired mode. This
method is called detuning of the grating stop band with respect to the gain peak of
the laser. Another design method is to have at the gain peak a grating pass band
with minimum loss and high loss out of the pass band. That means creating a
band-pass filter feedback at the desired wavelength. The method of creating a
pass band with minimum loss at the gain peak is called quarter wavelength
detune or grating shift. Observing the forward propagating wave and backward
propagating wave in Eq. (4.81), adding jm/2 and —jm/2, the arguments, respect-
ively, would result in a pass-band and stop-band condition, thus changing the sol-
ution of Eq. (4.86). DFB and DBR lasers are analyzed using the theory of coupled
mode equations.'' ~'* Numerical analysis is used to map the E field along the
grating.'® Tt shows there that the feedback attenuation factor in the direction of
propagation increases as the grating thickness increases until it reaches a saturation
and remains constant starting from a relative thickness of 10% of the grating thick-
ness with respect to the center wavelength A, where \o/2 is the grating period.

As was explained in Chapters 4 and 5, the refractive index refers to the relative
dielectric constant &, root square, while its dispersion versus wavelength provides
wavelength separation by refraction. For this reason, the dielectric constant
€ = g,8, 18 replaced in such analysis by the effective refractive index. Analysis
is in the same manner as in Chapter 4.

The analysis starts from the wave equation of the electric field E. Analysis is
along the laser cavity length L of both forward and backward propagating waves,
with a propagation constant at vacuum value kq:

d’E
P ekdE = 0. (6.19)

The dielectric constant in a grating varies periodically by & and can be
expanded by the Fourier series:

2
e=g8+ ZAsiexp<j£iz +jcp>, (6.20)

where € is the average dielectric constant, Ag; is the dielectric constant pertur-
bation, and ¢ is the grating phase at z = 0. The general solution of Eq. (6.19) is
given by the forward and backward propagating wave:

E = Aexp(—jBz) + Bexp(—jB2), (6.21)
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where the propagating constant 3 is given by

B = nerko + ]gT‘h, (6.22)

where n.g is the effective refractive index, and gy, is the power threshold. Substi-
tuting Eqs. (6.20) and (6.21) in (6.19) and using the slowly varying envelope
approximation (SVEA), neglecting second derivatives, and using

8k —B)E=0 (6.23)

results in

dA dB
& SXP (= B2 — -~ exp (jB2) = —jlkA exp (—2jABz +je +jB2)

+ k*Bexp (2jABz — jo — jB2)],  (6.24)
where * marks the complex conjugate, and k is the coupling factor given by

B Aamké

k B

(6.25)

AB = B — Bo shows the fluctuations of the propagation, where Bo = mm/\ is the
Bragg propagation constant. Note that k increases with increasing corrugation
depth. Using partial differential equation boundary conditions at both sides of
the cavity provide the following relations and solution for a DFB transmittance
with a uniform grating:

v =y (BB —kk* = (ABY — kI, (6.26)
—y+AB  kexp(jo)

_ — , 6.27

01 = hexp(—je)  —v— AB (©-27
Y= AB  —k*exp(—j¢)

"2 = fexple) . Y +AB (6:28)

Ey1 = rgiEs, (6.29)

Er = rgaEv, (6.30)

where E marks the electric fields at both sides of the cavity, b index marks the
backward propagating wave, and f index marks the forward propagating wave.
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The cavity’s boundary conditions are

E;(0) = r1E,(0), (6.31)
En(L) = rEx(L), (6.32)

where r; and r, are facet reflectivities of the electric field at z=0 and z =L,
respectively, and are given by

ri = Iril exp(—jd;), (6.33)

where the index i = 1, 2, and ¢ is the phase shift introduced by the cavity facet
reflection.

These relations and further manipulations lead to set off differential equations,
which provide the DFB oscillation condition

(re2 — n)(rg1 — r2)
(1 — }"1}”(31)(1 — I"erz)

exp(—2jyL) = 1. (6.34)

Assuming E(L) = 0 since facets reflectivities are zero, the transmittance for
uniform grating is given by

E¢(L) ?

E¢(0)

1 —rgire
exp(jyL) — raira exp(—jyL)| -

2
T = =

(6.35)

The last two equations provide the spectral behavior of a DFB laser. Transmit-
tance T is measured versus detuning 8L, normalized coupling kL, and various nor-
malized gains gL values.

DBR laser is analyzed in the same manner and is similar to the analysis of the
FP laser with a grating as facets to create selective wavelength feedback. The
reflection condition in a DBR at z = L is given by

Fiteq = exp(2/BL) =1, (6.36)

where r; is the facet reflectivity and r.q is the equivalent reflectivity from the
grating at the DBR region. The propagation constant for DBR is given by

B = negko + ’%G (6.37)

where ag (replaces the power threshold gain g,) is the power absorption and . is
given by

req = CPIDBR, (6.38)
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where Cp is the coupling efficiency between the active DBR grating regions and
the DBR reflectivity rpgg is given by

I Ey(0)
DBR = 5 0)

(6.39)

Using the same solution technique as for DFB, while Ey,(L.g) = O results in

ri[l — exp(—2jyLeg)]
1 — rirga exp(—2jyLeg)

rper = Cp (6.40)

Substituting Eq. (6.40) in (6.38) provides the oscillation condition of a DBR
laser:

ri[l — exp(—2jyLeg)]

r G -
=Pz rG1rce eXp(—2jyLer)

exp(2jnekoLl — agL) = 1. (6.41)

6.5 Multiple Quantum Well Lasers

It was previously explained that both FP DFB and DBR lasing is from the active
layer. The active layer is characterized by its lateral width and its thickness. The
cross section of this active layer defines the beam intensity. The thickness of
the active layer of DH laser ranges between 1000 and 3000 A. A single
quantum well (SQW) corresponds to 7 to 15 atomic layers, or 50—100 A, per
well. These thin layers are grown exclusively using the technique of molecular
beam epitaxy (MBE) and metal organic chemical vapor deposition (MOCVD).'®
Thus, if more active layers are grown, more QWs are created.”’** From
solid-state-device physics,"'*'7¥7 it is known that each electron has several
spherical quantum states. Thus, limiting the thickness of the active layer will
limit the number of states and certain thickness corresponding to about one
atomic layer. Eventually 3D quantum states would transform into 2D. De Broglie’s
statement is that an electron is a particle (photon), and a wave and its momentum
relation P is

P=hv, (6.42)

where v is the optical frequency. Using the above mentioned equation, momentum
identities and kinetic energy, and substituting them into the wave equations results
in Schrodinger equation 5. Schrodinger solution of > describes the energy stat-
istics of an electron in a box or potential well:

2

h
E:EO+2m*

(8 +12+82), (6.43)
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where m* is the effective electron mass, / is the Plank constant # = h/2r, and k’s
projections in x, y, and z directions are the wave vectors or numbers. Observing the
confined particle energy levels in the z direction, and noting the z-direction wave
vector as a function of quantum level results in

L nmy’ —1,2,3 (6.44)
n—2m* LZ ’n_ 9 L9 e .

This notation describes the quantum energy levels in a finite potential well
with a thickness of L,; thus, it describes a particle motion normal to the well.
Since, in this discussion, the x and y directions are infinite, there is a continuity
of energy states in those directions. However, the z direction is quantized. This
results in a step response of energy states. Hence, E, = 4F,, E; = 9E;, and
E, = n’E,. The conclusion is that for given x and y energy states, there is a split
or substate in the z direction. Since s is a statistical function, {sjs* is the state’s
probability density function, and the integration of Ys/* over the well in the z direc-
tion should equal 1; the normalization factor is calculated. The density of state in
the energy interval dE is

*

PEYE = —"__dE when E > Ej. (6.45)
n

h°L,

As a consequence, the density of states is a constant independent of energy
provided E is larger than the first allowed state E,. Thus, energy steps will be
on the parabolic line in Fig. 6.8 and as described by Eq. (6.46). In a conclusion,
by choosing the dimension L,, one can design the energy state and eventually
manipulate and engineer the band gap:

(E)dE = 1 (2m 3ﬂ«/E dE (6.46)
p C2m? \ p2 ’ '

In summary, QWs and multiquantum wells (MQWs) were extensively inves-
tigated in the last 15 years.'®~?? Properties such as modulation BW, relaxation
oscillation, threshold gain, current high data rate modulation, spectral purity,
and distortions were investigated. The advantages of QWs and MQWs were
explored and reported. In the case of fiber in the loop (FITL) applications, ordinary
laser transmitters require thermoelectric cooling (TEC) since they had shown poor
characteristics to meet the Belcore’s Generic Requirement. The Al,GayIn;_,_,
As/InP had shown 3-dB modulation BW of 19.6 GHz for compressive strained
lasers and 17 GHz for tensile strained lasers by an optical modulation technique.?’
The strong carrier confinement also resulted in a small k factor, which indicates the
potential for high-speed modulation of up to 35 GHz. Low-threshold current was
accomplished because of low-cavity losses and efficient mirror coatings.'®
From the above results, it is clear that the relaxation-oscillation frequency is
higher compared to a regular laser structure. Thus, the distortions of such a laser
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Figure 6.8 Density-of-states function in a QW of thickness L,, vs energy of QW laser.
The dashed line is described by Eq. (6.46).

are lower, making it an ideal laser for hybrid fiber coax (HFC) community access
television (CATYV) transmitters.

A high temperature of 170°C, high CW 300-mW power lasers were reported
with no TEC in a grated index (GRIN) separate confinement heterostructure (SCH)
1.3 pm GalnAs/ InP.?° A small signal direct modulation model was provided with
respect to photon lifetime, spectral-hole burning (SHB), carrier heating, and
energy transfer to photons and phonons were explored, as well as carrier transport
processes.”> Evidently, because of excellent uniformity of epitaxial QW material,
and since the active layer well has low loss and thus high Q for the resonance and
the confinement efficiency, the spectral line width of MQW and QW lasers is nar-
rower even for FP cavity. Figs. 6.9 and 6.10 show the LI curves of such lasers and
their structure and the quantum process of small signal modulation.

6.6 Vertical Cavity Surface-Emitting Laser

In previous sections, edge-emitting lasers, where in semiconductor topology the
photons’ emission is along the active area were reviewed. However, there is an
additional semiconductor laser structure in which the emission is orthogonal to
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Figure 6.9 LI curves of MQW lasers showing threshold points (a) AlGalnAs/InP Light
current characteristics of a 508-um long tensile-strained QW laser with 98% high
reflection coating on the rear facet at various heat-sink temperatures. (b)
Temperature dependence of threshold current and characteristic temperature.?®?*
(Reprinted with permission from the Journal of Quantum Electronics © |IEEE, 1994.)

the NP active area.® This laser structure is called a verticle cavity surface-emitting
laser, or VCSEL. As in edge-emitting lasers, the cavity is made by using mirrors or
gratings. Because the gratings are used as selective wavelength reflectors instead
of a mirror, this reflector is considered to be a DBR. Thus, in a VCSEL, there are
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Figure 6.10 Quantum process in case of a small signal modulation of a SQW laser.%?
(Reprinted with permission from the Journal of Quantum Electronics © IEEE, 1997.)
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cavity reflector similarities to FP and DBR edge-emitting lasers.”®>° Mode stabil-
ization is optimized by improving reflectors.’® As in edge-emitting laser tech-
nology, the VCSEL active layer can be grown as a QW or MQW.? VCSELs
are popular in the use of short wavelengths CWDM such as Agilent 820, 835,
850, 865 nm. Efforts on InP-based lasers’ longer wavelengths of 1310, 1490,
and 1550 nm favored for long-haul full service access network (FSAN) fibers to
the home-curb-building business-premises (FTTx) applications have met with
slower progress because of inherent difficulties in constructing highly reflecting
mirrors as well as high-gain active region layers.”®*’*> In cellular applications
for wireless on fiber, VCSELS are used for distributed antenna transponder appli-
cations and for IEEE802 AH bidirectional link applications of 1310 nm upstream
and 1310 nm downstream.

VCSELSs became popular and attractive due to several technical progresses in
their fabrication.** This enabled the operation of VCSELSs at higher temperatures
such as 88°C with InGaAlAs/InP, GaAsSb/GaAs, GaAsSb/GaSb, and InGaAsP/
InP for 1550 nm, and InGaAsN/GaAs, InGaAsNP/GaAs, InGaAsNSb/GaAs, as
well as highly strained InGaAs/GaAs for 1310 nm with operation of up to
1250C.24’34

The VCSEL structure is described in Fig. 6.11. From a manufacturing point of
view, it has a simpler fabrication process, Similar to that of light emitting diodes
(LEDs). Thus, it is a low-cost, high-yield mass production process. Fabrication

@
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Figure 6.11 Three types of VCSEL structures commonly used: (a) Mesa etched, (b)
Proton implanted, (c) Dielectric aperture [mesa c(1) and lateral ¢(2).]
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of long wavelength VCSELSs is based on GaAs or InP substrates. There are several
structures for realizing VCSELSs depending on the applications.

e  Etched mesa. This is analogous to the edge-emitting ridge structure.
However, in this case, a round or square postlike mesa is formed. The
etching is generally stopped just above the active layer to prevent
surface recombination of carriers and reliability problems. Consequently,
the current is confined to the lateral dimensions of the mesa. However, car-
riers are free to diffuse laterally in the active region. Therefore, a lateral
leakage current becomes important for dimensions less than 10 wm in
diameter. Generally, such a structure emits from the bottom surface and
the top mesa is used as a contact electrode. One of the problems with
such a structure is excessive resistance or conduction through the
mirrors. The series voltage develops across the mirrors and results in a
potential barrier at numerous heterointerfaces. This is problematic in
P-type mirrors since small barriers inhibit thermionic emission for
heavy holes. This is solved by optimizing the band gap. The mesa structure
is considered to be gain-guided laser topology.

e  Proton implanted. This is a gain-guided structure. This configuration is
simple to manufacture and thus has been considered to be one of the
most important VCSELSs. It has a planar structure, allowing for relatively
large-area electrodes with low-contact resistance. The proton implant
apertures the current to provide a desired current confinement. It emits
from both the top and bottom surface. However, it generally has a ring-
contacted, top-emitting configuration to allow 850-nm emission with
GaAs substrates. The additional advantage of this structure is lower
thermal impedance compared to etched mesa. On the other hand, it
suffers from the same problems as the mesa of conduction through
mirrors. In addition, there are two problems resulting from the implan-
tation. The first is that the implant stops above the active region and the
other is that it penetrates the region. To prevent the implant from penetrat-
ing the active area, the implant is stopped above the active region. As a
consequence, a lateral current occurs above the active region. This adds
a nonproductive shunt current and power dissipates. In the case of the
implant penetrating the active region, the current is effectively apertured.
However, since its life goes to zero at the implant edge, the result is effec-
tive infinite recombination velocity leading higher carrier losses compared
to the mesa. Modulation tests on these configurations show decent results.
Small signal BW showed relaxation oscillation of 14 GHz at 8 mA and
12 GHz at 2.5 mA.?°~?® These results are very attractive and economic
in power consumption compared to edge-emitting laser.

®  Dielectric apertured. In this topology, previous technical problems were
addressed.*® First, it provides a solution to the extra losses between the
positive contacts and the active layer. In the case of the mesa structure,
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these losses are because the current has to flow through the dielectric
mirrors. In addition, its purpose is to block the shunt current that may
flow between p and n regions. The advantage of the dielectric current
aperturing over the proton implant aperturing is that it does not reduce
the carrier lifetime in the active region. Thus, this design approach is a
preferred one since it answers the technical problems presented previously
without losing the design flexibility.

e  Visible in this design approach, short visible wavelengths, <700 nm, are
excited. This is done by adding aluminum to the GaAs QW to increase the
band gap. These lasers are not used in HFC and long- and short-haul links.
Thus, this chapter will not provide further elaboration on these types of
VCSEL lasers.

®  [nPbased. These lasers are used for 1.3—1.55-pm applications. The main dif-
ficulty in the evolution of these wavelength lasers was to develop highly
reflective mirrors and high-gain active regions. The familiar InGaAsP/InP
and InGaAlAs/InP endure a small range of achievable optical indices. Con-
sequently, very long epitaxial mirror stacks are necessary to build up the
required reflectivity. Because of optical losses, the remaining reflectivity is
only 98%. Thus, epitaxial mirrors are not successfully used in CW devices.
More effort is being made in that regard. The low gain problem results
from Auger process of nonradiative recombination of carriers. MQW have
been found to provide an increased gain for lower current densities.

Figure 6.11 describes several VCSEL structures. In long wavelength lasers,
similar structure as in ¢(1) and c(2) is used. Figure 6.11c(1) shows two options of emit-
ting; it can be top or bottom. To solve the lateral current, a current-blocking layer is
grown, confining the active layer between the two DBRs. Thus, the current flows
through the active layer to the cathode. This current-blocking layer can be the
oxide insulation.>* The bulk substrate for long wavelength lasers is InGaAs ternary
substrate. Carbon doping is used in top P mirrors, reducing their loss and heating.”
In CATV VCSEL applications, modulation BW and electron photon resonance
frequency £, grow linear with the square root of the injected current above threshold:*’

£ = b — In), (6.47)
1 dg TV

where N is the carrier’s density, Iy, is the threshold current, dg/dN is the differential
gain, Vis the active volume, m; is the injection efficiency, I is the optical confinement
factor, ¢ is the electron charge, and V, is the group velocity. Hence, b [GHZ? /mA]
describes the modulation current efficiency (MCEF). Experimentally,”’ a factor
called MCEF [GHz/+/mA] (MCEF factor) is used and relates to the modulation BW:

MCEF = 1.55vb. (6.49)
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In conclusion, the modulation efficiency b improves substantially at higher
differential gain. Furthermore, a current increase in a single-mode laser would
improve its BW.

6.7 Tunable Lasers

In previous sections, several laser topologies were reviewed and presented. Lasing
mechanisms and resonance cavity structures were analyzed. These concepts of
laser realizations are used as foundations for tunable laser devices. Creating a
tunable cavity using different methods and means would result in a tunable wave-
length laser. Tunable lasers have been in development for over a decade but only
during the late 90s did technologies start to become mature enough to serve the
demanding applications of telecomm DWDM equipment. DWDM technology
greatly improves the transmission capacity in optical fibers and employs multiple
wavelength grids separated by the 100-GHz International Telecommunications
Union (ITU) standard or 50 GHz. The inventory cost and redundancy volume
can be saved by the use of a tunable laser transponder. Various laser designs are
available in the market, each with its own “pros and cons.” With the slow, yet
growing rate of tunable lasers currently available, system vendors and service pro-
viders have started to ramp up the adoption of tunable lasers into system design
requirements. The following section will cover the various tunable laser technol-
ogies that are currently available.*> Chapter 4 provides a glance at optical code
division multiple access (OCDMA) that uses tunable wavelength transponders
and fiber Bragg gratings as encoders and decoders. Chapter 19 will discuss
tunable wavelength transmitters and transponders.

6.7.1 Tunable laser types
There are four families of tunable lasers in the market today. These are:
1. DFB—distributed feedback

DBR—distributed Bragg reflector

VCSEL—vertical cavity surface-emitting laser

> owon

ECL—external cavity laser

These four basic laser types have evolved to create variations of the general
structure in order to achieve a wide range of tunability covering the full C or L
bands. There are three tuning mechanisms, which are being used in tunable lasers:

e  Thermal tuning (very slow, 5-15s)
° Electrical tuning (fast, 1-10 ms)

° Mechanical tuning (slow, 50 ms—1 s)
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6.7.1.1 Tunable distributed feedback (DFB) laser

The DFB laser has been serving the WDM industry for over 20 years and was the
laser of choice for system vendors due to narrow line width and higher temperature
stability. The tuning mechanism of the DFB laser is temperature tuning and the key
drawbacks of the DFB laser is its narrow tuning range in the area of 5 nm.

The main problem is that in order to tune a DFB laser over 5 nm, the laser
needs to be heated to high temperatures of over 40 and even 50°C. These tempera-
tures are high and are beyond the long-term safe operation point of the laser. In
order to overcome the narrow tuning range of the a DFB laser, solutions
evolved in the form of a DFB laser array. In these solutions, an array of 10 or
more DFB lasers were packed together on the same substrate, where each of the
DFB elements can tune over a range of 30 nm around a continuous central wave-
length.*® This way, by selecting a different laser element each time, it is possible to
achieve continuous tuning over the C or L bands. Coupling the light out of the DFB
laser element to the tunable laser package output is done by using either a micro-
electromechanical system (MEMS), micromirror, or a waveguide as shown in
Fig. 6.12. Under normal operation, there are three control loops that are maintained
by electronics. For coupling the MEMS, voltages are set to their calibrated values.
However, they are continually optimized to maximize the fiber-coupled power as
measured by the wavelength locker. During a wavelength switching event, the
MEMS mirror moves to an extreme position to blank the output by about
50 dB. After new current and temperature values are stabilized, the MEMS is
then unblanked and the locker can provide fine wavelength control.

6.7.1.2 Distributed Bragg reflector (DBR) lasers and multisection DBR
DBR lasers use a grating structure in a similar way to the DFB laser. However, in

DBR the grating is located on a passive element (cavity section) rather than in the
main (gain) laser element as shown in Fig. 6.13. Tuning is made by applying

DFB Array

Laser Output

Micro Mirror with
MEMS Actuatore

Figure 6.12 A widely tunable laser based on DFB array. The mirror is a MEMS tilt
mirror. A typical structure like this has 12 DFB elements with wavelength spacing
of 3nm. A collimating lens is inserted between the array, and the mirror and
focusing lens is placed between the mirror and the SMF fiber.” (Image Courtesy of
GWS Photonics, Israel.)



Semiconductor Laser Diode Fundamentals 233

I, Slective wavelength

I; Pumped region feedback
(Gain section) (Bragg reflector)

l Iy

Figure 6.13 Tunable DBR laser showing the two current phases to control the gain and
the refraction index.

current into the cavity section, which in turn changes the refractive index and
causes tuning.

Again, similar to the DFB laser, a single grating section in the DBR is limited
in its tuning range, and in order to achieve a wider tuning range covering the C or L
bands, several (three) grating sections are needed as shown in Fig. 6.14. By apply-
ing current to the three grating sections, they act as a hierarchal filter structure
where one grating section selects the “super mode” of operation, the second
section aligns to it, and the phase section selects the FP mode. When all the
three are aligned, the selected mode is lased out. A significant advantage of the
multisection DBR laser is its being made of a monolithic semiconductor material,
which allows for mass production at low costs. In addition, it allows integration on
the same chip additional components such as a semiconductor optical amplifier
(SOA) and external modulated laser (EML) modulator. Electrical tuning allows
fast tuning between wavelengths in the area of a few milliseconds. Among the
weaknesses of this laser are its optical properties, which are somewhat lower
than those of a DFB.

The tuning control of a multisection DBR is quite complex. It involves three
independent variables, which are the currents injected to the grating sections.
Different “current vectors” can produce the same wavelength and a complex

ip Back Mirror ip Phase ig Gain it Front Mirror

Multi Section DBR Laser

Figure 6.14 Widely tunable laser based on multisection-sampled-grating DBR
(SG-DBR).
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Figure 6.15 Mode map of a DBR laser. It shows a 3D control matrix of wavelength
versus phase current in milliampheres and Bragg current in miIIiampheres.7 (Image
Courtesy of GWS Photonics, Israel.)

characterization process is needed to map the wavelengths and current vectors and
to select the final set of operating vectors (Fig. 6.15).

A key area of concern for system vendors and service providers is the laser’s
long-term stability and aging. The concern is that the laser’s will experience mode
hops as its operation point ages and drifts over time.

6.7.1.3 VCSELs, MEMS, and ECLs

VCSELs tunability is accomplished by changing the vertical cavity using MEMS
technology. Figure 6.16 illustrates the concept using electrostatic tuning. The
VCSEL is made of two PN junctions. The first PN junction is the forward-
biased VCSEL. The second junction is a reversed bias PN junction utilized as
the top reflector plate of the VCSEL. This way a free-space capacitor is created
between the P side of the laser and the N side of the reversed biased PN junction.
By changing the voltage across the reversed biased junction, the electrostatic field

DBR

7

Figure 6.16 Concept of tunable VCSEL showing attraction force F and electrostatic
electrical field E. The movable cantilever plate is N type and this part is a reversed
biased diode.
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between the plates varies, thus affecting the electrostatic attraction force between
the plates. Consequently, the distance between the movable cantilever plate, which
is the N side of the junction, and the P-type plate changes.

Using electrostatic methods and strength of materials theory, it is easy to
analyze the electrical and mechanical forces applied on the movable cantilever.
The electrostatic force, Fg, between the capacitor plates is given by the derivative
of the capacitor-stored energy. On the other hand, this force applies a counter
torque on the N-plate rod. Thus, this process reaches equilibrium at the point
where the electrostatic attraction force equals the mechanical force Fy;. The mech-
anical force is given by Hook’s law:

51,52

a [CV? AV?
Fp = < ) = (6.50)
gz \ 2 2dy — 2)
Fy = kz, 6.51)

where, ¢ is the dielectric permittivity, A is the capacitor area, z is the incremental
change between the plates in z direction, and k is an elastic constant of the beam or
rod, sometimes called the spring constant. Solving Egs. (6.50) and (6.51) provides
two states for z. However, only one is a stable solution, showing that the maximum
change in cantilever equals Z,,x = dop/3 independent of k. Using the strength of
materials theory, the beam is analyzed according to Young’s law:

8% Z(x) _ M(x)
2 E-I(x)’

(6.52)

where E is Young’s modulus, I(x) is the beam cross section, and Z(x) z is the incre-
mental change between the plates in z direction as a function of the beam length.
This equation describes the distributed load over the beam and the stress resulting
in it. An approximation can be made by postulating a concentrated force at the
beam applied on the capacitor plate. This assumption is justified since the capacitor
area is larger compared to the beam’s active capacitive area:

(L) (A ¥ 3wL)

F \2d} 8

Q - Ewt’ ’
()

where w is the beam width, L is the length, A is the capacitor area, ¢ is the beam

thickness, and E is Young’s module. This relation provides two design rules for

cavity sensitivity of plate spacing versus tune voltage.
t

) . . . 3 .
The effective elastic constant k.g is proportional to W(Z) and the tuning

Z(L) = (6.53)

. . 3
voltage V is proportional to /w(%)”.
From that model, it is clear that several design compromises are made. For

instance, a thicker or wider beam would require more force to bend it and thus
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Figure 6.17 VCSEL on the left side, vertical cavity surface-emitting laser is tuned by
moving the cantilever arm to change the dimensions of optical cavity. Right side
actual magnification of tunable VCSEL chip.®® [(a) Reprinted with permission from
IEEE Spectrum © IEEE 2002. (b) Reprinted with permission from Optics and
Photonics News © Optics and Photonics News 2001.]

a higher voltage would be necessary. Therefore, a longer beam would result in a
larger torque and this would require lower voltage to tune it to the same wave-
length as a shorter beam with a smaller cross section. However, a very long canti-
lever is harder to manufacture. Thus, a compromise in design between the beam’s
cross section, length, tuning voltage range, and tuning range should be considered.
Figure 6.17 illustrates MEMS tunable VCSEL.

6.7.1.4 MEMS and ECLs

In ECLs, the tunability effect is achieved through a cavity situated outside the laser
element (gain section). For that reason, it is possible to use a standard FP laser chip
with an antireflection coating on the output facet of the laser chip. Currently exist-
ing ECLs are based on the mechanical tuning apparatus and an architecture known
as the Litman configuration. However, a new generation of ECLs soon to be
offered to the market will provide an improved design of ECLs without any
moving parts using an electrically tuned grating-waveguide structure (GWS) as
a reflective optical filter.

In a Litman-type tunable laser, the cavity is created between the external
moving mirror and the reflective facet of the laser chip. A diffractive grating is
used as a depressive element. A lens is used to collimate the light coming out of
the laser chip. When the light hits the diffractive grating, it spreads in different
directions. The laser’s operative wavelength is the one that is incident per-
pendicular to the mirror out of the diffractive grating. Tuning is achieved by
moving the mirror up and down around the pivot point. This way, each time a
different wavelength is in a normal path toward the mirror. The mirror motion is



Semiconductor Laser Diode Fundamentals 237
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Anti — reflective /
coating Pivot axis Diffraction grating

Figure 6.18 ECL with Litman - Metcalf configuration (mechanical tuning).

accomplished by using a MEMS device like that shown in Fig. 6.18, which can be
based upon the same concept of electrostatic force provided in Fig. 6.16. The draw-
back of this design is the mechanical inertia of the moving parts, which reduce its
long-term reliability somewhat and provide slow tuning. Assembly of the free-
space optical elements is also complex and costly. On the other hand, ECLs are
known to have very high optical fidelity, similar or better than standard DFB
lasers, with an ability to produce high optical power.

Recent reports®>*° provide detailed information on tunable FP lasers with
MEMS-controlled mirrors. A laser is made by the integration of a surface
MEMS 3D mirror as external cavity reflector, FP laser, and a butt-coupling
optical fiber. Figure 6.19 provides details on the assembly of this configuration.
In Fig. 6.19(a), the optical fiber is aligned very close to the exit of the laser
diode with the intention of direct coupling to the laser output beam. There is no
need for an additional coupling lens between the laser and the fiber. To maximize
the transmittance and to prevent unnecessary feedback into the laser diode, the
surface end of the fiber is antireflection coated. The 3D mirror is aligned near
the other exit window of the FP laser chip to provide an external variable
cavity. The 3D mirror is placed on a translating stage that can be driven to translate
by the comb drive. The suspension beams are used to keep the movable stage
above the substrate to avoid stiction and to eliminate wobbling during lateral
movement. The mirror is assembled in the vertical position and kept in this pos-
ition by the microfabricated position holder at the back of the micromirror. By
applying different voltages to the comb drive, the 3D mirror translates and shifts
from one state to other, varying the cavity length of the FP laser. The assembly
of such a structure is done manually using a probe station. The initial separation
between the laser and the mirror is 10 wm. The distance between the laser and
the fiber is 15 pm. In Figs. 6.19(b) and (c), guide rails are shown. These guide
rails are used to align the fiber to the diode exit facet. Figure 6.19(d) shows the
comb drive actuator. The overall size of this tunable laser, including the 3D
mirror and the laser diode, is 2 x 1.5 x 1 mm.

The comb drive is a micromotion motor that varies the 3D mirror position. It
has two rows of comb fingers as shown in Fig. 6.19(d), with 156 moving fingers.



238 Chapter 6

i+ Comb-drive: -

/

Suspension,..-—xf//!/
beams - Translating stage

(a) external cavity FP laser MEMS system. (b) 3D micromirror on a translator and back
support with fiber alignment guide rails.
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Figure 6.19 MEMS ECL FP laser. (a) External cavity FP laser MEMS system. (b) 3D
micromirror on a translator and back support with fiber alignment guide rails. (c)
External cavity FP laser MEMS system. (d) SEM micrograph photo of a comb SEM
micrograph photo actuator.3® (Reprinted with permission from the Journal of Selected
Topics of Quantum Electronics ©) IEEE, 2002.)

Each finger is 30-pm long, 2-pm wide, and 2-pm thick. The gap between the

fingers is 2 pwm. The moving and the fixed fingers initially overlap by 10 wm.
This way, the comb driveway is within its linear range. The comb motion is

accomplished by electrostatic force. The displacement, 8, of the comb drive is

given by*!

= eolNh V2

o ,
gk

(6.54)

where N is the number of moving fingers of the comb, % and g are the finger thick-
ness and gap, respectively, and k represents the stiffness of the suspension beams.
Applying tuning voltage shifts the wavelength continually until it jumps to the
adjacent mode. Thus, the wavelength tuning is a combination of both continuous
wavelength change and mode hopping. The tuning range of such a structure
showed a 1526—1548-nm wavelength change for a 3D mirror displacement
from 0.3 to a 0.9 wm and a tuning control range of 10 V. Larger displacements
of 3.5 wm required a tuning range of 30 V.
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6.7.1.5 A new open ECL technology based on reflective GWS tunable filter

A new design approach of ECL’ is based on a tunable GWS reflective filter.” This
allows solving the Litman ECL drawbacks while keeping the high level of optical
fidelity. In a GWS ECL laser, a standard FP laser chip is used and attached to its
back is the GWS reflective tunable filter. Tuning is achieved by applying electrical
voltage on the reflective filter. As a result, one wavelength is selected since the
finesse selection of resonance frequency of the filter and that wavelength is
reflected back to the laser, thus creating the tuned cavity. An etalon, located in
the cavity between the GWS tunable reflective filter and the back facet of the
laser chip, guarantees precise ITU grid wavelength operation and eliminates the
need for a separate wavelength locker. Key benefits of such ECL designs are its
simple structure, very small size, and ability to further reduce the laser size,
enhanced optical properties and fidelity, low production costs, wide and continu-
ous tuning range (can tune beyond the C or L bands), high reliability (no moving
parts), fast and simple tuning (electrical tuning), and high output power with a low
thermal load if used in a transponder or transceiver. The ECL based on GWS
reflective tunable filters’ is an open architecture and the reflective filters are avail-
able in a die format. This makes it easy for leading optical component vendors
to design their specific widely tunable lasers based on the GWS ECL design
kit (Fig. 6.20).

6.7.1.6 An open tunable laser technology—ECL based on GWS

Major benefit of the ECL-GWS laser is that it is not a vendor-specific singular sol-
ution laser with all the risk involved in a unique and singular solution. Rather the

Collimator gtajon

< D2
A
<
Laser Chip o
D1 GWS Tunable
Reflective Filter

Figure 6.20 ECL based on GWS refractive tunable filter.” (Image Courtesy of GWS
Photonics, Israel.)
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Figure 6.21 Lasers positioning according to tuning speed and optical fidelity.” (Image
Courtesy of GWS Photonics, Israel.)

new ECL-GWS technology is an open technology, which is freely available for
implementation by the industry and by leading optical components vendors.
Using an open technology can act as a catalyst to achieve what the market is
looking for; i.e., a “standard” tunable laser design with optical fidelity and per-
formance that can address all the applications including metro, long haul, and
ultralong haul, and with availability from multiple sources. Having such a “stan-
dard” tunable laser can also help reduce its costs through economy of scale and
thus drive the desired mass adoption of the widely tunable laser, making it as
simple to use as a standard DFB laser is today.

The design of an ECL based on a GWS reflective filter is flexible enough to the
allow the leading tier 1 optical components vendors to differentiate and evolve
their tunable laser designs to meet the evolving roadmap of transponders and trans-
ceivers. The following table summarizes the key features of each laser type.
Figure 6.21 presents the general positioning of each tunable laser technology
according to the vectors used by the optical internetworking forum (OIF) to differ-
entiate between the laser types (i.e., optical fidelity and the tuning speed). It can be
seen that the new open ECL technology based on GWS reflective filter technology
can address and provide an answer to the various applications both in optical fide-
lity and in tuning speed Table 6.1.

6.7.2 Switching speed limitations in a GCSR laser
In previous sections, varieties of tunable laser concepts were introduced. These

lasers are divided into two main categories: fast tuning and slow tuning. Slow
tuning lasers are MEMS and thermal tuned. These lasers are set once for a specific
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wavelength and rarely retuned to another wavelength. The fast-tuned lasers are the
electrically controlled, such as multisection DBR named SG-DBR, grating-
assisted codirectional coupler with sampled reflector (GCSR) lasers, and digital
supermode distributed Bragg reflectors (DS-DBR). These lasers can be used in
optical packet switching, OCDMA, which are considered a key technology in
the next generation of optical communication networks. Fast-tunable lasers can
be used to color bursts of data according to their destination. Fast-tuning time
on the order of nanoseconds is essential for implementing efficient burst switch-
ing.***® One of the popular lasers for fast tuning is GCSR, whose structure is
given in Fig. 6.22.

The laser has four sections: MQW gain, codirectional coupler, phase match-
ing, and a sampled Bragg reflector. The tuning range of such a laser is 1529-
1561 nm with 3-dBm optical power coupled to the pigtail. The combination of
sampled reflector and codirectional coupler section ensures only one cavity
mode lasing by providing wavelength-selective loss. The spectral response of
these sections is tuned by current injection. The current injection affects the
carrier concentration in the waveguide gain section, and the refractive index is
affected in the reflectors. The reflection peaks of the sampled reflector are 4-nm
apart. The coupler operates as a filter with 8-nm BW. The current applied to the
coupler section is controlled to select one reflector peak. Fine tuning is accom-
plished by tuning the reflector peak to a desired wavelength and adjusting the
phase current to align the cavity mode comb to the selected wavelength as
described in Sec. 6.8.1.2. The inherent physical limitation of such lasers’ tuning
time is due to the carrier lifetime in the tuning sections on the order of 1 ns. To
achieve fast tuning time, a fast electronic driving section combined with accurate
selection of tuning current operation points is needed.*’*® Hence, during the
process, the carrier concentration in each section changes continuously until it
reaches a steady state. During wavelength tuning, the frequency does not change
continuously and mode hops occur between the different peaks of the sampled
reflector and the longational modes of the cavity. Consequently, large optical
power variations occur. Thus, the laser is considered ready for data transmission

Gain Coupler Phase Sampled Reflector
400 pm 500 um 150 um 900 um
7 V2 7 mmummmmm
p-InP
m— 077
n-InP \
Ag = 1.58 um Ag=1.14um Ag =1.38um

Figure 6.22 GCSR laser structure with three tuning sections.*® (Reprinted with
permission from IEEE, Journal of Lightwave Technology ©) IEEE, 2004.)
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only after the last wavelength mode is terminated. Therefore, in communication
protocols, the overhead time is allocated for the laser tuning that includes some
guard time. This process time is a fixed value and not a dynamic variable. The
reason behind it is that tuning time between any two arbitrary wavelengths is
not equal. Eventually, the longest tuning time between any two wavelengths
defines the tuning time for the entire system.

Modeling and analysis of GCSR tuning time is based on an equivalent circuit
of a forward-biased diode driven by a current source in Fig. 6.23(a), where a series
resistor R is located between the current source and the anode of the diode.*
A shunt capacitor C,, represents the laser parasitic capacitance. The tuning
voltage v(f) is sampled on the laser anode. The forward bias current i(¢) drives
the laser. The rate Egs. (6.55) and (6.46) provide the relation between the
carrier concentration in the junction of the tuned section and the divining in

. R
io(t) 1
®  Fo T
or *
Vo (©) l i
L
(b) 50Q
Q
| cables ? 500 scope
12 bit digital to Gain
analog current current Coupler

source chip amplifier/buffer 1Ko Sikq| Phase

@ | " Reflector GCSR
| 10Q Laser
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Figure 6.23 (a) GCSR laser model of tuning section driving circuit. (b) Ultrafast GCSR
transmitter and switching time measurement setup.*® (Reprinted with permission from
the Journal of Lightwave Technology © IEEE, 2004.)
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current i(f) or voltage v(t):47

dN  mi(?)

— = — (AN + BN? + CN?), 6.55
ar = qv (AN 4+ BN* + CN’) (6.55)

kT N? N [ 1 1 E
V="—|In +—=—+—)|+-2 6.56
q [ (NCNV) \/§<NC NV)] q ( )

where N is the carrier concentration, r is the current confinement factor, i(¢) is the
tuning current, V; is the junction volume, g is the electron charge, A, B, and C are
nonradiative bimolecular and Auger recombination coefficients, respectively, & is
the Boltzman’s constant, T is temperature in Kelvin, N, and N, are the donor and
acceptors concentrations of the N and the P type of the junction, and E| is the band
gap energy of the junction.

Replacing i(r) in Eq. (6.55) with i(f) = [V,(t) — V(r)]/R will provide N(7).
Then substituting V(¢) in Eq. (6.56) will result is a solution for N(¢). Taking
into account C, and replacing i(f) by i(t) =i,(f) —i.(tf) and knowing that
io(f) = C, (dV,/dr) and taking the derivative of Eq. (6.56), the value of dV./dt
can be placed and solved as in Eq. (6.57).

WV _ [ (GRTY2 L L
e @V;JIN  8\Nc Ny

X [L(t) — (AN +BN* + CN3)]. (6.57)
qV;

The steady state of Eq. (6.55) is given by Eq. (6.58), which used to plot the
output power of the GCSR laser as a function of the coupler and the reflector cur-
rents as appears in Fig. 6.24. The axis can be transformed from current to carrier
concentration using

v,
I= (h) (AN + BN* + CN°). (6.58)
mn

The different shapes or modes classify different longitudinal modes, which are
ordered vertically in stacks, each stack associated with a different sampled reflec-
tor peak. At the center of each mode, the coupler transmission peak, one of the
reflector peaks, and one of the FP cavity modes are all aligned. The operating
points are selected to be at the center of the mode map for optimal stability. A
small deviation in carrier concentration in each of the sections from the operating
point value will cause a small index change through free plasma-tuning coeffi-
cients.*” This change results in a shift of spectral response of each section of the
laser. A large change in carriers’ concentration results in a mode hop. The laser
is mapped by three tuning parameters: coupler, phase, and reflector reflectivity
called CPR. These parameters affect the wavelength in the following way:
a; = {9f/dN;}, where the mode I refers to i = C, P, and R.
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Figure 6.24 GCSR laser map of output power versus coupler and reflector section
currents showing lasing modes.*3 (Reprinted with permission from the Journal of
Lightwave Technology © |EEE, 2004.)

Tuning speed limitations of GCSR lasers depend upon the current tuning
range and parasitic capacitance. Tuning current range is defined by /., and
Lnin, Which are the high and the low limits of each section of the laser. It was
found that the longest tuning time occurs when switching between these
values. Moreover, switching downward from [, to I;, results in a longer
tuning time than switching the current upward. The investigation process is
done by changing the current of one tuning element, while freezing the others.
The tuning time is defined as the time when one set of tuning signals begins
until the laser frequency settles to within 6 GHz of its final frequency. The
calculation is done by using the relation that Af(r) = )  «;- AN;(f), where

i=C,P.,R

o; was defined previously, AN;(f) and Af(r) are the carrier concentration
deviations relative to their respective values, and the center of destination mode
and frequency change, respectively. Note that the equation for Af(¢) holds only
when AN;(t) are within the neighborhood defined by the modes boundaries. Obser-
vation shows that the current tuning range is defined between I, and I;,. Iiin 1S
2 mA and [, varies between 25 and 50 mA. A second test was freezing /., at
25 mA and varying I, between 1 and 15 mA. It was observed that I.;, had a
strong affect on the tuning time, whereas /,.,;, had very little. Parasitic capacitance,
which is typically 10 pF for the laser and the contacts, has the same effect on both
rise and fall time. Tuning time to 6 GHz hop is about 100 ns.
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Figure 6.24 provides a map of the output power of a GCSR laser as a function
of the coupler and the reflector currents. The axis can be transformed from current
to carrier concentration by using Eq. (6.58), which is the steady state solution of
Eq. (6.55). The distinct shapes or “modes” define different longitudinal modes.
The modes are ordered vertically in stacks. Each stack is associated with a different
sampled reflector peak. At the center of each mode, the coupler transmission peak,
one of the reflector peaks, and one of the FP cavity modes are all aligned. The oper-
ating points are selected at the center of the mode for optimal stability. The map in
Fig. 6.24 is taken for a fixed phase current. At higher phase currents the map
appears to be shifted upwards.

6.8 LASER Characteristics in RF

Laser diode is the front end in any optical transmitter, whether it is an analog
CATYV, upstream HFC transmitter with or without a predistortion circuit, or if it
is a digital data or return path transmitter or a digital transport transceiver. In
both cases, there is a need to match the output of the transmitter electronics to the
laser load in order to achieve high-power efficiency as well as a high-quality signal.

The laser is a low impedance load when biased and has to operate in a wide
band frequency. Therefore, the matching circuit should be wide-band matching
in order to provide a decent return loss between the laser and the transmitter elec-
tronics. Furthermore, in a digital transport modulation case, the laser represents a
time varying impedance Z(¢). This happens when dealing with a large digital signal
or a high optical modulation index (OMI) analog signal. The time varying impe-
dance Z(f) may affect other parameters such as jitter, extinction ratio (ER), and
matching due to the dynamic change in the loading conditions. Poor return loss
in the digital mode of operation would result in deterministic pattern-dependent
jitter. This is because of the nature of the digital signal that consists of the harmo-
nics sum according to Fourier transform (see Chapters 12 and 16). In the analog
case, poor return loss affects ripple and power due to mismatch. Laser RF charac-
teristic, being forward biased, is given in a Smith chart in Fig. 6.25.

As the frequency increases, the laser impedance gets more inductive until its
first resonance point Z = oo, A better understanding of the laser S11 is given by the
laser’s RF equivalent model described in Fig. 6.26. The intrinsic laser in a transis-
tor outline metal can (TO) header is coupled to the package parasitic capacitances
and inductances. These excessive inductances and capacitances affect the laser
performance by reducing its BW. For this reason, the laser is considered an RF
short. Simple matching is achieved by a series 45—47 () resistor. Reactive charac-
teristics are minimized by wide-band reactive matching techniques.

6.8.1 Slope efficiency and extinction ratio

Laser slope efficiency n[mA/mW] or [A/W] is defined as the ratio between the
output power increment and the current increment (see Fig. 6.27).
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Figure 6.25 Smith chart presentation of a Laser S11.

That value measures the laser characteristics and its performance for different
applications:

m=AP/AI (6.59)
AP/AI = (P, — Py)/(I, — Ih), (6.60)
M = 1,6. (6.61)
Lin Lb
R

C; Junction
Capacitance B2pF ! ]
R; Junction

Resistance B4¥

Figure 6.26 Laser input impedance model showing lead inductance L, bond
inductance Ly, contact resistance R, junction capacitance and resistance R; and C;
and TO return ground (GND) lead L.
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Figure 6.27 Laser modulation definition for analog in LI curve.

A high-slope efficiency value, 1, means a sensitive laser, which requires a
lower modulation current in order to achieve a high-modulation index. Addition-
ally, it is much more sensitive to temperature changes since a slight change in its dc
bias would result in a higher change of its output optical power. Hence, in
advanced transmitters, there are TEC loops (TECs) that lock the temperature of
the laser to be at a constant level, and, as a consequence, stabilizes the laser wave-
length and power. Some other transmitters use an automatic power control (APC)
loop to control the power or have both TEC and APC.

In the case of digital modulation, when a high-modulation index and speed are
needed, a high m characteristic laser is beneficial. That kind of laser would have
good eye diagram opening which represents high signal-to-noise ratio (SNR)
and low jitter on one hand, and a fast rise and fall time on the other. Hence, in
the digital case, the term ER value is used to measure the laser modulation
index and eye opening for a given rise and fall time requirements.

“Extinction ratio” (ER) is defined as the ratio of optical level when “1” to “0”
logic level data is at the laser input (threshold level) (see Fig. 6.28).

For ER, the notation would be

ER = 10log (P, /Py), (6.62)
or
ER = 10log (1 + AP/Py), (6.63)
where,
AP[dB] = P;[dB] — Py[dB]. (6.64)

The value AP measures the eye opening and power margin between high-level
logic and low-level logic state. However, high laser slope efficiency is not the only
requirement for speed. Further optimization of the laser driver and its charge



Semiconductor Laser Diode Fundamentals 249

A pmw]
Poptical
0
P1l—g
APout
Po Y
P threshold
[ImA]

Ithreshold I I

Figure 6.28 Laser digital modulation definition in LI curve.

pumps as well as the matching circuit to the laser is needed. Moreover, ER, rise
specifications, and fall time contradict each other. Hence, a trade-off value should
be noted. Ultrafast rise and fall time refers to a low ER value and vice versa.

6.8.2 Bias and modulation

From the above definitions, the conclusion is that laser bias in analog cases should
be in its linear operation point. The dc-bias point must be high above the threshold
level to prevent any distortions (see Fig. 6.27). In a digital case, the laser is biased
close to the threshold level in order to meet the ER requirement for digital eye per-
formance (see Fig. 6.28).

In analog and CATYV systems, OMI is defined as follows:

OMI[%] = (I pear/1ac) % 100. (6.65)

This modulation index measures the peak deviation in a percentage of
an RF signal from a dc-bias quiescent point. It is a similar definition to the
AM index.

The dc-bias point of a laser should be far away from the threshold “knee” or
the nonlinear region. It should be such that the peak of the RF signal is far off from
the nonlinear region.

By selecting the correct dc point, distortions are avoided since there is no clip-
ping of the RF signal. This assumption is true at first approximation at a single CW
tone. However, the dc-bias point is not a sufficient condition to have a linear CATV
transmitter that meets the CATV standards for distortions. In professional CATV
transmitters, special predistortion techniques are used in addition to the laser-bias
point. That is a multichannel loading of the laser.
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Multichannel loading of a laser increases the overall OMI, which means a
larger modulation depth and hence more distortions. Sometimes there are require-
ments to measure and test receiver performance with two tones for second- and
third-order distortions. The test tone in such a case equals half the number of chan-
nels occupying the receiver’s BW. Hence, the two-tone test simulates full channel
loading conditions up to a certain accuracy as will be discussed in Chapter 10. By
using a single laser, the measured result would be the laser distortion and not
the receiver. Thus, the two-tone test requires two similar lasers, each laser
having the same OMI representing half the channel number. Generally, in such
a case, the wavelength separation between the lasers is 10 nm.

6.8.3 Some modulation analysis

Typical laser matching circuit uses series matching resistor described in Fig. 6.29.
Observing Fig. 6.29 and OMI definitions, the following relations are obtained:

Prr = LyopZo, (6.66)

PR 3

Zo = Iyop = PEzAKa (6.67)
IpEAK

= (6.68)

where Z is the characteristic impedance, in our case 50 ). Iy;op is the rms mod-
ulating current marked as I,.,,s, Ipgax 1S the peak current or the modulation ampli-
tude, and m is the slope efficiency of the laser (see Fig. 6.27).

Observing Fig. 6.27 in first approximation, the laser has a linear LI curve
equation approximately as

Y = aX + B, (6.69)
46 Q
—
I mod XZ LASER
Ron=4Q
Zg=50Q

Figure 6.29 Modulation circuit model.
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where B = (. B is the optical power at zero bias. Hence, a = m and therefore n x
lsc = PopricaL-

The goal of the calculation is to define the RF power needed to satisfy the OMI
spec for a given optical power and slope efficiency m. A different way of presenting
this question is to define what is the required RF level needed to meet the OMI
requirements under specific bias conditions. After some simple manipulation of
Eqgs. (6.66)—(6.68), Ipgak and Iy, are derived as a function of RF level OMI and
slope efficiency m:

.PRF

2 Z = IpEAK, (6.70)
OMI — Ipeak  IpEAK I 6.71)
I oMl % ‘
P
[2. %

—— =] 6.72
OMI de» ( )

P

0
=P . v

M OMI OPTICAL (6.73)

Changing Eq. (6.73), while OMI is in decimal units optical power is in watts
results in

P éPTICAL ) OMI2 — 2P RF

, (6.74)
n? Zy
Popricar - OMI
Pre[W] = (—) Zy, (6.75)
n-v2
P . OMI\*
Pre[mW] = (M) Zo - 1000. (6.76)
2
A different notation yields
(POPTICAL . OMI>2Z()
2
Prr = . 6.77
RE 0.001 ©.77)
Hence, Pre[dBm] is given by
(P OPTICAL * OMI) ? 7
VA 0
Prr[dBm] = 101og il (6.78)

0.001
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The last two equations are most important and are used to calibrate RF on fiber
setups. This means that the RF power needs to satisfy OMI for a given LASER
with known slope efficiency. In case many channels drive the laser, the overall
RF power is given by

Pror rRr = N X PgF, (6.79)
where Pgp is a single channel power and N is the number of channels. Hence, the

following relation between OMI and multichannel loading OMI ot is applicable.
Ipeak_Tot represents the equivalent RF current of N channels:

Prp - N

2 = IpEAK_TOT> (6.80)
0
Ipgax_tor = VN - Ipak, (6.81)
Ireak_tor . IPEAK_TOT

OMI = = Iy, 6.82
TOT Toc = OMItor de ( )

N - Prg
42 _a _, 6.83
OMITOT — Idc» ( . )
OMlIror = OMI - /N. (6.84)

Equation (6.84) provides the equivalent modulation depth in the case of N
channels with equal OMI. Therefore, if a two-tone test is needed or more tones
are required, the OMI per laser is given by

OMI - /N
OMlror = T{ (6.85)

where num is the number of lasers in the test.
In conclusion, in a multilaser test, the RF power for each laser given by

OMI - VN °
P, —_—
OPTICAL /num 7
n\/i

Pre[dBm] = 101og 0.001 . (6.86)

The above OMI calibration method suffers from an accuracy disadvantage. It
does not take into account the laser frequency response, only its dc characteristic.
As the frequency of the RF modulation current increases, a portion of the modulat-
ing current is shunted by the capacitive components of the laser package and the
matching network. In some other cases, it is impossible to measure the laser slope
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efficiency. A different OMI measurement method and calibration approach is
needed and will be presented by using a photodetector.

6.9 Quantum Efficiency

In the previous section, a brief introduction to laser-modulation definition using LI
curve was provided. Usually, the laser’s optical-output power versus its injection
current is presented on the LI curve. However, the laser-slope efficiency, also
named quantum efficiency (QE), depends on temperature. As the temperature
increases, the slope efficiency decreases and the threshold increases exponentially.
The definition of QE is given by
dPo

hv MNint®m
a "

a s
q Oyt Qne

(6.87)

where m £ is the portion of optical power emitted from the laser’s front facet. n;y, is
given in Eq. (6.3). This value decreases due to the Auger recombination rate and
heterobarrier leakage increases exponentially with temperature in InGaAsP. As a
result, the slope efficiency decreases if the laser in the LI curve decreases accord-
ingly. The factors a,, and «;, are mirror loss and the internal loss of the laser
cavity, respectively.

In general literature, the slope efficiency is defined as a differential QE:

MNint®m

=— 6.88
Tl Om + Qlint ( )
The laser’s threshold-current temperature characteristic is given by
T
Ith = I() exXp (—) . (689)
To

Ty is a constant value that defines the temperature sensitivity at the threshold
current. This value is in the range of 50—100 K for InGaAsP lasers. For GaAs
lasers it is 100—150 K. The exponential rise in the threshold current may result
due to the decrease in the optical gain g. The internal loss increases. The Auger
recombination increases and the carrier leakage also increases in an exponential
nature.*® In long-wave lasers, the temperature dependence of optical gain is con-
sidered a dominant factor.**->

6.10 Main Points of this Chapter

1. Lasing is a quantum phenomenon where stimulated emission is generated
when a photon collides with an excited electron. The outcome of this is the
return of the electron to its original energy level, emission of a photon, and
emission of a second photon due to the collision of the electron on the
excited atom having a high-energy electron. This process describes
optical gain.
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10.

A laser is an optical oscillator with optical gain and optical feedback. The
optical feedback is accomplished by the facet’s reflectors, which are
semiconductor mirrors.

In a semiconductor laser, the prerequisite conditions for lasing are popu-
lation inversion, optical feedback, optical gain, radiative recombination,
and low optical cavity losses.

The cavity modes of a FP laser are called longitudinal modes. The cavity
causes several modes to occur where one mode governs, and other modes
laser in lower power. Thus, this laser is called multimode laser known as
Fabry—Perot or FP. Examples of lasers are the early ruby laser of Theo-
dore Maiman and solid-state lasers with two mirrors. Even the high-
power industry lasers are the FP type.

A solid-state laser is a PN junction where the active layer is at the junction.

There are two types of lasers: gain-guided and index-guided lasers. The
difference between the two is the confinement method of the carriers in
the active layer.

A gain-guided laser is a laser where the mechanism of carrier confine-
ment is done electrically by creating a narrow metal contact stripe on
the anode. The stripe results in a limited area of electrical field. This is
a kind of capacitor above the PN active area. Thus, the carriers are con-
fined under the stripe electrically. The reason for the “gain-guided” name
is that the pumping current and field create the carriers’ confinement.

Index-guided laser is a laser whose layer structure creates an optical
waveguide at the active area. The waveguiding is achieved by creating
refraction index differences on the waveguide boundaries. Thus, the car-
riers are confined to a specific area because of the index difference and
not because of the electrical field.

The motivation for a narrow confinement cross-section area of the car-
riers is to have a narrow spatial beam, narrower spectral width, and
higher power per unit of area as well as lower loss. A lower loss laser
would require a lower current. Nonconfined lasers, such as early lasers,
require a higher current in order to meet the same optical power as a
carrier-confined laser like the gain- and the index-guided lasers.

The advantage of an index-guided laser over the gain-guided laser is the
sharper boundaries of the confinement cross section and waveguiding. In
the gain-guided laser, there is a lateral leakage out of the confinement
area because of the current lateral diffusion and the electrical field
fringes. However, the index-guided laser has well-defined, buried-wave-
guide boundaries. Therefore, the beam emitted from an index-guided
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14.

15.

16.

17.

18.

19.

laser may have a narrower spectral width and higher power per unit of
area, meaning less spatial distribution. This may result even in a lower
operating current.

The disadvantage of a multimode laser is the chromatic dispersion. This
results from the propagation of several modes in a fiber with different
group velocities. This dispersion may result in chromatic jitter and distor-
tion on the receiving side. Hence, these lasers are used for short-haul
applications.

There are two popular single-mode lasers known as distributed feedback
(DFB) and distributed Bragg reflector (DBR) lasers. The concept of these
lasers is to create a wavelength-selective optical feedback. The feedback
is based on Bragg gratings. The Bragg filter creates reflections at the
desired wavelength and filters out undesired modes.

In a wavelength-selective optical-feedback filter, the shape factor of the
feedback defines the conditions for oscillations. This shape factor is
called mode suppression ratio (MSR).

The lasing oscillation conditions in FP, DFB, or DBR laser can be sim-
plified to AB — 1 = 0, where A is the optical gain and B is the optical
feedback. It refers to the reflections of the mirror or the selective wave-
length filter or mirror.

In a DFB laser, the optical feedback is within the active area acting as a
selective wavelength filter on the longitudinal modes allowing only one
mode to excite.

In a DBR laser, the optical feedback is due to a wavelength-selective
mirror, which reflects only the desired mode of excitation lasing. Thus,
DBR can be referred to as a “single-mode FP laser.” The mirrors are
based on Bragg reflections.

Since the DFB feedback creates a large loss at the desired wavelength
and operates as a band-stop filter, BPF, the DFB may emit two wave-
lengths or two modes. Hence, the feedback is detuned so only one
mode is excited. One of the detuning methods that the Bragg feedback
into a BPF is called \/4 shift.

A QW laser is a laser in which the active area or waveguide is grown in a
controlled manner to a specific thickness. This way the confinement of
quantum states are defined. The motivation behind that method is to
have better temperature stability, higher operating temperature, better
linearity for CATV lasers, and higher efficiency by reducing the power
consumption.

Laser can have MQWs for higher power purposes.
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VCSEL operates on the thickness or depth modes of the active layers. As
in longitudinal laser or edge-emitting lasers, as they are called, there are
FP VCSELs and DBR VCSELs. There is no DFB VCSEL since it is not
possible to manufacture.

There are several structures of VCSEL growth, named mesa etched,
proton implanted, and dielectric aperture.

The motive behind these three methods is to create the injection current
confinement through the active layer. The second goal is to block nonpro-
ductive lateral current to the active layer.

VCSELs suffer from low optical power and resistive losses through the
mirror causing a voltage drop. Thus, to overcome this problem, the
dielectric aperture was developed.

Recent development introduced long-wavelength VCSELs.

Tunable lasers are wavelength-controlled lasers. The wavelength control
is accomplished by changing the cavity dimensions affecting the mode of
lasing or by controlling the Bragg-feedback filter by changing its refrac-
tive index.

Tunable laser’s control can be divided into two main concepts, electrical
control and mechanical control using MEMS technology. The electronic
controlled lasers are tuned to different wavelengths by changing the
filters and the cavity modes due to gain and refractive index change,
whereas the MEMS methods are controlled mechanically by changing
the cavity length. Another method used to control the laser wavelength
is thermal control utilized on DFB lasers.

Wavelength control of a laser, depending on the laser’s cavity type
(internal or external) is categorized into two methods. The ECL uses
MEMS technology and electronic methods to achieve wavelength
control, whereas for the internal cavity lasers, wavelength control is
done electronically.

MEMS and thermal tuning methods are slower compared to electroni-
cally tuned lasers.

An electrostatic actuator acting as a tiny motor accomplishes MEMS
nanomotion control. This motor displaces the micromirrors at one end
of the laser facet. There mirror reflects the beam of light to the output
fiber.

One of the ECL electronic methods to tune the wavelength is called
“open” architecture, where tunable filters are attached to the facet of
the laser creating an example tunable FP laser.
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34.
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36.

Laser characteristics are measured on LI curve light power versus current
curve. The slope of that curve is called slope efficiency or QE.

A laser in forward bias represents a load of about 4 (); hence, RF-wise it
is almost a complete short.

Laser OMI is the ratio of the ac-current swing to the quiescent dc-bias
point current. This ratio is preserved in the optical power as well.
Thus, the ac optical power is given by P = OMI x Pyqe.

The laser modulation index in digital transport is measured by the term
extinction ratio (ER). This factor describes the ratio between the
maximum optical-power state and the minimum optical-power state.

Laser slope efficiency defines the input swing required to have a desired
ER and affects the optical swing. The steeper the laser, the more sensitive
it is to input to output changes.

QE of a laser degrades as temperature increases and the laser threshold
current increases. This is the root cause of its increase in nonradiative
recombination. The reduction in QE is exponential. The increase in
threshold current is also exponential.
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Chapter 7

Laser Dynamics: External
Modulation for CATV and
Fast Data Rates

Direct modulation of a semiconductor laser is the most convenient way of using
these devices in communication circuits. However, there are certain funda-
mental limitations for a direct-current modulation approach. In digital data trans-
port, this limitation starts to become important as the speed of modulation
increases beyond 10 GBPS. The main limitations result from the wavelength
chirping of the laser output as well as relaxation—oscillation. The first one
causes jitter whereas the other parameters result in overshooting the eye pattern.
Jitter phenomena of fiber dispersion due to wavelength chirp affects the digital
transport eye quality because of group delay. When dealing with laser analysis,
there are two parameters that are examined, intensity modulation (IM) in
Secs. 7.1 and 7.2 and frequency modulation (FM) known as wavelength chirp
in Sec. 7.3.

In analog community access television (CATV) transmitters, the bandwidth
(BW) or modulation frequencies are much lower; however, the key problem
there is nonlinear distortions (NLD) due to the interaction between the chirp
phenomena of the distributed feedback (DFB) 1550-nm laser and the dispersion
of a standard single-mode fiber (SMF). Additionally, analog channels at micro-
wave frequencies and millimeter waves may be affected by relaxation—oscillation
BW limitation due to reduction in distortion performance. In CATV, transmission
at 1550 nm is desirable due to the advantage of low fiber losses and the use of
erbium-doped fiber amplifiers (EDFAs). The power required from a 1310-nm
DEFB laser is higher due to the inherent higher losses of the SMF. These constraints
impose more limitations. Moreover, the performance of a direct modulated laser
(DML) is affected by multiple optical reflections and chirp. These problems
limit the transmission distance over standard SMF.

The solution to these problems both in digital and in multicarrier analog
CATV modulation schemes is using external modulation (EM) techniques.
When EM is used, the laser itself is biased on continuous mode with an external
device modulating the optical output.
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First, this chapter provides a review of the physical principles behind the
dynamic behavior of laser diodes described by the rate equations. Mode
hopping and modal noise are reviewed. Next, the most commonly used EM
schemes are explained. Finally, some commercial devices available in the
market are discussed. These user phenomena will be used later in Chapter 19
when analyzing digital and analog links.

7.1 Dynamic Response of Semiconductor Laser

As was reviewed in Chapter 6, a semiconductor laser is a cavity where the P-type
and the N-type carriers are generated by injecting a current into a junction
of known volume called the active region. These carriers are then recombined
producing coherent stimulated emission. Assume a single-longitudinal-mode
(SLM) DFB with uniform distribution of electrons, with density N over a
volume V=d x L x W of the active layer, and photon density S for the given
lasing mode.

The dynamic behavior of such a laser is normally explained through the
following phenomenological differential equations, which have several nota-
tions,"*'®*! and is given by Eqs. (7.1-7.3). For the active region of a double
heterostructure device (DH), the injected current provides a generation term and
various radiative and nonradiative recombination processes as well as nonpro-
ductive carrier-leakage recombination. Hence, the carrier’s change over time is
the difference between generation and recombination. This fact results in*'

(LL:’ = Ggen — Reec, (71)
where Gy, is the rate of injected electrons and Ry is the recombination rate per
unit volume in the active region. It is well known that I=dQ/dr or
I x t = Q = Ngq. Thus, the net number of electrons per second injection from a
current source is given by I/q = N/t. Since there is some leakage, the net
current used for generation is multiplied by the quantum efficiency m resulting
in m x (I/g). Hence, the overall generation per unit of volume is n x (I/¢V).
R can be broken into several recombination mechanisms?' that finally lead to
the rate equations:?

dN I N

E = q_V — T_ — F\)ggo(N — N())(l — SS)S, (72)

ds S N

pri Ivego(N — No)(1 —&85)S — — + 'y, —, (7.3)
t Tp Tn

where T, is the electron lifetime (ns), 7, is the photon lifetime (ps), I' is the carrier
confinement factor in the active layer; i.e., it shows the fractional radiation coupled
in the lasing mode, v, is the group velocity, vy, is the fraction of spontaneous
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emission coupled to the cavity mode, V is the volume of the active region (m°), g is
the electron charge, N is the electron density (nf3 ), S is the photon density inside
the cavity (m >), & is the gain compression coefficient or the nonlinear gain
parameter (m>), Ny is the carrier density at which the semiconductor becomes
transparent, g, is the differential gain coefficient at the central mode A\, (m3 /9),
and [/ is the injection current (amp).

A nice way to describe the dynamics of this process below and above threshold
is by water flow to a reservoir. The net injection (I/¢V) is the pipe entrance flow.
The leakage current is (1 —m) x (I/gV). The water flow into the reservoir is
M x (I/qV). Now, if the laser is above threshold, the reservoir is full of liquid.
Thus, an increase of input results in increased output, i.e., overflow, but no increase
in carrier density, which is the water level. The reservoir may have some drain
holes, so besides overflow, there is some other leakage. Those leakages from the
reservoir are the recombination mechanisms. Now, assume a case of low threshold.
Then the overflow is likely low. In this case, an increase of input would not create
an output increase but would affect the carrier density in the active region by filling
the reservoir volume. Moreover, the flow through the drain holes in the reservoir
will not change below and above threshold; these drain holes represent spon-
taneous and nonradiative recombination. This reservoir is the population inver-
sion. The same analogy applies for the carriers reservoir. The carriers create
spontaneous and stimulated emission as described by Eq. (7.3). The leakage is
spontaneous emission and recombination; the overflow is the stimulated emission
filling the reservoir. Coming back again to the rate equations, Eq. (7.2) shows that
the electron-density rate of change is proportional to the injected rate of electrons,
which is the first argument in the equation. The electron density rate of reduction
is due to spontaneous emission, which is the second argument in the equation. The
rate reduction is due to stimulated emission of the lasing mode, which is the third
argument in the equation. In the same way, Eq. (7.3) shows that the photons
density rate of change is proportional to fraction I' of the photons stimulated
emission of the lasing mode, which is the first argument in the equation. The
rate of photons loss due to the photons lifetime T, can be referred to as the
average time it spends in the cavity before it is lost by internal absorption or trans-
mission through the facets. This is the second argument in the equation. The rate of
photon density increases due to spontaneous emission in the active layer. This is
the third argument in the equation. The peak mode gain due to stimulated emission
is given by

G= \)gg()(N - No). (74)

However, due to an important phenomenon of spectral-hole burning (SHB),
the optical gain is compressed. Therefore, the net gain in the equation is
reduced. SHB is a small, localized optical gain curve reduction at the lasing
mode wavelength.® This occurs when the stimulated emission rate is very high
and a large number of available electrons in the conduction band cannot immedi-
ately fill the localized reduction in the number of conduction band states since the
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intraband scattering process such as electron—electron and electron—phonon
have relaxation time on the order of 1 ps.* The reduction in gain rate due to
SHB is proportional to the stimulated emission rate and is given by Taylor expan-
sion of G(N, S) around the points N = Ny and S = Sj.

AG =v,80(N — Np)Se. (7.5)

Hence, the subtraction of Eq. (7.5) from (7.4) provides the total net gain,
including the compression reduction:

G(N, S) = vg80(N — No)(1 — &S). (7.6)

The rate equations are a large signal model and can be solved numerically. An
analytical steady-state solution can be obtained using small-signal linearization
approximation as provided by

I = Iy + i) exp(jwt), 7.7
N = Ny + n; exp(jot), (7.8)
S = So + 51 exp(jot), (7.9)

where w is the angular frequency of the modulating signal, Iy, Ny, and Sy are the
steady-state values of the modulating current, electron density, and photon
density, respectively, and i}, n;, and s; are the small signal components. Substitut-
ing these phasors in the set of differential equations describing the density rate
changes versus time results in the normalized-at-zero-frequency small-signal
response of the laser. Note that second-order values were neglected:’

H(jew) = s(jw)/So _ (1- sSo)m(z)
G/l _ o o[ Dt 1 g e+ 2)]
J qVSo Tn 0 Ves0 Tp
F’quITH Ysp +e8 2
: . 1 —¢S
2VSomn + - + (1 — eSo)wy (7.10)

This equation shows that the small signal response of the laser resembles that
of a second-order low-pass filter (LPF) transfer function with resonance frequency
wo called the “relaxation—oscillation of the laser” at which the response peaks,
after which it begins to roll off at approximately 40 dB/dec. It has a damping
factor & and all other parameters of the second-order LPF denominator:

—0% + 2jEwow + 0F. (7.11)

Note that Ity in Eq. (7.10) is the threshold current. Solving the denominator of
Eq. (7.10) for o would result in the “relaxation—oscillation” frequency:

12 172
wo = [@] - [ Ve80 —ITH)} . (7.12)
Tp qV
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Assuming the laser operation point is well above the threshold, vy, =0
and the damping coefficients 1/7, and goSo are negligible, then Eq. (7.10)
becomes

(1 —eSp)wd
(1 — &So)wf — w>+jw(Soe/T,)

H(jw) = (7.13)

The transfer-function magnitude or spectral power is given by multiplying
Eq. (7.13) by the complex conjugate, resulting in

(1 —eSp) w}

H(jo)|'= .
| (](1))| [(1 —&eSp)w3 — w2]2—|—w2[Sos/Tp]2

(7.14)

Solving Eq. (7.14) for half power, assuming that the damping coefficients are
much smaller than the resonance frequency (i.e., 1 — &Sy =1 and &S5, = 0),°
results in

w3 = oy 1 ++/2 = 1.550. (7.15)

Several experiments had indicated that the 3-dB-modulation frequency is pro-
portional to (I — Ity)'/*.” Sometimes it is more common to characterize the laser
with respect to the normalized current (I /Ity — 1)"/2. In Fig. 7.1, several reson-
ance frequencies are measured under four different biasing-level conditions, which
essentially define four power levels (1-1 mW, 2-2 mW, 3-2.7 mW, 4-5 mW).
The test was taken on a BH (buried heterostructure) semiconductor laser with a
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Figure 7.1 Measured BW characteristics of 120-um cavity at various bias points.>"®%

Emitted power: 1- 1 mW, 2- 2 mW, 3- 2.7 mW, 4- 5 mW (Reprinted with permission from
the Journal of Quantum Electronics © IEEE, 1985.)
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120-pm cavity. Note that the lowest power peaks earlier and the highest peaks the
latest. However, all responses are flat up to 1 GHz. But, as the biasing gets higher,
the roll off becomes steeper.'

Observing Fig. 7.1, there are several parameters characterizing the small
signal frequency response. Overshoot is directly related to the damping
factor having the overshoot radian frequency wp. In time domain, this over-
shoot is translated into ringing with converging time or decay depending on
the damping factor. Observing Eq. (7.12), there are three possible ways to
increase the laser BW. The first is to increase the average photon density S,.
This can be done by decreasing the width of the optical field distribution in
the transverse direction parallel to the junction plane.>* Creating a laser with
a narrow active region and tight optical field confinement would have a wide
BW and strong damping factor. The second method for increasing w, is by
increasing the gain slope, g,. This can be accomplished by decreasing the
temperature® and increasing the doping level in the active layer. Quantum-
well structures show great promise for having a high g,. The third method
for increasing o, is by reducing the photon lifetime, 7,. This is done by short-
ening the device cavity length. In addition, a low-threshold current and high-
bias current would be also a way to increase the laser BW and essentially
increase the laser power.

Small signal approximation is useful to derive an equivalent lumped-element
parallel-resister inductor capacitor (RLC) circuit, which models the laser.>? =%’ The
modeling method is by the small signal approximation of the rate equations, which
are two linearly coupled differential equations similar to the voltage and the
current equations of the paralle]-RLC circuit. In the laser cavity, the electrons
and photons exchange energy through absorption and emission, with various
loss mechanisms dissipating energy in the cavity. These losses are leakage-
Auger-recombination heat and absorption. Similarly, in the RLC circuit, the
capacitor and the inductor exchange energy and the resistor dissipates energy
out of the circuit. Furthermore, the continuity conditions of the electrical circuit,
voltage across the capacitor, and current through the inductor are equivalent to
those of the laser cavity; i.e., the changes in the electron and photon numbers
inside the cavity are continuous as shown by the rate equations. Hence, the
excited electrons N in the laser cavity are represented by a charge across the
capacitor, and the photon density S at a given laser mode are represented by mag-
netic flux linkage of an inductor. When the analysis case refers to a multimode FP
laser, the equivalent circuit would have several parallel inductors. Each inductor
represents a specific lasing mode. In fact, each inductor of each mode is made
of two series inductors. The first inductor represents the mode whereas the
second one represents the reduction in coupling coefficient of that mode with
the electrons. The coupling of the mode to the electrons is simulated by the
series resistor to the mode inductors. Thus, the mode with the strongest coupling
to an electron has the lowest values for L;, Ly, R, and R;; the mode power is pro-
portional to L;. Figure 7.2 illustrates equivalent circuits for DFB and FP lasers.
This circuit can be cascaded to the laser package.”* Small-signal analysis for a
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Figure 7.2 Equivalent circuit modeling for relaxation - oscillation. (a) An SLM laser
including cascaded package parasitics. (b) An FP multimode laser showing all
n-mode-coupled inductors.

ridge laser, shown in Fig. 7.3, with a strong carrier confinement suggests the fol-
lowing elements relations above threshold current:*>2°

R
L — (7.16)
1 4 go™So
Tn
Cy=0 7.17
d Ry ( )
Ry~ KT (7.18)
thA
R
Lg = 4T (7.19)

"~ g0m™So’



268 Chapter 7

20 um
Cy Metal Contact L 5um W 230 um

Rsr

Silicon Nitride Insulation —
InGaAsP CAP ———

0.2 um

1g1=1.30mM
InGaAsP
1g2=1.55m

Active Region
InGansP / / l \ Active \
Region n

CL
D, Rsub  Rg
AN Substrate

RSS

Figure 7.3 Cross section of a ridge SLM laser with strong carriers confinement.>*

(Reprinted with permission from the Journal of Lightwave Technology © |IEEE, 1984.)

R
Ry = 284 (7.20)
80Tn
I'R 7,1
Ry = o ZdToA (7.21)
quOTnS()

where the threshold current of the active layer is given by

1
qV(Fr T +No)
T = p_ 80 , (7.22)

Tn

and the steady-state photon density above threshold is given by

I't
So = —2(Ip — I), (7.23)
qV

where I, is the dc component of the total drive current, that is, I + I, I is the
active current, and I is the leakage current; thus, I, = ;4 + I;.. The LC model
relaxation—oscillation frequency is given by

1 1
2m/Ls(Cq + Csc) 2m/LsCq’

where Csc is the space-charge capacitance that is smaller compared to Cg4, nano-
farads compared to picofarads. Substituting Egs. (7.17) and (7.19) in Eq. (7.24)
and then substituting Sy from Eq. (7.23) results in

S I
f. ,/gO Ry - 5o — ). (7.25)
27r Tp T 2w

f= (7.24)
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The damping time constant T; associated with the relaxation—oscillation is
approximately given by

Ls
T = 7.26
"7 Rs +Rs (7.26)
where
Tp
=—. 7.27
T1 oS0 (7.27)

Based on the above relations, the small-signal impedance of the RLC equi-
valent circuit can be derived:*

(Rs1 + Rs2) + joLs
—0*(Cq + Csc)Ls + jw[(Cq + Csc)(Rs)
+Rs2) + Ls/Ri] + (Rs1 + Rsx + R /Ry (7.28)

Z(jo) =

This equation can be noted with respect to the quality factor of the inductor
and the capacitor as well as the damping factor of the circuit,”®*° by using the
resonance relation in Eq. (7.24) as radian frequency w.

Now for the sake of notation as second-order transfer function, assume the two
following cases. At first, assume the circuit in Fig. 7.2 has a zero-ohm-series-loss
resistor for the inductor L, e.g., R and Ry, are zero. This case is equal to a parallel
RLC circuit with a loss resistor of R;. The second case, R, goes to infinity; i.e.,
open and Rg; and Ry, are not zero. This will be a case of series RLC. Moreover,
both circuits have the same resonance radian frequency wo. Knowing that, the
Q-factor damping rate o and damping factor & can be noted for parallel RLCs:

1

ap=————, 7.29
P =2(Ca 1 CsOR) (729
f=—, (7.30)

o

Ry
Op = = woR(Cq + Csc), (7.31)

(1)()LS
and for a series of RLCs:

Rs1 + Rs»
_ St Rse 7.32
as oLs (7.32)

L 1

Q5 = 205 (7.33)

" Rs1+Rsy  @o(Cq+ Csc)(Rs1 + Rs2)
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Knowing that 1/Q = 2§, and using the above relations, Eq. (7.29) can be
modified to

O
1 +j—0s
oN)

(7.34)

2
O (L) 4 L2+
o o

From this presentation and Fig. 7.2, it can be understood that the damping
factor of the relaxation—oscillation depends on damping due to spontaneous emis-
sion coupled to the lasing mode &5 and damping due to the spontaneous and stimu-
lated recombination terms in the rate equation &p. This means that the quality
factor of the modulation impedance depends on the charge storage efficiency
and the coupling mode efficiency. Moreover, the equivalent quality factor is
made &g and &p to mechanisms, which also defines the equivalent damping
factor. The relaxation—oscillation BW describes the ability of the carriers reservoir
to fluctuate and release charges for emission synchronously with the pumping
current. Hence, as a conclusion from this analogy, the larger the cavity, the
slower it is. In addition, the coupling of this reservoir to the active mode is import-
ant too. Thus, the structure of a laser should minimize losses and transport time.

That is why a tight confinement structure and QW laser would have a better
response. Observing FP lasers in Fig. 7.2, each mode has a different coupling.
Thus, on an average, the BW of such a laser would be determined by the dominant
mode, which would be lower compared to a single mode.

The structure of the ridge waveguide laser chip is depicted in Figs. 7.3 and 7.6.
The dominant electrical parasitics are the resistance in series with the active region
and the shunt capacitance between the metal contacts. The total series resistance R;
is the sum of the ridge and resistance Rsg, including the contact resistance at the
interface between the metal and the AA layer and the resistance Rsg of the
substrate under the active region. Rgy is the larger of these two resistances and
dominates R,. For a ridge dimension of 2 x 5 x 250 wm®, a hole mobility of
70 cm® V™ 's™!, doping density of 3 x 10"”cm >, and a dc value of Rgg is
calculated to be 5 (), assuming zero-contact resistance.”*

The shunt parasitic capacitance C; arises from capacitance Cy, associated
with the silicon nitride insulator layer in series with the space-charge capacitance
(. at the heterojunction diode D at the quaternary P—N interface. This interface is
distributed across the entire chip, but most of it is electrically isolated from the
active region by thin, ~0.2 wm, P-type quaternary cladding layer in the channels
that extend 20 wm on each side of the ridge. When the laser is forward biased,
a small amount of current is injected into Dy via the leakage resistance Rq
through the cladding layer. Since Rq is large, about 1-10k{(), D; remains
essentially unbiased, even when the laser is driven above threshold. The substrate
resistance Rsyp is in series with cL

It is important to note that the metal-insulator-semiconductor (MIS) capacitor
Cy and the space-charge capacitance Cy are distributed across the entire 500-pwm
width of the laser chip. Therefore, they can have quite a large value. Similarly,
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Table 7.1 Typical values for a CATV DFB transmit laser

Parameter Typical value

Active layer volume V Wa1-2 um; H~ 0.2 pm;
L ~ 300 pm

Electron life time 7, 1-3ns

Photon life time T, 1-2 ps

Optical mode confinement factor I' I'~0.3-0.5

Differential gain coefficient g go~1-3x102m’ /s

Gain compression coefficient & e~ 1-5x 102 m’

Electron density at transparency Ny No~1-15 x 10** m?

Fraction of spontaneous emission Ysp X 1074

coupled to the cavity mode v,

Rgug is small since the substrate has a doping density in excess of 10'® cm™>,

Typical values are Cy &~ 8—15 pF, depending on the silicon nitride stoichiometry
and thickness of ~0.2 wm, Cy ~ 40—400 pF, depending on the doping densities of
the quaternary layers and Rgyg ~ 1 Q.2

The laser chip is normally mounted P-side down on a metal stud and N-side
is connected to a 1.3 x 0.8-mm contact pad on a 0.5-mm thick alumina standoff
via a gold bond wire. The bond wire is approximately 1-mm long and has a
diameter of 50 wm. The dominant electrical parasitics associated with the stud
are the bond wire inductance Lp and resistance Rp, and the standoff shunt capaci-
tance to ground Cp.?* Typical DFB laser parameters are given in Table 7.1.

Laser behavior is extremely nonlinear near its resonance frequency. For sub-
carrier multiplexing (SCM) lightwave transmission, the RF carrier frequencies
should be sufficiently far away from the relaxation—oscillation resonance
frequency. Following the small signal model, it is clear that this system has a
memory, meaning carrier charges. Now, if the signal is faster than the time cons-
tant of the laser, i.e., it cannot track the pump current changes, the next state will
discharge the previous state, thus distorting the signal. An intuitive explanation for
the jitter distortions at the relaxation—oscillation point is due to abrupt phase
change versus frequency, which is not constant. Thus, its derivative—that is, the
group delay—changes versus frequency-creating dispersion. That effect is
observed well in digital transmission in higher values of eye jitter. Several
results have shown that strained-layer multiple-quantum well (SL-MQW) DFB
lasers have 30% and 90% higher resonance frequency compared with MQW
DFB lasers and conventional DFB lasers, respectively. Moreover, at that point,
the laser has higher intensity noise as reviewed by Chapter 10.

7.2 Large Signal Deviation from a Basic Model
Small-signal analysis of a laser as was reviewed in Sec. 7.1 is not applicable when

dealing with full a CATV channel plan. The standard optical modulation index
(OMI) per channel calls for a modulation index range of 3—4% per channel.
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Figure 7.4 Atwo-port model of a semiconductor laser taking into account package and
device parasitics. The package is linear and the device includes linear and nonlinear
components to model leakage current that creates distortions. Used for harmonic-
balance analysis.

Therefore, a load of 79 channels, as was explained in Sec. 6.9, would result in total
OMI load in the range of 27—35.5%. Full 110-channel plan would increase this
result even further to 28—37%. In case of digital modulation, the modulation
index is 100%. This, of course, requires a large-signal model.'®~"?

The traditional way to describe device modeling, taking into account all the
parameters affecting its performance, is to explain it as a two-port system built
of three sections as described by Fig. 7.4:'%!3

1. Package and mount accesses parasitics that represents a linear network.
These are the package feed-through capacitance and bond-wire inductance
and resistance. These components can be omitted if the laser-drive circuitry
is integrated with the laser.

2. The device nonlinear equivalent network and linear access parasitics of the
chip. The linear parasitics are the chip-contact resistance and capacitance
and nonlinear values associated with the semiconductor surrounding the
active region.

3. The intrinsic laser is the active region and the cavity. This is the large-
signal equivalent model.

In case of large signal, the response Eqs. (7.2) and (7.3) are solved by numerical
methods. However, an analytic azpproach is available by creating an equivalent
large-signal circuit for the laser.'”~'* The advantage of this method is the usage
of conventional-circuit-analysis methods for solving it. The nonlinear components
in the circuit are represented by nonlinear relationships. Figure 7.5 shows an equi-
valent model of the chip package access parasitics and access parasitics of the
device itself. Cp, Lp, and Rp are the feed-through capacitance and the bond-wire
impedance and resistance. Cg and Rg are the intrinsic laser parasitic capacitance
and resistance, respectively. The current source I is the dc-leakage current
around the active region, generating severe distortions on the second order.'
The output impedance of the exciting source /g is Ryy. The intrinsic device is
the nonlinear model. Figure 7.6 shows the nonlinear intrinsic-laser model. There-
fore, the overall response is the cascade of the two models. The intrinsic-laser
model is described by the following equations for each component in the sche-
matics. The source signal current driving the intrinsic laser is marked as I4.
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Figure 7.5 Large-signal modeling of intrinsic laser showing the photons reservoir Cpy,
Auger recombination loss Rpy, spontaneous current g, simulation current, and
coupling of spontaneous current to the lasing mode.?* (Reprinted with permission
from the Journal of Lightwave Technology © IEEE, 1984.)

This is the net current for the lasing process in the intrinsic laser. The transfor-
mation of rate Eqs. (7.2) and (7.3) for the modeling is defined as below. The
model equivalent spontaneous recombination current is given by

qVN

n

Ispn = = I;exp(qVa/OkT), (7.35)

where 6 ~ 2 and I is the saturation current. The equivalent stimulated emission
current is defined by

Lyim = qVvg8o(N — No)(1 —&5). (7.36)

The photon loss and photon storage are modeled by equivalent resistor Rpy
and capacitor Cpy, Which are defined by the following:

T
Rpy = —2>, 7.37
PH= Ly (7.37)
Lp Rp Rs '
o YL /M

Is Rin Cp

ORI

Intrinsic
Laser

Figure 7.6 Large signal modeling of intrinsic laser, including package effects.®
(Reprinted with permission from Springer Verlag © Springer Verlag, 1990.)
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Using the above transformation relations, the rate Eqgs. (7.2) and (7.3) become

df.
T = [ — Ispn — i (7.39)
dr
ds S
Cpu T Lgim — Ren + YsplspN- (7.40)

7.3 Amplitude-Phase Coupling (Chirp)

Amplitude-phase coupling is a result of the direct modulation of a laser. The
reason for that phenomenon is the electron density N in the active region by the
modulation process. As a consequence, the refractive index of the medium is
changed. The refractive index change affects the lasing wavelength and its
complex number. The imaginary part of the refraction index n is related to the
spatial exponential gain (or loss) constant of the laser medium. The real part of
the index n is related to the time dependency of the medium gain. Letting the
refractive index n to be presented as a complex number'®

n=nj +jny. (7.41)
Then, it can be noted that a change in the medium gain is given by'®
Ag = —4mAny/\. (7.42)
According to Eq. (7.29), the change in the optical frequency is'®
Av_Am

v l’l1.

(7.43)

Now it is possible to define the o parameter of the laser, which is commonly
called the line-width-enhancement factor, by Eq. (7.44),1’16_ 18 and it is defined as
the incremental ratio between the real part and the imaginary part of the refractive
index""'? or the ratio between the derivative of the real part of n as a function of the
change in the electrons density N and the gain change as a function of a change in
the electrons density N:

Ani Am 47 %

—41r dN

(7.44)

Using the photon rate Eq. (7.3) and using the Taylor expansion around a dc
operating point, the frequency chirp Av can be expressed as a function of the varia-
tions in the output power under a direct-current-modulation laser known as
DML:*

d
Av(r) = — (%) {aln[P(r)] + kP(t)}, (7.45)
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where P(¢) is the time variation of the optical power and k is a parameter given by

2l'e

=—, 7.46
navV ( :

where V is the volume of the laser’s active region.

For the harmonic RF modulation, the RF component of Eq. (7.45) becomes'®

= +k (7.47)

It can be observed from Eq. (7.47) that at high-modulation frequencies, the
chirp increases with the o parameter and becomes worse linearly with frequency.
In addition, it gets larger at large optical variations or during relaxation—
oscillation. On the other hand, the strong damping factor of the relaxation—
oscillation would reduce the extent of frequency chirp. The second term in
Egs. (7.45) and (7.47) dominates at low frequencies and is called “adiabatic
chirp” and arises from the damping factor of the relaxation—oscillation. It can
be minimized by increasing the volume of the active region in the laser structure.
The result of it is a wavelength shift between the high and the low power points in
the optical waveform. On the other hand, excessive damping would reduce the
modulation BW. Essentially, the outcome of it is a compromise design between
the damping factor of the relaxation—oscillation and the wavelength transient
chirp. A typical chirp-width value for commercial DFB lasers is about
0.4-0.6 nm at 1-2 Gbit/s modulation index. This chirp allows transmission of
data at 2.5 Gbit/s (OC48) up to distances of 100 km with SMF at the 1550-nm
wavelength. But, the transmission distance is limited to only a few kilometers at
10 Gbit/s because of the chromatic dispersion in single-mode fibers. The chro-
matic dispersion results from the difference in the group velocities at different
wavelengths of the traveling optical light. These wavelength differences within
the light pulse are the result of the frequency chirp of DML modulation method
for a laser. The result of this in digital data transport is excessive eye jitter. In
the case of CATV data transport, the chirp and the chromatic dispersion in a
single-mode fiber result in unacceptable distortion levels.

The chirp phenomenon described above creates a residual FM noise due to
amplitude modulation (AM). This term is defined as AM to FM and results in
line-width broadening as a function of OMI. The electric field of such a modulated
optical carrier is described by

E = Epy/1 + OMI cos(wy?) exp{jloct + B sin(wn?)]}, (7.48)

where the index m is the modulating carrier, and c is the optical carrier. 3 stands for
the FM-modulation index given by’

B= <2wﬁ> Av. (7.49)

Wm
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While Ay, represents the peak modulation current and can be extracted from
the OMI definition, Av is the peak frequency deviation:

Py, OMI E?
P = OMI—2,
M 22y

where m is the laser-slope efficiency, and Zj is the medium characteristic impe-
dance. Now, for weak-varying amplitude or small OMI, the amplitude part
of Eq. (7.48) can be omitted and the exponent part of it can be expanded in
the Bessel series.’! For low OMI, B <1, and according to Carson under
this condition, the FM BW is equal to 2(B 4+ o, /27 = w,,/m. This means
that there are two undesirable FM sidebands. Moreover, the higher the modulation
index the more the Bessel sidebands. Therefore, Eq. (7.48) becomes>?

(7.50)

Im—max =

Cem =AY Ju(B)explj(we + nwm)il, (7.51)

n=—oo

or

Prm = A< Zjn(B)[COS (0w — nwp)t + (—1)" cos (we + nom)( -

n=1

+Jo(B) cos (wct)), (7.52)
where the Bessel function J,, is given by
_ DB
J.(B) = kZ_; ot (7.53)

and A is approximated for the small OMI to be per Taylor series

1
A= Eo\/l + OMI cos(wpyt) ~ Eo(l + -OMI cos(wmt))
2 (7.54)

~ Eg[1 + OMI cos(wpy?)].
Substituting Eq. (7.54) into Eq. (7.52) and using trigonometric identities, the

AM-modulated laser chirp results in a residual narrow-band FM with the following
amplitudes:

carrier:

EoJo(B), (7.55)
upper sideband:

Eol ) + 5B + 0B | (7.56
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and lower sideband:
O
Bof =18+ 25 128) -+ 4B (.57

Using an optical-spectrum analyzer with fine-resolution BW, the difference
between the two sideband magnitudes normalized to the carrier would be
AdB = 2010g[2J1(B)/Jo(B)]. From Carson’s rule for FM, the formula for FM
BW and the two sidebands initial value for 3 can be found. Placing this initial
value into the above expression, [3 can be figured in an iterative way. Then,
from the linear sum of the two sidebands and normalizing it to the carrier
AdB = 20 log{OMI[/2(B) + Jo(B)]/Jo(B)} = 20 log{OMI[/>(B)/Jo(B)] + 1}, the
modulation index is obtained. It is clear too from Eqs. (7.56) and (7.57) that the
sideband amplitudes are not equal. Moreover, in digital schemes, where the modu-
lation index is higher, or in the case of full CATV load, where the OMI is about
35%, there are many FM sidebands as well as lasers that have wider line broaden-
ing. These sidebands propagate at different velocities through the SMF and result
in eye jitter or intermodulation (IMD) for analog channels. Further discussion will
be provided in Sec. 7.4.3.

7.4 Laser Distortions

. . . . . 33 .
Semiconductor diode lasers have several distortion mechanisms™ as was reviewed
above:

e  NLD due to relaxation—oscillation phenomena is referred to as dynamic
nonlinearity. This mechanism governs modulation frequencies higher
than 1-2 GHz, and is related to local multipoint-distribution system
(LMDS) and multichannel multipoint distribution system (MMDS)
applications.

e  Distortions are related to the bias point on the L—I curve called static
distortions.

e A combination of static and dynamic distortions are due to a high-
modulation index.

The last two mechanisms are related to low frequencies that are related to
CATYV and direct broadcast satellite (DBS) bands.

In HFC FTTx analog transport, the channel loading reaches a high OMI
of almost 35% to 40%, which is equal to 110 channels of loading plan. These
limitations led advanced designs of predistortion and for analog transport and
EM for both analog and digital transport fidelity. This section focuses on all
three mechanisms.
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7.4.1 Dynamic nonlinearity modes

Assume a laser is biased at a dc point, as shown in Fig. 6.27, and fed by two small
RF current signals around the quiescent point. Assume that-both tones have the
same amplitude i. Hence, the pumping current is given by

I(t) = Iy + L1 + Ao = Iy + i[exp(w1) + exp(wat)], (7.58)

assuming a power of series expansions at the quiescent point for the photons
density S and carrier density N are justified since these values are governed by
the modulation current as denoted by the rate Eqgs. (7.2) and (7.3). Then S(¢) and
N(?) it is given by

S(t) = So + AS' + AS? + AS® + .- + ASK
(7.59)
N(t) = No + An' + An? + An® + - - - + Ant,

where An* and AS* are the two-tone swings resulting from the modulation current.

Equations (7.58) and (7.59) are substituted in the rate Egs. (7.2) and (7.3) and
solved for k < 3; i.e., k = 2 is second order only.** The photons carrier densities
for the second and third order are given by

ng (1)%
—L = OMI x H(j201)—, (7.60)
Se [O%

S2u>1—<u1

1
= EOMI2 x H(j2w)H(j2w))

4 272 2 2
I WL CTI N I GV W Y ()]
W 2 \wy o 2w0 Ty (o)
o 43 385, :
O T 00T, | 2w0Tp ’ (7.61)

where w is the relaxation—oscillation frequency and H(jw) is the relaxation—
oscillation transfer function developed in Egs. (7.10)—(7.13). Thus, from the
above equations, the RF signal is related to the their square power. This is
because the optical flux generates a photocurrent, which generates RF power
referred to as its square power. Hence, the second order is proportional to OMI*
and the third order to OMIL* It is clear too that second and third orders become
low when the operating frequency is far below the relaxation—oscillation fre-
quency wy. Several interesting parameters can be observed from these equations.

So

e At low-gain compression & values, third-order distortions increase at the
region of wg and above.
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Modulation Frequency [GHZz]
Figure 7.7 Second-order harmonic distortion vs. modulation frequency, while OMlI is a
parameter. Note that it peaks at 1.7 GHz, which is equal to half of the relaxation-
oscillation frequency per Eq. (7.60) prediction. This calculation shows good
agreement to test results.>* (Reprinted with permission from the Journal of
Lightwave Technology © IEEE, 1991.)

e  Second-order and third-order IMD rolls off at a rate of 40 dB/dec or
40 log(f1/fo) when operating below wy and will increase at the same
rate in the opposite case.

The difference between the theory and the measured results at low-modulation
frequencies, f << 250 MHz and OMI = 64% in Fig. 7.7 is due to static nonlineari-
ties of the laser, e.g., current leakage, nonlinear gain resulting from spatial-hole
burning (SBH), which are not included in this analysis. The deviation of theory
results in Fig. 7.8 at high OMI is due to clipping,” which was not included in

—20 A

—-30

IMD [dBc]

-40 |

—50 -

—-60 L B T T T T L L
0 1.0 2.0 3.0 4.0 5.0
Modulation Frequency [GHz]

Figure 7.8 Third-order IMD distortion vs. modulation frequency, while OMI is a
parameter. Note that it peaks at 1.7 GHz, which is equal to half of the relaxation-
oscillation frequency per Eqg. (7.61) prediction. This calculation shows good
agreement to test results.®>* (Reprinted with permission from the Journal of
Lightwave Technology ©) IEEE, 1991.)
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this model. Similar results were reported using the Volterra series.>® Analyzing
these results for digital transport can be as follows. The digital transport is a
high-modulation index of the square wave. This square-wave Fourier transform
is sincX with the spectral line spaced per the pseudo-random-beat sequence
(PRBS) or data pattern. Thus, the resulting distortions add undesirable spectral
lines, which would add to eye jitter.

7.4.2 Static nonlinearity modes and spatial
hole-burning effects

In order to satisfy the stringent CATV distortion requirements, the light
power versus current input, L—1I curve must be highly linear for frequencies of
interest. Further, if the laser L—1I curve are linear above the threshold current,
signal distortions occur because the laser intensity is occasionally cut off or
clipped by large negative excursions of the broadband modulation current.
Gorfinkel and Luryi®’ reported about the new L—I model. The main point in
this model results from carrier-heating effects, namely the free-carrier absorption
of the coherent radiation in the cavity, and the power flux into the active layer
associated with the input current. This report claims that the composite second
order (CSO) could not be better than —62 dBc in the case of an 80-channel
load between 60 and 540 MHz with 3% OMI/Ch. This limit is a concern for
SCM. Using rate Egs. (7.2) and (7.3), the slope efficiency is given by Refs. [37]
and [38]. Using the stationary case, the changes over time in Eqgs. (7.2) and
(7.3) equal zero, e.g., dN/dt = 0. This way the bar-marked variables at no modu-
lation are given by

- __ N
J=35+—, (7.62)

Tn

where J = I/gV, g = vsgo(N — Ny), and Ag = v go(N — Ny)Se. The gain notation
g — Ag represents gain compression due to absorption of free carriers®’ and is
modified to

g=g—aN. (7.63)

Thus, the second-rate equation at the stationary mode becomes

S
0=T5S@%—an) ——, (7.64)
Tp

which yields the gain expression of

oal
slzl
2|
|

Trp” (7.65)
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One more, energy balance equation is given by the carrier quantum-
temperature equation:

3dT.  aShvs  JEx 3T.—T

- — = _Z , 7.66
2 dr 2 2N 2 T (7.66)
Thus, at the stationary mode, T is given by
_ Shvy JE
T, = 20T e | g (7.67)

c 3 3N

where i = h/2m, 7. is the energy relaxation time, « is the free-carrier-absorption
factor, and oo > 0. T, is the carrier temperature in energy units and Ey is the kinetic
energy per carrier injected into the active region. This energy depends on the laser
structure, i.e., the fraction of carriers getting in the active region. Generally,
Ey < E,, where E, is the band gap energy between cladding and active layers.
The gain function g is in the form of

8(Te, N, vg) = gmax(fe + /o — 1), (7.68)

where f., fi, are Fermi functions of electrons and holes. This gain function can be
approximated and at the threshold state where S = 0T._y, Ny, and gy, are found
from Egs. (7.62)—(7.67). The gain function in Eq. 7.68 can be presented as a com-
plete differential approximation according to bidimensional Taylor series.’” Using
these relations brings the slope-efficiency expression to zero modulation by

EJ(1 — 11/T0) = Sgm(1l — Ts/T0) + 3'2OLgth’*'s + SEJaTy, (7.69)

ds 1 1 —1y/7, — TS
— = — X - 7F°
dJ  gn 1475/ + 21505+ Ty (a/gth)EkJ

(7.70)

It can be seen that in the absence of free-carrier absorption a = 0 or 74 = 0, the
light current characteristic is linear and the slope efficiency is constant too.
However, absorption affects the slope efficiency, making it a function of the opera-
ting point rather than a slope of a linear function. Moreover, as an increase of J
heats the carriers, their concentration rises to compensate for the effect of 7 on
the steady state. It can be observed from Eq. (7.65) that g is constant for o = 0.

In addition to the above L—I nonlinearities, it was shown that FP lasers have
better CSO performance compared to DFB lasers. The reason for that is spatial
hole burning (SHB). This effect causes nonuniform distribution of light intensity
along the laser’s active-region layer axis. This effect results from the following:

e the DFB normalized coupling coefficient kL in the laser cavity,**!03

° the facet reﬂectivity,”’42

. . 3 )
° carriers heating.’’~®
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Assume a constant current injection along the laser axis and assume it is an index-
guided laser. Thus, the laser exhibits good carrier confinement. Now because of
nonoptimized kL, the light power at a certain point becomes higher than in
other point. This of course results in higher stimulated recombination, hence the
reduction in the net carrier density near that location. Thus, there is a carrier-
density change along the axis. This supports the arguments of Eqs. (7.2), (7.4),
(7.62), and (7.65), while the compression factor € =0 and stationary mode
where dN/dr = 0 are valid. Thus, from Eq. (7.2), the carrier density along the
active layer becomes

NG@) = Ne — Nu(@) = ™ 56250, (7.71)
qV

The first variable on the right-hand side (RHS) is the fixed number of equally
distributed injected carriers. This current is a uniform injection along the
laser anode electrode (see Figs. 6.4 and 6.5). The other RHS term shows spatially
dependent stimulated emission. Thus, the gain varies along the z-axis as noted by
Eq. (7.64). Alternatively, by a different notation g(z) = go(Nz(z) — Ny), as shown
in Fig. 7.9,% the gain variation is related to the carrier’s density distribution. The
reduction in Ny(z) is the cause for gain compression. This is the same phenomena
presentation of Egs. (7.4) and (7.5). Thus, the higher the gain-compression factor &
of a laser, the higher the second-order distortions.

Several works were published about the kL. factor’s influence on CSO in a
DFB laser.**~*'*3 The conclusions are that for a kL factor equal to 0.5, the
light power is higher near the front facet; for a kL factor of 1, it is equally distrib-
uted with still some higher intensity near the front facet; and for a kL. value of 2, it
reversed to higher intensity near the rear facet. These optimum values of kL vary
from laser to laser depending on their topology and structure. Flat response for kL.
provides the best CSO performance as shown in Fig. 7.10. In addition, the bias
point, with respect to threshold level, may affect CSO 1 distortion levels as
well.** The chart in Fig. 7.11 describes a two-tone DSO test result of f; + f> and
f> — f1 as a parameter. The test tones are equal in OMI to full channel loading.
OMI/channel is 25% of DSOy,,, and is lower than DSOpjgh. Thus, the higher the
bias point above threshold, the lower the CSOs are (see Fig. 6.27). There is an
optimum point where CSOs are the lowest. At this point, the laser bias is twice
the threshold. Looking at the analysis of FP laser Eq. (6.8), the threshold gain
becomes a function of the carrier’s lifetime. Under modulation, the carrier’s life-
time and threshold gain become functions of carrier density. When spatial hole
burning happens, this may affect CSO performance. Equation (7.59) can be used
for the second harmonic-distortion ratio using Eq. (7.8) and both analyses at
small-signal modulation.

7.4.3 Mode partition

In Sec. 7.1, the dynamics of FP lasers were presented by the rate equations. In the
equivalent circuit describing relaxation—oscillation, it shows as multiple inductors
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Figure 7.9 Carrier-density distribution along the active region of a DFB laser.*®

(Reprinted with permission from IEEE Quantum Electron ©) IEEE, 1987.)

with different coupling resistors, which describe the coupling mode. Spectrum-
wise, the FP lasing appears as multiple wavelengths spaced AN apart. The domi-
nant mode is the highest in its power and is at the center of the spectrum
whereas the other modes are around it. Generally, the lasing of FP lasers
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Figure 7.11 CSO performance vs laser normalized bias point simulated (a) measured
(b).** (Reprinted with permission from Electron Letters © |EEE, 1990.)

appears to be a Gaussian shape of a discrete wavelength. The lasing power
measured is the average of all lasing modes. The FP laser’s instantaneous emis-
sion, however, is one wavelength at a time. Thus, there is a mode hopping mecha-
nism in the FP laser. In other words, there is mode competition between the lasing
modes on the mode gain buildup.*® The highest likelihood mode is the dominant
lasing mode. Thus, this mode has the highest power. The process itself is statisti-
cal. Now, consider a digital transceiver with a direct modulation FP laser (DML).
Hence, within modulation-bit duration, the FP laser would hop between several
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Figure 7.12 1550-nm FP-modulated laser-spectrum dispersion after 10 km of fiber.

modes. This means that the information is carried by several wavelengths of the
multimode laser. Each wavelength carries a portion of it. Thus, on the receiving
side, it is essential to have data from all modes arrive at the same time without dis-
persion in order to recover the data signal properly. This becomes a problem
because of SMF fiber dispersion, which results in different delays for each
mode. Therefore, on the receiving side, after 10 km of fiber, the highest frequency
will arrive first while the lowest will be last (see Fig. 7.12).

Looking at the time-domain fast-sampling scope as in Fig. 7.13, the pulse
structure can be observed. At first, on the right appears to be a high-energy
pulse, which corresponds to the highest spectral line with the highest optical fre-
quency. After the large pulse, a narrow pulse appears, which refers to the
second spectral line, and last is a wide low pulse related to the lowest wavelength.
Note that the pulse amplitude and width refer to its spectral energy and the duration
of each mode. This phenomenon creates eye jitter and bit-error rate (BER) degra-
dation. Moreover, it can be observed on nearly single-mode lasers*>*” such as high
mode selectivity DFB-DBR lasers, even though these lasers were developed for
this purpose with a mode rejection of 30 dB or more. The mode partitioning is
attributed to turn on transient stage and biasing of the laser, e.g., above or
below the threshold. This may limit system performance at high data rates due
to the turn-on jitter. The laser output always consists of fluctuations because of
the quantum nature of the absorption and emission processes. These fluctuations
are described by statistical distributions, which are called photon statistics.



Laser Dynamics: External Modulation for CATV and Fast Data Rates 287

i
“ii-File Control Setup Measure Calbrate Utilties  Help 14 Jan 2005 1?;43' m
Time = ! Mumber Averages =64

Amplitude ﬂ

Ao L

=
=
3

a0

L [Boales v
fiset: 5 Ly

cale:95.8 my/divg Time: 2.000 ns/divy Trigger Level:
ffset:1.6 mY Delay: 1.74734 ps -208 m

Figure 7.13 1550-nm FP modulated laser pulse dispersion after 10 km of fiber.

When the laser is biased below threshold or nonlasing, the output has a broad noise
distribution. But, when the laser is biased well above threshold, the distribution
approaches a narrow Poisson distribution. The probability density decays
exponentially for higher output power according to.*’

P(s) = 3y exp(=S/(S)). (1.72)

where S is the photon density in the laser or the instantaneous output power, (S) is
its average value, and N is a normalization factor so the density integral equals
unity. In this case, the normalization was selected to N = 1. Otherwise, it means
that § = 0 has the highest likelihood.

Mode partition phenomena can be explained in terms of carrier-to-noise ratio
(CNR) and E, /Ny in the following manner.*® The concept of analysis is based on
two basic assumptions:

e  Total laser output power is constant.
e  The partition probability function is based on a time-average spectrum.

Assume an ideal laser lasing at a fixed wavelength and modulated by analog
or digital signal. Since the laser is an ideal one, the CW power is constant.
The CW term refers to the average power. But since the laser is single-mode,
CNR and Ey,/N, do not vary in time.
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Figure 7.14 Spectrum distribution of multimode laser of N longitudinal modes and
amplitudes.48 (Reprinted with permission from the Journal of Quantum Electronics
© IEEE, 1982.)

Now, consider a laser with mode hopping. The time-averaged spectrum distri-
bution shows N longitudinal modes when directly modulated. Those wavelengths
are \; (i = 1 to N) and the normalized power carried by each longitudinal mode is
a; (i=1 to N). Hence, the following notations are valid for constant power- and
time-averaged Gaussian spectrum Fig. 7.14.%®

Zai =1, (7.73)

{a;) = [a,-p(al ...... ai ...... ay)da; ....day
exp[—(N\i — \e)?/207]

5 exp[—(\ — Ao)/207]
i=1

=p(\), (7.74)

where p(\;) is the spectrum distribution, ¢ is the half RMS spectrum width, A.
is the center wavelength, and p(a; ...... i oonnn. ay) is the joint probability
distribution of the amplitudes of the various longitudinal modes, where each
longitudinal mode (i) has the amplitude a;, which is the partition-probability
function. At the receiving section, the eye diagram is a result of a decision
circuit, which determines the logic level of O or 1. The “mark” and “space”
sequence is described by cos(mBt), where B is the data rate and the decision
circuit samples of the received signal at times of (1/B+n/B), where
n=0...0. Assume a misalignment in sampling because of the delayed ith
mode and the central mode AT;. This may result in amplitude degradation:

1
A; = [1 — cos(mBAT)]a; ~ i(wBATi)zai. (7.75)
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If the misalignment in sampling is wBAT; < 1, then the total amplitude fluc-
tuation denoted as A during time at the decision circuit input would be

A=) A= %(an)ZZ (A7) *a;. (7.76)

The average noise power due to this fluctuation is marked as o2,, which is the
average partition noise. This value is defined as the difference between variance
and average values of A:

ol = (A% — (A). (7.77)

The variance and the average values of A are obtained from Egs. (7.73) and
(7.74) by replacing a; with A given by Eq. (7.76) and the square value of A for
the variance. Hence,

N
(@) =3 @BPY (ArPpn), (7.78)

i=1

which states that the average value of A can be calculated by the time averaged
spectrum distribution even though the partition probability function is unknown.
However, this partition-probability function is required for solving the variance
of A and it can vary from one laser to another:

(A% = JAZp(al ...... a...... ay)da; . ... day
1 N
=1 (1TB)4Z (A1)t Ja?p(al ....... ay)da .... day
i=1
1 1
+ ) (1TB)4Z Z (A'ri)2 (ATj) Ja,-a?p(al ....... ay)da;j .... day.
i j#i

(7.79)

This is a hard equation to solve and an upper bound limit is obtained by repla-
cing the term a;(1 — Z# ; a;) and then obtaining the maximal second moment of A
expressed by a; and a;a;.

The condition of the maximum moment is given by
Jaiajp(al ...... ay)daj ...... day =0, i#j. (7.80)

This condition of maximum second moment indicates that modes within one
pulse are mutually exclusive. Each pulse contains a single dominant longitudinal
mode and its wavelength varies from pulse to pulse. Hence, the variance of A can
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be defined by the spectrum distribution function p(\;) without knowing the
partition-probability function. That way the variance upper bound is given by

N
@) = @B Y (Ar)'pn). (781

i=1

The functions p(\;) and AT; can be measured from the optical spectrum
analyzer, etc. Thus, the SNR caused by the mode-partition noise (MPN) at the
laser output can be expressed as

S 1 4
®_ - _ , (7.82)

VT )3 [t — [(An) 0] ]

i=1

where for simplicity, the spectrum distribution is approximated as a continuous
Gaussian function rather than a discrete Gaussian distribution:

1 —(Ni — N\o)?
X .
vV 2ma? P 202

Information may provide a statistical modeling to estimate the BER versus
CNR or Ey/Ny. This can be expanded when taking into account other statistics
such as dispersion fiber losses, etc.*®

As explained previously, the fiber is characterized by its length z and propa-
gation constant B({)) where ) = 2mc/N\ is the radian light frequency and c is
the speed of light. This way the differential delay between the center wavelength
and the side mode can be expressed by the Taylor-series expansion of (); around
Qc. This describes the group velocity difference with respect to the central
frequency. Since 7= (dB/dw)L=L/Vg and AT =[L/(Vg+ AVg) — L/Vg],
the delay is obtained by

pP(\) =

(7.83)

A = B — Qc) +%‘l‘3'(ﬂi - Q)| Z, (7.84)

where the symbol B = d?B/dw® = (1/V,)’ and B = d*B/dw® = (1/V,)". More
details about fiber propagation are given by Egs. (4.4)—(4.6), and (4.25) in
Chapter 4.

There is now a need to calculate Q; — Q¢:

1
—~) = —2meAN
N+ AX x) e

1
N4+ N-AN

AQ:Qi—QC :21TC(

N 2mcAN

(7.85)
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Using Egs. (7.73), (7.74), (7.78), (7.81), (7.84), and (7.85), the MPN provided
by Eq. (7.77) can be written as

N 1.
o2 = < =5(mB) [Alo* +48A30° + 4247A%0°], (7.86)
where
2wC\ =
A1 = ()\—2) BZ
<7, (7.87)
2=\ :
N

Equation (7.86) claims that the signal-to-partition-noise ratio depends on the
half width of the laser diode spectrum and the chromatic dispersion of the fiber
and it is independent of n, the signal power. Thus, even with an unlimited large-
signal power, the overall system SNR cannot be improved beyond the limit
imposed by the partition noise. These results will be used in Chapter 10 to deter-
mine BER limits.

Theoretical modeling of the dynamics and fluctuations of nearly single-mode
lasers are done by the rate equations with Langevin noise”' terms.*>*’ For simpli-
city, the analysis refers to two modes, main mode “” and side mode “s.”** Hence,
the rate Egs. (7.2) and (7.3) are denoted as

dN I N C
W LN Cyu
dt gV 1sp I'ng,

(7.88)
Ui C gy i+ 22D, + \/2%"13 N - F()|,_
dr  ng Tsp Tsp 1=sm
¢ = I'n,A(Dn 7.10) , (7.89)
c[1 + s(Is + im)]
where
r is the mode-confinement factor,
D is the line-shape factor,
Tsp is the spontaneous lifetime,
ng is the group index,
no is the carrier density at transparency,
Ysp is the fraction of spontaneous emission coupled into the mode,
c is the speed of light in vacuum,
14 is the volume of the active region,
A is the differential gain,
Cn is the threshold current,
s is the saturation parameter,
A, is the loss of main mode, and

A is the optical wavelength.
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It can be seen from Eqgs. (7.88) and (7.89) that the total laser output power is
proportional to the sum of the side and main mode currents. The laser threshold
current is given by

2 [ ay
Cth = — < + l’l()). (7.90)

The next step is to minimize the likelihood of excitation on the undesired side
mode in a nearly single-mode laser. This can be investigated by setting the laser
bias under various data sequences using a statistical model and the above rate
equations.

A typical digital transmitter is designed to bias the laser above threshold or
below threshold at no lasing state. This case is referred as “0” logic. At “1”
logic state, the laser is forward bias and the power and bias point are defined by
the extension ratio. Bias point and reflections may result in a mode jump.*® More-
over, “0” logic level can be biased above threshold or below. This may affect the
mode partition error (MPE) as well.** Rise time and fall time as well as pulse
duration may affect MPE too.

So far, the MPN discussion was limited to CNR and digital modulation. On
CATYV applications, mainly at low-cost return path FP laser transmitters without
isolators such as shown by Figs. 2.4 and 2.5, MPN and mode hopping noise
(MHN) are observed. From Refs. [45], [49] and [50], it is observed that the relative
noise power is flat at the low-frequency range up to 50— 100 MHz. Then it starts to
roll off at 6 dB/octave; bias current may affect it too (see Fig.7.15).

It was denoted by Egs. (7.72) and (7.77) that the sum of intensities is zero.
Thus, the intensity noise of each mode at any frequency before traveling
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Figure 7.15 Measured MPN of Al GaAs laser.>° (Reprinted with permission from the
Journal of Lightwave Technology © |EEE, 1994.)
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through SMF is given by

Np; = A, cos(wnt + §)
(7.91)
Npy = —A, cos(wyf + ),

where w, is the noise frequency. After traveling through SMF and having dis-
persion, the two modes are delayed with respect to each other. Thus, Eq. (7.76)
becomes

Np = A, cos[(mnt + %) + d)]

Np, = —A, cos[(mnt _ %) n (b] (7.92)

When the two modes are combined, the dispersion-enhanced mode-partition
noise (EMPN) becomes

Npi + Npy = 24, sin(w,71/2) sin(w,? + ) & Ao, 7sin(wyf + b). (7.93)

This approximation is valid when w,7 < 1. As a conclusion, the EMPN is pro-
portional to the noise frequency w,, the fiber dispersion 7, and the mode spectral
noise density A,. The MHN origin is from the random hopping of the laser oscil-
lations between various modes and thus the output difference of those modes due
to coupling effects among the modes. This kind of noise results in higher relative-
intensity noise (RIN) > —130 dB/Hz at the frequency range below a few tens of
megahertz. However, the f; + f> second-order distortion may stimulate “skirt”
noise similar to phase noise. Hence, FP lasers are not used for HFC systems down-
stream where RIN (AM noise) below —155 dB/Hz is needed.

7.4.4 Laser Relative Intensity Noise (RIN)

The power emitted from a laser diode fluctuates around its steady-state value.*>"
These power fluctuations result in quantum fluctuations associated with the lasing
process and are described by the modified rate equations, which include the
Langevin noise source F(t):

((11—1; = (G —y)P + Rsp + Fp(t), (7.94)
w_1, Ye — GP + Fx(1), (7.95)
dt ¢

d 1

© 0 o)+ 3BUG )+ Fol0). (7.96)
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Fp and F; arise from spontaneous emission, whereas Fy has origin of discrete
carrier generation and recombination shot noise; Rsp = Ygphsp/N/Tn is the spon-
taneous emission rate; B = An//An” and An = An’ + jAn”; N and P represent
the steady-state average values of carrier and photon population, respectively;
and G is the stimulated emission rate and is a function of N. Thus, it becomes
a stochastic differential equation. The problem is simplified if the Markovian
process is assumed, where the correlation time of noise sources is much shorter
than the relaxation time y~! = 7p and Y. = 7., which means the system has no
memory. The solution is simplified by assuming Langevin forces are Gaussian
random processed with a zero mean. Hence, under this assumption, the Langevin
forces satisfy

(Fi(1)) =0, (7.97)
(Fi(t)Fy(1)) = 2Dyd(t — 1), (7.98)

where D;j; is the diffusion coefficient associated with the corresponding noise
source.

These quantum fluctuations are related to spontaneous emission and fluc-
tuations of the electron density. The changes affect the amplitude and phase of
steady-state oscillation conditions as will be elaborated in Sec. 7.4.5. The phase
change outcome is phase noise, or frequency noise, known as FM noise, while
the amplitude changes are related to AM noise. This AM noise is defined as
RIN, which is defined by

RIN =° ‘;f;” ), (7.99)
where the spectral density Sp(w) is defined by
Sp(w) = T (®P(t + 7)dP(1)) exp(—jwT)dT, (7.100)
where _
Sp(w) = %i‘?o% |8P(w)|” (7.101)

The ensemble average in Eq. (7.100) was replaced by a time-domain average
over the interval T assuming an ergodic-stochastic process:

I~ =
Jim [Fi (o))Fj(w)] = 2Dy, (7.102)
Thus, at a steady-state, RIN is defined as
P
RIN = 2P (7.103)
P2

where 3P(w) is the output-power fluctuation from the average power P.
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The laser RIN versus frequency can be written as.”'

2Rsp[(T}, + 0?) + G4 P*(1 + v, N/RspP) — 2I'xGyP]
P[(Qr — ©)* +T2] - [(Qr + ©)* + T3]

RIN(0) = . (7.104)

where () is the relaxation—oscillation radian frequency, I'r = (I'y 4 I's)/2 is the
relaxation—oscillation decay rate, and I'y = yy + N (ayN / 8N) + GNP is the small
signal-carrier decay rate.

Equation (7.104) shows that the RIN is flat below relaxation—oscillation w < Qg
and peaks at {)g. To have a better understanding of RIN(w), assume o < g
limit. Since I'g <« (g, the denominator of Eq. (7.103) is replaced by PQ;;, and in
the numerator are terms proportional to P and P2,

Since

[ 0G
Or &~ G@P =/ GG\P, (7.105)

P=(—-14)/(qG), (7.106)

Or = ‘/@, (7.107)

it follows that at a given frequency, the RIN decreases with bias as (I — In) > As
the bias current increases, the RIN decreases slower as (I — Iy,)"'. As will be
reviewed in Chapter 10, the RIN imposes a quantum limit on achievable CNR.
Eventually, DFB laser transmitters used for video transport have a limit of
—155 dB/Hz as proved in Chapter 10.

7.4.5 Laser-phase noise

Phase noise of a semiconductor laser is a result of quantum fluctuations associated
with the lasing process.’’ A phase change leads to a frequency shift Sw; = 8dd /dt.
The phase noise is one of the parameters for evaluating the performance of
coherent optical communication systems.

There are two mechanisms that contribute to phase fluctuations:

S 1 -
0b =—|F¢y +=BcGNON ). 7.108
¢ jo ( ot ) BcGOn > ( )
° Spontaneous emission F ¢- Each spontaneously emitted photon changes

the optical phase by a random amount.

e  Fluctuations in the carrier populations BCGNBN /2. This is because a
change in N affects not only the optical gain but also the refractive
index, which eventually affects the phase. The parameter 3. provides
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proportionality between the gain and the index changes. This parameter
sometimes is referred to as the line-width enhancement factor found to

increase the line width by a factor 1 + Bzc‘s 1,34

These terms are defined by Eqgs. (7.2) and (7.3), and (7.79)—(7.81) as an effect
on the differential gain and the confinement factor as well as the spontaneous
emission-coupling factor to the lasing mode vyp,. The analysis of laser oscillation
conditions in Secs. 6.3 and 6.4 provide a complex equation. The real part of it
relates to the amplitude oscillation conditions whereas the imaginary part of it
refers to the phase. Thus, the amplitude fluctuation term relates to the AM noise
mentioned previously as RIN, and the phase fluctuation refers to the FM noise
known as phase noise. The phase-noise skirt shape defines the spectral line
width, which depends on the active area.

The spectral density of frequency noise (FM noise, phase noise) is defined by

-2
S; = <‘w8<b(w)| ) (7.109)
and is approximated by the following equation:

2 4

Sy =y Befte : (7.110)
¢ 2P 2 2 2
(92— 0?)’ + Qole)]

where () is the relaxation—oscillation radian frequency, Rsp is the spontaneously
emitted photons rate, P is the photon population (proportional to power), I'r
is the relaxation—oscillation frequency decay rate, and B = An'/An” and
An = An’ + jAn”, so the factor B is showing the tg6 of the loss due to the ima-
ginary part of the refractive index. It is also important to note that I'g increases
with the bias current as the relaxation—oscillation frequency increases.
However, the relaxation—oscillation is damped faster at high currents. Moreover,
this equation shows that the phase noise is flat at w < Q.

The ratio Rsp/P also defines how many decibels below carrier the noise
density is. Thus, the spontaneous emission minimization would reduce the phase
noise or, in other words, improve it.

The line width of the laser is given by

1 Rsp(1 + B2
Y =2250 = SP(szPBC)

= Afy(1 + BY)- (7.111)

This equation shows that the line width of a laser is enhanced by the
factor 1+ Bé. Again, the ratio Rgp/P defines the Afy line width. The contri-
bution of B%Afo to the phase noise is mainly due to the O8N, because each
spontaneously emitted photon changes the laser power. This changes the
gain and thus the carrier population. As a result, it affects the refraction
index since the dielectric changes. Thus, it affects the optical phase. The
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Figure 7.16 Spectral line width as a function of power for two MQW DFB lasers of 400
and 800-pwm cavity lengths in comparison to a thick active layer laser marked as bulk.
Note that MQW line width is narrower since B¢ is lower, meaning lower losses.>®
(Reprinted with permission from the Journal of Quantum Electronics © IEEE, 1991.)

resulting delayed phase fluctuation is affected by relaxation—oscillation and
leads to satellite peaks at multiples of (g, as well as broadening the central
mode peak by 1+ B%.

Optical phase noise and AM noise are measured by special test equipment with
low phase noise in order to improve the measurement accuracy.”” The optical
signal is converted into an RF signal and then measured on an RF spectrum
analyzer.

Currently used MQW lasers for HFC applications and direct modulation
exhibit a spectral line width of 1-10 MHz at a power level of 5—10 mW. More-
over, as the laser power increases, the line width decreases. Figure 7.16 shows a
line width saturation for several 1550-nm DFB lasers.”” For B =5, optical
power of 2 mW, Rsp = 1.28 x 10'?S™! and P = 7.76 x 10*, then Af ~ 70 MHz.

7.5 External Modulation

In order to achieve high-speed modulation for high-data-rate transport, the DML
method is limited due to several effects. The first is frequency chirping that is
shown by Eq. (7.45). There, it can be observed that the faster the transition, the
wider the frequency chirp is. In addition, there is the relaxation—oscillation
limit of the laser. In this case, high-speed data transport involves fast transitions
that may reach the relaxation—oscillation frequency. Under these operation con-
ditions, the chirp RIN and other parameters mentioned previously, laser perform-
ance is reduced. Further, on analog transport, this may result in additional NLD.
Thus, EM schemes must be used. In this scheme, the laser is biased at a CW
level and a different device modulates the optical output of the laser. It should
be clarified that the term “external” in this context means external to the laser
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cavity and not necessarily a separate device. This external modulator (EM) can be
integrated with the laser monolithically, resulting in a single device as far as the
outside world is concerned.

There are several schemes available to modulate a light beam. In general, these
schemes fall into one of the two categories: index modulation and absorption coef-
ficient modulation.

In the first category, usually the electro-optic effect is utilized where the refrac-
tive index of a medium or crystal is changed as the function of an applied electric
field. If a light beam is passing through the medium, this causes a phase shift or
phase modulation of the beam. To convert this phase modulation to an 1M,
usually an interference effect should be utilized. Such an effect can be
implemented by a Mach—Zehnder (MZ) interferometer. Its concept is mentioned
in Sec. 4.4.1. In Fig. 4.11 the phase shift BAL is done electrically.

In the second category, the applied electric field modifies the absorption coef-
ficient of the medium. As a result, a light beam passing through the medium
experiences various degrees of attenuation as a function of the applied field
causing a modulated output power. The electro-absorption (EA) modulator is
based on the bulk Franz-Keldysh effect.

7.5.1 Mach-Zehnder (M2Z) Lithium - Niobate modulator

The MZ modulators rely on the electro-optic properties of certain types of crystals.
In several crystals, and depending on the internal symmetries within the lattice, the
index of refraction can be a function of the applied electric field. If the crystal lacks
inversion symmetry, the index of refraction varies linearly with the electric field.
This is called the “linear electro-optic effect.” In most practical situations, MZ
modulators are realized in lithium—niobate (LiNbO3) because the electro-optic
effect is very strong in it. This is a key parameter to producing large changes of
refractive index for f,, a fixed applied electrical field. The waveguide is created
by locally doping the crystal, which result in waveguides that have low
propagation losses. The boundary of the waveguide is where the refractive
index is changed.

Optical waveguides are delineated on LiNbO; by standard photolithography.
This process was reviewed in Chapter 5 for PLC technology. There are two
leading methods for fabricating optical waveguides on LiNbOj;: the annealed
proton exchange (APE), and titanium indiffused. In APE, only the extraordinary
index is increased. This term was explained in Chapter 4 when dealing with
optical isolators. This means that only single polarization light is supported and
a better than 50-dB polarization extinction ratio is achieved. This is an advantage
since it may avoid the problem of having different modulation efficiencies for
different polarization modes in the waveguide. The disadvantage is that the light
polarization state must be aligned with the waveguide. The second advantage is
that APE can produce larger refractive index change compared to titanium indif-
fused. This is attractive since it enables waveguides with small bend radiuses.
Figure 7.17 describes the Mach—Zehnder interferometer (MZI) modulator.
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Figure 7.17 MZl modulator concept.

The input optical field is divided into two branches using a Y-branch splitter. The
applied electric field changes the index of refraction for the upper branch wave-
guide. This change in the refractive index affects the optical length, which
results in a creative or destructive interference. In practical situations, the BW
of such a modulator configuration is often limited by parasitics, including the
electrode capacitance.

The geometry in Fig. 7.17 is sufficient to explain the physics of operation of
the MZI modulator. A voltage, V, marked as V.4 is applied between the two elec-
trodes. The distance between the electrodes is G,,; the electric field applied on the
waveguide is |E| = V/G,. Since the MZI wafer is birefringent crystal, the largest
optic coefficient is accomplished when the field is applied along the Z direction
(EZ). Thus, the maximum induced index change is given by

An = —n3r33%, (7.112)
where r3; is the largest electro-optic tensor and 7 is either the ordinary or the extra-
ordinary refractive-index value. The electrode orientation with respect to the
waveguide is such that it generates an electrical field in the Z direction. This
depends on the used-crystal orientation. The orientation is generally specified as
the “cut” direction, which is perpendicular to the flat surface on which the wave-
guide is fabricated. In other words, the “cut” is the surface of the waveguide cross
section. Hence, the normal to the waveguide cross section surface defines the light-
propagation direction and the electric-field propagation. This is demonstrated by
Fig. 7.18.

Equation (7.112) is modified by a correction factor I' for the fact that the
optical and the electrical fields are not aligned and overlap completely. Thus,
the induced refractive index becomes

14
3
An = —n r332GP. (7.113)

Using the relation from Sec. 4.4.1, the delta change in the phase due to the

change in the refraction index can be written as

2mAnL VL
o sl —— (7.114)

A = ABL = N Gr'
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Figure 7.18 Cross section of an embedded optical waveguide and the electrodes with
respect to the “cut” direction. (a) X-cut; the waveguide cross-section normal is in the Y
direction, which is the RF-field propagation; X is normal to the surface where the
waveguide is implanted. (b) Z cut; the waveguide cross-section normal is in the X
direction, which is the RF-field propagation; Z is normal to the surface where the
waveguide is implanted.

From this equation, it can be seen that a phase shift can be optimized by con-
trolling the ratio V-L to I'/G,,. Large phase shifting can be accomplished by a long
electrode or small gap. In the case of a small gap, the coupling between the two
electrodes would be higher; i.e., it would be a microwave-coupled line that may
have high capacitance. Thus, by the theory of microwave-coupled lines, the modu-
lation BW would decrease. As a conclusion, a large phase-shift modulation with
low voltage would require long electrodes, whereas a wide BW would be made
by short electrodes with a higher modulation voltage. Long electrodes define the
RF quarter-wavelength resonance and center frequency of microwave-coupled
lines. Strong coupling means a higher insertion loss and a narrower BW. An
additional parameter affecting the transmission-line-electrodes characteristic
impedance as well as the coupled line is the odd-mode impedance, zoo, and
even mode impedance, zoe, as well as the relative dielectric constant and substrate
thickness.®® In both cases, the coupling gap Gp is fixed. The voltage that creates a
phase shift of 180 deg is marked as Var. The appropriate figure of merit that allows
meaningful comparison between EMs is V/f 3 dB. In CATV, this BW is below
1 GHz; thus, 3 < Vmr <4, for higher data rates the modulation voltage and
power would be higher. The next step is to define the modulation depth as a func-
tion of the modulation voltage. Assuming a linear phase dependency of the control
voltage with respect to the 180 deg Vi, the phase versus control voltage is given by
the ratio ¢ = V/Var. In addition, the output average optical power coming out from
a lossy optical waveguide is given by

Pin
(P) = 7Lex, (7.115)

where Ly is the excess loss of the modulator. Using these notations and the results
from Sec. 4.4.1 given by Egs. (4.29) and (4.30) with some trigonometric identities,



Laser Dynamics: External Modulation for CATV and Fast Data Rates 301

— —

Y-Branch

Coupler

[ 1 ono —_—

Figure 7.19 Balanced bridge travelling wave interferometer external modulator.

the optical output power at the MZI is given by
P(V) = <P>[1 + sm(wvl + Ad))]

(7.116)
P(V) = (P)[l + cos(frrvlﬂ - Ad))],

Coming back again to Eq. (7.114) and realizations of MZI modulators by using
Y branch splitter, balanced bridge interferometer (BBI) per Fig. 7.19, or dual Y
branch per Fig. 7.17, the value of the phase delta resulting from the difference
between the two wave propagation indices is A¢ = ABL= (B; —B)L=V/Vw
and ¢ is the inherent phase difference between the two traces.

External modulators can be divided into two categories based on the electrodes
configuration as shown in Fig. 7.18: lumped circuit element modulator, and travel-
ing wave (TW) modulator.

In the lumped-element case, the input feeder is connected to a pair of electro-
des and terminated by a parallel matched load. The electrode pair is a capacitive-
load parallel to the termination impedance (see Fig. 7.20) Thus, the BW limitation
arises from the RC time constant. To overcome this problem, a TW modulator is
used. In this topology, the modulating RF signal is fed into a microwave trans-
mission line parallel coupled to the optical waveguide. The end of the transmission
line is terminated by a matching load with the same value of the RF/data charac-
teristic impedance. The interaction between the optical propagating light wave and
the RF/data along the modulator length results in efficient modulation, which is
not limited any more by the RC time constant. The BW of TW EM is limited
by the velocity difference between the lightwave and the RF/data signal. Note
that the dielectric constant satisfies the following relation with respect to the
refraction index n, ./g,g¢ = n.

An additional method to extend the MZI EM BW is by the differential input
modulation signal and using the TW scheme. This modulator would look like
the one in Fig. 7.17, where the upper branch is the transmission and the lower
arm is the transmission input. To obtain chirping characteristic of such MZI
EM, the electrical field at the output of the modulator should be examined:®

E E
E =2 exp(—jB1L) + 5 exp(~jBaL). (7.117)



302 Chapter 7

V()

(b)

GND
© p-eontact oyimide
AL polyi
~
ritinP
Vs Vs
n contact
Lwi Lwz Lwi1 G G Lwz

|
Rs | Rs

i RL
Vs ! Vs

[

Figure 7.20 (a) Lumped element vs. (b) TW electrode (c) equivalent circuit.5?

This equation can be noted as

E:Eocos(@L) exp(j@L). (7.118)
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The exponential term determines the instantaneous phase or frequency of the
output. To obtain zero-phase variations, the output should have AB; = —AR, This
happens when the voltages applied on the two branches are equal and of opposite
signs. In other words, it is theoretically possible to eliminate the chirp in MZ modu-
lators. That is an important advantage of MZI EM over electroabsorption modulators.

7.5.2 Electro Absorption (EA) modulators

Unlike the MZ modulators that rely on the change in the refractive index, the
electro-absorption EA modulators rely on the change in the absorption coefficient
with the applied electric field. These devices can further be divided to different
subcategories depending on the physical principle behind them. These categories
include the bulk Franz—Keldysh, the Stark—Shift MQW, and the Wannier—Stark
modulators. However, the most practical modulators are the bulk Franz—Keldysh
type that is reviewed here.

The principle behind the Franz—Keldysh bulk modulators can be described as
below. In a bulk semiconductor, the band gap energy E, can be changed slightly
with an applied electric field. On the other hand, the absorption coefficient of a
semiconductor for an incident light is strongly dependent on the photons energy
E,= hv.>® Thus, the absorption coefficient is expressed as

a(hv) ~ agexp [%’E_ (Z‘)’] (7.119)
g

where, a is the absorption coefficient with no external electric field, and E is the
electric field. If E, > E,, the electromagnetic radiation and the semiconductor
lattice strongly interact; the photons are absorbed and electron-hole pairs are gene-
rated. On the other hand, if E}, < E,, the photons cannot generate electron-hole
pairs and the photons do not interact with the semiconductor. Hence, the semicon-
ductor becomes transparent to those photons. Because E, can be varied with the
applied electric field, it is possible to make the semiconductor absorptive or trans-
parent to optical wavelengths close to the band-gap energy by applying an external
electric field.

In practical devices, usually a reverse-biased PIN-diode structure is used. In
such a device, the intrinsic region can act as waveguide because of the difference
between the indices of refraction of the core (I region) and the P and N layers. The
reverse bias across the junction creates the desired electric field, which is used to
modulate the optical wave. This can be an integrated part of the DFB laser as
shown in Fig. 7.21.

In these structures, it is important to keep the laser and the modulator as elec-
trically isolated as possible to prevent wavelength shifts in the laser due to the
modulator operation. These shifts result from reflections that create mode
hopping. One of the main advantages of the EA modulators is that structurally
they are very similar to the laser used in communications and therefore they can
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be monolithically integrated with the laser. This can reduce costs and eliminate
insertion losses and the need for additional alignment. The output of a typical
EA modulator as a function of the applied field is given by:>®

Poy = Pinexp[—aV(1)]. (7.120)

The chirping characteristics of an EA modulator result from the changes in the
index of refraction in the absorption section. This is because absorption and the
phase change in a medium are related to the imaginary and real parts of the refrac-
tive index as were introduced in Sec. 7.4.5. Related to each other are n” and r/,
according to the Kramers—Kronig relation and the (. factor mentioned in
Sec. 7.4.5. The chirp is given by Eq. (7.45). It is the same chirp that a DML
would experience. For Franz—Keldysh modulators, the value of the £-
enhancement factor is about 0.5, whereas in DML it is about 3—5. EA modulators
are reported with high dynamic range for analog purposes.’” These EM were based
on the TW method with strain-compensated InGaAsP MQW, Vo = 0.37 V, and
high extinction ratio of >30dB/V. By optimizing the bias voltage and the
optical input power, the SFDR (spurious free dynamic range) was improved by
1 to 30 dB. SFDR at 10 GHz was 128 dB—Hz"".

7.5.3 Comparison between EA and MZI modulators

EA and MZI modulators can be compared based on several parameters.”'”® In
terms of monolithic integration,> EA modulators are preferred because the MZI
modulators are usually fabricated separately. Monolithic integration reduces inser-
tion loss between the laser and the modulator significantly as well as simplifies the
alignment process. Another advantage of EA is a lower driving voltage, which
make them easier to drive. The major disadvantage of EA modulators lies in chirp-
ing effects, which cannot be eliminated. In MZI, the chirping can be eliminated
using a differential drive. The BW of both EA and MZI is similar although the
fastest modulators available tend to be MZI, probably due to the option to elimin-
ate chirp. Moreover, in EA modulators, pumping the optically induced carriers out
of the junction may be a potential band-limiting problem. With careful design, it is
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Table 7.2 General comparison of EA and MZI modulators.

Modulator parameter MZI1 EA
Monolithic integration No Yes

with laser
Driving voltage Higher Lower
Chirping Can be eliminated Cannot be eliminated
Extinction ratio Higher Lower
BW Can be higher Slightly lower
Heating Less problematic More problematic

possible to get good extinction ratios in both cases, even though MZI modulators
generally tend to have higher extinction ratios. The other potential problem with
EA modulators is heating®' since the input signal has to be absorbed in the modu-
lator. These points are summarized in Table 7.2.

7.5.4 Commercial modulators

There are a number of commercial modulators available in the market. Generally,
lasers designed for speeds of 10 GBPS and higher are integrated with an EA modu-
lator, although MZI are also used. Table 7.3 summarizes some of the specifications
from various manufacturers.

As can be seen, the specifications are generally comparable except for the last
two rows that are 40 GBPS MZI modulators.

Table 7.3 Specifications of various modulators.

Manufacturer Modulator/speed Extinction ratio Rise/fall time Mod voltage

Nortel MZ-10 G 13 dB 50 ps max 4V typ ptp
LCMI155EW-64
NEC EA-10 G 11 dB 40 ps max 2.5V typ ptp
NX8560LJ-CC

Samsung EA-10 G 10 dB 40 ps max 2V typ ptp
MLA48G2A

Hitachi
LE7602-L EA-10 G 10dB 50 ps max 2.6V max

Toshiba EA-10 G 10 dB 50 ps max 2.5V max
TOLD387S

Lucent EA-10 G 10 dB 40 ps max 1V max ptp
E2560

Lucent MZ-10 G 13 dB 10 GHz 5V max
2623 Series Non integrated

Lucent MZ-40 G 30 GHz 6V typ

Sumitomo>’ MZ-40 G 40 dB 40 GHz 5V
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7.6

10.

11.

12.

Main Points of this Chapter

Laser dynamics are described by the rate equations for both photons and
carriers.

Laser differential gain results from difference in carriers in the active area.

Laser-gain compression results from nonproductive recombination,
absorption Auger recombination, and spontaneous emission.

Rate equations are differential equation sets that are solved numerically
for a large signal. However, a small harmonic signal approximation is
used to analyze the laser dynamics in order to find the laser BW limits.

One of the laser parameters analyzed using the small signal approxi-
mation of the rate equations is the “relaxation—oscillation” frequency
of the laser.

The relaxation—oscillation of a laser defines its modulation BW for DML
applications. This is a second-order low-pass response.

The relaxation—oscillation of a laser directly depends on the bias point
and output power. The higher the power and higher the bias above
threshold, the higher the relaxation—oscillation frequency is. The higher
the differential optical gain of a laser, the higher the relaxation—
oscillation frequency is.

The small-signal-equivalent RLC circuit is used to describe the laser
small-signal response. The capacitor describes the carriers reservoir; the
resistor describes the coupling mode loss and the inductor, the photon
reservoir for emission in the active area.

The multimode-laser-equivalent circuit may be described by a capacitor
and multiple-coupled inductors in parallel for each mode.

The large-signal modeling of a laser is composed of a passive-linear
network, generally describing the package, and the laser chip, which is
the nonlinear part. This model can be analyzed using harmonic balance
method.

Laser chirp is a result of the amplitude coupling to the optical resonator. It
affects the phase condition’s gain and population, which affects the refrac-
tive index. This eventually results in an optical frequency shift. Thus, the
AM of a laser results in residual FM modulation.

Laser chirp in an analog application is directly related to the OMI value.
In a digital case, this chirp is related to the extension ratio. The result of
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13.
14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

the FM modulation is Bessel spectral lines, which results in IMD and
chromatic dispersion due to optical wavelength shift. This affects CNR
and IMD dynamic range in analog link and BER as well as eye jitter
and noise in digital link.

Laser chirp creates spectral-line broadening.

Laser distortion sources may result from the bias point defined as the
static mechanism, relaxation—oscillation defined as dynamic mechanism,
and a combination of both.

MPN results from the nonideality of the laser that emits power while
hopping between several lasing modes (different lasing wavelengths).

Mode partition hopping creates delay time between the modes. This gene-
rates sampling misalignment of digital data.

Mode partition may affect distortions, create chromatic dispersion,
sampling misalignment of digital data sampling that may reduce BER,
close the eye diagram, and increase jitter because of the different group
delay for each mode.

The statistics of BER versus E,/Ny for MPN is directly related to the
mode hopping statistics.

Laser RIN results from optical power fluctuations around the average
optical power and is referred to as AM noise. These fluctuations are
because of quantum fluctuations associated with the lasing process.

Laser-phase noise results from optical frequency fluctuations around the
center frequency and is referred to as FM noise. These fluctuations are
because of quantum fluctuations associated with the lasing process affect-
ing the oscillations phase conditions. Laser-phase noise is similar to chirp
but occurs even without modulation.

Laser-phase noise, RIN, and distortions are worst at the relaxation—oscil-
lation frequency.

To overcome the direct modulation impairments such as frequency chirp,
relaxation—oscillation, residual FM, and spectral line broadening, the
method is to use special device to modulate the optical signal externally
to the laser cavity.

There are two main types of optical modulators: index and absorption
coefficient.

The concept for index modulators is based on the change of refractive
index as a function of the electrical field.
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25.  Absorption coefficient modulation is based on changing the absorption
coefficient of the medium as a function of electrical field.

26. The Mach Zehnder modulator is based on the Mach Zehnder interfero-
meter (MZI) used for CWDM while controlling the phase delay by chan-
ging the refractive index as a function of the modulating voltage, which
changes the electric field in the medium.

27.  The MZI modulator should create constrictive and distractive interfer-
ences by the modulating signal due to the change of the refractive
index, which affects the preparation factor of the optical waveguide of
the modulator.

28.  There are two methods to designing MZI modulators: lumped-element
and distributed-element circuit.

29.  The advantage of the distributed-element circuit MZI modulator is its
wider BW and data-rate abilities.

30. The advantage of the EA modulator is its integration to the laser.

31.  The disadvantage of electroabsorption (EA) modulator with respect to
index MZI modulators is that it has residual chirp. This chirp can be mini-
mized in MZI modulators.

32.  Anadditional disadvantage of EA modulator is heat since it absorbs light.

33.  An additional advantage of the EA modulator with respect to index-MZI
modulators is its lower-modulation voltage requirements.
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Chapter 8
Photodetectors

8.1 Photodetectors and Detection of General
Background

Photodetectors are semiconductor devices that are capable of detecting light
through a quantum electronic process. There are a variety of photodetectors,
such as infrared, ultraviolet, and those used for optical communications, which
operate near the infrared wavelength region of 0.8—1.6 wm. In communications
applications, optical detectors are also categorized by their semiconductor
materials and the bandgap energies used to realize them (Table 8.1).

A different way to categorize photodetectors is by their junction structure, PN,
PIN, or avalanche photodetector (APD). In the PN photodiode (PD), electron-hole
pairs are created in the depletion region of the NP junction proportional to the
optical power. The electron and hole pairs are swept out by the electric field,
creating a photocurrent. In the PIN photodetector, the electric field is concentrated
in a thin intrinsic layer I sandwiched between N and P types. APD is similar to a
PIN but has an additional layer (for instance, P"LPN™ where L is a lightly doped
layer). Thus, this kind of diode experiences a photocurrent gain. APDs are used
for high-sensitivity, long-haul systems, such as small form pluggable (SFP) trans-
ceivers or wireless free-space optical links (optical data telescopes).'’

The performance of a photodetector is measured by three parameters: quantum
efficiency (QE) m, the response time to generate carriers, and the sensitivity that
defines the carrier to noise ratio (CNR) limits of a link. The last parameter will
be reviewed in Chapter 11 for all types of detectors discussed in this chapter.

8.1.1 Quantum efficiency and responsivity

The optical signal arriving at the detector is a modulated light signal. Conse-
quently, the rate of photons impinging on the photodetector is proportional
to the optical modulation index (OMI). Hence, the optical signal beating is
counted by the photodetector while generating the photocurrent. In order to
detect each individual photon and to convert it into a photocurrent, the detector
should have infinite bandwidth (BW). It is also known that the photon generation
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Table 8.1 Photodetector families per semiconductor materials.

Responsivity Max

Bandgap Wavelength Peak Response Value (A/W)
Material Energy (eV) Range (nm) Wavelength (nm) (mA/mW)
Si 1.17 300-1100 800 0.5
Ge 0.775 500-1800 1550 0.7
InGaAs 0.75-1.24 1000-1700 1700 1.1

by an optical transmitter is a random process. Thus, the arrival of photons to the
photodetector is a random process as well. Therefore, photodetection can be ana-
lyzed as a receiver front end with random signal and noise.'* A photodetector
detects and responds to the electrical field impinging on its active area. Consider
a beam of light’s instantaneous optical electric field E(¢) with optical power P, and
impedance of the medium Zj. It is also known that the optical power measured is
an average power. Hence, the following relation is applicable:

E(f) = /2PsZy cos(wt + @). (8.1)

Taking the above expression for the optical power Py, it is given in units of
%7 (Q . m2) or W/m?, which are units of flux S or Poynting vector E x H of a
propagating electromagnetic wave. The absorption of the beam power by the
photodetector generates the photocurrent.'” It is known from solid-state devices
theory'"'” that the conductivity of an intrinsic region is given by

o= q<pnn n Mpp), (8.2)

where g is the electron charge, o is the conductivity in units of 1/({) x m), w, and
I, are the electron and hole motilities, respectively in units of m?/(V x s), and n
and p are the electron and hole concentrations in units of 1/m>. Thus, the photo-
detector under illumination increases its conductivity because the carriers’ number
increases. Knowing these facts, it is valid to state that the increase in conductivity
arising from photon flux ® (photons per second) illuminating a semiconductor
volume W x A with a length of W and cross section A can be calculated.'®
However, when this photodetector is illuminated by a long wavelength, its
cutoff wavelength is given by the photoelectric relation of

he
Ac = £ (8.3)
where £ is Planck’s constant, c is the speed of light, and E, is the bandgap energy of
the semiconductor. In case of a wavelength shorter than ¢, the incident radiation is
absorbed by the semiconductor and electron-hole pair is created. As for extrinsic
case, photoexcitation may result between the band edge and the energy level in
the energy gap. Photoconductivity can take place by absorption of photons with
energy equal to or greater than the energy separation of the bandgap levels and
the conduction or valence band. Thus, in long wavelength, cutoff is defined by
the depth of the forbidden gap energy level as shown in Fig. 8.1.
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Figure 8.1 Photon absorption process is a semiconductor with and without doping.

The QE m, (0 < m < 1), of a photodetector is defined as the probability that a
single photon, incident on the device, would generate a photocarrier pair of hole
and electron that contributes to the detector current. When a flux of many
photons impinges the surface of a semiconductor, ) is the ratio between the effec-
tive flux, which generates an electron-hole pair to the total flux incident the device
active surface. To create electron-hole pairs, the flux of photons must be absorbed
by the device. For this reason, not all photons generate electron-hole pairs,
since the entire flux is not absorbed totally by the device. The reasons for that
are the statistics of absorption process and reflection from the device surface.
Some other pairs recombine fast and, additionally, the beam spot sometimes is
not aligned well on the device active area. Hence, the QE is given by'®

m = (1 - )1 — exp(—ad)], (8.4)

where I’ is the surface optical reflectance coefficient, { is the fraction of electron-
hole pairs that contributes to the current, and « is the absorption coefficient of
the material in cm™'. Parameters in Eq. (8.4) can be optimized for better perform-
ance. (1 —I') can be maximized by having antireflection coating on the active
surface of the PD. { can be improved by careful material growth reducing non-
productive surface recombination. Finally, the last factor can be maximized by
having a sufficiently large value of depth for d or L, as noted in other references.
Additionally, m is a function of wavelength. This limitation is noted by Eq. (8.3). If
Ao > A, absorption cannot occur. The photon energy will not overcome the
bandgap energy E, since E, > hc/No. On the other hand, a wavelength that is
too short would cause nonproductive pairs that would recombine at the surface
due to the short lifetime of the carrier pairs. Most of the light is absorbed within
a distance of 1/a.
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Now the responsivity r can be defined. It is known that each photon generates
an electron-hole pair. A flux of photons ® [1/s] produces electric current:

ip = q®.
This flux has an optical power given by

(8.5)
P = o,

(8.6)
where v is the optical frequency. Hence, using Eqgs. (8.4)—(8.6), the photocurrent
can be noted as a function of the responsivity r:

, ngP
lp = nqCI) = — =

P.
™ r.

(8.7)
Responsivity units are in A/W, mA/mW, or any other factor of current to
power. The responsivity expression given by Eq. (8.7) can be written in terms
of wavelength:

]":M:"{]—: 1
hv

(8.8)
It can be observed that r increases with respect to wavelength. However,
Ao should satisfy the bandgap and absorption conditions. Figure (8.2) provides
the absorption coefficient values.
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Figure 8.2 Absorption coefficients of different semiconductors.
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8.1.2 Time response

In the previous section, it was explained that the electron-hole pair is created by a
photon incident to the semiconductor. The charge of this hole-electron pair with
a value of ¢ is delivered to a circuit. This charge travels through the semi-
conductor at different times, since a hole and an electron have different mobilities.
Hence, the hole and electron velocities are given by vy, = E - w,, and ve = E - .,
respectively. This process is called transit time spread. This is one of the factors
limiting the speed and BW of photodetectors. When dealing with a photocurrent
carrier, the charge Q is composed of either a hole g or an electron —g charges.
This carrier motion is at a velocity v(¢). Assuming e length of W, the instantaneous
current is given by Ramo’s theorem:

i(h=— % v(2). (8.9)

Assuming a charge of hole and electron created at a spot x in the semiconduc-
tor, the electron travels the distance w — x, while the hole travels the distance of x.
Their velocities under the electric field are as mentioned above. Thus, the total
charge coming out of the semiconductor is given by

, . Vh X Ve w—Xx
=inricn= (o) (3) (@) (45)
w Vh w Vh

:q(%ﬁ”;x), (8.10)

The conclusion from the above discussion and Eq. (8.10) is that the hole and
electron do not generate twice the charge of 29 but the charge of 9 is preserved.

Figure 8.3 illustrates the carrier transport inside the semiconductor explained
above. Going on with this discussion, in the presence of an electric field E, a
charge carrier will drift in mean velocity given by mean mobility ; hence,
v = wE. Because of this, /= c0F and ¢ = wQ, which justifies the claim of
Eq. (8.2). The conductivity increment can be explained as follows: A hole-electron
pair is created by a given photons flux ® incident to the semiconductor volume
W x A. The rate of carrier creation R is proportional to the QE m. This extra
charge of holes and electrons is given by An and under steady state R = An/T,
where T is the excess carrier recombination lifetime. In other words, the creation
of new carriers is equal to the recombination rate under a steady state, so
An = n1®/(W x A). This results in an expression for the increase in conductivity:

g7 (e + 1)

R 8.11)

Ao = gAn(p, + py) =

As a conclusion, the photodetection process can be described as using a resistor
sensitive to light. A flux of photons impinging on the resistor reduces its resistance,
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Figure 8.3 Creation of an electron-hole pair in a semiconductor at a random position
X. The hole drifts across the distance x slowly, whereas the electron travels faster
down the path w — x.

therefore, more current passes through it. This extra current results due to the
reduction of resistance in the photocurrent. Now it is easier to understand BW limit-
ations of photodetectors in a different perspective. When a modulated flux of light
impinges on the photodetector, it modulates the detector resistance and varies
it around an average value. The ability of the semiconductor to follow these fluctu-
ations defines its BW. This limitation refers to the transport time. The other
parameter limiting the speed of photodetectors is its internal series resistance Ry
and depletion capacitance C4. This is a different mechanism that refers to the
detector structure and bias method defining T = C4R;.

8.1.3 Sensitivity and noise in photodetectors

From a review of previous sections, it is understood that a photodetector is a device
that measures photons’ flux. In fact, a photodetector responds to the photon flux
rather than the energy or field. As was reviewed, the flux energy to move an elec-
tron from its valence level relates to its wavelength, and the detector response to
wavelength is directly related to the bandgap energy. Thus, the photocurrent is a
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result of the electron-hole statistical count by the photodetector with a Poisson
distribution process.'*'® However, through the process of detection and photocur-
rent generation, there is additive noise. This noise is an additional random fluctu-
ation around the current value. Thus, o2 ={(i— ?)2>. Assuming this process has a
zero mean i = 0 and standard deviation o, the standard deviation is the rms value
of the noise current o = i, = \/@ There are several noise sources that are an
inherent part of photon detection:

e  Photon noise: This results from the random process of photon detection
described by the Poisson distribution process of random photon arrival
and count.

e  Photoelectron noise: This describes the probability of detection. In the
case of QE n < 1, a photon will generate an electron-hole pair with prob-
ability . However, it fails to generate an electron-hole pair with the comp-
lementary probability. The photon failing this transfers its energy to
phonons and vibration, resulting in noise.

° Gain noise: This mechanism exists in gain photodetectors such as APD. In
this case, each detected photon generates a random number of electron-
hole pairs with an average value. The deviation from the mean value is
random, resulting in noise.

e  Receiver’s electronics noise: This is the circuit noise of the components.

e  Dark current noise: This is the noise created by the leakage current of the
photodetector without the input of incidenting photon flux.

These noise sources define the system performance by setting the limits for signal-
to-noise ratio (SNR). Further detailed investigation of noise statistics and system
performance is given in Chapter 11 of noise modeling.

8.1.4 Gain process

It was explained that in the steady state, the rate of generation equals the
recombination.

R = An/7, where 7 is the carrier lifetime. The number of carriers in a unit of
volume at t = 0 equals ny. The decay is given by n = nopexp(—1t/7). Thus, dn/dt is
the recombination rate. Assume a photoconductor with length W, cross section A,
width H, and thickness D, where A = H x D. Assume now that D >> 1/« thick-
ness and is larger than the light penetration depth or absorption depth. Then, the
total steady-state generation rate of carriers per unit of volume is given by

n:ﬂ(Ps/hV).

R==- (8.12)
T WHD
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The photocurrent between the electrodes is given by
I, = (0E) -A = (qunE) - A = (gnVy) - A, (8.13)

where Vj is the drift velocity under the influence of the field E. Taking the value of n
in Eq. (8.12) and substituting it in Eq. (8.13) results in

P E
I = q(n RS) <%> (8.14)

That is because of differences in mobilities. When a voltage is applied across
the semiconductor, there is an electric field E, and the charge velocity is v = wE.
The time to travel the distance W is T = W/WE, which is defined as transit time.

Now, if the photocurrent is defined by

P
Ion :q('qgs). (8.15)

The photocurrent gain is defined as the ratio between I, and I, and is given by

I E 1V,
G=2p P2 _TH_T (8.16)
Iph w w 1

where ¢, is the carrier transit time. Thus, the gain depends upon the ratio between
lifetime and transit time. That means that for a high enough T value, there are
several trips of electrons within the semiconductor, until the hole finishes its elec-
trode and recombines with the electron. Hence, the number of trips until recombi-
nation is the gain G. Regular photodetectors such as PN and PIN have a gain
G = 1. APD gain range is 100—10,000 approximately.

Consider now AM optical signal with, given OMI value of

Pop(w) = Py[1 + OMI - exp(jwt)]. (8.17)

Then the average detected signal, including the detector frequency response, is
given by

.OMI - P 1
i~ Opt T) (8.18)

o~ ) e

8.2 Junction Photodetector

The ability to respond to light is a fundamental requirement of all optical receivers.
Essentially a photodetector is a front-end device of any fiberoptic communications
receiver. There are several types of detectors, such as PN, PIN, APD, and metal
semiconductor metal (MSM), described in the literature. 18 Advanced semiconduc-
tor technology enables the growth of heterojunctions made of several layers of
semiconductors. This way, parameters of photodetectors (such as bandgap
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energy) can be controlled and manipulated through the absorption path of a
photon. Moreover, the absorption depth is controlled too.'® Photodetectors can
be classified into two categories, photoconductive and photovoltaic. Photoconduc-
tive detectors operate as photosensitive resistors. Under this family are all com-
munications photodetectors, which are going to be reviewed here, and their
quantum physics concept of operation will be briefly introduced. Photovoltaic
detectors are solar detectors that produce voltage in the presence of light.
Further information about photovoltaic detectors can be found in Refs. [1], [15],
[16], and [18]. Simply, photoconductive photodetectors are homogeneous
semiconductor slabs with ohmic contacts as shown in Fig. 8.3. Reverse biased
PN junction and its diverse fall in this category. It has a region known as
the depletion region, where a large build in electric field is created due to the
bandgap difference between the PN materials. Such a zone is the place where
high velocity carriers create the drift current when there is illumination.

8.2.1 PN photodetector

Before embarking on a study of deep concepts of PN photodetectors, a brief review
about abrupt PN junction structure is provided.' In order to grow a junction, it is
essential to have at one side of the junction an excessive concentration of donors,
and on the other side an excessive concentration of acceptors. This is created by the
doping process. Under thermodynamic equilibrium, without any external voltage
being applied on the junction, there is electrical charge neutrality. Thus, at those
neutral zones of the semiconductor, the total charge equals zero:

Np +p = Na +1. (8.19)

At the junction boundary, there is a large gradient of carriers from both sides
due to the difference in concentrations between P and N sides. This will cause dif-
fusion from both sides of the junction. N electrons migrate to the P side, P holes
migrate to the N side, and the charge is built up. As a result, a potential difference
is created in the junction and an electric field is created. This field prevents more
migration of carriers. Consequently, a depletion region is created. There are two
types of current for each type of doping diffusion, due to the gradient in concen-
trations and drift current in the opposite direction due to the electric field. At ther-
modynamic equilibrium, the hole and the electron current is zero. This is called
“principle of detailed balance.” Following this process description, the junction
equations are noted:

_ dp
Jh = geppPE — CIeDhap =0
D (8.20)

_ dn
Je= quel’lE + QeDea =0,



322 Chapter 8

where D, is the electrons diffusion coefficient, Dy, is the holes diffusion coefficient,
Np is the donors doping concentration, and N4 is the acceptors doping concen-
tration. Integrating the Eq. (8.20) the pair of equations will provide the internal
junction potential:

D p D NN,
Ve = —hln(%) :—hln< AzD)
My n M n; (8 21)
D, NaNp '
VB =—1In 3 .
Mee n;

Since potential Vg is the same, Einstein’s law applies:

D. D, kT
. Py (8.22)
p“e uh q

Hence, Eq. (8.21) state that this voltage is the thermodynamic voltage with a
correction factor related to the doping concentrations. In thermodynamic equili-
brium, it is also known that np = n?. The method to solve the junction parameters
(such as electric field, potential, and bandgap) is by using the Poisson relation
between field gradient and charge throughout the diode depth. Figure 8.4 illustrates
the PN junction under reverse bias:

&’V dE _ g(Np—Nx+p—n)
dx2  dx £:£0 '

(8.23)

Integrating Eq. (8.23) twice and using the boundary conditions of charge, field,
and voltage continuity will provide the depletion depth, field, and potential at the
PN junction.

The depletion depth in the N region is given by

2e0e,V, N
d, = [0 A (8.24)
q Np(Na + Np)

The depletion depth in the P region is given by

2e0e: Vi Np
d, = . . (8.25)
b \/ q  Na(Na+Np)

Thus, the total depletion region length is the sum of both d,, and d,,. The electric
field E at both N and P sides is given by

dv  gn,
E=-"=T2G 43 —dy<x<0
dr &g, (8.26)
dV  gNa :
E=——= (d —x) 0<x<dp
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Figure 8.4 Reversed biased PN PD showing an abrupt junction, doping, charge, energy,
and electric field. Note that depletion depth goes deeper to areas of lower doping
densities.

The maximum value of the E field occurs at x = 0 and is given by

2th NAND
Enax = C— 8.27
max 08 NA +ND ( )
The potentials with respect to x = 0 are given by
N 2
V:q D(%—i—dnx) x<0
coer (8.28)

N 2
V:ZOSA@_ px) 0<x.
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Because of the build-up charge and depletion region created in the PN junc-
tion, a junction depletion capacitance results:

oA g0 A
d 2e0e,V; < \/]TA \/> )
q(Na +Np)\V Np

where A is the cross section of the junction and d is the total depletion region width.
So far, the introduction above described the junction under thermodynamic
equilibrium. However, while illuminating, this equilibrium is disturbed and photo-
current is created as explained previously. Excessive carriers diffuse and then drift
through the depletion region. This process defines the dimensions of the junction.
There are two types of PN junction diodes: thick and thin. The definition is by com-
paring the N and P width to the diffusion depth. Thus, in a photodetector, it is
desired that the absorption depth be sufficient to enable carriers to diffuse
toward the depletion region and be attracted by the depletion field creating the
drift current. In fact, optimum performance of QE requires the absorption depth
to overlap the depletion region. This way, carriers create a larger amount of
drift current, which means larger QE. In other words, the photons’ flux generates
current that is more productive. Observing Eq. (8.4) for an ideal diode where

surface reflections are zero and assuming all photons produce productive
current, the optimum depletion region for desired QE can be calculated:

(8.29)

-1
Li = —In(1 — ), (8.30)
o

where L4 is the depletion region depth, 7 is the QE, and « is the absorption factor.

The other aspect in designing a PD is to minimize its junction capacitance,
known as Cj or depletion capacitor. When observing Egs. (8.24), (8.25), and
(8.29), it is clear that the nonbiased depletion region depends on the doping con-
centrations. Moreover, this defines the PD inherent junction capacitance. One of
the methods to increase the depletion region, thereby reducing the junction capaci-
tance, is reverse biasing. The goal is to increase BW and speed by minimizing the
RC constant. On the other hand, by increasing the depletion region and minimizing
C;j, the transport time increases, since the carrier has to drift through a larger
depletion region. Because of this, BW will be reduced. The outcome of this discus-
sion is that it is desired to have a larger depletion region, lower Cj, optimal trans-
port time, and high QE in order to accommodate all design goals of a PD. Thus,
design trade-offs are made, and a different PD topology (such as PIN) with
larger depletion region is used.

8.2.2 PIN photodetector

One of the popular photodetectors is the PIN detector which is a PN junction
with an intrinsic layer of semiconductor sandwiched between P and N layers
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Figure 8.5 Reversed bias PIN photodetector. W is the active region including diffusion
regions.

(see Fig. 8.5). The intrinsic layer is a lightly doped layer with respect to both P and
N types. The PIN diode junction is governed by the same laws of thermodynamics
as a PN junction. However, because of the intrinsic region (I-region), the electric
field in the depletion region is more uniform, as shown in Fig. 8.5. The PIN diode is
reversed biased and thus operates at the third quadrant of the IV curve, as shown in
Fig. 8.6. When dark or illuminated, the diode is in its reversed bias condition. The
diode operates below its breakdown voltage.

Illuminating the diode excites the generation of the minority carriers and
increases their concentration and the photonic leakage current through the
diode. The device should have a thin doping area, so the radiation that hits the
N side is absorbed and excites the minority carriers near and within the depletion
region. Pairs of holes and electrons generated near the depletion are separated and
attracted by the electrical field and generate a field-drift current. Minority carriers
that are generated within diffusion range to the depletion zone have a high
probability to generate photocurrent before their recombination. Pairs that are
far from the depletion zone would have recombination and would not generate
any current. Hence, in the first approximation, the photocurrent equals the
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Figure 8.6 Photodetector in reversed bias.

excitement rate R[1/s x cm3] multiplied by the active volume with area A and
length W. The photocurrent is given by''>

In = g.AWR. (8.31)

Since the active length W (Fig. 4.1) equals the sum of depletion depth L4 in
both N and P and the intrinsic region and diffusion length L, and L;, of both elec-
trons and holes, the photocurrent, I,;,, notation is given by

Iph = qAR(Le + Lh + Ld). (832)

where the diffusion distances for electrons and holes are given by"'?

Lo = \/DeT
¢ °°, 8.33
{Lh = «/Dh'Th ( )

where Dy, and D, are the hole and electron diffusion factors, and 7, and 7. are the
hole and electron lifetime, respectively. In order to improve I, response, it can be
seen from the expression of I, that W should be enlarged. Making the depletion
depth over the entire volume where there is an excitement of minority carriers
by light would result by the increase in the photocurrent. This is the advantage
of a PIN junction over a PN. Applying reversed bias, even in a low value, increases
the depletion depth throughout the entire intrinsic layer, creating a larger active
region. However, it is impossible to have an undoped layer. Assuming a weak con-
centration ND, the field is going to be as shown in Fig. 8.5. Observing the Poisson
relation in Eq. (8.23) between field gradient and charge throughout the diode depth
and solving it results in the solution for the field, junction potential, and depletion
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regions for the PIN diode case. As was shown before, it can be easily seen that the
higher the reverse voltage, the wider the depletion depth. Vj is the junction
bandgap potential, V4. is the reverse bias, and { = Vr= V;— V,., where
Vae < 0 because it is reverse biased. The calculation concept is to solve the PIN
boundary conditions of its three sections and calculating the depletion region in
the P side and the N side. Thus, Ly = x, +d +x, where d is the depletion
length. The solution of the I region for a PIN as a function of bias is given by:'

N, 2eN,
W=+ €+ ot

D Na
Npl(1+—
q D( +ND
] Np N (8.34)
=Py 4+ 0y
Xp NAx +NA
_ d(Nig1 + Nag)

~ &1(Na+Np) ’

where €1 is the dielectric constant of the / region, and ¢ is the dielectric constant of
the P and the N sides. The depletion region always penetrates more and will be
thicker at the lower doping concentrations, as was explained in the previous
section and can be seen from Eq. (8.34). Therefore, the entire I region would be
depleted in a PIN diode, whereas the depleted regions in N and P sides are thinner.
For W~ 1/a, where a(\)[cm ™ 1is the light absorption factor of the semicon-
ductor, generation of minority carriers would be throughout the length W, and I,
would be higher. Charges generated within the diffusion distances L. and L;, would
require more time to reach the depletion layer, and then they will drift by the E
field attraction. That is why, if the illumination suddenly stops, those areas
would still provide minority carriers, and the current I, would decay slowly.
The PD frequency response is composed of a fast one that results from the
depletion area’s electrical field drift velocity in the hole electron pair, and a
slow response due to diffusion charges. One more conclusion is that the photode-
tector sensitivity or light responsivity would increase for wider active area W. The
larger depletion area reduces the PD junction capacitance Cj. The junction capaci-
tance Cjis given by the Eq. (8.29), where d = Ly, the depletion depth including the
I-region width. The junction series resistance is marked as Rg; therefore, the cutoff
frequency of the diode due to the junction RC time constant is given by

1
- 8.35
WRCJ RC) ( )
fre = % (8.36)
1y

The value of the radial 3-dB transit frequency for a case of 1 /a < w < 2/a'*'

is given by
2.78
W, = ; (8.37)

Tt
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hence,

¢ 1
h= o = 044y, v (8.38)

Vs is the saturation speed, and W is the depleted /-region thickness. Minimizing
the diode depletion capacitance by increasing W would improve junction BW, but
on the other hand, it would increase the transit time of minority carriers, thus redu-
cing its BW for high frequency, such as millimeter-wave frequencies. The carriers’
velocity at the depletion area due to the applied E field is at saturated speed Vi
because of the lattice scattering. As soon as the carriers reach the P and N concen-
trations, they contribute to the photocurrent. The two conditions of transport delay
and junction capacitance, and series resistance derive the combined BW of the
photodetector as

1
BWpp = , (8.39)

1\ (1)’
- + —
(f Rc> (ft)
where frc and f; are the 3-dB cutoff frequencies for the junction RC and transit time,
respectively.

After some substitutions in Eq. (8.39), the PIN photodetector diode BW is
expressed by its physical dimensions:

1
BWpp = , (8.40)

md*\’ wo\?
2T RsE0es
( THse0® 4Ld) + (0.44\/5)

where d is the PIN diode photodetector diameter, and L, is the depletion depth.
If the diffusion depth is thin enough (i.e., L. + L, << L4) then the above nota-
tion is given by'*>!

BWpp = ! , (8.41)

2R 1Td2 2+ Ld 2
o —
et Y 0.44V,

Writing Eq. (8.41) for d would give a measure of detector diameter selection

per required BW:
2L 1 \* Li \°
d= d —(—=2 ). (8.42)
"ITZRS{S()Sr BWPD 044VS
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Additional important parameters to consider while selecting a photodetector
are its responsivity and QE. Those define the amount of detection ability of the
photodetector. Higher responsivity » and QE m would save electronics for ampli-
fying the signal and would result in a better CNR performance.

From the above relations, there are several important conclusions referring to
the photodetector dimensions and frequency performance (Figs. 8.7 and 8.8).

There is an optimum point for the cutoff frequency depending on the junction
RC and transit time. Large depletion depth improves RC BW, but the penalty is in
transit BW. Large depletion depth increases responsivity and QE but reduces
transit time BW. A small-diameter photodetector can provide higher BW, and
data rates. As a consequence, photodetectors with a very high data rate would
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Figure 8.7 Photodetector combined BW [GHz] (a) and QE (b) as a function of the
depletion region length. Simulation parameters: Series resistance Rs = 5 (); the
diameter of the first PD is 20 um with 20 Q load transimpedance amplifier (TIA)
(solid line) and the second photodetector is 40 wm with 200 ) matched load
(dashed line). The relative dielectric constant is &, = 12, Vi = 10" cm/s, and
absorption factor a = 10° m™ %, which describes InGaAs at 1600 nm per Fig. 8.2.
Note that BW increases as the depletion width gets longer (reducing the junction
capacitance) till a maximum where the transit time starts to govern the BW. A similar
plot of responsivity can be found by using Eq. (8.8) at 1600 nm.
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Diameter vs QE BW Contours
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Figure 8.8 Photodetector BW [GHz] contours as a function of PD diameter. Simulation
parameters: Relative dielectric constant &, = 12, V. = 10’ cm/s, absorption factor
a = 10°m™?1, which describes InGaAs at 1600 nm per Fig. 8.2. Series resistance
Rs = 5, with 20 Q) TIA load. Note that as BW requirement increases, the QE goes
lower. The reason for that is that the depletion region width becomes narrower to
reduce the transit time effect over the combined BW. It can be observed from that
graph that for larger BW contour, the photodetector diameter should go lower. For
communication applications of 10 GBit/s and lower, a 0.7 QE and higher detectors
are available with diameters starting from 30 to 40 uwm. Responsivity at 1600 nm
can be found by using Eq. (8.8) and its value is 1.2 mA/mW. Ultrafast photodetectors
for BW of up to 50 GHz and data rates of 40 GB/s, would require 10-20 pm
diameter and the responsivity in that case would be 0.6 mA/mW.

have low responsivity and vice versa. This is because the active depth is shorter
for faster transit time, and the diameter is smaller to minimize the junction
capacitance. As a result, less minority carriers are generated, since the active
volume is smaller; hence, very wide-band photodetectors have low responsivity r.
Moreover, since these photodetectors have a narrowed [/ region, they will
have higher distortions. Large diameter detectors would have a larger depletion
capacitor and therefore would have a lower BW. This can be improved a bit by
a larger reversed bias. For fiber to the home curb building business premises
(FTTx) community access television (CATV), the photodetector diameter is
40 wm, while in the digital section of such FTTx integrated triplexer (ITR) the
diameter is 20 pm.

Using Eqgs. (8.30), (8.41), and (8.42), the depletion depth can be expressed and
optimized as a function of QE and the absorption factor o. Useful quantities of
contour plots showing the trade-offs between depletion depth to QE, transit time
BW, and junction time constant RC, as well as the QE to PD diameter with fre-
quency as a parameter are provided in Figs. 8.7 and 8.8.
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8.2.3 Small signal modeling of a PIN photodetector

The RF model of the photodetector is a current source sensitive to light and with
reactive output impedance.>®1%14

Since the photodetector is reverse biased, the photodetector junction resistance
R; is high. The Fermi-levels are bent, creating a high PIN potential barrier. The DC
current is low and there is leakage current only, which is the dark current of
the photodetector when there is no light. Cj, the depletion capacitor, is at its
minimum value. R, is a low value representing the bulk contact resistance, gener-
ally about 5 ). There are additional parasitics due to packaging and bonding. The
bonding inductances are at the order of 0.5 nHy max, and the lead is up to 1 nHy in
the worst case, depending on the lead length. Hence, it is preferred to connect the
photodetector module in case of a high digital data rate with flexible controlled-
impedance transmission lines. In case of a CATV analog design, generally a
pickup inductor is added in series with the photodetector in order to compensate
C; and extend the PD BW. The equivalent RF circuit of a photodetector
showing its high frequency parasitics is given by Fig. 8.9.

From that scheme, the RF nature of a PD is near to an RF open at the Smith
chart or high impedance load. As the frequency increases, the PD impedance
shows a capacitive trajectory at the Smith chart until it reaches its first serial res-
onance point where it shows a short impedance. Hence, PD would appear on the
Smith chart as high impedance at DC (see Figs. 8.10 and 8.11). The photodetector
RF and noise currents are given by Eq. (8.43), where H(jw) is the photodetector,
RF, the current transfer function, and r is the photodetector responsivity:

Iphoto = Popt -OMI - r - H(](’-)) + fshot_dark T Inoise- (843)

Due to its high impedance and capacitive nature, the photodetector has a low-
pass response. For this reason, one of the ways to extend the PD BW is by connect-
ing the series inductor at its output. Figures 8.10, 8.11, and 8.12 show simulation
results for inductive matching and BW improvement using a pickup inductor for a
40 pm InGaAs PIN PD reverse biased at 15 V. Simulation parameters were
Cj= 0.6 pF, R; = 1000 Q, R, =5 ), Lyona = 0.5 nHy, and Cp = 0.1 pF; and L,
varies between the lead inductance of 1 nHy and the max value of the pickup
inductance, which is 35 nHy. Four cases were examined:

(1) Case 1 describes the photodetector connected to a 50 () load without any
additional matching. From Figs. 8.10 and 8.11 it can be seen that the ref-
lection factor is poor, and the photodetector represents an open at low
frequency. On the other hand, the BW of the photodiode is large.

(2) Case 2 shows a match with a pickup inductor of 30 nHy and a 50 () load. The
perfect matching occurs at the crossing from the capacitive region to
the inductive region in the Smith chart. This point is the resonance point.
The S11 notch depth and width depends on the quality factor Q of the
circuit. Q is affected by the value of the resistive part of the matching network.
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Figure 8.9 Photodetector equivalent model, including package and Smith chart of S11

response vs. frequency.

(3) Case 3 displays a simulation result with a 2:1 transformer and without a
pickup inductor. At this point, the output of the detector is matched to
200 () because of the 4:1 impedance ratio created by the 2:1 transformer.
The BW is reduced, and the gain is increased, since the load value is much
closer to the current source output impedance. However, the BW is
reduced because the RC time constant is larger.

(4) Case4 is the last simulation case that combines the pickup inductor and 2:1
transformer. In this case, S11 improves and S21 frequency response
becomes higher with some overshoot due to the resonance of the photo-
detector capacitance by the pickup inductor. More discussion of the RF
front-end design approach appears in Chapter 13.%
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Figure 8.10 Photodetector S11 response vs. frequency over Smith chart.

8.2.4 RF detection and modulation loading

RF detection by the photodetector is proportional to the optical power level
impinging on the photodetector active surface, responsivity, signal OMI, and RF
load. Hence, the RF current is given by

IRF = POPT . OMICh - r, (844)

where r is the responsivity of the photodetector. The detected RF current is the
peak current. However, the RF power refers to the rms current through the RF
load Z; connected to the photodetector ports. Hence, the RF power is given by

Popr - OMI, - '\
Prpoh = (%) 7. (8.45)

Equation (8.45) describes the photodetector output power for a single CATV
channel loading.

In case of multichannel loading with N channels with equal OMI per channel,
the overall RF power is given by

N 2 2
Popr - OMI, - Peor -
Prriot = ) <%) ZL=N- OMlgh( O\P/TE ’) Zi.  (8.46)

i=1
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Figure 8.11 PD S11 reflection simulation.

Assuming an equivalent tone with equivalent OMI, OMlIgg, results in the same
RF power as

P -\
PRE_tot = PRF_Eq = OMI%q( ot ) /N (8.47)

V2

which results in the equivalent OMI value as
OMI;, = OMI,, - v/N. (8.48)

The 110-channel CATV frequency plan has two OMI levels, OMI;,_A for the
first 79 channels between 50 and 550 MHz and a lower OMI, OMl,, , generally
for the remaining channels between 550 and 870 MHz. In the same way, the
overall RF power detected by the PD is

N 2
Popr - OMIch-n - 1
PRF_tot = ( 7L
2Tz

M 2

POPT . OMIch—B . I")

+ ) ( 7. (8.49)
i=N+1 V2
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Figure 8.12 PD S21 simulation with and without a BW extending pickup inductor.

Hence, the total RF power is given by Eq. (8.50), where M is the total number
of channels, and N is the total number of channels with OMI,_A level:

Popr- r

V2

Popr - 1\’
X 0M1§h_B< Ci"é r) 7. (8.50)

Defining the ratio between OMI;,_g and OMI;,_A as k, and defining an equi-
valent power tone with equivalent OMI, OMlIg,, as in Eq. (8.48), the equivalent
OMI in this case is given by Eq. (8.51)

OMIg, = OMIy , - VN + k(M — N). (8.51)

2
Pr_tot =N - OMIgh_A( > ZL.+ M —N)
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These relations are important when analyzing the receiver for two-tone
performance and CNR. Further discussion is provided in Chapter 10 and setups
in Chapter 21.

8.2.5 Nonlinear response of PIN photodetector

Optical telecommunication systems using a 1.3 or 1.55 wm wavelength are com-
monly used due to the high transmission capacity. Analog video transmission
using fiber optical semiconductors laser diode (L.D) and PDs have been specially
developed for CATV.

Humphreys and Lobbet'? reported on optoelectronic nonlinear (NL) mixing
effect between photocurrents, and modulated bias voltage is a back-illuminated
InGaAs/InP PD for high frequencies between 1.2 and 15 GHz. Dentan’ reported
numerical simulation of a back-illuminated InGaAs/InP PIN PD under high illumi-
nation power of 0 dBm. A simplified calculation method was presented by Hayer
and Persechini.> Williams® also measured harmonic distortions and numerically
modeled nonlinearity in PIN PD with a 0.95 pm long intrinsic region. NL behavior
in a PD can be an important limiting factor in high-fidelity a analog and digital
communication systems. The CATV IMD standard requires optical receivers to
have CSO and CTB lower than —60 dBc. Analog fiber links operate at high
average optical power levels on which a small RF modulation is imposed. Thus,
the resulting photocurrent causes the carrier densities to become large enough to
pinch off the applied field, which is a space-charged saturation. Eventually the
device becomes NL, resulting in distortions that limit the dynamic range of the
link. Today, receivers are designed with an IMD range of —60 to —80 dBc,
depending on the topology of the receiver. As discussed in Chapters 10 and 11,
distortions created by a PD cannot be removed by a push-pull receiver or any
other receiver concept. There are several mechanisms creating distortions inside
a PIN PD and methods to optimize the PD to improve IMD performance:

° generation of highly doped absorbing regions where the electric field
is low;

e  effects of space charge that induce changes in carrier velocities;

e  nonzero load resistance; and

e  intrinsic region length.

These are the semiconductor limitations. There are several methods being used to
overcome distortions created in the PD such as:

° High reverse voltage, which increases the electric field, carrier velocity,
and /-region (depletion) thickness, and reduces the capacitance.
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° Spot defocusing, which creates a homogeneous carrier flux with a minimal
lateral diffusion current, compared to a narrow spot illumination of the PD.

8.2.6 Photodetector chip structure

Figure 8.13 shows a cross sectional view of an InGaAs/InP PIN PD chip. The
typical structure of a PIN photodetector is composed of three epitaxial layers
grown on an S-doped InP substrate carrier. The carrier thickness is 350 pwm, and
the doping concentration is 6 x 10'® cm™>. The first layer is an N-InP buffer
layer with a thickness of 2.5 pm. The second layer is an N-InGaAs absorption
layer with a thickness of 3.5 wm and a doping concentration of 1 x 10'° cm™>.
The absorption layer thickness is 3.5 pwm in order to obtain high responsivity at
1.3 and 1.55 pm wavelengths. This layer is the I region of the PIN diode. The
third-layer is n-InP, which is the window layer where light hits its surface, gener-
ating the photocurrent minority carriers. The third-layer thickness is 1.5 pm and
the doping concentration is 2 to 3 x 10" cm™>. The active area was used to
create a planar PN junction with the intrinsic absorption layer by selective diffu-
sion of Zn through the InP window layer (the active area). This area defines the
diameter of the PD. An additional peripheral P layer was made to create a PN junc-
tion on the perimeter of the PD. This prevents photocarriers that generated out of
the active window periphery from slowly diffusing into the depletion layer and
creating a photocurrent with delay in time with respect to the main generated
current. That is one of the ways to prevent distortions due to time delay, which
creates phase lag.

8.2.7 Semiconductor PIN detector distortion sources

The pertinent basic equation governing carrier transport is given by Poisson’s and
Gauss’s laws given in Eq. (8.3). The continuity equations of a junction' for holes

AR coating p electrode SiNx passivation
Outside
P layer > L n-InP
. I Region <«— n-InGAsP absorption
P layer
P Region N Region +— n-nP
Buffer
<«— n-InP
Carrier
—— n electrode

Figure 8.13 Cross sectional view of an InGaAs/InP PIN PD chip.? (Reprinted with
permission from the Journal of Lightwave Technology © IEEE, 1997.)
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and electrons control the conservation of carriers, of both drift and diffusion, in any
volume and are given by

) 1
ai; =G—-—R- p V - (Jp-arift + Jp-diff) (8.52)
on 1
5= G—R+ p V- (Jn-drife + Jn-diff)s (8.53)

where G and R are generation and recombination rates, respectively. J represents
current densities while the P and N signs and index represent the holes and
electrons, respectively. The indices drift and diff represent drift and diffusion.
These are a coupled with the partial differential equation solved by the variable
separation method.!' The total PD current is the sum of the hole and electron
currents with the addition of the displacement current. Thus, there is a need to
integrate the hole and electron current densities over the photodiode length:’

X2

J (Jn + Jp)dx, (8.54)

X1

]—E 8VPD 1
W ot (X2 — x1)

where x; = 0 represents the anode to the P side contact, and x, = W is the entire
PIN length, where the N contact of the cathode is shown by Fig. 8.9. Vpp is reverse
voltage value applied on the PD contacts. At first approximation, the displacement
current is zero since Vpp is constant.

The solution of Eqgs. (8.3), (8.52), and (8.53) provides the drift current resulting
from the E field for both holes p and electrons n:

Jp-diite = qpvp(E), (8.55)
Jn-drite = —gqnvn(E), (8.56)

where vp(E) and v,(E) are the electric field-dependent hole and electron drift
velocities, respectively. At first observation, it looks as if both current densities
are linearly dependent on the hole and electron concentration, in case the drift
velocities are independent of N and P carrier densities. However, the real case is
not that the velocities through the PIN are related to the E field, as in Eqgs.
(8.57) and (8.58.), they are affected by the P and N concentrations:>

E(py + vineBIE|
vn(E) = ( I+ BE2 ), (8.57)
Moo Vot E
Vvp(E) = P 7> (8.58)

(Vth + MgEY)

where ., and p, are the electron and hole low-field mobilities, respectively, Ve
is the high-field electron velocity, vy is a temperature function, and 3 is a fitting
parameter. Figure 8.14 presents some experimental result plots of Egs. (8.57) and
(8.58).
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Figure 8.14 Empirical expressions and measured results (circles and squares) for
electron and hole velocities vs. electric field. Electron and hole low-field mobilities of
8000 and 300 cmz/V.S.5 (Reprinted with permission from the Journal of Lightwave
Technology ©) IEEE, 1996.)

It is assumed that the light incident of the PD is radially Gaussian in power and
enters through an opening in the n side antireflection-coated contact (an opposite
case to Fig. 8.13) as described by

G(x, 1) = Go(t) exp[—a(wp + wi —x)], (8.59)

where Gy(?) is the time-dependent generation rate per volume, « is the absorption
factor, and w,, and w; are the P- and the I-region thicknesses. This equation can be
written for the whole depletion layer length L of the PIN detector while having a
harmonic CW modulation signal with modulation index m:

G(x,1) = Go(1 4+ msin ot) exp[—a(L — x)]. (8.60)

Consequently, the resultant P and N will contain an NL harmonic that will
result in distortions in the current densities of J, and J,,. Buckley'" provided an
analytic expressions for strong o >> 1 and weak o << 1 absorption factors of
a for both modulated and unmodulated E fields by solving the continuity equations
of a PIN. Short wavelength carrier absorption, o >> 1, corresponds to carrier
generation at the edge of the depletion region:

9w V?
o= (8.61)
8L @a>1
3
deppi, (p + p,) V2
P (ep C ) , 8.62)
(M% + Mﬁ) L3 @a <l
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Figure 8.15 Measured second harmonic power of 0.95 um/region PD showing the
regimes of importance for the two dominating NL mechanisms.® (Reprinted with
permission from the Journal of Lightwave Technology © IEEE, 1996.)

where V is the bias voltage and L is the depletion layer length. For a strong
absorption factor, the carrier transport current depends on the magnitude of the
ratio of bias voltage mobility to the length of the depletion layer. For weak mobi-
lity, the carrier transport and pinch-off location depend on the relative magni-
tudes of the mobilities. NL behavior regimes of a PD are presented in Figs.
8.11 and 8.15). Figures 8.16 and 8.17 show a 40-pm diameter InGaAs PIN PD

CSO high and CSO low at 7dBm
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Figure 8.16 CSO_H and CSO_L as functions of frequency and matching when the bias
responsivity voltage sampling load equals 1 K(), the over drive protection is 1 K(), and
the optical level is 7 dBm. Test conditions: 110 channels and 79 channels between
50 MHz and 550 MHz at 2.7% OMI; and 550 MHz and 870 MHz at 1.35% OMI with
a reversed bias voltage of 13 V.
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Figure 8.17 CSO_H and CSO_L as function of reverse voltage and matching when the
bias responsivity voltage sampling load equals 1 K(), overdrive protection is 1 K2, and
the optical level is 7 dBm. Test conditions: 110 channels and 79 channels between 50
and 550 MHz at 2.7% OMI and 550 and 870 MHz at 1.35% OMI. It was tested at
reversed bias voltages of 10V, 11V, 12V, and 13 V.

composite second-order (CSO) performance under a 110-CATV-channel plan as
a function of frequency and reverse voltage. CSO_L is measured at 1.25 MHz
below the carrier and CSO_H is measured at 1.125 MHz above the carrier.
Measurements were taken at 7 dBm when 79 channels were at 2.7% OMI, 31
channels were at 1.35% OMI as a standard CATV frequency, and the power
plan was at 1550 nm. Optical power correction for 3.5% OMI is 1.127 dB.
Thus, 7 dBm corresponds to 5.7 dB at 3.5% OMI. The test was performed by
an Aeroflex-RDL multitone tester using a Rode-and-Schwartz high dynamic
range spectrum analyzer (model ESCS30). A 2:1 matching transformer was used.

At first, the nonlinear distortions (NLDs) are strongly dependent on the bias
voltage value. Up to 2 V second-order harmonics increase up to a peak at —2 V.
Between 2 V and 10 V, NLDs decrease. In this region, the E field is increased
as the reverse voltage increases. Therefore, the carriers’ velocity increases. That
improves until a saturation point. At voltages above 10 volts, other mechanisms
dominates such as P-region absorption dominates."
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More experiments show that the responsivity improves as the reverse bias
increases. It was also explained that distortions are dependent on the load resist-
ance r. Thus, the responsivity is expressed by

R = o — Prl, (8.63)

where R is the overall responsivity, a is the responsivity [mA/mW] at V,, B
[mA/mW /V] is the reverse voltage dependence of the responsivity, r is the dc
load resistance, and I, is the photocurrent. The photocurrent is also expressed by
the input optical power. Hence,

I, =R Py, = (o — Brly) Pin. (8.64)

It can be seen that the factor rI, is the voltage drop across the dc load
resistance.

Rearranging Eq. (8.64) for I,,, results in an equation that shows the second-order
distortion related to the optical power level. Assuming BrP;, < 1, the Taylor
expansion provides the following relation for the photocurrent:

I, = ﬁ ~ aPj, — ocBrPizn + a(Br) Pi3n. (8.65)

The first term of Eq. (8.65) refers to the fundamental frequency, the second
term refers to the second-order distortion, and the third refers to the third-order
distortion. Hence, the IMD level for a single test tone is as given by Eq. (8.66),
where the OMI is the optical modulation index. Thus, the signal current and its
harmonics are given by

I,—sig & aOMI - P, — aBrOMI? - P2 + a(Br)°OMP - P;.. (8.66)

Therefore, the ratio between the fundamentals to the second order is given by

.OMI - P,
IMD,[dBc] :2010g< - in >

a-B-r-(OMI- Py,)?
(8.67)

=201 _— .
OOg(B-r-OMI-Pin)

In the two-tone test, the optical power impinging on the photodetector is
composed of dc and ac signal components, which is an AM on-off keying
(OOK) expression. Hence, the optical powers of the two tones are given by P; =
Po[1 + OMI - cos (w1#)] and P, = Py[1 + OMI - cos (w,1)], and the second-order
distortion signal power would be

Pivp = {afr - OMI? - Pycos[(w; + 02)f]}?Z;. (8.68)
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After some manipulations® IMD2 results in

OMIB - r - Py

IMD2 =20 10gm,
— -r- Py

(8.69)

where Z; is the RF load impedance ac coupled to the PD.

In conclusion, it is desirable to bias the PD with a high reverse voltage but with
alow dcload. On the other hand, the goal of a dc load is to provide current protection
for the PD at high-level optical powers. Generally, 1 K() is used as a responsivity
sense for CATV designs, while the PD is biased to 10—15 V, separately from the
signal processing circuitry.

As was reviewed in Sec. 8.3, the PD BW is a compromise between depletion
length affecting the transit time and junction RC. Thus, modulation BW depends
on those limitations. It is also desired to have equally distributed carrier velocities
all over the I-region cross section. Therefore, the illumination spot of the PD
should cover the maximum active area. Further discussion on those effects is pro-
vided in Sec. 8.6.3. CATV is a wide-band operating system, from 50 to 870 MHz.
Thus, second-order distortions fall in the band of active channels. Several papers
presented test results of the IP3 of PIN photodetectors as a function of frequency
using microwave harmonic—balance analysis methods.*® The key parameter
for characterizing PD distortion is to have a highly linear setup. The setup
should use the two two-tone lasers using the heterodyne method*” or a highly
linear predistortion laser transmitter which was used for testing web.

8.2.8 Optimization of photodetector packaging
for low distortions

In previous sections, it was explained that the most important characteristics on an
analog PD module are responsivity and second-order intermodulation, IMD2.
Generally, the third-order, IMD3, is less than —90 dBc and is negligible in relation
to IMD2. In Chapter 5, it was explained that the PD is coupled to the beam of light
using a spherical lens, taking advantage of its aberration for increasing the spot
size on the active area of the PD. Optimizing the illumination spot size on the
photo was reported by Ref. [2]. A diode chip is soldered on an Alumina Al,O3 sub-
mount carrier, where the n electrode is soldered. The chip is sealed then by a metal
cup with a spherical lens. Then a single-mode fiber (SMF) is inserted and aligned
so the light spot is located at the active area of the chip. Figure 8.18 illustrates a
cross section of the photodetector module with its pigtail fiber. As was explained
in Chapter 5, there is an advantage for lens aberration, since it can be used for
defocusing. In this case, a spherical lens is used, and the illumination spot size
is optimized. This done by varying the pigtail distance from the lens, as shown
in Fig. 8.19.

The PD responsivity and IMD are directly related to the distance Z of the SMF
from the spherical lens. The optimal distance Z between SMF and the lens is tuned
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Figure 8.18 Photodetector module cross section.? (Reprinted with permission from the
Journal of Lightwave Technology ©) |IEEE, 1997.)

for a high responsivity performance and IMD2. The technique uses two two-tone
lasers. The sampling resistor for the photocurrent is relatively high at about
220 (). The measurement is done by a spectrum analyzer with a characteristic
impedance of 50 (). Each laser is modulated to 40% OMI, which represents
hi