




 



Bellingham, Washington  USA



Library of Congress Cataloging-in-Publication Data 
 
Brillant, Avigdor. 
Digital and analog fiber optic communications for CATV and FTTx applications / Avigdor Brillant. 
       p. cm. 
  Includes bibliographical references and index. 
  “PM174.” 
  ISBN 978-0-8194-6757-7 (alk. paper) 
1.  Optical fiber subscriber loops. 2.  Cable television--Equipment and supplies. 3.  Fiber optic   
cables. 4.  Optoelectronic devices.  I. Title.  
  TK5103.592.O68.B75 2008 
  
 621.382'75--dc22 
                                                                 2008019335 
               
 
Published by 
 
SPIE 
P.O. Box 10    
Bellingham, Washington  98227-0010 USA 
Phone: +1 360 676 3290 
Fax: +1 360 647 1445 
Email:  spie@spie.org 
Web:  http://spie.org 
 
and 
 
John  Wiley & Sons, Inc.  
111 River Street  
Hoboken, New Jersey 07030  
Phone +1 201 748 6000  
FAX + 1 201 748 6088 
 
 
Copyright © 2008  Society of Photo-Optical Instrumentation Engineers 
 
All rights reserved. No part of this publication may be reproduced or distributed 
in any form or by any means without written permission of the publisher. 
 
The content of this book reflects the work and thought of the author(s).  
Every effort has been made to publish reliable and accurate information herein,  
but the publisher is not responsible for the validity of the information or for any  
outcomes resulting from reliance thereon. 
 
Printed in the United States of America. 

  



To my wife Merav
and our children Guy, Rotem, and Eden

In the memory of my parents,
Rosita Brillant (Segal) and Edmond Wilhelm Brillant





Contents

Nomenclature xiii
Constants and Symbols xxvii
Preface xxix
Acknowledgment xxxiii

Part 1 System Overview 1

1 WDM, Fiber to the X, and HFC Systems: A Technical Review 3

1.1 Introduction 3

1.2 Cable TV and Networks System Overview 10

1.3 PON and Its Variants 21

1.4 Main Points of this Chapter 32

References 34

2 Basic Structure of Optical Transceivers 39

2.1 Analog CATV Receiver and Coax Cables 39

2.2 Analog CATV Return-Path Receiver and Transmitter 43

2.3 Digital Transceiver 46

2.4 ITR Digital Transceiver and Analog Receiver 49

2.5 Architecture of Tunable Wavelength Transmitters 52

2.6 Main Points of this Chapter 53

References 54

3 Introduction to CATV Standards and Concepts of Operation 55

3.1 Television Systems Fundamentals 55

3.2 Video Bandwidth and Spectrum Considerations of Color TV 61

3.3 Digital TV and MPEG Standards 76

3.4 NTSC Frequency Plan and Minimum System Requirements 96

3.5 Basic NTSC TV Signal Testing 101

3.6 Main Points of this Chapter 110

References 112

vii



Part 2 Semiconductors and Passives 115

4 Introduction to Optical Fibers and Passive Optical
Fiber Components 117
4.1 Single Mode Fiber 119
4.2 Optical Fiber Connectors 123
4.3 Optical Couplers 127
4.4 WDM Multiplexers 131
4.5 Optical Isolators and Circulators 163
4.6 Main Points of this Chapter 171
References 174

5 Optics, Modules, and Lenses 179
5.1 Planar Lightwave Circuits 179
5.2 Free-Space Bulk-Optic WDM Modules 187
5.3 Main Points of this Chapter 203
References 206

6 Semiconductor Laser Diode Fundamentals 209
6.1 Basic Laser Physics—Concepts of Operation 209
6.2 Semiconductor Laser Structure—Gain Guided Versus

Index Guided 214
6.3 Longitudinal Modes and a Fabry Perot (FP) Lasers 216
6.4 Distributed Feedback (DFB) and Distributed

Bragg Reflector (DBR) Lasers 219
6.5 Multiple Quantum Well Lasers 224
6.6 Vertical Cavity Surface-Emitting Laser 226
6.7 Tunable Lasers 231
6.8 LASER Characteristics in RF 246
6.9 Quantum Efficiency 253

6.10 Main Points of this Chapter 253
References 257

7 Laser Dynamics: External Modulation for CATV and
Fast Data Rates 261
7.1 Dynamic Response of Semiconductor Laser 262
7.2 Large Signal Deviation from a Basic Model 271
7.3 Amplitude-Phase Coupling (Chirp) 274
7.4 Laser Distortions 277
7.5 External Modulation 297
7.6 Main Points of this Chapter 306
References 308

8 Photodetectors 313
8.1 Photodetectors and Detection of General Background 313
8.2 Junction Photodetector 320
8.3 Avalanche Photodetector 346

viii Contents



8.4 Bias Considerations 353
8.5 Photodetection and Coherent Detection 354
8.6 Main Points of this Chapter 355
References 359

Part 3 RF and Control Concepts 363

9 Basic RF Definitions and IMD Effects on TV Picture 365
9.1 Distortions and Dynamic Range 365
9.2 1-dB Compression Point and IP3 Relations 370
9.3 Amplifier Gain Reduction Due to Third-Order Nonlinearity 372
9.4 Cross Modulation Effects 375
9.5 AM-to-PM Effects 376
9.6 Multitone CTB Relations 377
9.7 RF Lineups, NF Calculations, and Considerations 382
9.8 RF Lineups, P1dB and IP3 Calculations, and Considerations 387
9.9 Mismatch Effects 389

9.10 CSO and CTB Distortion Effects on TV Picture 391
9.11 Main Points of this Chapter 397
References 398

10 Introduction to Receiver Front-End Noise Modeling 401
10.1 Noise Analysis Basics 402
10.2 Noise Sources in an Optical Receiver 407
10.3 Thermal Noise (Johnson Noise) 407
10.4 Shot Noise 410
10.5 1/f Noise 411
10.6 Carrier to Noise Ratio 413
10.7 PIN Photodetector Noise Modeling 426
10.8 APD Photodetector Noise Modeling 426
10.9 Receiver Front-End Design Considerations 429

10.10 Main Points of this Chapter 443
References 444

11 Amplifier Analysis and Design Concepts 447
11.1 Noise Parameters of a Two-Port Device 447
11.2 Two-Port Network Matching to Minimum Noise 454
11.3 Noise Modeling of MESFET 456
11.4 Noise Modeling of Bipolar Junction Transistors 461
11.5 MESFET Feedback Amplifier 464
11.6 Distributed Amplifier 472
11.7 Operational Transimpedance Amplifiers PIN TIA 477
11.8 Biasing Methods 491
11.9 Equalizers and Optimum Placement of Equalizers 497

11.10 Matched PIN VVA 504

Contents ix



11.11 Examples for Noise Analysis CMOS and
BJT RF IC Designs 507

11.12 Main Points of this Chapter 508
References 511

12 AGC Topologies and Concepts 517
12.1 Feed Forward (FF) Automatic Gain Control (AGC) 518
12.2 Feedback AGC 521
12.3 Main Points of this Chapter 584
References 588

13 Laser Power and Temperature Control Loops 591
13.1 Automatic-Power-Control Loop 592
13.2 Thermoelectric Cooler (TEC) 594
13.3 Main Points of this Chapter 622
References 624

Part 4 Introduction to CATV MODEM and Transmitters 627

14 Quadrature Amplitude Modulation (QAM) in
CATV Optical Transmitters 629
14.1 Quadrature Modulators 629
14.2 Generating FM using QPSK Modulators 631
14.3 Digital QAM 632
14.4 Signal Impairments and Effects 635
14.5 Jitter-to-Phase-Noise Relationship 645
14.6 Residual AM Effects 650
14.7 Nonlinear Effects 652
14.8 EVM and MER 653
14.9 BER of M-ary QAM 654

14.10 Relationship between Eb/N0 and C/N 659
14.11 BER versus Eb/N0 to C/N Performance Limits 659
14.12 EVM Relations to C/N 660
14.13 Main Points of this Chapter 662
References 664

15 Introduction to CATV MODEM 667
15.1 QAM MODEM Block Diagram 667
15.2 MPEG Scrambler/Descrambler 669
15.3 Codes Concept 672
15.4 Reed–Solomon Codes 674
15.5 Interleaver/Deinterleaver 677
15.6 Trellis-Coded Modulation 679
15.7 M-ary QAM Transmitter Design 692
15.8 M-ary QAM Receiver Design 699
15.9 Main Points of this Chapter 738
References 742

x Contents



16 Linearization Techniques 747
16.1 Electronic Linearization Methods in CATV Transmitters 748
16.2 Push–Pull 770
16.3 Optical Linearization Methods in CATV Transmitters 780
16.4 CATV Transmitter Structure 798
16.5 Main Points of this Chapter 799
References 802

17 System Link Budget Calculation and Impairment Aspects 805
17.1 Link Design Calculations 806
17.2 Clipping-Induced Nonlinear Distortions 810
17.3 Bursts of Nonlinear Distortions 838
17.4 Multiple Optical Reflections 840
17.5 Dispersion-Induced Nonlinear Distortions 849
17.6 Optical Fiber and Optics Nonlinear Effects 851
17.7 CATV/Data Transport Coexistence 867
17.8 Main Points of this Chapter 873
References 876

Part 5 Digital Transceivers Performance 883

18 Introduction to Digital Data Signals and Design Constraints 885
18.1 Eye Analysis and BER 885
18.2 Extinction Ratio 888
18.3 Mode Partition 891
18.4 Timing Jitter 896
18.5 Relative Intensity Noise 900
18.6 Minimum Detectable Signal and Optical Power 902
18.7 Digital Through Analogue 905
18.8 Data Formats 908
18.9 Clock and Data Recovery 912

18.10 Main Points of this Chapter 920
References 925

19 Transceivers and Tunable Wavelength Transceiver Modules 927
19.1 Burst Mode 927
19.2 Wavelength Lockers and Wavelength Control Loop 966
19.3 Transceiver Housing TOSA ROSA Structure and Integration 971
19.4 Main Points of this Chapter 981
References 984

Part 6 Integration and Testing 991

20 Cross-Talk Isolation 993
20.1 Introduction 993

Contents xi



20.2 Desensitization in Wideband Systems with
Overlapping Rx/Tx BW 994

20.3 Wideband PRBS NRZ Interference Analysis 997
20.4 EMI RFI Sources Theory for Shielding 1000
20.5 GND Discipline Theory for Shielding and

Minimum Emission 1002
20.6 Emission and Reception Mechanisms in

Integrated Modules 1003
20.7 Differential Signal 1007
20.8 Important Definitions and Guidelines 1009
20.9 A Brief Discussion about Transmission Lines 1009

20.10 Main Points of this Chapter 1011
References 1013

21 Test Setups 1015
21.1 CATV Power Measurement Units 1015
21.2 OMI Calibration Using PD 1015
21.3 Two-Tone Test 1018
21.4 Multitone Test 1019
21.5 AGC Calibration Using Pilot Tone 1026
21.6 Feedback AGC Performance Under a

Video-Modulated Signal 1027
21.7 Cross-Talk Test Methods 1033
21.8 Understanding Analog Receiver Specification 1035
21.9 Main Points of this Chapter 1038
References 1040

Index 1043

xii Contents



Nomenclature

ABB analog base-band
ABR available bit rate
AC alternating current or audio compression
ACI adjacent channel interference
ADC analog-to-digital converter
ADS advanced design system (RF design software)
ADSL asymmetric digital subscriber line
ADM add–drop multiplexing
AGC automatic gain control
AFC automatic frequency control
ALC automatic level control
AM amplitude modulation
ANSI american national standards institute
AOC automatic offset compensation or automatic offset control
AON active optical network
APC automatic power control or angled physical contact
APD avalanche photo detector
APE annealed proton exchange
APPC angled polished physical contact
AR aspect ratio
ARPANET advanced research projects agency network
ASC automatic slope control
ASIC application specific integrated circuit
ATC automatic temperature control or automatic threshold control
ATIS alliance for telecommunications industry solutions
ATM asynchronous transfer mode
ATP acceptance test procedure
ATR acceptance test results
ATRC advanced television research consortium
ATSC advanced television systems committee
ATV advanced television
AV voltage gain
AWG arrayed waveguide gratings
AWGN additive white gaussian noise

xiii



BALUN balanced to unbalanced
BBI balanced bridge interferometer
BCD binary coded decimal
BE base emitter
BELCORE Bell Labs communications research
BER bit error rate
BERT bit error rate tester
B-GT birefringent analog
BGA bragg grating arrays
BH buried heterostructure
BJT bipolar junction transistor
BiDi bi directional
BLD bottom level detector
BMR burst mode receiver
BNC Bayonet Neill-Concelman (inventors of the BNC connector)
BOM bill of materials
BPF band-pass filter
BPON broadband passive optical network
BT British Telecom
BTS balanced twill structure
BW bandwidth
BWER bandwidth enhancement ratio
CAD computer aided design
CATV community access television
CB common base
CBD cumulative bit difference
CBR constant bit rate
CC common collector
CCD coupled charged device
CCDP cross-coupled differential pair
CCF continuous carbon fiber
CCIR committee consulatif international radiocommunications
CCITT comite consultatif internationale de telegraphie

et telephonie
CCN carrier-to-composite noise
CDF cumulative distribution function
CDR clock data recovery
CE common emitter
CFBG chirp fiber bragg gratings
CID consecutive identical data bits
CIN carrier-to-intermodulation noise
CLDI chrominance-to-luminance delay inequality
CLEC competitive local exchange carrier
CLK clock
CLR cable loss ratio

xiv Nomenclature



CMA constant modulus algorithm
CMOS complementary metal oxide semiconductor
CMOT common management interface protocol
CMRR common mode rejection ratio
CMTS cable modem termination system
CNR carrier-to-noise ratio
CO central office
CPLR coupler
CPU central processing unit
CRT cathode ray tube
CS component side
CSO composite second order
CTB composite triple beat
CTC coefficient of thermal conductivity
CTN carrier-to-thermal noise
CTU coaxial termination unit
CW continuous wave
CWDM coarse WDM
DA data aided
DAC digital-to-analog converter
DAVIC digital audio visual council
dB decibels
dBc decibels relative to carrier power
dBFS decibels full scale
dBm decibels relative to 1 mW
dBmv decibels relative to 1 mV
DBR distributed Bragg reflector
DBS direct broadcast satellite
dBW decibels relative to 1W
DCA digital controlled attenuator
DCT discrete cosine transform
DD decision directed
DEMUX demultiplexing
DFB distributed feedback
DFF delay flip flop
DFT discrete Fourier transform
DG differential gain
DH double heterostructure
DIG digital section
DIR directional coupler
DLC digital loop carrier
DLVA detector log video amplifier
DML direct modulated laser
DNS domain name system
DOCSIS data over cable service interface specifications

Nomenclature xv



DOD Department of Defense
DOE diffractive optical element
DP differential phase/dispersion penalty
DPCM discrete pulse code modulation
DQPSK differential QPSK
DSB double side band
DSF dispersion shift fiber
DSL digital subscriber line
DSLAM digital subscriber line access multiplexer
DSO discrete second order
DSP digital signal processing
DSSS direct sequence spread spectrum
DTB discrete triple beat
DTO discrete third order
DTS decode time stamp
DUR desired to undesired ratio, or demodulated to

unmodulated radio
DUT device under test
DVB digital video broadcasting
DVB–H digital video broadcasting–handheld
DVB–T digital video broadcasting–terrestrial
DWDM dense WDM
ECL external cavity laser or emitter coupled logic
EDFA erbium doped fiber amplifier
EDTV enhanced definition television (which is reduced resolution

compared to HDTV)
EFMA ethernet in the first mile alliance
EGSM extended golbal system for mobile communication
EIA electronic industries alliance
EiCN equivalent input current noise
ELR excess loss ratio
EMI electromagnetic emission
EML external modulated laser
ENR excess noise ratio
EOL end of life
EPON ethernet passive optical network
EPM external phase modulation
ER extinction ratio
EVM error vector magnitude
ETSI European telecommunications standardization institute
FBG fiber Bragg grating
FC face contact
FC/APC face contact/angled polished physical contact
FCC federal communication commission
FDM frequency division multiplexing

xvi Nomenclature



FDF fiber distribution frame
FDH fiber distribution hub
FEC forward error correction
FET field effect transistor
FF feed forward or flip flop
FFT fast Fourier transform
FHSS frequency hopping spread spectrum
FIFO first in first out
FIR finite impulse response filter
FITL fiber in the loop
FITs functional integrity testing
FM frequency modulation
FOC fiber optical connector
FP Fabry–Perot
FPD frequency phase detector
FR frame rate
FS frame store
FSAN full service access network
FSE fractionally spaced equalizer
FSR free spectra range/feedback shift register
FT fourier transform
FTTB fiber to the building
FTTC fiber to the curb
FTTH fiber to the home
FTTP fiber to the premises
FTTx fiber to the home, curb, building, business, premises
FWHM full width at half maximum
Gb gigabit
Gbps gigabit per second
GBIC gigabit interface converter
GBW gain bandwidth
GBWP gain bandwidth product
GCA gain controlled amplifier
GCC gain control circuit
GCSR grating-assisted codirectional coupler with sampled reflector
GDR group delay ripple
GF Galois field
GHz gigahertz (1,000,000,000 Hz)
GND ground
GOP group of pictures
GPON gigabit passive optical network
GPRS general packet radio service
GRIN grated index or gradually variable reflection index
GS gain state
GSM global system for mobile communication

Nomenclature xvii



GT Gires Tournois
GWS grating waveguide structure
HBT heterojunction bipolar transistor
HDTV high definition television
HEMT high electron mobility transistor
HFC hybrid fiber coax
HFX hybrid fiber X, where X can be either copper or coax
HP home passed
HPF high pass filter
HPNA home phone networking alliance
HPPLA home plug power line alliance
HRC harmonically related carrier
IC integrated circuit
I2C-BUS inter IC bus (philips invention)
ID integration derivative
IE ion exchange
IF intermediate frequency
IFFT inverse fast fourier transform
IIP2 second order input intercept point
IIP3 third order input intercept point
IIR infinite impulse response filter
ILEC incumbent local exchange carriers
IMD inter-modulation
IO image-orthicon
IP intercept point or internet protocol
IP2 second-order intercept point
IP3 third-order intercept point
IRC incrementally related carrier
IRE Institute of Radio Engineers (former name of today’s IEEE)
ISDB–T terrestrial integrated services digital broadcasting
ISDN integrated services digital networks
ISI inter symbol interference
ISO international standard organization
ITC integrated triplexer to the curb
ITR integrated triplexer
ITU International Telecommunications Union
IEEE Institute of Electrical and Electronic Engineers
IXC interexchange carriers
JBIG Joint Bilevel Image Experts Group
JPEG Joint Photographic Experts Group
KCL Kirchoff’s current law
KHz kilohertz (1000 Hz)
KVL Kirchoff’s voltage law
L1P first layer protocol
LAN local area network

xviii Nomenclature



LATA local transport area
LC inductance–capacitance
LCF long carbon fiber
LCM last common multiple
LCN logical channels
LCP liquid crystal polymer
LDS laser driver stage
LEAF large effective area fiber
LEC local exchange carrier
LED light emitting diode
LF lattice filter
LFE linear feedforward equalizer
LFSR linear feedback shift register
LLC logical link control
LMDS local multipoint distribution system
LMS least mean square
LNA low-noise amplifier
LO local oscillator
LPF low-pass filter
LSB low side band or least significant beat
LT loop transmission (open loop gain)
LTE linear transversal equalizer
LVCMOS low-voltage CMOS
LVPECL low-voltage pseudo-emitter coupled logic
MAC media access control
Mb megabit
MBE molecular beam epitaxy
MCEF modulation current efficiency
MCNS multimedia cable network system
MDS minimum detectable signal
MES modified error signal
MEMS micro electro mechanical system
MER modulation error ratio
MESFET metal-semiconductor field effect transistor
MFD mode field diameter
M-FLO media forward link only
MHN mode hopping noise
MHz megahertz
MIS metal insulator semiconductor
ML maximum likelihood
MMDS multichannel multipoint distribution system
MMIC monolithic microwave integrated circuit
MMSE minimum mean square error
MOCVD metal organic chemical vapor deposition
MODEM modulator/demodulator

Nomenclature xix



MOS metal oxide semiconductor
MOSFET metal-oxide-semiconductor field-effect transistor
M-PD monitor photodiode or monitor photodetector
MPE mode partition error
MPN mode partition noise
MPEG moving picture experts group
MQW multiple quantum well
MSA multisource agreement
MSR mode suppression ratio
MTBF mean time between failure
MUSE multiple sub-Nyquist sampling encoding (japanese

HDTV standard)
MUX multiplexer, multiplexing
MZ Mach-Zehnder
MZI Mach-Zehnder interferometer
NA network analyzer
NB noise burst
NCO numerically controlled oscillator
NCTA national cable television association
NDA none data aided
NEB noise equivalent bandwidth
NF noise figure 10 log(F)/noise factor
NG-DLC new/next generation digital loop carriers
NH network header
NICAM near instantaneous companding audio multiplex
NL nonlinear
NLD nonlinear distortions
NLG nonlinear gain
NOG noise over gain
NOL number of levels
NOS number of steps
NPDU network protocol data units
NPR noise power ratio
NRC nyquist raised cosine
NRZ nonreturn to zero
NTC negative temperature coefficient
NTF noise transfer function
NTT Nippon telegraph and telephone
NTSC National Television Systems Committee
OADM optical add drop multiplexer
OC-1 optical carrier level 1 (51.48 MB/Sec)
OC12 optical carrier level 12 (12 � 51.48 MB/Sec)
OC-24 optical carrier level 24 (24 � 51.48 MB/Sec)
OC-48 optical carrier level 48 (48 � 51.48 MB/Sec)
OC-192 optical carrier level 192 (192 � 51.48 MB/Sec)

xx Nomenclature



OCDMA optical code division multiple access
ODN optical distribution network
ODP optical double port
OFDM orthogonal frequency division multiplexing
OFE optical front end
OHI optical hybrid integrated module
OIF optical internetworking forum
OLT optical line terminal
OMI optical modulation index
ONT optical network terminal
ONU optical network unit
OOK on–off keying
ORCAD Oregon computer aided design
OSA optical subassembly
OSI open systems interconnection
OSR over sampling ratio
OSNR optical signal-to-noise ratio
OSP outside plant
OTP optical triple port
PAL phase altered line
PANDA polarization maintaining and absorption reducing
PAR peak to average
PBS polarized beamsplitter
PC physical contact, power combiner, personal computer,

peak comparator, polarization control
P/C PECL to CMOS converter
PCB printed circuit board
PCM pulse coded modulation
PCR program clock reference
PD photodetector
PDD polarization-dependent distortions
PDF probability density function
PDL polarization-dependent loss
PDU protocol data unit
PD-l polarization-dependent wavelength
PECL pseudo emitter coupled logic
PEL picture element
PEP peak envelope power
PES packetized elementary stream
PHEMT pseudo high electron mobility transistor
PHY physical layer
PI proportional integrator
PID proportional integrative derivative
PLC planar lightwave circuits
PLL phase locked loop

Nomenclature xxi



PLOAM operation and maintenance
PM phase modulation
PMD polarization mode dependent
PMMA poly-methyl-meth-acrylate
PON passive optical network
POTS plain old telephone service
PPD polarization dependent distortions
PPG pulse pattern generator
PRBS pseudo-random beat sequence
PRF pulse repetition frequency
PRI pulse repetition interval
PS print side or power splitter or portal service
PSD power spectral density
PSPICE personal computer simulation program with integrated

circuits emphasis (circuit simulation software)
PSRR power supply rejection ratio
PSTN public switched telephone network
PTFE polytetrafluoroethylene
PTS presentation time stamp
PW pulse width
PWD pulse width distortion
PWM pulse width modulation
QAM quadrature amplitude modulation
QE quantum efficiency
QPSK quadrature phase shift keying
QTP qualification test procedure
QTR qualification test results
QW quantum well
R resistor
RAP radio access point
RAU remote antenna unit
RC resistance–capacitance or raised cosine or resistor

capacitor network
RCF receiver control field
RF radio frequency
RFFE RF front end
RFI radio frequency interference
RFIC radio frequency integrate circuit
RFC radio frequency choke
RFL reflection linearizer
RGB red green blue
RHS right hand side
RIN relative intensity noise
R/L return loss
RLC resistor inductor capacitor network

xxii Nomenclature



RLL retardation locked loop
rms root mean square
ROF radio over fiber
ROSA receiver optical subassembly
RS Reed–Solomon
RSSI received signal strength indication
RZ return to zero
SD sigma delta
SA spectrum analyzer
SAI serving area interface
SAR sample to average ratio
S&H sample and hold
SAW surface acoustic wave
SBS stimulated Brillouin scattering
SC square/subcarrier connector
SC/APC angled physical contact
SCTE Society of Cable Telecommunications Engineers
SCH separate confinement heterostructure
SCM subcarrier multiplexed
SDH synchronous digital hierarchy
SDR signal-to-distortion ratio
SDV switched digital video
SE shielding effectiveness
SECAM sequential color with memory in french sequentiel couleur

avec memoire
SER symbol error
SFF small form factor
SFP small form pluggable
SGD stochastic gradient descent
SG-DBR sampled grating distributed Bragg reflector
SHB spectral hole burning
SHIP silicon hetero interface photodetector
SINAD signal-to-noise and distortion
SL strained layer
SLM single longitudinal mode
SMA sub miniature version A connector
SMB sub miniature version B connector
SMF single mode fiber
SMPTE society of motion picture and television engineers
SMSR side mode suppression ratio
SMT surface mount technology
SMTP simple mail transfer protocol
SNA scalar network analyzer
SNMP simple network management protocol
SNR signal-to-noise ratio

Nomenclature xxiii



SOA semiconductor optical amplifier
SOI second-order intermodulations
SONET synchronous optical network
SOP system on package
SoS silica on silicon
SP serial to parallel
SPC super physical contact
SPICE simulation program with integrated circuits emphasis

(circuit simulation software)
SPM self phase modulation
SQW single quantum well
SRRC square root raised cosine
SRS stimulated raman scattering
SSB single side band
SSC-LD spot size converted laser
ST straight tip connector
STF signal transfer function
STB set top box
STD standard
SZ step size
TCM trellis coded modulation
TCP transmission control protocol
TCP/IP transmission control protocol/internet protocol
TDM time division multiplexing
T-DMB terrestrial digital multimedia broadcasting
TDMA time division multiplexing access
TEC thermo-electric cooler or thermally expanded core
TELNET TELetype NETwork
TEM thermo electric module/transverse electro-magnetic
THz tera hertz (1,000,000,000,000 Hz)
TIA trans impedance amplifier
TIG trans impedance gain
TIR total internal reflection
TLCG tapered linearly chirped gratings
TO (TO-can) transistor outline metal can package
TODC turn-on delay comparator
TOG take over gain
TOI third-order intermodulations
TOSA transmitter optical subassembly
T-PDU transport protocol data units
TRL transmission line linearizer
TR008 telephone ring (008, 75 etc)
TS transport stream
TSS three-step search or tangential sensitivity
TV television
TW traveling wave

xxiv Nomenclature



UDP user data protocol
UHF ultra high frequency
UMTS universal mobile telecommunications system
UPC ultra polish physical contact
USB upper side band or universal serial bus
US-TX up-stream transmit
UUT unit under test
UV ultraviolet
VB video buffer
VBR variable bit rate
VCO voltage controlled oscillator
VCSEL vertical cavity surface emitting laser
VDSL very high speed digital subscriber line
VGA variable gain amplifier
VHF very high frequency
VITS vertical interval test signal
VLC variable length code
VLD variable length coded words
VLSI very large scale integration
VNA vector network analyzer
VOD video on demand
VSBþ C vestigial side band plus carrier
VSWR voltage standing wave ratio
VT-WSPD voltage tunable–wavelength selective photodetector
VVA voltage variable attenuator
WAN wide area network
WCDMA wideband code division multiple access
WG waveguide
WG-PD waveguide photodiode
WDM wavelength division multiplexing
WLAN wireless LAN
WSP/WSPD wavelength selective photodetector
XFMR transformer
XFP 10 gigabit small form pluggable
XOR exclusive OR
XPM cross phase modulation
XTAL crystal
X-MOD cross-modulation
X-Talk cross talk
YAG yttrium aluminum garnet
ZFE zero forcing equalizer

Substances and Composites
Alumina Al2O3

Aluminum Al

Nomenclature xxv



Arsenide As
Gallium Ga
Gallium–Arsenide GaAs
Germanium Ge
Gold Au
Gold Tin (solder) AuSn
Helium He
Indium In
Indium–Gallium–

Arsenide
InGaAs

Indium–Gallium–
Arsenide–Phosphate

InGaAsP

Indium–Phosphate InP
Lead Pb
Lithium Li
Lithium–Niobate LiNbO3

Neon Ne
Niobate Nb
Oxygen O
Phosphate P
Silicon Si
Silicon–Germanium SiGe
Tin Sn

xxvi Nomenclature



Constants and Symbols
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Preface

As data rates increase, there is a higher requirement to combine microwave-
engineering experience with digital design. The recent development of the Internet
has created the need for wider knowledge and understanding of different aspects of
system performance. For instance, the traditional digital and logic designer must
be more familiar with the root cause for high-speed link performance tradeoffs
such as sensitivity, BER (bit error rate), eye diagrams, jitter, etc. Some of these
parameters require the background of an RF (radio frequency) engineer, and
having, for instance, a fundamental understanding of passive and active network
design. As an example consider the jitter problem, as all RF engineers are familiar
with its spectral definition of phase noise. Phase noise, as we all know, is a stochas-
tic process. However, jitter of an eye diagram is composed from both stochastic
process and deterministic process. An experienced RF engineer or communi-
cations engineer would try to optimize the phase response of the data transmission
line so that it would have a linear phase response vs. frequency. This way, the
group delay is constant, and therefore all the harmonics of the digital signal pro-
pagate at the same velocity, and the deterministic jitter is minimized. There are
many other parameters affecting the eye performance, such as matching, which
creates reflections and double eye images or clock recovery phase locked loop
phase noise. This example shows the essential wide background required for
fast logic designers.

Any switch or router contains fast logic, and optics interface that operates at
high speed. Moreover, as CATV (community aperture TV, cable TV) technology
advanced, its video transport and return path were wired by fiber. Therefore, it is
much more important to have a full understanding of all design aspects of fiber-
optics transceivers in order to meet the system requirements. Modern CATV trans-
missions are shifting from traditional analog to higher modulation qualities such as
high-order QAM (quadratrure amplitude modulation) modulation. In that case, the
traditional RF engineer has to understand better the effects of designs on the signal
quality and distortions. There is a need to understand the effects of AM-to-AM on
the second-order distortions, and third-order distortions. In the CATV case, we are
dealing with multitone transport; hence the designer has to understand the RF
chain lineup tradeoffs such as CNR vs. compression and the effects on CSO (com-
posite second order) and CTB (composite triple beat) in the receive channel. The
RF engineer has to understand the effects of AM-to-AM and AM-to-PM on the
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QAM signal constellation. Hence the RF engineer should have a wider background
in digital communications and modulation techniques. Additionally, the RF engin-
eer, as well as the digital design engineer, should have fundamental background in
optical devices, at least their equivalent circuit and impedance matching, in order
to reach high-spec system performance.

In some advanced designs, both disciplines, analog and digital, have to exist
and operate in the same space and packaging enclosure. As the technology of semi-
conductors improves, the size of the components is getting smaller; PCB (printed
circuit board) population density is increasing and becoming more crowded. Sub-
assemblies such as optical transceivers have to be smaller one the one hand, and
faster with higher data rates on the other. In the case of a fast digital transceiver
packaged together with an analog CATV receiver, the challenge in creating an
integrated optical triplexer module, ITR, is higher. ITR converts digital traffic
from light into electronic signal and vice versa; when converting a sensitive
analog signal from light into analog signal, it becomes a X-talk issue. Both
designers should have full understanding of X-talk mechanisms, ground disci-
plines, radiation from transmission lines, the spectral content of digital signals
at different series patterns, and shielding methods, as well as some background
in other fields in order to solve the X-talk problem. The requirement for such a
high level of integration is coexistence, meaning each system should operate
without interference with the other. Consequently, the sensitive and susceptible
channel is the analog channel. However, a proper design of such an integrated
system yielding the required high performances is possible.

There are several excellent books covering many subjects related to fiber
optics. However, the goal of this book is to guide young, as well as experienced,
digital and RF engineers about fiber-optics transceiver electronics designs step by
step, trying to focus on all design aspects and tradeoffs from theory to application
as much as possible. This book tries to condense the all the needed information and
design aspects into several structured subjects. It guides the engineer to have a
proper, methodical design approach, by observing the component requirements
given for a system design level. This way, the engineer will have a deep under-
standing of specifications parameters and the reasons behind it, as well as its
effects and consequences on system performance, which are essential for proper
component design. Further, a fundamental understanding of RF and digital
circuit design aspects, linear and nonlinear phenomena is important in order to
achieve the desired performances. Getting familiar with solid-state devices and
passives used to build optical receivers and transmitters is important. This way,
one can combat design limitations in an effective way.

The book is organized into six main sections covering the following subjects:

. Part 1: Top Level Overview
This part contains three chapters that provide the reader a top-down struc-
tured approach to get familiar with hybrid fiber coax (HFC) systems. This
part provides information about several architectures of data transport
carried over fiber and interfaces, which includes MMDS, LMDS, CATV
Return-Path, and Internet, with some glimpses of protocol stack and last
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mile, last feet concepts. This section provides information about the ITU
grid and optical bands and advantages of fiber as transmission lines and the
WDM concept. This whole review leads to the FTTx architectures
concept.

After the fundamental background about the system needs, there is an
introduction to the structure of the last mile optical-to-coax interfacing.
This review provides different topologies for digital and analog receivers,
which lead to the FTTx integrated solution of access transponder, contain-
ing both CATV receiver and digital transceiver. Additionally, tunable-
laser transponder architecture is explained as a variant of ordinary
digital transceivers’ solution for METRO WDM architectures.The last
part is an introduction to TV and CATV standards and the concept of oper-
ation. The main idea behind the part, even though it looks unrelated, is to
provide detailed information about this unique signal transport and the
implication of system specifications on the FTTx platform and CATV
receivers.

. Part 2: Optics, Semiconductor, and Passives
This section contains five chapters and provides detailed information
about different optical building blocks of fiber-to-coax and coax-to-fiber
converters, which were reviewed in the first part. In this section, the build-
ing blocks are categorized into lasers, photodetectors, and passives, such
as couplers, WDM, filters, triplexers, duplexers, etc. Each type of device
physics is explored and analyzed. Analogies to microwaves are provided
at some points to guide those who are being introduced to fiber optics
about the similarities.

. Part 3: RF Concepts
In this section, there are six chapters. This section deals in depth with RF
topologies to design highly linear analog CATV receivers, and provides a
wide background about the structure of devices for high-speed digital
design. At first, basic RF definitions are provided and simple RF lineups
are reviewed. CSO and CTB beat counts are explained. IMD effects on
CATV picture are analyzed. An introduction to noise and limits is pro-
vided, and these are explored and investigated. Different kinds of RF
amplifiers and front-end matching are investigated. Push–pull distortions
and analysis techniques are explored. On the digital side, various TIAs are
analyzed, such as distributed amplifiers for wideband data rates of 10 and
40 GBit (which can be a laser driver). The structure and limitations of
operational amplifier TIA are investigated. Detailed AGC (automatic
gain control) analysis is provided with analogies to APC (automatic
power control) and TEC (thermoelectric cooler) loop designs.

. Part 4: Introduction to CATV Modem and Transmitters
This section contains four chapters that provide guidance on the CATV
MODEM concept of operation. At first, the background about QAM
modulators and impairments is reviewed. Then, the CATV MODEM
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structure is explored, explaining the different building blocks, such as
coding and synchronization, and limitations such as phase noise. There-
after, the next part of linear transmission is investigated. Predistortion
techniques such as optical and electrical are analyzed and reviewed.
Link analysis and derived OMI specs are investigated and explained
as a summary. Jitter and phase noise are reviewed. Fiber effects are
introduced.

. Part 5: Digital Transceivers’ Performance Evaluation and Concepts
This section contains two chapters structured top-down. It guides the
reader from digital signal definitions to the concept of a digital transceiver
and tunable laser transponder architecture. Performance analysis and syn-
thesis are provided. At first, fundamental definitions of digital transport
such as eye diagram, jitter, extinction ratio are reviewed using
MathCAD. Data formats such as NRZ, RZ, and performances-over-fiber
are investigated. CDR (clock data recovery) structure is analyzed. After
providing a solid background, transceivers and tunable laser transponders
are investigated. Burst-mode concepts and burst-mode AGC are explained
in detail.

. Part 6: Integration and Testing
This section contains two chapters and focuses on integration problems
and methods to test performances. EMI RFI problems within the FTTx
ITR platform are analyzed. X-talk between digital and analog parts in
the FTTx transponder is investigated and methodologies to overcome
interferences are provided. Analytical methods are given.The second
chapter in this section provides original methods for testing and evaluating
FTTx platform compliance to the NCTA specifications. At the end, a prac-
tical FTTx receiver specification is reviewed and analyzed.

At the end of each chapter, a summary of main points studied in that chapter is
provided. This way one could condense key points in order to have the main idea
and concepts behind each chapter.
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Chapter 1

WDM, Fiber to the X, and HFC
Systems: A Technical Review

1.1 Introduction

Fiber optics is mature technology. It was used at the beginning of the eighties
for computers’ local networking using light emitting diodes (LEDs). One of its
major advantages over traditional “copper lines” and “coax lines” is the
virtually infinite bandwidth of the fiber line, which translates into a higher
data rate capacity and therefore more users per line. This advantage can be
expanded when several wavelengths are transmitted through the same fiber,
where each wavelength carries wide band data. This method is called wave-
length division multiplexing or WDM. The second main advantage of a fiber
optics line over a regular “copper line” is its low-loss nature, traditionally
0.15 dB/km. The traditional coax will lose half of the input power within a
few hundred meters. In comparison, a good-quality fiber will lose half of its
input power after 15 to 20 km. This means less retransmit and fewer nodes
required to amplify the signal. It is known that the transmitted distance
depends on the input power to the fiber losses and the receiver sensitivity.
An additional advantage of fibers is their immunity to any kind of magnetic
interference from the outside. Hence, there will be fewer problems related to
surge protection to take care of during deployment. Furthermore, since the
fiber does not emit any electromagnetic radiation, it is considered to be an
ideal line that cannot be tapped. One more advantage over the coax is the
fiber diameter of 10–50 microns. Thus, one fiber cable, which contains many
fibers, results in a higher data rate per cable and higher data capacity.

As optics and dedicated integrated circuits (IC) technology progressed, more
applications and content could be designed and implemented using fiber
optics.36,38 Traditional “community access TV” (CATV: cable TV) shifted to
fiber optics; other applications, such as slow data transport “return path” for
“video on demand” (VOD) charging, fast data transport such as the Internet,
and digital data and multimedialike video-over-internet protocol, created a need
for different kinds of receivers and transmitters with MUX/deMUX blocks.26

The MUX/deMUX methods involved using planar optical circuits (PLC) with
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low optical x-talk3,12 and bulk optics, while size reduction effort was on both
electronics and optics.39,40 Mixed signal design strategies were emerging21 in
order to reduce costs, shrink size using system-on-package (SOP) technology
and penetrate the market. Mature cost effective building blocks for optics and
signal conversion from modulated light to electrical signal, and vice versa, resulted
in optical deployments. These deployments are: fiber to the curb (FTTC), fiber to
the home (FTTH), fiber to the business (FTTB) fiber to the premises (FTTP), or in
general, fiber to the “x” (FTTx) implemented by a passive optical network (PON),
ethernet passive optical network (EPON), gigabit passive optical network
(GPON), broadband passive optical network (BPON), and asynchronous transfer
mode (ATM) passive optical network (APON).

Another advantage of a fiber data transport system is its large guard band value.
Laser modulation in optics is the dual of frequency up-conversion in RF. In optics,
the information-bearing signal, digital data signal, CATV RF signal, or cellular
channels8,42 are up-converted into light frequencies. For instance, 950 MHz–
2 GHz is up-converted to a 1550 nm wavelength or 193,548 GHz. In case of
1560 nm, the carrier frequency is 192,307 GHz. Assuming the CATV RF BW is
from 50 to 870 MHz up-converted to 1560 nm, the relative BW percentage is
narrow, approximately 0.4264 � 1024. Relative BW is a measure of 1/Q, where
Q is the quality factor of the link known as fo/BW, where fo is the center frequency.
Thus, absolute wideband data links such as 10GB/s are feasible. Hence, by using
several colors and wavelengths, a larger number of channels with huge BW can
be transmitted on the same fiber. The guard band in the fiber is on the order of thou-
sands of GHz. The technology is called wavelength division multiplexing (WDM),
which is the dual of frequency division multiple (FDM) access in RF.1

The above mentioned WDM advantages led to several receiver, transmitter,
and transceivers concepts to be used in CATV and data networking over fiber.
Figure 1.1 describes an FTTx optical receiver at the user end unit used for the
last mile. The idea is to have a bidirectional integrated optical triplexer
(B.D-ITR),39 while integrating the electronics of video receivers and high-BW
data transceivers in a compact, inexpensive package that consumes less than
2–3 W. This module receives 110 CATV channels and 192 DBS TV channels
on the downstream path. The downstream video path is over a 1550-nm wave-
length range. Additionally, it has a full duplex bidirectional data and voice path
operating over the 1310-nm range. The 1310-nm channel supports up to OC3,
155.52 MB/s for a telephony return path and internet access. Today there are
modules that supports OC12, 622.08 MB/s, and even half the rate of 1 GB ethernet
(625 MB/s), the fastest modules support OC24 (1244.16 MB/s) and 1 GB ether-
net (1250 MB/s). Today’s integrated triplexer (ITR) supports the standard wave-
lengths (1310-nm receiving; 1310-nm transmitting; 1550-nm receiving3) and full
service access network (FSAN) wavelengths (1310-nm transmitting; 1490-nm
receiving; 1550-nm receiving). This approach made FTTx WDM a cost-
effective solution in last-mile applications. In this approach, the CATV receiver
is at 1550 nm, the up link is at 1310 nm, and the down link is at 1490 nm.6

Wavelength standards categorize ITU wavelength bands into six wavelength
domains, as shown in Table 1.1. A standard ITR used for FTTH operates at the
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(a)  Last mile topology of FTTx bidirectional optical unit using optical diplexer MUX.  

(b) Last mile topology of FSAN FTTx triple play optical unit using optical triplexer λ MUX for  
GPON applications. 1310 nm up-link is at OC24, 1490 nm is at OC48 and 1550 nm is an analog

video channel that carries 79 AM—VSB NTSC signals and 31 QAM 64/256 HDTV. 
Watch-dog monitor for communications integrity and controller are shown.  
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Figure 1.1 Last-mile integrated triplexer topologies: (a) BiDi 1310 nm, return path
Rx/Tx 1550 nm, CATV DBS; (b) Triple-play integrated FSAN triplexer known as ITR.
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O, S, and C bands for FSAN standard and at the O and C bands for the old wave-
length plans of 1550 nm and 1310 nm. One of the technical problems in FTTx
transducers is matching optics modules to the single-mode fibers (SMFs). For
that purpose, large spot-size lasers were developed, improving the coupling effi-
ciency in comparison to conventional lasers. A 1.2-dB coupling loss (75% coup-
ling efficiency) was changed to a standard cleaved SMF and the 3-dB positional
tolerance has been relaxed to a few microns.2 Bulk optics sealing technologies
such as laser welding and epoxies were improved and low-cost housings were
introduced, as explained in Chapter 5.

The advantage of FTTx and its variants such as FTTC and FTTH over hybrid
fiber coax (HFC), as a result from the above discussion, is due to fewer devices in
the field, improved quality, and variety of services such as high definition television
(HDTV) over IP or by using traditional RF modulation schemes, which all can be
achieved due to greater BW. Homes become networked and data transport within
it is distributed by the so-called “last 100 feet” method as explained in Table 1.2.6

Table 1.1 Proposed ITU wavelength bands.

Name Definition Wavelength (nm)

O-Band Original 1260–1360
E-Band Extended 1360–1460
S-Band Short 1460–1530
C-Band Conventional 1530–1565
L-Band Long 1565–1625
U-Band Ultra-long 1625–1675

Table 1.2 Alternative home networking technologies.

Standard Technology Max data rate Advantage Disadvantage

Ethernet Wired (CAT 5) 100 Mb/s † Fast † Requires new
wiring

† Inexpensive † Not portable
WLAN Wireless 54 Mb/s † Portable † Converge issues

† Rapid cost
reduction

† Interface
problems

† Range issues
HPNA Wired (telephone

lines)
32 Mb/s † Existing wiring

in place
† Not portable

† Dependent on
quality of phone
wiring

† Limited number
of locations

HomePlug AC mains wiring 14 Mb/s † Somewhat
portable

† Lower data rates

† Easy interface-
to-line operated
equipment

† Depends on
quality of wiring
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Ethernet-structured wiring appears in most new homes in the U.S. The
infrastructure is for category-5 (Cat5). It is as follows, an FTTx box cable is
brought to the basement or garage, and the cable inside it is connected to the
router. This topology is often called “structured wiring.” A user serial
bus (USB) interface is an alternative way for connecting the cable modem or asym-
metric digital subscriber line (ADSL) modem.

Wireless networking such as WLAN is an additional way to distribute home
connections. The WLAN frequency is 2.4 GHz and its operation is defined by
the IEEE standard 802.11(a) and (b). Version (b) was the first to see commercial
implementation. Today chips are available to implement the 802.11(a) over
5 GHz. Table 1.3 provides a brief overview on wireless home networking protocols.

One more method to distribute service at home is by the Home Phone Networking
Alliance (HPNA). In this approach, existing phone lines are used. HPNA had devel-
oped technology that can handle 4–10 MHz in a robust manner. Their latest standard,
HPNA 2, uses 4 to 256 quadrature amplitude modulation (QAM) in this band,
depending upon the quality of the phone lines. It is compatible with xDSL systems,
which use the spectrum from above the voice band and up to 4 MHz.

The home plug is an additional distribution method and is relatively a new
comer. This standard was created by the HPPLA (home plug power line alliance).
One more standard of home networking is the IEEE 1349.

Cablelabs home networking initiative started with the publication of the Cable-
Home 1.0 specification, which seeks to provide a unified framework for all cable
industry–home interface devices. Those specifications did not address various
physical layer interfaces as previously described. Rather it addresses the interface
between the wide area network (WAN) and home network called portal services
(PS). A number of the PS, but not all, are embodied in the current generation of
WAN interfaces. To these services are added the ability to allow the cable operator
to configure certain parameters of the PS, and remotely ping and perform loopback
testing to the device. Quality of service parameters compatible with those provided
in data-over-cable service interface specifications (DOCSIS) for modems may be
configured in the portal service. FTTH systems do not use DOCSIS modems, but
it is quite possible that some providers would like to use interfaces similar or
identical to those prescribed in CableHome specifications.

The system design involves powering issues as well. One method is to have a
battery at the home of the subscriber. The battery provides backup in case of power
shutdown and disables all undesirable functionalities such as CATV, while
keeping minimum power functions such as phone. Battery monitoring and

Table 1.3 Comparison of popular wireless protocols.

Parameter Bluetooth IEEE 802.11(a) IEEE 802.11(b) IEEE 802.11(g)

Speed (Mb/s) 1 54 11 22/54
Launch 1997 1999 1999 2002
Range (ft) 30 400 300 200
Modulation FHSS OFDM DSSS DSSS/OFDM
Frequency (GHz) 2.4 5 2.4 2.4
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maintenance is a complex issue. Not all batteries are the same nor do they have the
same aging profiles. Most providers prefer to locate the battery at the subscriber’s
end; others install it at a central area. The disadvantage in the latter case is the
voltage drop on the lines for a given current, which requires large batteries,
larger voltage, and use of dc/dc at the subscriber’s side. The advantage is
simpler battery monitoring.

Other METRO applications use small increments of wavelength, for instance
in C band (see Table 1.4) 1550.92 nm, 1550.12 nm, 1549.32 nm, etc. Tunable laser
technologies31 and fast switching between colors have led to new concepts and
architectures, which suggest using one type of generic transmitter in a system
and tuning it to a different wavelength. Hence the cost of a system with
N transmitters require only one more transmitter, rather than an additional N
transmitter—one per color. The spacing between each channel is 100 GHz per
the ITU grid shown in Table 1.4. A denser spacing would be 50 GHz. Chapters
2 and 19 provide further elaboration. Those wavelength-multiplexing methods
are called DWDM. Each wavelength at the user end is deMUXed by a phaser
called arrayed waveguide gratings (AWG).4 The AWG is a lens that has a
single input and several outputs related to the wavelength. This way, each receiv-
ing side accepts its unique wavelength.31 Further elaboration is provided in
Chapter 4. This way, a central transmitter can operate in time division multiple
access (TDMA), where at each burst, it transfers data on different wavelengths
to the desired destination subscriber. Digital data transport is done by on–off
keying (OOK) modulation. Thereby, OOK is AM and its modulation index is
defined as the amount of modulation current applied on the laser known as extinc-
tion ratio (ER); further information is provided in Sec. 6.9.1.

The above introduction describes how WDM optical linking with modulated
light is converted to data and video, and applied within the home’s local networking.
WDM is used to accomplish high-capacity digital and analog video-trunking appli-
cations.10 However, there are several architectures of how to deploy an optical
network whose content can be CATV DBS and data for FTTx, video over IP, inter-
net, and radio over fiber. These topologies are PON, EPON, GPON, BPON, and
APON. Additionally, CATV and other services are distributed in a so-called HFC
architecture. These definitions describe the physical layer. When describing hard-
ware and layers model it is refereed to first two layers. The first layer is the hardware
and its management coding, sometimes called L1P, and firmware. The connection
between the hardware bits, frames symbols etc., to higher layers is done by layer
2. This layer contains the media access control (MAC) and logical link control
(LLC). When using burst mode, layer 1 (Data Link) contains all required algorithms
for synchronized forward error corrections (FEC), delay compensation, and chro-
matic dispersion compensation using DSP equalizers. These algorithms refer to
the so called physical layer DSP and algorithm codes. Hence hardware (physical
layer 1) requires burst-mode operation firmware to control burst-mode transceivers
within the digital section of the FTTx-integrated triplexer located at the subscribers’
home and at the central physical layer (PHY) which includes the modem too. In HFC
topology, the return path monitoring up-link channel and its impairments, such as the
noise funnel, will be introduced.18
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Table 1.4 ITU frequencies and wavelengths for L and C band, 100 GHz
spacing, 100 channels.

Frequency (THz) Wavelength (nm) Frequency (THz) Wavelength (nm)

186.00 1611.79 190.70 1572.06
186.10 1610.92 190.80 1571.24
186.20 1610.06 190.90 1570.42
186.30 1609.19 191.00 1569.59
186.40 1608.33 191.10 1568.77
186.50 1607.47 191.20 1567.95
186.60 1606.60 191.30 1567.13
186.70 1605.74 191.40 1566.31
186.80 1604.88 191.50 1565.50
186.90 1604.03 191.60 1564.68
187.00 1603.17 191.70 1563.86
187.10 1602.31 191.80 1563.05
187.20 1601.46 191.90 1562.23
187.30 1600.60 192.00 1561.42
187.40 1599.75 192.10 1560.61
187.50 1598.89 192.20 1559.79
187.60 1598.04 192.30 1558.98
187.70 1597.19 192.40 1558.17
187.80 1596.34 192.50 1557.36
187.90 1595.49 192.60 1556.55
188.00 1594.64 192.70 1555.75
188.10 1593.79 192.80 1554.94
188.20 1592.95 192.90 1554.13
188.30 1592.10 193.00 1553.33
188.40 1591.26 193.10 1552.52
188.50 1590.41 193.20 1551.72
188.60 1589.57 193.30 1550.92
188.70 1588.73 193.40 1550.12
188.80 1587.88 193.50 1549.32
188.90 1587.04 193.60 1548.51
189.00 1586.20 193.70 1547.72
189.10 1585.36 193.80 1546.92
189.20 1584.53 193.90 1546.12
189.30 1583.69 194.00 1545.32
189.40 1582.85 194.10 1544.53
189.50 1582.02 194.20 1543.73
189.60 1581.18 194.30 1542.94
189.70 1580.35 194.40 1542.14
189.80 1579.52 194.50 1541.35
189.90 1578.69 194.60 1540.56
190.00 1577.86 194.70 1539.77
190.10 1577.03 194.80 1538.98
190.20 1576.20 194.90 1538.19
190.30 1575.37 195.00 1537.40
190.40 1574.54 195.10 1536.61
190.50 1573.71 195.20 1535.82
190.60 1572.89 195.30 1535.04
195.40 1534.25 195.70 1531.90
195.50 1533.47 195.80 1531.12
195.60 1532.68 195.90 1530.33
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1.2 Cable TV and Networks System Overview

Cable TV DBS and other services can be distributed in two ways: (1) HFC networks
as downstream and return path for signaling plain old telephone service (POTS) in
upstream,18,19,22 and (2) FTTx architecture utilizing WDM PON1,7,14 and its var-
iants, which have become popular in Korea,17 U.S., and Japan.35 There are
several methods or landmarks in twisted-pair network-development technologies:30

. ADSL: The first step in interactive broadband services for the residential
subscriber. The bit rate is affected by the distance, up to 6 Mb/s in the
downstream and 640 kb/s in the upstream.

. Long range very high speed digital subscriber line (VDSL): The next step
in the evolution of a twisted-pair network. Here, a fiberlink is used in order
to reduce the copper drop to 1–1.5 km. This is called FTTCab or fiber to
the cabinet. As a consequence, the transmission capacity can be increased
to 25 MB/s downstream and 3 Mb/s upstream.

. Short range VDSL: In FTTC and FTTB, the last 300 m are copper drop,
resulting in broadband service onto the customer’s premises.

. HFC: Adopted during the 1990s by phone and cable companies. The
rationale was merging services and reducing costs.17,19,23,24 Cable compa-
nies deployed fiber to a remote node and from there, a coaxial cable was
used for video for POTS. Telephone lines could be used for Internet.

. HFX: The interstage between HFC and FTTx.15 Suggested by SBC for
upgrading infrastructure of HFC with minimum investment.

. FTTH: The last copper drop replaced by an optical fiber. This step is
currently accomplished by cost reduction of optical transceivers, such as
using integrated triplexers and planar lightwave circuits (PLC)
technologies3,9 as well as system cost-optimization models.17

1.2.1 Hybrid Fiber Coax (HFC) networks

An HFC network is structured like a tree, where the head-end central office (CO) or
primary hub transmits on the downstream, where analog and digital signals from
various sources are multiplexed and transmitted over single mode fiber
(SMF).29,33,37 The data are received at the node and converted into an electrical
signal. The TV signal sources may be satellite transponders, terrestrial broadcast-
ing, and video servers. Additionally there are data services from Internet sources.
These signals are transferred to the home by a coax and amplified by a line ampli-
fier. Signal distribution to the subscriber’s home is done by taps. The coax line
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from the tap is connected to a coaxial termination unit from where it is distributed
the home terminals such as a set-top box for the CATV services, videophone, and
PC for Internet.

The frequency spectrum in a two-way HFC/CATV system is divided between
forward and return paths. The forward path is called “down link” and represents
the traffic from the node to the tap and then to the home. The return path is
called “up link” and is opposite to the down link.

The frequency spectrum of HFC is divided asymmetrically. It is asymmetric in
the sense that the available down link spectrum is larger than the return path. This
means different bandwidths.

The HFC return path spectrum has three standards:

. 5–42 MHz: U.S. standard,

. 5–55 MHz: Japanese standard, and

. 5–65 MHz: European standard.

There is a guard band between the return path (up link) and the CATV (down
link). The U.S. standard supports 50–550 MHz for NTSC AM—VSB analog
video and 550–750 MHz for HDTV QAM. This band was expanded to
870 MHz and even to 1 GHz. The allocated BW for the up stream (return path)
is 5–42 MHz. This range is divided into channels having a BW of 1 to 3 MHz.
Depending on the modulation scheme, the BW will vary. Chapter 3, Fig. 3.26
depicts the CATV frequency plan. The broadband HFC/CATV network supports
both the analog AM-VSB and M-QAM. The QAM transmitter and the QAM recei-
ver are located at the central office and the subscriber respectively and known as
QAM modems. The standard for digital video and audio compression are set by
Motion Picture Expert Group (MPEG). The high-speed internet access digital
data are transmitted using cable modem based on data over cable interface
specifications (DOCSIS). Other standards for broadband digital data services
include digital audio visual council (DAVIC) or digital video broadcasting (DVB).

The distribution system is based on a main hub or primary hub ring27,33

(Fig. 1.2). Each primary hub serves about 100,000 homes. The primary hub or
head-end is connected to up to four or five secondary hubs, each of which
serves up to 25,000 homes. These hubs are used for additional distributions of
the data and video signals. The head-end or primary hub is connected in a back-
bone network through which it shares video sources with all other hubs. That
way, multiple broadcast video sources are saved. The backbone network has a
ring architecture that uses a synchronous optical network (SONET). The
SONET primary hubs have add–drop multiplexers (ADMs) or some other
methods to distribute the data off the ring. SONET specifications were defined
by Bellcore. Figure 1.2 describes a typical ring architecture.

The hierarchy standardization of digital data was made by American
National Standards Institutes (ANSI). This defines the digital data rates as follows:
51.48 Mb/s are defined as optical carrier level-1 (OC-1). Integer multiplications of
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this rate define other speeds. For instance, 51.84 Mb/s � 12 ¼ 622.08 Mb/s. In the
same way, OC48 is 2488.32 Mb/s. To increase spectrum efficiency or BW efficiency,
statistical time division multiplexing access (TDMA) methods can be used instead of
synchronous TDM. Thus in the statistical TDM, the time slot is provided per demand
statistics.11 In order to reduce deployment costs, TV operators made a choice to select
and use SONET-compatible equipment. The distribution from the secondary hub is
done at a node previously defined.

At that point, the optical signals are converted into electrical signals. These
signals are transmitted to a subscriber; in the CATV analog signals case, these
signals are amplified by various kinds of RF amplifiers. The node size is measured
by the number of homes it supports, or homes passed (HP). A small node supports
100 HP and a large one supports above 2000 HP. Since the node has to support
many subscribers, and it transmits many analog CATV channels and QAM
channels, the RF amplifiers of the optical receiver should be linear with enough
back-off in order to maintain low CSO of 265 dB and CTB 65 dBC and cross
modulation (X-mod) of 65 dBc distortion levels, which is a hard specification.
Additionally, in order to have a proper carrier-to-noise (CNR) of 53 dB and sen-
sitivity at the subscriber end, the receiver should have a very low noise density
of decibels relative to 1 mv at the optical receiver output.24 The system specifica-
tions are degraded somewhat when compared to the optical receiver, which is
required to meet CSOs of 60 dB and 53 dB CTB and X-mod. Typical values
are between 4.5 and –6 pA/

p
Hz at dark current state, with some variations if

the receiver has an automatic gain control (AGC). To overcome generation of
composite second order (CSO) products, a push–pull method is used to construct
optical receivers and line RF amplifiers; additional options for RF line amplifiers
are feedforward or parallel hybrid using two push–pulls in parallel, which are

Master headend
Optical amplifiers
& Transmitters Primary hub

Secondary hub

Optical transmitter

Optical
node 

RF-Amp 

500–2000
Homes area 

Figure 1.2 HFC ring architecture.44 (Reprinted with permission from Journal of
Lightwave Technology # IEEE, 1998.)
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driven by a booster push–pull.23 Further elaboration is provided in Chapters 2 and
12, and Sec. 16.2. The number of splitters and losses between the node and the sub-
scriber defines the maximum distance of the subscriber from the node, where
proper minimum CNR performance exists to satisfy the condition of minimum
detectable signal (MDS). That will be demonstrated in link budget calculations
in Chapter 19.

1.2.2 Return path

As was previously mentioned and is discussed elaborately in Sec. 2.3, a return path
transmitter delivers POTS signals and data in the upstream. The upstream BW is
negotiated between the head-end and the terminals. An active terminal sends to the
head-end its BW requirement in an upstream frame. A BW allocation algorithm is
executed in the head-end. This algorithm allocates the BW based upon several cri-
teria such as available BW, user type, type of service, and number of users. Once
the decision is made, the user who requested the BW is informed of the status. The
limitation of this method is that it is prone to collisions. Such a case occurs when
two users request BW while using the same upstream frame. For this reason, the
dynamic reservation protocol for integrating constant bit rate (CBR)/variable bit
rate (VBR)/available bit rate (ABR) traffic over an 802.14 HFC network is used.
In this protocol, an upstream BW is slotted and framed. Each slot has a 48-byte
payload and a 6-byte header. A 48-byte payload is used as it is compatible with
ATM, so that the packet can be sent through the ATM network just by changing
the header. Additionally whenever a slot is not being used for carrying data, it
can be used as minislots by dividing into slots of 8 bytes each. These minislots
can be used to send control messages, thereby preventing waste of the entire
slot. The protocol operates in different manners for different services while they
are simultaneously present.

When the node asks for CBR, it receives the highest priority. When the traffic
is VBR, statistical multiplexing is done. VBR sources generate data in bursts. The
data is buffered and sent when BW is allocated to the particular source. For ABR,
the requests are received by the head-end and stored in a queue. The requests are
processed in FIFO. When CBR and ABR sources need to be serviced at the same
time, the protocol operates as follows. The CBR has highest priority. Arbitrating
between VBR and ABR requires some kind of a flag bit. The head-end maintains
this flag on which decisions are based. The flag is set when there are requests from
a VBR source; when there are no requests from the VBR it is reset. Decisions are
made by the set of conditions given below:

. If the flag is set, a slot upstream is assigned to VBR.

. If the flag is reset and the data request, queue, and ABR are not empty, the
slots are allocated to the ABR sources.

. If the flag is not set and the data-request queue is empty, the slot is
converted to minislots.
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In this way, the protocol provides a dynamic BW and it is more effective than
the 802.14 media access control (MAC) layer protocols.

The return path suffers from a phenomenon called noise funnel. This results
from several users’ upstream transmission. Additionally it is susceptible to the fol-
lowing noise sources:18

. Narrowband shortwave signals propagated through the atmosphere and
coupled to the return path at the subscriber location of the distribution
plant.

. Impulse noise due to electrical appliances and motors.

. Common mode distortions originating from nonlinearities in the plane;
i.e., oxidized connectors that behave as diodes.

. Location-specific interface generated by a device at the subscriber’s
location.

One of the ways to prevent noise from leaking out at the user’s end to use a
low-pass filter (LPF) that allows the 5–15 MHz out but prevents the ingress
coming from inside the subscriber’s residence from leaking out in the range of
15–40 MHz. A modem that provides telecommunication services such as
POTS, video-telephony, and high-speed data VOD utilizes 15–40 MHz. Thus it
is located after the blocking filter as shown in Fig. 1.3.

1.2.3 CATV and data in HFX

The HFX architecture is depicted in Fig. 1.4. The nodes C and R/L are the network
elements. Node C is the CO-based fiber node/multiplexer connected to the xDSL
modem ports of a digital subscriber line access multiplexer (DSLAM), the cable
modem termination system (CMTS), and an analog video system, which is not
depicted in Fig. 1.4.

The R/L node is considered as two different types of equipment with similar
functionality: the R node is the fiber node deployed in a remote terminal/cabinet
collocated with digital loop carrier (DLC)/next generation (NG)-DLC. The R/L
node is connected to the C node via fiber. The DLC/NG-DLC supports telephony
services to the customer’s premises via copper coax, and to the remote antenna
unit (RAU) for wireless access. Both nodes C and R/L transparently support
xDSL connections, analog and digital video, DOCSIS, and wireless across a
fiber network, taking modulated signals and using the subcarrier multiplexed
(SCM) as opposed to terminating the physical connection of each technology sep-
arately and multiplexing at an alternative layer such as the inception point (IP),
ATM, or TDM. The HFX network architecture and technology provides the local
exchange carriers (LEC) an opportunity to deploy video services in selective
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markets through their IP-based transport connection and controls through xDSL,
or using the same video platform as a cable company.

HFX technology has the following advantages:

. It pushes the equipment complexity back toward the CO and supports
existing legacy customer equipment.

. All DSLAM functionality can be currently located in COs, supporting
very high pools of XDSL modems.

. It leverages the installed base of copper plant, the DLC, and local switch-
based infrastructure already installed by the local exchange carriers (LECs).
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Figure 1.3 HFC structure where the return path LPF is shown at the user end.18

(Reprinted with permission from Communications Magazine. # IEEE, 1995).
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. It enables coexistence of xDSL, DOCSIS, analog and digital video, and
wireless through the same common access network platform with
minimal disruption to the existing LEC telephony infrastructure.

. It enables overlay of video via subcarrier multiplexing (SCM) in cable net-
works as an alternative to supporting VOD via the IP layer through ADSL
and VDSL.

. It enables deployment of RAU in a wireless access network as opposed to
the completely equipped base stations at the cell sites that reduce the com-
plexity of the equipment deployed at the cell sites. This also facilitates
dynamic carrier allocation and reduces the cost of equipment deployed
at the cell site.

The tradeoff for reducing the complexity in the access network is that there is
reduced statistical gain of customer traffic and concentration of broadband services
in the plant, especially above the transport layer, either the IP, ATM, or MAC
layer.

Because each customer or small group of customers have dedicated RF chan-
nels through the HFX network from the CO, there is an obvious concern with
respect to the impact on the fiber capacity in the outside plant. Thus, WDM can
be used to combine SCM signals between nodes C and R/L.

ADMSWITCH 

DSLAM

CMTS

VIDEO
COAX

ADSL

NODE
C

SCM OPTICAL
ACCESS

DLCSONET/SDH ADM

NODE
R/L

COAX

ADSL + POTS

2W
POTS

STB TV

PC

PHONE

Figure 1.4 HFX access network architecture.15 (Reprinted with permission from
Communications Society # IEEE, 2004.)
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1.2.4 CATV and data transport in FTTX

Service providers activities in the U.S. date back to as early as the 1990s when
several incumbent LECs (ILEC) started the experiments of FTTH. In those
days, the user-end equipment was expensive, it did not result in widespread
deployment. Fiber-to-the-curb-type deployments were developed by BellSouth.
Cable companies deployed HFC networks as a cost-effective default per the afore-
mentioned sections. This solution had released the so-called “last mile copper
bottleneck”36 since it limited BW.

With the development of cost-effective technology such as optical triplexers,
made by ORTEL and MRV, as well as PLC technology, it became feasible to
reconsider FTTx deployments. A major deployment trial of FTTH/P conducted
by TelLabs AFC and Harmonic Inc. for Verizon35 started at the end of 2003 for
more than 500,000 homes. The advantage of FTTx over HFC is that the broader
BW enables the transfer of HDTV over IP, as done in Japan, using passive archi-
tectures and requiring less equipment to deliver the data. In the FTTx structure, the
TV signal transmitted by the central office (CO) is from satellites or microwave
facilities that are received by the CO. As an example for video–data
rates, HDTV requires compressed bit rate of 19 Mb/s per channel compared to
4 Mb/s of MP-2. TV services can be delivered as TV over IP or as AM–VSB
and QAM over 1550 nm.15 The main advantages of TV over IP are as follows:
first, saving the wavelength of 1550 nm and using only two wavelengths;
second, having a robust digital data, transport compared to analog RF over fiber.

The FTTx deployment utilizes WDM PON to distribute the media to the resi-
dential area, homes, office, and premises. The evolution of FTTx naturally started
from HFC, where the head-end transmitted and received from a node that
converted the signals bidirectionally to electrical/light and then distributed the
service to homes by coax and copper, covering 200–500 homes for all services
mentioned previously. The next stage was FTTC, where the CO/optical line term-
inal (OLT) replaced the HE; at the other side of the fiber is an optical network
unit (ONU), covering 10–100 homes. The next stage was FTTH, where the
COs distributed fiber optical services point-to-point; lastly, the PON architecture
was used where the CO/OLT distributed the services by a main fiber split to
homes using PON. The services delivered by FTTx to the subscriber became
known as the triple-play set of data, voice, and video.1,32,34,36

FTTx uses WDM FSAN wavelengths of 1550 nm for video downstream,
1490 nm for data downstream, and 1310 nm for data upstream.35 The video fre-
quency plan remains as was previously mentioned: 79 analog channels and 53
digital channels covering the frequency range between 50 and 550 MHz for the
analog channels with a frequency spacing of 6 MHz, and the digital 256QAM
occupies the range of 550–870 MHz34 over all 132 channels. As an example,
the HDTV data rate over RF, 64 QAM traffic of 34 QAM channels carries
6 bits per symbol, and the transmit rate is 5 Msymbol/s or 30 Mbps per line.
Hence the total 36 DTV carries an average of 1 Gbps, which can support
50 HDTV MPEG compressed broadcast channels. These channels are produced
into a video by a cable modem transmission system (CMTS).5

WDM, Fiber to the X, and HFC Systems: A Technical Review 17



Table 1.5 summarizes the last-mile technologies that compare performances
between digital subscriber line (DSL) HFC cable-modem and FTTx PON
diversities.36

FTTP services are called the triple-play communication services of voice, video
and data. These services are required to meet the needs of residential and small
business market places. An example of FTTP triple-play deployment is provided
in Fig. 1.5.35 In this case, the access portion, CO to the end subscriber, as well as
the core network, is in support of the FTTP. This is based on ATM PON as specified
by the ITU G.982.x. It basically consists of 622 Mb/s downstream at 1490 nm, and

Figure 1.5 Verizon FTTP PON network architecture.35 (Reprinted with permission from
Journal of Lightwave Technology # IEEE, 2005.)

Table 1.5 Summary of last mile technologies and standards.36

Service Medium
Intrinsic

Bandwidth

Per User Offered
Peak Bit Rate

(down/up) Standard Issued by

DSL 24 gauge 10 KHz ADSL: 1//0.1;
Mb/s , 6 kma

G.992 ITU

DSL Twisted pair 10 KHz VDSL: 1//10;
Mb/s , 1 kma

Emerging ITU/ETSI

Cable modem Coax (HFC) 1 GHz 2//0.4 Mb/sa DOCSIS 1.1 CableLabs
BPON Fiber 75,000 GHz 622 or 155

Mb/s//155
Mb/s

G.983 FSAN ITU

GPON Fiber 75,000 GHz 2.4 or 1.2 Gb/s//
622 or 155

G.984 Draft ITU

EPONþ Fiber 75,000 GHz 10–1000 Mb/s//
10–1000 Mb/s

802.3ah & ae IEEE

aUser rates delivered for significantly loaded systems in New York area.
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155 Mb/s upstream at 1310 nm. The video is transported at 1550 nm according to
the FSAN wavelength plan, which is coupled to the feeder fiber and the data trans-
mission from the optical line terminal (OLT) via the WDM device.

The optical network terminal (ONT) is supported by a battery backup. This
together with a sleep-mode function at the ONT allows the usage of POTS lines
even with an extended outage of more than 8 h. The POTS signals are carried to
the OLT and then split off via a GR-303 or TR008 interface to the PSTN. The
OLT can support a TR-57 analog interface. The data is aggregated via an ATM
switch before being transferred through a gateway router and local transport
area (LATA) core router before going on to the Internet. The video has an
upstream channel, connected to the ONT via an internal or external STB ONT
that transfers the data channel and can be sent to the video head-end to support
advance video services and two-way video interactions.

There are several methodologies to deploy a FTTP access network: the first is
an overlay and the second is a full build, as shown in Figs. 1.6 and 1.7.35

In the full build, where a special arrangement is made by the residential area
developer, each home is equipped with ONT together with a backup battery. This
is in concert with some novel sleep-mode features of the ONT, which facilitates
the support of POTS services during extended outages of more than 8 h.

In the case of an overlay deployment, a fiber passes all homes and businesses
in the distribution area. However, only a small percentage of homes and businesses
are connected to it and served with FTTP. Adding a new customer requires
connecting the ONT to the service pole, whose drop terminal is connected to
a distribution fiber coming from the splitter hub. A full build case is imple-
mented in new residential areas where overlay is cheaper and easier to deploy
in existing neighborhoods.

An additional architecture is fiber in the loop (FITL).20 This architecture will
give the network operator the opportunity to deploy fiber technology in an access

Figure 1.6 FTTP access network deployment.35 (Reprinted with permission from
Journal of Lightwave Technology # IEEE, 2005.)
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network. It is an old concept; it is in fact in a family of concepts such as FTTN,
FTTC, and FTTH. FITL systems were intended to be compatible with typical
LEC service, transmission, and operation.

1.2.5 ONT structure in FTTX

This section will describe, in brief, the concept of an ONT that is installed at the
house premises. An illustration is provided in Fig. 1.8, which shows ALCATEL’s
ONT.45 As it can be observed, the ONT consists of four main sections:

1. On the top left is the SMF redundancy, ended with an angled SC/APC
connector to prevent optical reflections.

2. On the bottom left, there is the shielded FTTx ITR, whose pigtail is con-
nected to the SC-APC input fiber. The ITR outputs are connected to an
electronic PCB where the MAC ASIC is integrated. The video output is
connected to the home coax distribution through the ONT, while the
ITR output is through an SMB connector.

3. The top right of the ONT contains two more PCB sections, the upper side
of which can be the power management section regulation, battery
charger, etc.

4. On the bottom right is an interface PCB with RJ connectors.

Figure 1.7 FTTP deployment example of overlay and full build.35 (Reprinted with
permission from Journal of Lightwave Technology # IEEE, 2005.)
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The ONT is generally installed inside the home garage so that it is less exposed
to extreme temperature effects. Housing is made of polycarbonate with antihumi-
dity sealing.

1.3 PON and Its Variants

1.3.1 Standardization

So far, FTTx was described in a conceptual way; however, the distribution network
architecture utilized for FTTx as well as HFC is based on PON architecture and its

Figure 1.8 FTTX ONT unit.45 (Courtesy of ALCATEL with permission # 2005.)
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variants as well as WDM.13,14 The standardization started in 1995 when several of
the world’s largest carriers, NTT, BT, France Telecom, etc., and their equipment
vendors started discussing a complete video services solution. At that time, the two
logical choices for protocol and physical planting were ATM and PON: ATM,
because it was thought to be suited for multiple protocols; PON, because it is
the most economical broadband optical solution. The ATM PON format proposed
by the FSAN committee has been accepted as an ITU standard known as ITU–T
Rec G.983.28,43

Although FSAN is often touted as a standard, it is, in fact, a guideline since it
does not define equipment interoperability. It is not like a SONET or Ethernet, in
which two cards from different vendors can communicate.

There are three standardized versions of PON described in brief in
Table 1.6:13,35

. Ethernet PON (EPON): Ethernet equipment vendors formed Ethernet in
the First Mile alliance (EFMA) worked on architecture for FTTH as Ether-
net is a dominant protocol in local area network (LAN). EPON-based
FTTH was adopted by IEEE standard IEEE 802.3ah in September 2004.
Adopting Ethernet technology in access networks would make a
uniform protocol at the customer end and simplify the network manage-
ment. A single protocol in LAN, access network, and backbone network
enables easy rollout of FTTH.

. Broadband PON (BPON): Generalized by the G.983.1, G.983.2, and
G983.2, BPON has two key advantages: first, it provides a third wave-
length for video services, and secondly, it is a stable standard that
reuses ATM infrastructure. The ITU–T recommendation G.981.1
defines clauses of performance, namely class A, class B, and class C.

. Gigabit PON (GPON): The progress in technology and the need for larger
BWs as well as the complexity of ATM forced the FSAN group to look for
better technology. A standardization was initiated by FSAN in 2001 for
designing networks over 1 GBps. GPON offers services up to 2.5 GPS.
GPON enables the transport of multiple services in their native format,
mainly TDM and data. For soft transition from BPON to GPON, many
functions of BPON are reused in GPON. In January 2003, the GPON stan-
dards were ratified by ITU–T and are known as ITU–T recommendations
G.984.1, G.984.2, and G.984.3.

1.3.2 Protocol model background: the seven-layer
protocol stack

The Internet network of today, which is delivered over optical fiber, started as an
experiment of the US department of defense (DOD) at the late 1960s. The idea was
to rout data with high quality service and with high security between various sites.
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In 1969 the computers of four universities were connected forming the ARPANET
network after the research group of “advanced research projects agency.” In 1973 a
team was created to develop a method to connect all computers, while using
various transmissions and rates. In 1978 the program was mostly completed and
it resulted in the TCP/IP protocols. In 1983 it was decided that TCP/IP would
be the internet protocol. Since then the transmission control protocol (TCP)/inter-
net protocol (IP) known as TCP/IP appears as the main internet communication
protocol. Originally, the protocol had 3 to 4 layers, IP, and TCP, which is the con-
nection orientation. These protocols are improving all time.

When one wants to establish a connection, for instance make a call, all one
needs to do is dial a number. Hence the phone network looks transparent.
However, this is done through a communication protocol that routs the call to
its destination. The same thing applies to IP services and cellular as well as
optical networks, but with some modifications.25 but 1977, the International Stan-
dard Organization (ISO) had established a working group to define functions and
protocols for open systems without being dependent on the equipment vendors.
The model was called open system interconnection (OSI) and it was released in

Table 1.6 APON/BPON, GPON, EPON, WDM–PON comparison.13,35

Parameter APON/BPON EPON GPON WDM–PON

Standard ITU G.983 IEEE 803.ah ITU–T G.984 None
Data packet cell

size
53 bytes (48

payload. 5
overhead)

1518 bytes Variable size (from 53
bytes up to 1518)

Bandwidth 1.2 Gps
downstream;
622 M upstream;
622 Mbps/622
Mbps; 622
Mbps/155 Mbps

Up to 1.25 Mbps Downstream
configurable from
1.24 Gps to 2.48
Gps; upstream
configurable in 155
Mbps, 622 Mbps,
1.24 Gbps, or 2.48
Gps

1–10 Gbps

Downstream
wavelength

1480–1500 nm 1500 nm 1480–1500 nm

Upstream
wavelength

1260–1360 nm 1310 nm 1480–1500 nm

Traffic modes ATM Ethernet ATM, Ethernet, TDM Protocol
independent

Voice TDM VoIP or TDM Native TDM
Video 1550 nm overlay 1550 nm

overlay
1550 nm

Video transport RF RF/IP RF/IP RF/IP
ODN classes

support OLT
to ONT losses

A, B, and C A and B A, B, and C

Maximum PON
splits

32 16 64

Efficiency 72% 49% 94%
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1983 under ISO 7498, and later under CCITT X.200. The idea for the “protocol
stack” was first suggested by IBM in 1977 and again later on by DEC.

The OSI model consists of a stack of seven layers. Each layer is defined by
functions that enable it to receive information from an upper layer, do additional
processing, and add a tag to it by a title. In the second layer, a title and ending are
added. At the end, the first layer, the physical layer, transmits the data as a bit
stream to the network. On the receive side, an inverse process is done. The title
added at the transmit side is removed after the processing, and this way, all
shells are removed until the data is recovered. The protocol stack layers are pro-
vided in Table 1.7.

Each layer receives from the above layer protocol information called protocol
data units (PDU). For instance, the third layer receives PDUs from the fourth layer
transport PDU (T-PDU). After adding a title to it, a network header (NH), it is trans-
mitted as a network PDU (N-PDU). The process of adding the title or header is called
“protocol.” The layers according to OSI have the following functions:

. Layer 1: The physical layer, also marked as L1P (first layer protocol). It
defines the connectors and interfaces, voltages levels, and the way of oper-
ating the physical interface. For instance EIA-RS232, USB, EIA–RS 449.
and other LAN interfaces. The following chapters review the physical
layer implementations and interfaces.

. Layer 2: The data link layer, which is responsible for frame transfer
between two elements connected through data line. At this layer, data
packets are encoded and decoded into bits. It furnishes transmission pro-
tocol knowledge and management, and handles errors in the physical
layer, flow control, and frame synchronization. The data link layer is
divided into two sublayers: the media access control (MAC) layer and
the logical link control (LLC) layer. The MAC sublayer controls how a
computer on the network gains access to the data and permission to trans-
mit it. The LLC layer controls frame synchronization, flow, and error
checking.

Table 1.7 Protocol stack seven-layers model and its equality to TCP/IP.

Tx/Tx Information TCP/IP

DATA DATA FTP TELNET SMTP CMOT DNS SNMP

7—Application Dataþ annex

6—Presentation A—PDU

5—Session P—PDU TCP UDP

4—Transport S—PDU IP

3—Network T—PDU LAN WAN

2—Data Link N—PDU

1—Physical Bits
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. Layer 3: The network layer, which routes the data and provides addresses
within the network. For instance, the IP address in transmission control
protocol (TCP)/IP protocol or logical channels (LCN) in X.25 protocol.

. Layer 4: The transport layer is responsible for reliable transport, error cor-
rection, and flow control. Protocols at this layer are TCP and UDP from
Internet protocols family.

. Layer 5: The session layer is responsible for initialization and ending of a
session, and defines its nature as full or half duplex.

. Layer 6: The display layer performs coding and compressing of text and
video.

. Layer 7: The application layer provides applications such as e-mail, etc.

1.3.3 Implementation

A PON is an optical-access architecture that facilitates broadband voice, data, and
video communications between an OLT and multiple remote ONUs over a purely
passive optical distribution network and uses two wavelengths for data, 1310 nm
and 1490 nm, and an additional 1550 nm for video.28,32,41 A PON has no active
elements in the network path that require optical-to-electrical converters. PON
systems use passive fiber optics couplers or splitters to optically route data
traffic. In contrast, an active optical network (AON) such as a SONET/
synchronous digital hierarchy (SDH) infrastructure requires optical-to-electrical-
to-optical conversion at each node. The PON can aggregate traffic from up to 32
ONUs back to the CO using a tree, bus, or fault-tolerant ring architecture. Like
SONET/SDH, PON is a layer 1 transport technology. Until recently, most tele-
communications fiber rings used SONET/SDH transport equipment. These
rings—using regeneration at each node—are optimized for long-haul and
metropolitan infrastructures, but are not the best choice for local access networks.
A PON offers a cost-effective solution as an “optical collector loop” for metropo-
litan and long-distance SONET/SDH infrastructures. A PON has a lower initial
cost because deployment of the fiber is required upfront. ONUs can then be
added to the PON incrementally as demand for services increases, whereas
active networks require installation of all nodes upfront because each node is a
regenerator. To further reduce costs, a WDM layer can be added to a PON
because the nodes sit “off” the backbone. When employing WDM on a
SONET/SDH ring, demultiplexing and remultiplexing is required to bypass
each node. A PON is also a cost-effective way to broadcast video because it is a
downstream point-to-multipoint architecture. The broadcast video, either analog
or digital, is added to the TDM or the WDM layer of the PON. Unlike SONET/
SDH, a PON can also be asymmetrical. For example, a PON can broadcast
OC-12 (622 Mb/s) downstream and access OC-3 (155 Mb/s) upstream, as in
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FSAN. The FSAN defines two levels of loss budget, class B and class C. The laser
should operate with an extinction ratio .10 dB and with a mean launch of power
between 24 dBm and þ2 dBm for class B, and between 22 dBm and þ 4 dBm
for class C at 155 Mbps. For 622 Mbps, the launch power should be between
22 dBm and þ 4 dBm for both classes. The BER should be ,10–10 for a
minimum receiver sensitivity of 230 dBm for class B and 233 dBm for class
C operation at 155 Mbps. In the case of 622 Mbps, the receiver sensitivity for
class B is relaxed to 228 dBm, with no changes for class C.43 Hence, various
classes require different photodetection such as PIN or APD. Since the 155
Mbps baseband BW is shared by up to 32 ONUs, there is a limitation on the
number of video channels that can be simultaneously delivered as switched
digital video (SDV) to users who want to use HDTV. This limitation is partially
resolved by increasing the downstream rate to 622 Mbps; however, this will
require an upgrade of the CO equipment.41 Table 1.8 provides the standard
requirements of a PON transceiver in order to comply to the ITU-T G.983
specifications.41

An asymmetrical local loop allows for lower-cost ONUs, which use less
expensive transceivers. SONET/SDH, however, is symmetrical. Thus, in an
OC-12 SONET/SDH ring, all line cards must have an OC-12 interface. For
local-loop applications, a PON can be more fault-tolerant than a SONET/SDH.
The PON node resides off the network, so that loss of power to a node does not
affect any other node. This is not true for SONET/SDH, where each node performs
regeneration. The ability of a node to lose power without network disruption is
important in the local loop, because telephone companies cannot guarantee
power backup to each remote terminal. For these reasons, PON technology is
the most likely transport candidate for the local telephone network, as shown in
Fig. 1.9. In a sense, PON technology does not compete with SONET/SDH,
because it can use SONET/SDH-compatible interfaces and serve as the short-
haul “optical collector loop” for both metropolitan and long-haul SONET/SDH

Table 1.8 ITU-T G983 specifications for transceivers for an ATM PON.

Item Unit ITU-T G983 Specification

Direction Downstream Upstream
Wavelength nm 1480–1580 1260–1360
Extinction ratio dB .10 .10
BER ,10210 ,10210

Bit rate Mbps 155.22 622 155.52
Min mean launched optical power

class B/C
dBm 24/22 22/22 24/22

Max mean launched optical power
class B/C

dBm þ2/þ 4 þ4/þ4 þ2/þ4

Min receiver sensitivity class B/C dBm 230/233 228/233 230/233
Min receiver overload class B/C dBm 28/211 28/211 28/211
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rings. PON can serve as a feeder to extend fiber from the local exchange to the
neighborhood or curb, where copper, coaxial, or wireless systems provide the
last-mile connections to subscribers. However, in a feeder network, reliability is
crucial since if the feeder network fails, all customers are potentially left
without service. Restoration in the feeder should ideally be implemented in both
optical and electronic layers with coordination between the two domains. For
instance, cable cut protection and complete node failure is accomplished by
2 � 2 optical switches that are deployed per fiber such that the service traffic
can be looped back onto protection capacity in order to avoid the point of
failure. Additionally, redundancy can be provided against failures in the electronic
domain, i.e., laser failure.16 One of the most promising applications for a PON is as
a feeder for DLC systems. DLC systems multiplex voice and data channels over
copper or fiber to remote terminals that distribute services to subscribers. Typi-
cally, DLC systems have been used to reduce copper-cable deployments and
extend POTS to remote subscribers. Recently, DLC vendors introduced integrated
access platforms that carry voice, data, and video traffic. These systems respond to
the growing demand for broadband capabilities from telephone companies and
enable a variety of services, including POTS, integrated services digital network
(ISDN), DSL, and digital carrier services such as T1/E1 (1.544 Mb/s,
2.048 Mb/s). In rural areas, this new generation of DLC products will help
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ADM

ADM
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ADM
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OLT ONU

ONU

ONU

ONU

ONU

ONU

ONU

SONET Long – Houl
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Local

SONET   vs. PON
Long – Hou  Short – Houl
Metro, IXC  Local access
TDM   TDMA
WDM   Low cost WDM
Active (0/E/0)  Passive
Amplifiers   No amplifiers
Symmetrical  Asymmetrical
TDM video  Broadcast video

ADM – Add/Drop Multiplexer ONU – Optical Networking Unit
OLT – Optical Line Terminal PON – Passive Optical Network
IXC – Interexchange Carriers O/E/O – Optical – Electrical – Optical

Figure 1.9 PON vs. SONET.
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extend broadband services to remote subscribers. In urban settings, these DLC
systems will improve network efficiency by expanding the BW of existing
copper and fiber facilities. This means that integrated access DLC systems could
become the preferred solution for telephone companies that want to simplify
their CO and provide broadband services over shorter drops of twisted-pair copper.

As DLC systems evolve toward a broadband architecture, new deployments
will require FTTC or FTTB solutions. One alternative is to multiplex traffic to
and from remote terminals or integrated access units using a low-cost, high-BW
PON. Using a PON as a feeder for DLC systems can significantly lower the cost
and improve the performance of DLC deployment. As shown in Fig. 1.10, a
PON can be used between the CO and the remote terminal to provide FTTC or
FTTB. It can also be used between the remote terminal and the customer terminal
equipment to provide FTTB or FTTH.

PONs offers a number of benefits over traditional feeder solutions for DLC
systems:

. Using a point-to-multipoint ring architecture dramatically reduces the cost
of the outside plant by minimizing the amount of fiber cable required.
Because the cost of deploying fiber can be more than $5 per foot, using
a point-to-multipoint topology can save more than $1 million compared
to a network with point-to-point links.

. The PON’s point-to-multipoint architecture broadcasts signals from the
OLT at the CO downstream to every ONU. This makes it an appealing sol-
ution for telephone companies that plan to introduce cable TV.

. A PON can deliver a POTS channel for less than $10. While the DLC
remote terminal still requires a POTS line card, the additional cost of a
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point-to-multipoint network is small. If the DLC multiplexer and OLT are
merged into one box, then a PON becomes the lowest-cost narrowband
DLC transport solution. When broadband is considered, PON technology
easily wins the cost war.

. Because a PON features a point-to-multipoint architecture with typically
32 or fewer nodes, low-cost WDM solutions can be used to deliver dedi-
cated high-speed data to each ONU. Using a WDM overlay, a PON is
capable of any OC-N speed. This allows the service provider to carry
high-speed leased lines and gives competitive local-exchange carriers
(CLECs) the ability to lease a high-speed access path.

. As a point-to-point link, a traditional DLC system is subject to cable
failure. When using a fault-tolerant PON ring, a DLC system is fully
fault tolerant.

In response to competition and a growing demand for broadband services,
telephone companies are attempting to leverage their existing copper infrastructure
through deployment of xDSL technologies. Very-high-speed digital subscriber
line (DSL VDSL) technology will allow for up to 50-Mb/s transmission. It can
only provide this BW, however, over twisted copper pairs of less than 1000
feet. Thus, only a very small percentage of subscribers can benefit from this tech-
nology. To overcome this distance/BW problem, xDSL systems will eventually be
deployed with a fiber optic feeder network. With this in mind, major telephone
companies are backing an initiative to develop standards for a broadband local
loop called full-services access network (FSAN).36 FSAN advocates a network
architecture using a shared PON with dedicated VDSL drops. By extending a
fiber feeder to within 3000 feet of subscribers, telephone companies can provide
25-Mb/s broadband service, including video over the “drop” of twisted-pair
copper into the subscriber’s premises, as depicted in Fig. 1.11.

Broadband wireless systems facilitate rapid local-loop deployment using tech-
nologies that will deliver megabit-per-second service. Several broadband wireless
technologies are now available, including LMDS, a multichannel multipoint
distribution system (MMDS), and digital microwave. These systems typically
consist of a single hub or CO linked to multiple base stations that deliver services
to buildings or residences.

Broadband wireless systems require line-of-sight access, operate over limited
distances, and are subject to attenuation from rain. Given these limitations, a criti-
cal issue facing wireless operators is how to aggregate traffic from multiple base
stations back to the CO. One alternative is to interconnect base stations and the
CO using a low-cost, high-BW PON, as shown in Fig. 1.12.

Cable operators also face the need to upgrade their networks to introduce inter-
active broadband services. To date, the cable network uses an analog coaxial bus
that can broadcast large amounts of BW. However, it is a unidirectional medium
with high maintenance and coaxial amplifier costs. To address these limitations,
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many cable TV operators have adopted HFC architecture with optical fibers
penetrating deep into the network. HFC implementations replace part of the
coaxial access network by running a fiber optic cable from the cable-TV head-
end to the distribution nodes. The broadcast signal is translated into an electrical
analog signal that is transmitted to the subscriber via a coaxial connection. The
primary shortcoming of this approach is its inability to provide fault-tolerant, sym-
metric, bidirectional service, which is required for truly interactive broadband
applications.

To address this problem, cable TV operators can deploy a low-cost PON
between the head-end station and fiber nodes. Like the cable-TV network, a
PON is a downstream broadcast architecture, so it distributes video downstream
from a single hub to multiple fiber nodes, along with bidirectional voice and
data traffic, as shown in Fig. 1.13.

Figure 1.11 PON as a VDSL feeder.

30 Chapter 1



A PON can serve as the feeder for broadband copper, wireless, and coaxial
drops, but it can also be used for the “home run.” A PON can support an FTTx
architecture; the “x” is where the ONU resides: at the curb, neighborhood, build-
ing, premises, or home. Prior to FTTH deployments, PON technology initially
was used in FTTC and FTTB architectures such as SBC. These architectures
are usually hybrid networks with PON technology serving as the low-cost,
high-BW feeder; traditional copper and coaxial cables are used as the customer
device interface. When a PON is deployed as an FTTB system, an ONU located
in a building’s telecommunications closet can provide full broadband services to
all occupants. In this type of an optical collector loop, the PON can use standard
SONET/SDH rates and WDM interfaces. A PON can provide any type of
service, including voice, data, and video. Like SONET/SDH, it is a transport
network, but one that is designed for the cost-sensitive local loop. What
makes PON so attractive is that while it can enable DLC systems, DSL, HFC,
and wireless to reach broadband capacity, it is not a new access solution. In
that sense, the PON does not replace copper, coaxial, and wireless embedded
networks, but allows these traditional infrastructures to be used in shorter,
higher-BW drops.

PON was used also to distribute HFC services as was elaborated in previous
sections and depicted in Fig. 1.13.
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1.4 Main Points of this Chapter

1. The advantage of the optical fiber is its low loss of about 0.15 dB/km, its
infinite BW, and its immunity to magnetic interference.

2. WDM is wave division multiple access, where a single fiber carries
several wavelengths with spacing of 50 to 100 GHz between each wave-
length.

3. A fiber bundle can carry many wavelengths and thus an optical network
supports a large data rate.

4. Services on fiber are video, voice, and data, called triple play.

5. Architectures used today are FTTx, which stands for fiber to the home,
business, premises, building, or curb.

6. FTTx carries CATV data, transferred over 1550 nm and carries 79 AM–
VSB channels and QAM channels, uplink data of 155 Mbps over
1310 nm, and down link at 625 Mbps over 1490 nm.

7. The three-wavelength service of 1310 nm transmission, 1490 nm receiv-
ing, and 1550-nm receiving is defined by FSAN.

Figure 1.13 PON feeder for HFC.
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8. The center that delivers triple-play services is called CO and the receiver
side box is called ONT.

9. At the ONT is located the optical transceiver called ITR, which converts
the data from optical to electrical and vice versa.

10. Home is called the last 100 feet defined by HPPLA (home plug power
line alliance) and HPNA as well as wireless LAN (WLAN) and other
standards.

11. Prior to the emergence of FTTx internet data and TV, signals were deliv-
ered over fiber hybrid coax (HFC) using DOCSIS protocol initiated by
CableLabs.

12. The main issue of ONT is power backup and battery lifetime. Efficient
design of ONT with sleep mode for power failure can support POTS ser-
vices up to 8 hours and more.

13. An HFC network consists of providing downstream CATV and data from
a primary hub ring. This hub is the master head-end; the split from the
primary hub is the secondary hub ring from which fiber nodes are distrib-
uted to homes.

14. The distribution to home from the node fiber is done by a tap that converts
optical signals to electrical signals carried by coax. From each tap, there is
a drop cable to the coaxial termination at the subscriber’s home.

15. The line from the tap to home is bidirectional due to the return path
upstream.

16. The return-path line suffers from a noise issue called “noise funneling”
caused by several users are sharing the same uplink line.

17. Additional noise sources injected into the return path are in-house noises
such as radiative noise due to appliances, narrowband short waves propa-
gating through the atmosphere, and common mode noise due to connec-
tor oxidation.

18. The return path noise can be minimized by placing a low-pass filter at the
return-path outlet, thereby blocking the noise.

19. HFC data communication is done by DOCSIS protocol initiated by
CableLabs.

20. An HFX solution is an interstage solution between HFC and PON FTTx
architecture, and consists of SCM optical access and SONET/SDH
for POTS.

21. There are several levels of carriers: incumbent ILEC, CLEC, etc.
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22. The current architecture to deliver FTTx variants is PON.

23. A PON variant is defined by the data rate and method of data rate and
transfer such as gigabit PON (GPON), ethernet PON (EPON), etc.

24. PON can be used as wireless feeder, LMDS feeder, etc.

25. There are two main PON network topologies: ring and tree.

26. The method of communication and sequence is defined by the protocol
stack.

27. The hardware implementations and limitations in the Layer 1 (physical
layer per the OSI model), and algorithms related to layer 2, generally
made by algorithm and DSP group called Physical Layer Team, are to
be treated in the next chapters.
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Chapter 2

Basic Structure of Optical
Transceivers

The role of an optical receiver is to convert an optical signal into an electrical
signal. The goal of an optical transmitter is to convert an electrical signal into a
modulated optical signal. These requirements define digital transceivers as well
as analog receivers and transmitters. However, they differ from each other in
respect of design requirements and design considerations, irrespective of digital
or analog. The digital transceivers deal with large signals, while the analog recei-
vers handle smaller signals per channel and overall large loading due to multi tone
transport. On the other hand, both topologies have common requirements that can
be analyzed similarly, such as sensitivity and jitter, with minor differences.

Digital transceivers, however, differ from analog with respect to interfaces,
controls, status, reports, and indications due to the differences in mode of oper-
ation. As for transmission, an analog transmitter handles fewer signals per
channel since the optical modulation index (OMI) is low, about 4% per channel
at maximum. But it has to transmit many channels; hence, the loading is similar
to that of a large signal. The modulation depth for a digital transmitter is that of
a large signal, driving the laser between threshold to high conduction and high
optical power. Further discussion on OMI is provided in Secs. 6.9, 8.2.4, and
21.2. Additional material about community access TV (CATV) signals, standards,
and broadcast methods are provided in Chapter 3.

2.1 Analog CATV Receiver and Coax Cables

An analog receiver consists of a photodetector (PD), input matching network, and
RF chain [front end low-noise amplifier (LNA), automatic gain control (AGC, if
needed), and an output stage]. The statuses from the analog receiver are; PD
monitor, AGC voltage, and optional received signal strength indication (RSSI).
The PD monitor indicates responsivity. Generally voltage is read over a photocur-
rent sampling resistor of 1 KV at 1 mW input power. Then the responsivity in mA/
mW is calculated. The RSSI monitor provides the RF reading at a given optical
level. It is commonly used to sample a portion of the low band CATV frequency
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carriers. This way the RSSI refers to a known number of channels, and therefore
provides the power level estimation of each channel. A third indicator is the AGC
control voltage. The AGC, in case of a feedback topology, senses a limited band-
width (BW) of the low frequency channels, hence the AGC voltage is proportional
to RF level and can indicate the RF power per channel at a given optical level.
These indicators can provide the management information system for OMI esti-
mation at any given optical level for any place where the receiver is installed.
This is achieved by a lookup table that maps the RF level indicator readings,
RSSI, and AGC, with respect to the PD monitor. Additionally, the PD indicator
voltage provides the management system with information about the optical
power impinging the receiver at any place it is installed, assuming the receiver
was calibrated for PD responsivity during production. Photodiode dc voltage
monitoring may be used for power leveling when using a feedforward AGC, as
well as for reporting the optical level if the photodiode responsivity is known.
Sections 8.2, 12.1, and 12.2.7 provide more detailed explanations and numerical
examples about photodiodes and feedforward AGC. Some more control functions
are used to operate the receiver, such as an on/off function that turns the receiver
on or off for low-power mode for battery-save operation as well as CATV service
inhibition for late billing. One of the ways to realize an optical CATV receiver
is the single ended approach. The detected RF is sampled from the photo
diode as depicted by Fig. 2.1. RF power level vs. optical level is measured by
the RF-RSSI.

The RF-RSSI sampling coupler is located before the AGC attenuator; hence, it
is out of the AGC-controlled power loop and senses the RF as a function of optical
level. In some applications, the management system requires AGC-lock-detect
indication. In this case, the AGC status is provided by the AGC RF root mean
square (rms) detector or after the AGC rms detector dc amplifier. The lock-status
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Figure 2.1 Typical block diagram of a single-ended CATV analog receiver.
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flag is achieved in the following way: when the feedback AGC system is locked
onto the desired RF level, the voltage at the output of the RF rms detector is con-
stant throughout the entire AGC dynamic range. In case the RF level is below the
required level or above it for some reason, the voltage at the AGC RF detector
output is not at the nominal locking value. This information is an indication for
locking status. In analog feedback AGC, there is an additional port that compen-
sates the peak-to-rms error. This error is due to the fact that, in production, the
AGC is calibrated at continuous wave (CW), whereas an actual deployment
under live video signal is characterized by a varying peak-to-rms ratio. Thus the
peak-to-rms compensation reduces the average level of the modulated video; so
its peak level equals the CW calibration level. Further explanation is provided
in Sec. 12.2.8. AGC topologies can be feedback or feedforward, as explained in
Chapter 12. The bias voltages for the electronics and the PD are separated: one
supply is for the active RF circuit, and the second supply is for the PD. The PD
bias is generally higher, in the region of 15 V, in order to improve the PD linearity
and BW performance, as explained in Chapter 8.

The block diagram in Fig. 2.2 describes a higher linear performance approach
for a CATV receiver by using push–pull configuration.6,8 An output combiner
BALUN is used in that case to sum both arms of the push–pull receiver. In this
case, amplifiers are class A, as in any CATV receiver.

The noise density can be optimized to 3 pA/
ffiffiffiffiffiffi

Hz
p

up to 800 MHz using a
pickup inductor to compensate for the PD stray capacitance.

Generally, fiber to the home (FTTH) CATV optical receivers are tuned to have
2–4 dB up-tilt response versus frequency. The reason for this specification is to
compensate for the coax cable frequency response.1 Coax cables increase their
losses versus frequency; hence an up-tilt versus frequency provides a flat response.
Fiber to the curb (FTTC) modules are tuned with an up-tilt of up to 8 dB for the
same reason of cable loss compensation. Up-tilt gain is generally achieved by
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Figure 2.2 Typical block diagram of a push–pull CATV analog receiver.
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using equalizers in the optical receiver. More about equalization techniques will be
discussed in Sec. 11.9. Since in FTTC the cable is longer, losses are higher; hence,
it is required to have a higher tilt spec. The coax cable is the second stage of data
transport to the subscriber in hybrid fiber coax (HFC) networks, after conversion
from optical to electrical signal. In addition to their losses versus frequency charac-
teristics, coax cables suffer from propagation distortions such as group delay.
Group delay arises from the low-pass filter (LPF) nature of the coax cable and
its cutoff frequency. The result is that the cable phase response at high frequencies
is not as linear as at low frequencies. Therefore, the phase derivative versus fre-
quency is not a constant number, which results in group delay distortions. For
this reason, the group delay variation needs to be specified for a 6-MHz bandwidth.
The impact of this parameter, along with the phase jitter, is especially critical to
high-level modulations such as QAM, and is manifested in the eye-pattern and
BER measurements of such signals, and is further elaborated in Chapters 14, 15,
and 18.

Coax cables used in network distribution typically consist of a copper-clad
aluminum wire, which is the inner central conductor, an insulating dielectric
layer such as foam, polyethylene, a solid aluminum shield, which is the outer
conductor generally referred as ground (GND) potential, and a covering made
of PVC. The ratio of the inner conductor diameter to the inner diameter of the
solid aluminum shield and the type of dielectric define the characteristic impe-
dance of the coax cable.

Subscriber-drop coax cables are manufactured with a copper-clad steel center
conductor and a combination of aluminum braid and aluminum polypropylene–
aluminum tap shield. In some installation applications such as plenum installa-
tions, the coaxial cable jackets are generally made with polytretrafluoroethylene
(PTFE) material, which is used in high-frequency printed circuit board (PCB)
applications as well.

As was explained earlier, the nature of the cable depends on its characteristic
impedance dimensions and is derived from the diameter ratio and dielectric pro-
perties of the insulation material. The cable losses are due to dielectric losses
and ohmic resistive losses. The signal energy flows through the inner central con-
ductor. A skin-effect phenomenon is directly related to the conductor characteristic
resistance and the frequency of operation. At low frequencies or dc, the entire cross
section of the conductor transfers the current and it is uniformly distributed. As fre-
quency is increased, the current travels on the surface of the conductor, and thus
the resistive losses increase versus frequency.2

There are three types of coax cables used in a distribution system: trunk,
feeder, and drop cables. Cable types differ by diameter: the largest are the trunk
cables, with a typical diameter range of 0.5 in. up to 1 in. and losses of 0.89 dB
at 50 MHz up to 3.97 dB at 750 MHz, measured per 100 ft at a diameter of 1 in.
The second largest is the feeder, followed by the drop at the subscriber’s home.
Cable losses increase slowly versus temperature. One of the reasons is that as
the conducting metal expands, it becomes longer, and thus the resistance increases.
Table 2.1 provides typical losses for drop cables in dB per 100 ft, with four differ-
ent cable diameters versus frequency.1

42 Chapter 2



A useful relation to estimate cable losses is called cable loss ratio (CLR):

CLR ¼

ffiffiffiffiffi

f1

f2

s

: (2:1)

By knowing the CLR and losses of a cable at a given frequency, the cable loss at a
desired frequency can be calculated as

CL½dB� ¼ loss½dB�

ffiffiffiffiffi

f1

f2

s

¼ loss½dB� � CLR, (2:2)

where f2 represents the high desired frequency, and f1 is the known frequency with
its corresponding loss[dB].

2.2 Analog CATV Return-Path Receiver and Transmitter

The return-path receiver described in Fig. 2.3 is located at the central office (infra-
structure central where upstream is for video on demand (VOD), requests, phone,
etc.), as shown in the system concept provided in Fig. 2.5. The return-path receiver
receives plain old telephone service (POTS) signals occupying the BW of 10 KHz
to 3 MHz and 23 RF signals of 1.5 MHz quadrature phase shift keying (QPSK)
each from 5 to 42 MHz in the U.S., and 5 to 65 MHz in Europe. The traditional
standard calls for 1310 nm for the return path and 1550 nm for the CATV trans-
port. The signals are detected by the photodiode and then passed through a
duplexer, which consists of low-pass and high-pass filters, and are separated

Table 2.1 Cable losses vs. frequency with four different diameters at 688F in dB/100 ft.1

Frequency
(MHz)

59 Series Foam
(dB/100 ft)

6 Series Foam
(dB/100 ft)

7 Series Foam
(dB/100 ft)

11 Series Foam
(dB/100 ft)

5 0.86 0.58 0.47 0.38
30 1.51 1.18 0.92 0.71
40 1.74 1.37 1.06 0.82
50 1.95 1.53 1.19 0.92

110 2.82 2.24 1.73 1.36
174 3.47 2.75 2.14 1.72
220 3.88 3.11 2.41 1.96
300 4.45 3.55 2.82 2.25
350 4.80 3.85 3.05 2.42
400 5.10 4.15 3.27 2.60
450 5.40 4.40 3.46 2.75
550 5.95 4.90 3.85 3.04
600 6.20 5.10 4.05 3.18
750 6.97 5.65 4.57 3.65
865 7.52 6.10 4.93 3.98

1000 8.12 6.55 5.32 4.35
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into RF and POTS. The POTS signals are amplified and transmitted out via copper.
The RF signals pass through a Chebyshev filter, are amplified, and then pass
through a digital control attenuator (DCA). The power level of these signals is
controlled in order to provide a high dynamic range. The link dynamic range is
characterized by the noise power ratio known as the noise power ratio (NPR)
test.7 An NPR test simulates multichannel loading by injecting noise energy in a
specific BW; then, by a notch filter, the noise is rejected at a specific frequency,
creating a white noise—limited BW with a notch. The test measures the notch
depth degradation via the link. Link degradation results from nonlinearities at
high gain and noise figure effects at low gain. The difference between the two
extremes provides the NPR dynamic range. There is a specific link budget
where the NPR notch depth reaches its maximum. This state is called peak
NPR. For a U.S. band of a given design, the NPR dynamic range would
be higher compared to a European bandwidth. This is because of the higher
noise loading of the transmitter and the receiver for the European standard, for
the same transmitting power level. The second filter in the return-path receiver
is LPF with an elliptic response that further isolates the POTS channel from the
RF channel. Typical specs require 50 dB of POTS rejection with respect to RF
level. The POTS impedance level standard calls for 1000 V and RF impedance
is 75 V. A shut-down switch is used to turn off service, and peak detector
output indicates the signal level.

The return-path transmitter, shown in Fig. 2.4, is generally located at the curb
or main node, as depicted in Fig. 2.5, where the electrical signals are converted
into optical. The input signals to the return-path transmitter are POTS signals
occupying the BW of 10 KHz to 3 MHz and 23 RF signals of 1.5 MHz QPSK
each from 5 to 42 MHz. Both these modulating signals are ac coupled to the
laser bias and AM–modulate the laser. A duplexer consisting of an LPF for
the POTS and high pass fillter (HPF) for the RF signals separates and isolates
the signals. In the RF section of the return-path transmitter, sometimes there
are two stages of filtering and isolation from the POTS. Prior to modulating
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Figure 2.3 Typical structure of analog return-path receiver with POTS shut-down gain
control and RF peak level telemetry outputs.
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the laser, the RF signal passes via a digital controlled attenuator (DCA) in order
to control the optical modulation index (OMI) level of the laser and prevent dis-
tortions. Link linearity and dynamic range is characterized by the NPR test. Typi-
cally, the link degradation in an NPR dynamic range results from the return-path
laser compression.

The return-path transmitter has an automatic power control (APC) leveling
loop that sets the laser optical power by locking its bias current. A back-facet
monitor PD diode senses the optical level, and the photocurrent, which is linearly
proportional to the responsivity of the photodiode, is compared with the reference
point. The loop amplifier corrects the bias point of the laser by controlling the tran-
sistor’s current. These types of control topologies should have a very high open
loop gain in order to increase the accuracy and should have very narrow 3 dB
loop BW in order to filter out fast transitions that may affect optical power
control such as modulation. If the loop BW is wider than 1 KHz, it would start
to suppress the AM of the POTS. The return-path transmitter in this case uses
an isolated distributed feedback (DFB) laser to achieve a highly linear per-
formance and low reflections. Chapter 13 provides more details about APC
and further investigation is provided later in Chapter 12 concerning feedback
power control.
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Figure 2.4 Structure of analog return-path transmitter with POTS and RF inputs, OMI
control, OMI level indication, and shutdown.

Basic Structure of Optical Transceivers 45



2.3 Digital Transceiver

Digital transceivers consist of three main blocks, which are elaborately analyzed in
Chapters 18 and 19:

1. the optics section, which can be wavelength division multiple access/
multiplexing (WDM) duplexer module, triplexer module,5 or laser PD
block transmitter optical subassembly (TOSA) and PD module receiver
optical subassembly (ROSA),

2. the receive section, which is an electronic circuit, and

3. the transmit section, which is an electronic circuit.

CATV
Receiver

Return Path
Transmitter

Combiner
Optics
Block

(Triplexer)

Digital
Receiver

1310 nm

1310 nm

1550 nm

50–870 MHz
CATV Out 

POTS In

RF In

DATA
Out

Return Path
Receiver

1310 nm
POTS Out 

RF
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CATV
Linear

Transmitter

50–870 MHz
CATV RF

In 1550 nm

SMF

Figure 2.5 HFC CATV link structure with analog return-path receiver at the central point
and analog return-path transmitter CATV receiver and digital receiver at the curb. CATV
down-stream is on the 1550 nm and return-path up-stream is at 1310 nm.
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Additional functionalities are added to the transceiver module in order to provide
the system management indications, control, and diagnostics such as

1. transmitter burst control,

2. laser temperature sensing,

3. laser thermoelectric cooler (TEC) control loop, and

4. receiver signal detection.

In new transceivers, the diagnostic is managed by a microcontroller with inter ic
bus (I2C-BUS) The I2C-BUS standard is used for reading the temperature of the
laser, for programming the laser bias point and power levels, and for “1” and
“0” logic levels that determine the extinction ratio.

The I2C-BUS is a bidirectional serial bus providing a link between ICs. Philips
introduced that standard 20 years ago for mass production of products such as TVs.
There are several data rates under this standard:

1. standard, 100 KB/s,

2. fast, 400 KB/s, and

3. high speed, 3.4 MB/s.

Digital transceivers are well defined by standards. The TUV standard defines the
means for eye safety and laser shut down for eye protection. This eye safety circuit
turns off the laser and prevents high current to bias the laser; high optical power emis-
sion that can damage the eye is prevented. Data rates are defined as OC12, 24, 48, etc.

Packaging standards were defined by the multisource agreement (MSA) as
listed below. However, packaging standards for CATV receivers or FTTx
integrated triplexers (ITR) or integrated triplexers for the curb (ITC) form
factors are not defined by standards.

1. GBIC gigabit interface converter.

2. SFP small form, pluggable.

3. SFF small form, factor.

4. 2 � 9, two rows of 9 pins each.

5. XFP 10 gigabit.

6. Butterfly.
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Digital transceivers cover broadband data rates up to 10 GHz XFP.
In high-data-rate transmitters, an external modulator (EM) is used. This device

is used to solve the laser chirp problem, which results in chromatic dispersion.
Chirp effects in a laser is due to a change in the refractive index in the active
region because of the modulation current. Additional problems solved by EM is
data rate limitation due to the relaxation–oscillation effect in direct modulated
lasers. Relaxation–oscillation also occurs in dispersion and eye overshoots.
Digital transceivers in optical networks operate in TDM (time division multiplex-
ing) in order to serve more users when utilizing the same wavelength. A digital
transceiver block diagram is provided by Fig. 2.6. Today’s advanced technology
enables minimizing the size of the packaging. A high level of integration using
application specific integrated circuit (ASIC) technology includes all the necessary
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Figure 2.6 Typical block diagram of a digital transceiver with burst mode, TEC, APC,
diagnostic via I2C-BUS, and differential data in/out using TOSA housing for the laser
and ROSA for the receiver photodiode.
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functionalities for control and management of each section, receiving or transmit-
ting, in one chip. Using the “chip-on-board” technique allows minimizing the size
of the module’s electronic card, reducing the number of components and increas-
ing the reliability of the whole transceiver as well as reducing its cost. Figure 2.7
describes several digital transceivers and optics packaging standards. Further inte-
gration is introduced by having the ROSA modules with integrated PIN TIA as part
of the receive optics. This is done by using chip and bonding technology. This way,
sensitivity is increased and also deterministic distortions such as reflections or
X-talk are minimized, since parasitics are reduced. Further discussion on this is
provided in Chapters 19 and 20.

2.4 ITR Digital Transceiver and Analog Receiver

An integrated triplexer (ITR) is a platform containing an analog receiver
(described in Figs. 2.1 and 2.2), digital transceiver electronics (described in
Fig. 2.6), and a single fiber triplexer optics module [shown in Figs. 2.9(b)

Figure 2.7 Several digital transceiver and optics packaging standards: (a) GBIC; (b) SFP;
(c) SFF; (d) XFP; (e) TOSA; (f) ROSA. (Courtesy of Luminent OIC, Inc./Source Photonics.)
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and 2.10]. This module is the fiber to the x (FTTx), FTTP-ITR platform solution
[shown in Fig. 2.8(a)], the block diagram, which is shown in Fig. 1.1. The main
idea behind ITR, as described in the introduction, is to reduce the system complex-
ity and costs for FTTx. The major challenge in such a small form factor design is to
overcome the X-talk effects due to the leakage from the digital section into the
analog section.

The strict system specifications for linearity as defined by the Society of Cable
Telecommunications Engineers (SCTE) standard requires that the X-talk spectral
lines be lower than the maximum allowable CSO or CTB levels. Further discussion
on the X-talk design approach is provided in Chapter 20. A second challenge is to
have high isolation in the optics between the digital receiving and transmitting, and
the analog detector as well as between the digital reception and transmission itself.
The filtering is done optically and by light traps that catch undesired transmitter
light with the same wavelength as the receiver. The transmitter optical leakage
and desensitization is due to reflections as elaborated in Sec. 5.2. The PDs
are wide band and can detect either the analog channel wavelength or the digital
channels. Hence, the optical X-talk specification for an optical module is an
important factor that affects the sensitivity performance of an ITR. There are
two kinds of integrated platforms: ITR that is used for FTTH, providing RF

Figure 2.8 (a) Integrated FTTx triplexers ITR and ITC. (b) Digital BiDi 1310 nm/
1490 nm FTTP transceiver. (Courtesy of Luminent OIC, Inc./Source Photonics.)

Figure 2.9 (a) BiDi duplexer. (b) Optical triplexer. (Courtesy of Luminent OIC, Inc./
Source Photonics.)
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levels of 14–18 dBmV and ITC (integrated triplexer to the curb) that is used for
FTTC/P (fiber to the curb or premises), providing RF levels of 30–34 dBmV.
Eventually, such a platform would have an AGC and diagnostics. The advantage
in such a design is the use of common resources such as CPU, digital to analog, and
analog to digital, to report analog diagnostics and digital diagnostics (see Sec. 2.1).
The other side of the FTTx link that receives the up-link digital data, such as voice
over IP and digital return path, is a digital BiDi transceiver shown in Fig. 2.8(b)
with the BiDi optics module shown in Fig. 2.9(a). In modern FTTx systems, the
return path is fully digital, thus the analog receiver transmitter described in
Sec. 2.3 is avoided. Furthermore, advanced FTTx systems have full digital
video transport, thus the analog design issues of CSO, CTB, and CNR as well
as the need for 1550-nm PD are avoided.
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Figure 2.10 Concept of full service access network (FSAN) triplexer: (a) laser atmain axis;
(b) laser on side.5 (Reprinted with permission from Edith Cowan University, Australia.)
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2.5 Architecture of Tunable Wavelength Transmitters

A tunable laser transponder is a different approach in WDM networking that
allocates a specific wavelength to an optical network unit (ONU). It is similar
to a digital transceiver except for the laser- and wavelength-locking ability.
Additionally, since such a transmitter requires more supporting electronics and
optics for the wavelength-locking loop, it is larger; hence it is called a transpon-
der.3,4 As a transponder, it contains MUX/deMUX converters for serializing/
deserializing the nonreturn to zero (NRZ) data. A tunable laser transponder is
comprised of a tunable laser as the lasing source, and an EM for high-data-rate
modulation, thus avoiding chirp in the laser wavelength as directional modulation.
A wavelength locker indicates the wavelength deviation from the desired wave-
length (an analog-to-phase detector is in phase-locked loop (PLL) but is not a
phase detector), and temperature control units set the constant base plate tempera-
ture profiles for having higher accuracy in wavelength emission from the laser with
higher wavelength discrimination. It also has an automatic power control (APC)
loop. For size conservation, the reference PD in the wavelength locker can be
used as a back-facet monitor for optical power control-feedback looping. The
APC operation is analyzed in Chapter 13.
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Figure 2.11 Tunable wavelength transponder block diagram.
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Modern architectures contain equalizers to remove chirp effects resulting from
the Mach Zehnder EM due to sensitivity of the refractive index to modulating
voltage; this is further discussed in Chapter 7. This compensation concept is
based on the idea that the phase response derivative in filters compensates for
the resultant dispersion from the EM. The center frequency of the chirp compen-
sator filter is tuned thermally by a heater. Sections 7.3 and 7.5 provide more
information about the physics of these devices. In order to improve optical
return loss, an isolator can be used at the output of the chirp compensator.

A conceptual block diagram of a tunable transponder is depicted in Fig. 2.11.
Operation details of the wavelength locker are elaborated in Chapter 19.

The transponder’s receiver side is not shown here; however, 10 GB/s receivers
are similar to those in Fig. 2.6. A 10 Gbit receiver of a transponder contains a few
additional blocks to combat jitter. Such blocks are integrated circuit equalizers,
which are realized in DSP techniques to remove jitter. This jitter may result
from chromatic dispersion of the fiber. CDR (clock data recovery) is then used
for coherent detection.

2.6 Main Points of this Chapter

1. An analog CATV receiver converts modulated light into an RF signal.

2. There are two topologies for CATV realization: single-ended and
push–pull.

3. In the CATV receiver, there is an AGC that is either feedforward or
feedback.

4. The PD in a CATV receiver operates at a high voltage of 12–15 volts to
minimize distortions and extend its bandwidth.

5. A digital transceiver converts modulated light into a digital signal and
modulates the laser to convert a digital signal into modulated light.

6. A laser’s wavelength is stabilized by a TEC.

7. Digital transceivers and integrated triplexers provide diagnostics via I2C-
BUS. The diagnostics report is for temperature, modulation depth,
responsivity, and extinction ratio. Additionally, I2C-BUS communication
is used for programming the transmitter’s extinction ratio and AGC for
the CATV. The data is sent via the I2C-BUS to a controller used in the
transceiver’s circuit. Communication integrity is monitored by a watch-
dog timer. The watch-dog timer is a counter that operates as a one shot.
Once its count has elapsed and it is not reset within the grace period, it
hard resets the controller and sends an interruption via the I2C-BUS to
the MAC.
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8. Small optical modules used are called TOSA and ROSA. These modules
are used in SFP XFP transceivers.

9. The integrated platform combining a digital transceiver and a CATV
receiver is called ITR or ITC (to the home or to the curb).

10. RF power level to the home is 14–18 dBmV and to the curb is
30–34 dBmV. Both have up-tilt to compensate for the coax-cable
losses versus frequency.
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Chapter 3

Introduction to CATV Standards
and Concepts of Operation

A general introduction about hybrid fiber coax (HFC) systems has been provided
in previous chapters. HFC system transport consists of digital data and video data.9

The video data can be in either analog or digital modulation scheme. In this
chapter, the concept of TV and its signal structures will be reviewed. Community
access television (CATV) tests will be reviewed in relation to system-level
design approaches affecting the structure and architecture of analog optical recei-
vers. In addition, the meaning and effects of system level tests over TV image
performance will be explained.

3.1 Television Systems Fundamentals

Analog broadcast TV is phasing out in 2009. New digital standards of digital
transmission are phasing in for cellular applications and terrestrial TV such as
digital video broadcasting–terrestrial (DVB–T), digital video broadcasting–
handheld (DVB–H), terrestrial digital multimedia broadcasting (T–DMB),
terrestrial integrated services digital broadcasting (ISDB), and forward link only
(FLO). However, analog CRT TV is not going to be phased out at that time;
conversion set top boxes (STBs) are going to be used. This section provides an
introduction to analog TV broadcasting and receiving.

Television’s main advantage is transmission of visual images through electri-
cal signals. The picture consists of several small squares known as picture
elements (PELs). In digital pictures they are defined as pixels. A large number
of PELs in a given image means higher resolution and cleaner reproduction at
the TV receiver. There are mainly three standards in use throughout the world:

1. National Television Systems Committee (NTSC),

2. phase altered line (PAL), and

3. sequential color with memory; in French, Sequentiel Couleur Avec
Memoire (SECAM).
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3.1.1 Analog NTSC standard

Television signals in the U.S. are broadcast using the NTSC-M standards, who
initiated the basic monochrome TV standards in 1941 and were designated as
system M by the Committee Consultatif International Radiocommunications
(CCIR). In 1953, the NTSC of Electronic Industries Alliance (EIA) established
the NTSC for color TV standards, which is used today for terrestrial broadcasting
and cable TV transmission systems in North America, Japan, and many other
countries. This system was designed to be compatible with the monochrome
black and white TV system previously used, and calls for 525 horizontal scans
(interlaced lines) per frame. The number of frames (2 fields) per second is
59.94–60 frames per second. Two interlacing fields form one frame (Fig. 3.1).

Usually the image is scanned along the lines as shown in Fig. 3.1 until
the entire image frame is completed. This type of scanning is called progressive
scanning. In order to reduce the effect of flickering, the frame in Fig. 3.1 is
divided into two fields, and each field is used to show consecutive images. The
odd field represents the first image and the even field represents the image that
follows. This type of scanning is called interlaced scanning, which reduces and
minimizes the flicker effect to a considerable extent. Therefore, the following
arithmetic is applicable to estimate the picture frame scan frequency and time.
There are 525 horizontal scan paths per frame; hence, there are 262.5 horizontal
scan paths per field.

Scan rate is 30 (29.97) frames (complete pictures) per second, or 60
(59.94) fields (half picture) per second, so the horizontal scan frequency
yields f ¼ 525 � 29.97 ¼ 15734.25 Hz. As a result, the time for each scan is
1/f ¼ 63.55 ms. The scanning pattern of a frame is illustrated in Fig. 3.2.

The reason for using a 60-Hz vertical scan is to synchronize the monochrome
TV sets with the main power supply and prevent power-related distortions. In color

Field - 2
Field - 1

Screen Picture

Screen Line

Figure 3.1 Frame structure from two interlaced fields.
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TV, the vertical and horizontal frequencies were slightly reduced to allow the
interference beat between the chrominance carrier and the aural carrier to be syn-
chronized with the video signal. The signal terminology is as follows:

1. The brightness of the video signal (containing the picture information
details) is called luminance, visual carrier, or “luma.”

2. The color portion of the video signal (containing the information of the
picture hue or tint and color saturation) is called the chrominance or
“chroma” carrier.

3. The sound audio carrier is called the “aural” carrier.

3.1.2 Video camera tubes

The image is furnished by the television camera tube [5]. The first tube was the
iconoscope. In the image-orthicon (IO) tube, the optical system generates a
focused image on the photocathode, which eventually generates a charged
image on another surface, known as the target mosaic. Every point on the target
mosaic surface acquires a positive electric charge proportional to the brightness
of the corresponding spot in the image. In other words, instead of a light image

First Field
(Odd) 

Second Field
(Even)

 
Flyback

Start
Here

Interlaced Scanning

Figure 3.2 Scanning pattern of frame.
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there is a charge image. An electron gun scans the mosaic charge back surface with
an electron beam in the manner as shown in Fig. 3.1. The areas with no charges
bounce the electrons back to the tube. These areas are the darker areas of the
image. Areas that have a positive charge due to the picture brightness, light
absorbs the electrons until none of the electrons are be left to move back to the
tube. Before the electrons are collected, they pass through a series of positively
charged dynode or electron multiplier plates. Impinging electrons liberate two
or more electrons before they move to the next positive plate. In this way the
video image is amplified by dynatron action. The concept of IO tubes was very
large and heavy by modern terms; the filament warm-up time was long. Several
other tubes were developed such as vidicon, plumbicon, vistacon, saticon, newvi-
con, and solid state coupled charged device (CCD). In Fig. 3.3, the concept of the
IO tube is provided in a diagram.

Image section consists of photo-cathode, image accelerator, target with wire
mesh, held-in-target cap and backed by field mesh, decelerator, and the entire
unit is held in position by the shoulder base with locating bushes. The central scan-
ning section of the tube comprises the persuader, and beam-focus electrode, with
external scanning coils to deflect beam (arrowed). The return beam, after striking
target, enters the multiplier section of tube, which consists of the first dynode,
multiplier, and anode.

3.1.3 Scanning method

The camera tube scans the mosaic image in the following manner. The elec-
tron beam is controlled by a set of voltages across the horizontal and vertical

Televised
Scene

Camera
Lens
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Five Stage
Multiplier

Electron Gun

Grid No.2
and Dynode

No-1Alignment
Coil

Grid No.3Grid No.4

Grid No.5
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Grid No.6
Accelerator

Target Focusing Coil
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Deflecting Coils 
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Image
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Scanning
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Multiplier
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Figure 3.3 The concept of Image-orthicon (IO) tube.
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deflection plates. Periodic saw-tooth signals are applied on these plates as
shown in Fig. 3.4. The beam scans the first and second horizontal lines of
the first field within 53.5 ms, then, within 10 ms, returns back to the next
row to scan third and fourth lines, and so on. Meanwhile, the beam is deflected
down by the vertical scan signal until it finishes the first field scan. Therefore,
the scanned lines are not perfectly horizontal but have a down tilt. The
period of the vertical scan is 15.71 ms and the return time for the next field
scan is 0.95 ms; during the return time the vertical scan is blanked. Within
a single vertical scan the beam would scan 247.4 field lines due to the
following relation: The number of scanned lines is equal to 15.71 ms/
(53.5 msþ 10 ms). After scanning the first field, the beam starts to scan the
next field, creating a complete frame scan of 495 lines. Out of the 525
lines, 495 lines are the active scan lines and 30 lines are inactive (Figs. 3.1
and 3.2). Scanning is continuous at a rate of 60 fields per second. The resultant
electrical signal is the video signal corresponding to the visual image. This
signal with some AM modifications called vestigial side band (VSB) (to be

0.95 mSec

A-Video Horizontal Sweep

10 μSec

V

t

B- Video Vertical Sweep 

15.71 mSec

V

One vertical field’s time

t

53.5 μSec

Figure 3.4 Horizontal scanning saw–tooth pulses vs. vertical scan saw-tooth signal.
The period of 0.95 ms is the vertical blanking period. The fly-back horizontal blanking
period is 10 mm.
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explained in Sec. 3.2.3) modulates the video carrier. This carrier is transmitted
along with the FM-modulated audio (to be explained later in the section about
the TV spectrum). The TV receiver is similar to an oscilloscope. An electron
gun with horizontal and vertical deflection plates generates an electron beam
that scans the screen exactly in the same pattern and synchronization of the
scanning at the transmitter (Fig. 3.5).

To prevent a fly-back trace by the scanning beam at the receiver after
each line, a blanking pulse is added during the fly-back interval. This pulse
is known as the horizontal blanking pulse (Figs. 3.4 and 3.5), which is acti-
vated at the end of each horizontal sweep. Similarly, a vertical blanking
pulse is added at the end of each vertical scan to eliminate the unwanted
vertical retrace (Fig. 3.4). These horizontal blanking, vertical blanking, and

63.5 μSec10 μSec

Blank Horizontal Line Sweep

V

One horizontal line’s time

t

A-Video Signal Structure

63.5 μSec10 μSec

5 μSec

Horizontal blanking level
75% ± 2.5%

Horizontal Synchronization
level 

White signal level

Black level 70% ± 2.5%

Gray

100%
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12%

One horizontal line’s
scan and fly-back time 

White 12% ± 2.5%

Front porch
Back porch 

t

Blanking pulse

Synchronizing
pulse 

B-Video Horizontal Sweep 

Figure 3.5 Video signal and modulation indices vs horizontal saw tooth sweep signal.
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synchronization pulses are added to the video signal by the transmitter. The
resultant signal is called composite video.

3.2 Video Bandwidth and Spectrum Considerations
of Color TV

3.2.1 Image bandwidth

The screen resolution is determined by the number of picture elements (PELs). The
ratio between the horizontal and the vertical dimensions of the image is 4/3 and is
called the aspect ratio. Therefore, the number of PELs increases by a factor of 4/3.
Because the scanning pattern is not perfectly aligned to the resolution grid shown
in Fig. 3.1, the resolution is decreased by a factor of 0.7; this correction factor is
known as the “Kerr-Factor.”

The picture frame provided by the NTSC method consists of two fields of
262.5 rows each. Each row is a single horizontal scan containing 262.5 PELs;
therefore, a single field contains 262.5 � 262.5 PELs. The field scan rate is 30
fields per second, and single frame contains two interlaced fields. The uncorrected
PEL scanning rate will be 262.5 � 262.5 � 30 � 2 ¼ 4,134,375 Hz. This result
provides a rough video bandwidth (BW) estimate for the NTSC signal, which is
about 4.13 MHz. This example demonstrates the advantage of the two-field scan-
ning method, which has a better spectral efficiency than the progressive scan with a
single field containing 525 horizontal lines. In this case, the required bandwidth
will be 525 � 525 � 30 ¼ 8,268,750 Hz, which is about 8.26 MHz.

As a conclusion, the trade-offs of choosing the scanning standards for a video
system are given by1

BW ¼
1

2

AR� FR� NL � RH

CH

, (3:1)

where AR is the aspect ratio, FR the frame rate, NL the number of scanning lines
per frame, RH the horizontal resolution, and CH the net horizontal scanning time
without the fly-back blanking time. In Table 3.1, details of different TV scanning
standards are provided.1

Now the video spectrum can be explored. For the sake of simplicity, assume a
still image. The case then becomes scanning an array with a repeatable pattern in
both dimensions as shown in Fig. 3.6.

The brightness level b for Fig. 3.6 is a function of both directions x (horizontal)
and y (vertical) and can be expressed as b(x, y). Since the picture repeats itself in
both x and y dimensions, b(x, y) is a periodic function with periods a and b,
respectively. For this reason, b(x, y) can be represented by a 2D Fourier series
with fundamental frequencies 2p/a and 2p/b, respectively. The exponential
transformation is given by3,11

b(x, y) ¼
X

1

m¼�1

X

1

n¼�1

Bm,n exp j2p
mx

a
þ

ny

b

� �� �

� (3:2)
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Assuming that the scanning beam moves with a velocity vx and vy in the x and y
directions, respectively, x ¼ vxt and y ¼ vyt and video signal voltage e(t) is
given by

e(t) ¼
X

1

m¼�1

X

1

n¼�1

Bm,n exp j2p m
vx

a
t þ n

vy

b
t

� �� �

: (3:3)

Figure 3.6 Scanning model process using a doubly periodic image field.

Table 3.1 Different scanning standards.

System
Aspect
ratio Interlace Frames/s

Total/active
lines Lines/s

Bandwidth
(MHz)

USA
Mono 4:3 2:1 30 525/480 15750 4.2
Color NTSC 4:3 2:1 29.97 525/480 15734 4.2
Color HDTV 16:9 No 60 750/720 45000 6.01

Color HDTV 16:9 2:1 30 1125/1080 33750 6.01

UK
Color PAL 4:3 2:1 25 625/580 15625 5.5

Japan
Color NTSC 4:3 2:1 29.97 525/480 15734 4.2

France
Color SECAM 4:3 2:1 25 625/580 15625 6.0

Germany
Color PAL 4:3 2:1 25 625/580 15625 5.0

Russia
Color SECAM 4:3 2:1 25 625/580 15625 6.0

China
Color PAL 4:3 2:1 25 625/580 15625 6.0

1Digital transmission; scanning standards shown are typical; other variations are possible.
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However, the time required to scan a single horizontal and vertical line is given
by Tx ¼ a=vx and Ty ¼ b=vy, respectively. It is known that single horizontal scan
time is 1/(60 � 262.5) s per field and the complete image scan time is 1/30 s (two
fields), but for single field, scan rate is 1/60 s. Then Eq. (3.3) becomes

e(t) ¼
X

1

m¼�1

X

1

n¼�1

Bm,n exp j2p 15750 mþ 60nð Þt½ �: (3:4)

In conclusion, it can be stated that the video signal is periodic with a fundamental
frequency of 15.75 kHz for the horizontal sweep and around each harmonic clustered
satellite spaced 60 Hz apart; which is related to the vertical sweep. The timing of the
TV transmitted lines is controlled by the synchronization-pulse (sync-pulse) genera-
tor. Each vertical sync pulse is characterized by its pulse repetition interval (PRI) and
pulse repetition frequency (PRF) (Fig. 3.7). The PRF of the vertical blank has the
lowest frequency, which is 60 Hz. The blanking pulse width (PW) is 950 ms. The
PRF parameter is an important factor for determining the CATV optical receiver
automatic gain control (AGC) bandwidth, and it should be lower than 0.5 Hz. This
is for preventing the feedback AGC circuit frequency response from operating as
an envelope detector of the vertical blanking signals. In addition, the horizontal
blanking and sync together with varying color leveling requires AGC compensation
of peak to rms as will be explained later in Chapters 14 and 21.

Luminance spectral energy lines are clustered around harmonics of horizontal
scans as shown in the upper part of Fig. 3.8. Chrominance spectral energy lines are
clustered around odd multiples of half horizontal scan frequency. Both spectral
lines are multiplexed in the frequency domain, creating a video signal as shown
in the lower part of Fig. 3.8. Figure 3.9 provides the spectrum of the 6.35 ms
horizontal sync that appears in Fig. 3.5. The spectrum shows 15.75 KHz.
Figure 3.10 depicts the vertical sync spectrum of 15.71 ms, which appears in
Fig. 3.4. The spectrum in Fig. 3.10 shows �60 Hz. Those video signals appear
as video, aural, and sync signals as shown by Fig. 3.15. More information is
provided in Ref. [33].

3.2.2 Color transmission

The TV camera consists of a lens that focuses the picture to be televised onto and
through special dichroic glass semimirrors. The dichroic semimirror operates as

PW PRI

PRF

Figure 3.7 Vertical pulse PRI, PRF, and PW definitions; PW ¼ PRF 2 PRI, T ¼ 1/PRF,
f ¼ PRF.

Introduction to CATV Standards and Concepts of Operation 63



both a beamsplitter and an optical filter. The TV camera contains three camera
tubes for the three basic colors red, blue, and green (RGB). The reason to have
green color rather than yellow is the availability of phosphors that glow with
these colors. The color triangle2 shown in Fig. 3.11 provides a rough approxi-
mation of the color distribution. None of the colors can actually be reproduced
in a 100% saturated form. But the possible percent is equal to or better than that
obtained with printing ink.

With proper levels of RGB, perception of all colors in the eye is activated and
white is seen. It means that to transmit a picture of full color, it will be only necess-
ary to scan the picture simultaneously for its RGB content. The problem is to trans-
mit three signals and synthesize a color. It would require three times more BW
compared with the calculation in Sec. 2.4.4, which shows the assessment for
4.13-MHz monochromatic transmission. The problem is solved by using signal
matrixing. The camera RGB mr(t), mg(t), mb(t) information is transmitted as
three linear combinations of all three signals that are linearly independent:3

mg(t) ¼ 0:30 mr(t)þ 0:59 mg(t)þ 0:11 mb(t),

mI(t) ¼ 0:60 mr(t)þ 0:28 mg(t)� 0:32 mb(t),

mQ(t) ¼ 0:21 mr(t)� 0:52 mg(t)þ 0:31 mb(t):

(3:5)
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Figure 3.8 Frequency domain of interleaving of the chrominance and luminance signal
spectra.
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Figure 3.10 Spectrum presentation of the 60-Hz vertical sync.

Figure 3.9 Spectrum presentation of the 15.75-kHz horizontal sync.
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The signals mr(t), mg(t), and mb(t) are normalized to maximum value of 1, so
that the amplitude of the color signal is within the range of 0 to 1. That leads to the
conclusion that mg(t) is always positive, while mI(t) and mQ(t) are bipolar. The
signal mg(t) is known as luminance signal or contrast since it closely matches
the conventional monochrome luminance signal. The signals mI(t) and mQ(t) are
known as chrominance. These signals have an interesting interpretation in terms
of hue and saturation colors. Hue refers to attributes of colors that make them
red, yellow, green, blue, or any other color. Saturation or color intensity refers
to the color’s purity. For instance, deep red has 100% saturation, but pink,
which is a combination of red and white, has lower amount of red saturation.
The saturation and the hue angles are given by Eqs. (3.6) and (3.7), respectively:

sat ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2
I (t)þ m2

Q(t)
q

(3:6)

and

hue ¼ tg�1 mQ(t)

mI(t)

� �

: (3:7)

Note that white, gray, and black are not hues.
The summation of chrominance signals, mI(t) and mQ(t), is occupying the BW

of 4.2 MHz for both the I and the Q. The luminance Y or mg(t) also uses 4.2-MHz
BW and is transmitted as monochrome video signal. Now, the BW needs to be
optimized to comply the same BW of monochrome transmission. Subjective
tests show that the human eye is not perceptive to changes in chrominance (hue
and saturation) over smaller areas. That means that the BW can be cut and opti-
mized by filtering out high-frequency components without affecting the quality
of the picture since the eye would not be sensitive to them anyway. Therefore,
BW of I and Q were limited to 1.6 and 0.6 MHz, respectively. Both filtered Q
and the 0–0.6-MHz portion of I are modulated by a QPSK modulator, generating
a quadrature amplitude modulation (QAM) signal at its output while the upper
portion of the I signal mI�H(t), occupying the BW between 0.6 and 1.6 MHz, is
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Blue
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Yellow
575 nm

Cyan
495 nm

Magenta

White

Figure 3.11 Color triangle with wavelength of hues.
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sent by the low-side band (LSB). The subcarrier frequency is fcc ¼ 3.583125 MHz
(see Figs. 3.8 and 3.15). The result of this process provides the relation for the mul-
tiplexed signals Q and I, respectively:

XQ(t) ¼ mQ(t) sin vcctð Þ, (3:8)

and

XI(t) ¼ mi(t)� mI�H(t)½ � cos vcctð Þ þ mI�H(t) cos(vcct)

þ mI�Hh(t) sin(vcct), (3:9)

where vcc ¼ 2pfcc. The first argument in Eq. (3.9) is a double side band (DSB)
QAM component, while the last two are the LSB.

The composite multiplexed video is given by

mv(t) ¼ mg(t)þ mQ(t) sin(vcct)þ mI(t) cos(vcct)þ mI�Hh(t) sin(vcct): (3:10)

In addition, a color burst is added on the “back-porch” of the above multi-
plexed signal (Figs. 3.5 and 3.12) of the horizontal blanking pulse for frequency
and phase synchronization of the locally generated subcarrier at the receiver
side. The composite video is transmitted by a VSB þ C modulation.

The Institute of Radio Engineers (IRE) standard (Fig. 3.12) for NTSC TV
defines a modulation swing of 1 Vptp from the horizontal sync tip to white
level as 140 IRE division units. The horizontal blanking is a 0 IRE reference
level. The white level is 100 IRE units and the horizontal synchronization
pulse tip is 240 IRE.

Blanking Level
0 IRE

Black Level
7.5 IRE

–40 IRE

White Level 100 IRE

Active Video
52.6 ms 

Horizontal Blanking
10.9 ms

63.5 ms

Sync Tip

Sync Tip
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Front Porch
 1.5 ms

Color Burst
1.5 ms

 

Back Porch
1.6 ms

Breezeway
 0.6 ms 

Color Burst (40IRE ptp)
 8–10 cycles 3.58 MHz 

Figure 3.12 Time domain waveform of standard NTSC composite color video signal.
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There are several types of PAL standards, which is mostly used in European
countries. The PAL systems assigned a particular letter for each country. For
instance, “PAL-I” is for England, PAL-B, -G, and -H are for the continent of
Europe, and PAL-M is for Brazil. As in the NTSC method, the PAL method
uses QAM of the chroma carrier to transmit the color-difference information as
a single composite chroma signal. The R 2 Y signal at the Q vector input of the
QPSK modulator is phase inverted on alternate lines. It means that each parallel
line differs by 180 deg from the next or previous horizontal line. This way, the
picture quality is improved for different conditions. This phase alternation gives
PAL its name. In PAL, there is no color burst for horizontal synchronization.
This is achieved by the phase alternation. The simple PAL system relies on the
human eye to average the color switching process line by line. Thus, the picture
degrades by the 50-Hz line beats caused by the system nonlinearities, introducing
visible luminance changes at the line rate. This problem was solved by an accurate
delay element that stores the chroma signal for one complete line period. This
method is called PAL-deluxe (PAL-D). Similar to the NTSC system method,
the PAL has an equal BW 1.3 MHz at 3 dB for the two color differences U and
V [where V ¼ R 2 Y, U ¼ B 2 Y, see Fig. 3.14 and Eq. (3.5)]. There are minor
variations among PAL systems, mainly where 7 and 8-MHz BW are used. In
PAL-I, where 8-MHz BW per channel is used, a new digital sound carrier
called near instantaneous companding audio multiplex (NICAM) was added.

The NICAM carrier is located 6.552 MHz above the visual carrier, nine times
higher than the bit rate, it uses differential quadrature phase shift keying (DQPSK)
modulation at a bit rate of 728 kB/s, and its level is 20 dB below the visual carrier
peak sync power. Since the new sound carrier is located closer to the analog FM
aural carrier as well as the adjacent channel luminance carrier, the digital sound
signal is scrambled before it is modulated.

The SECAM system is similar to NTSC by having the same luminance carrier
mg(t) equation as in Eq. (3.5) and same color difference U and V components.
However, this method differs from PAL and NTSC in two main ideas. The aural
carrier in SECAM is AM, while in PAL and NTSC the sound is FM. The color

M(ω) ωc–ωc

2πB–2πB

DSB

SSB

VSB

ΦDSB(ω)

ΦSSB(ω)
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Figure 3.13 Spectra of a modulating signal and corresponding DSB, SSB, and VSB
signals.
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differences are transmitted alternately in time sequences from one successive line
to the next with the same visual carrier for every line. Since there are an odd
number of lines in a frame, any given line carries the R 2 Y component on one
field and B 2 Y for the next. In addition, R 2 Y and B 2 Y use FM. Like in
PAL-D, an accurate delay component is used for the synchronization with the
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Figure 3.14 (a) VSB modulator and demodulator, (b) VSB filter characteristic for LSB,
(c) VSB filter characteristic for upper side band (USB).
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Figure 3.15 (a) NTSC composite video RF spectrum structure showing the luma,
chroma, and aural carriers. The audio (aural) carrier is placed 4.50 MHz above the
visual carrier (or 250 kHz from the upper edge of the channel). The audio is an FM
signal with a 50-kHz bandwidth (i.e., peak deviation of +25 kHz).17 (Reprinted with
permission from HP Cable Television System Measurement Handbook # HP, 1994.)
(b) Interleaving of luminance (Y ), chrominance I and Q components, and audio
(aural) FM carrier.
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switching process to have simultaneous existence of R 2 Y and B 2 Y in the linear
matrix to form the G 2 Y color difference component. The BW of the chroma
signals U and V is reduced to 1 MHz. More detailed information can be found
in Ref. [27].

3.2.3 Vestigial side band

In TV NTSC systems, the video is modulated by using a vestigial side band (VSB)
modulation scheme. It is a compromise between double side band (DSB) and
single side band (SSB). It inherits the advantages of both DSB and SSB, but
avoids their disadvantages (Fig. 3.11). VSB signals are relatively easy to create
and their BW is slightly more than that of SSB, approximately by 25%. In VSB,
the rejection is not as sharp as in SSB but has a moderate roll-off and cutoff
response. As was explained before, the TV video signal exhibits a large BW
and significant low frequency content, which suggests the use of VSB. In addition,
the circuit for demodulation in the receiver should be simple and cheap. VSB
demodulation is done by simple envelope detector signal recovery.

Now there is a need to determine the shape of a vestigial filter H(W) for pro-
ducing VSB from DSB as in Fig. 3.13. Therefore, according to Fourier,

FVSB ¼ M(vþ vc)þM(v� vc)½ �H(v): (3:11)

The requirement is that m(t) be recoverable from the VSB signal wVSB(t) using
synchronous demodulation of the latter. This is done by multiplying the incoming
VSB signal wVSB(t) by 2 cosvct to produce the information signal ed(t):

ed(t) ¼ 2wVSB(t) cosvct$ FVSB vþ vcð Þ þFVSB v� vcð Þ½ �, (3:12)

where FVSB is the Fourier images of recovered wVSB(t).
From Eqs. (3.11) and (3.12), after filtering the higher harmonics of +2vc, the

output voltage e0(t) at the output of the low pass filter (LPF), see Fig. 3.14, is given
by

e0(t) ¼ M(v) H(vþ vc)þ H(v� vc)½ �: (3:13)

For distortion free response, the following constraint should be applied:

e0(t)$ CM(v); (3:14)

where M is a constant chosen, so that C ¼ 1; thus, Eq. (3.13) becomes

H(vþ vc)þ H(v� vc)½ � ¼ 1 and vj j � 2pB; (3:15)

where B is the bandwidth.
For any real filter, it is known that H(�v) ¼ H�(v). Hence, Eq. (3.15)

becomes

H(vc þ v)þ H�(vc � v) ¼ 1 and vj j � 2pB, (3:16)
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where the symbol � indicates the complex conjugate.
In a more general way, Eq. (3.16) turns into

H(vc þ x)þ H�(vc � x) ¼ 1 and xj j � 2pB: (3:17)

This is precisely a vestigial filter. Assuming a filter function form of
H(v)j j exp (� jvtd), the phase term exp (� jvtd) represents pure delay; thus,

only the magnitude H(v)j j needs to satisfy Eq. (3.17). Since H(v)j j is real,

H(vc þ x)j j þ H�(vc � x)j j ¼ 1 and xj j � 2pB: (3:18)

It can be seen from Fig. 3.13 that the filters in Figs. 3.14(b) and (c) are used to
retain the LSB and USB, respectively.

It is not required to realize the desired VSB shape in a single H(v)j j transfer
function filter. It can be done in two stages: one at the transmitter and one at the
receiver. This is exactly how it is done in broadcast. If the two filters do not
match the VSB shape, the remaining equalization is done by other LPF in
the receiver.

3.2.4 Color television transmitter and receiver structure

Color TV transmitter camera tubes (or CCDs) provide RGB outputs. These
outputs are amplified by video amplifiers and are passed through gamma correc-
tion blocks. This correction is to compensate for the camera brightness region,
which does not correspond to human eye brightness recognition. The gamma-
corrected signals are fed to a transmitter luminance matrix, creating mg(t) as
per Eq. (3.5). This process is done to produce a signal that discriminates
better against noise and also produces a better rendition of whites, grays, and
blacks when watched in monochrome. This output is known as Y or luminance
as marked in Fig. 3.16 and contains frequencies up to 4.2 MHz and would
produce black and white picture on any monochrome receiver. Hence, the
color transmission is compatible to monochrome. This Y signal is fed in two
directions: one to the adder, where luminance, color, sync, and blanking
pulses and a sample of the color subcarrier frequency called a color burst of
eight cycles are added to form a modulating signal for the color TV transmitter.2

The Y signal is fed into a phase shifter of 180 deg that creates a 2Y signal. The
2Y is fed into an adder, which generates B 2 Y and R 2 Y signals. These signals
are fed into a QPSK modulator matrix, generating two quadrature signals I and
Q, which are marked as mI(t), mQ(t), respectively. The QPSK modulator matrix
consists of a 90-deg power splitter and a linear combination matrix for ampli-
tude and phase adjustments. These I and Q outputs are fed into the I and Q
arms of the QPSK modulator, where the quadrature vector Q is modulated by
the local oscillator (LO) frequency þ90 deg and the in-phase vector I is modu-
lated by the LO directly. The I and Q signals carry the color information, and
the amplitudes of I and Q determine the color saturation (purity) as indicated
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in Eq. (3.6). The phase between I and Q determines the hue (the actual color,
which is a proper mixture of the RGB) as indicated by Eq. (3.7). The Y
signal controls the brightness.

The TV receiver in Fig. 3.17 is a super heterodyne receiver. The RF converter
converts and shifts the entire spectrum of the desired channel, video, and sound,
and AM and FM into IF frequency. The LO is synthesized by a frequency synthe-
sizer. The image signal is detected by an envelope detector and the sound (aural) is
detected by FM phase locked loop (PLL) detector. The receiver’s IF frequency
range is 41 to 46 MHz and provides the vestigial shape.
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Figure 3.16 Block diagram of luminance and chrominance multiplexing on subcarrier
of 3.58 MHz, including blanking and sync generation for single horizontal row
synchronization and fly-back blanking.
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The total signal at the input to the envelope detector is given by11

F(t) ¼ ACV 1þ mX(t)½ � cos vCVt � ACVmXQ(t) sin vCVt

þ ACA cos (vCV þ vA)t þ w(t)½ �; (3:19)

where ACV is the video carrier amplitude, ACA is the audio carrier amplitude, m the
AM index (approximately 0.85), vCV is the video carrier frequency, vA the aural
frequency, vCV þ vA is the aural carrier that is 4.5 MHz above the video, X(t) is
the video signal amplitude (AM), and w(t) is the FM audio.

Since mXQ(t)� 1 and ACA; ACV, the resulting output from the envelope detec-
tor, is given by:11

A(t) ¼ ACV 1þ mX(t)½ � þ ACA cos vAt þ w(t)½ �: (3:20)

The video amplifier has a low pass filter to remove the audio signal from A(t)
as well as a dc restorer that electronically clamps the blanking pulses and hence
restores the correct dc level to the video signal. The amplified and restored
video signal is applied to the picture tube and to the sync pulse separator that pro-
vides synchronization for the sweep generators. The brightness control is achieved
by manual adjustment of the dc level and the contrast is done by controlling the IF
gain. The aural frequency is 4.5 MHz, FM, and the frequency of the image is
4.5 MHz, AM.

In Eq. (3.20), it is shown that the envelope detector contains the modulated
audio by the value w(t). This component is picked up and amplified by another
IF amplifier at 4.5 MHz. Even though the transmitted composite video-audio in
Eq. (3.19) is from the type of frequency division multiplexing (FDM), there is
no need for separate conversion for the audio because the video operates like an
LO for the audio at the envelope detection process. This method is called an inter-
carrier-sound system and has the advantage that audio and video are always tuned
together. Successful operation is made by the condition of larger video component
with respect to audio, as well as keeping the video larger than the audio on the
transmitter side.

The function of a color TV receiver is based on the same concept as shown in
Fig. 3.17 with slight differences in the video processing. As was explained pre-
viously, any transmitted color TV signal contains three separate systems of side
bands, all within a band of 4.2 MHz. The Y signal side bands occupy the whole
4.2 MHz. The I and Q quadrature sets of chrominance side bands occupy the
space between the Y side-band clusters in the upper 2.5 MHz of the side band spec-
trum. The purpose of the receiver is to detect signals that are equal to the three
original RGB signals picked up by the camera and reassemble them in their
own component colors and identities in their proper places on the screen.

The video signal Xv(t) detected by the envelope detector is described by11

Xv(t) ¼ XY (t)þ XQ(t) sin(vcct)þ XI(t) cos(vcct)þ X̂IH(t) sin(vcct), (3:21)

where X̂IH(t) is the Hilbert transform of the high-frequency portion of XI(t) and
accounts for the asymmetric side bands. This baseband replaces the monochrome
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baseband signal after the AM detector shown in Fig. 3.17. Additionally, an eight-
cycle piece of the color subcarrier is placed on the “back porch” of the blanking
pulses for synchronization as shown in Fig. 3.10. Demultiplexing is accomplished
in a color TV receiver after the envelope detector as in Figs. 3.17 and 3.18. The
whole composite video component is passed through a 1-ms delay and is then
fed to the Y (luminance) amplifier. This delay is necessary since the chrominance
signals are passed through a narrow pass-band filter that creates a delay of 1 ms.
Then the Y signal is passed through a 3.6-MHz trap (notch filter) to remove a
major flicker component, which is the frequency of the chroma subcarrier.
Then the resultant Y signal is fed into the signal matrix adderblock. There are
three adder-block networks to regenerate the RGB components for the color tube:

R(t) ¼ Y(t)� 0:96Q(t)þ 0:62I(t), (3:22)

G(t) ¼ Y(t)� 0:28Q(t)� 0:64I(t); (3:23)

and

B(t) ¼ Y(t)� 1:10Q(t)þ 1:70I(t): (3:24)

Both the I and Q signals are produced by a QPSK demodulator, and the 2I and
2Q signals are produced by a 180-deg phase shifter as shown in Fig. 3.16. The LO
of the QPSK demodulator is synchronized and locked on the color-burst signal
using a PLL, which locks the 3.6-MHz voltage control oscillator (VCO) that pro-
vides the LO frequency. The color burst is gated by the horizontal sync pulse.
Additional manual controls are provided to control the color level, i.e., saturation
or the color purity level, and phase control between I and Q to define “tint” or
“hue” to control the chrominance angle as was explained by Eqs. (3.6) and (3.7).

3.3 Digital TV and MPEG Standards

3.3.1 The motivation for HDTV

The first impetus for high-definition television (HDTV) came from wide screen
movies. Soon after wide screen was introduced, movie producers discovered
that spectators seated in the first rows enjoyed a higher level of participation in
the action, which was not possible with conventional movies. Evidently, having
a wide field of view of the screen increased significantly the feeling of “being
there.” In the early 1980s, movie producers were offered a high-definition televi-
sion system developed by SONY and NHK.

In the late 1970s, this system was called NHK Hi-Vision and it was equal to
35-mm film.16 Following the introduction of HDTV to film industry, interest
began to build and develop HDTV system for commercial broadcasting. Such a
system would have roughly twice the number of vertical and horizontal lines
than the conventional system. The most significant problem facing the HDTV stan-
dard is similar to the problem faced by color TV in 1954. There are approximately
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600 million TVs in the world and the critical question is whether the new HDTV
standard should be compatible with the current color TV standards or supplant the
existing standard, or whether it should be simultaneously broadcast with existing
standards, knowing that existing standards will phase out over time. In 1957, the
U.S. set a precedent by choosing compatibility when developing the color TV stan-
dard. The additional chrominance signal created some minor carrier interface pro-
blems; however, both monochrome and color TVs could process the image and
sound of the same signal.

The basic concept behind HDTV is not to increase the definition per unit of
area, but increase the percentage of visual field contained by the image. The
majority of proposed analog and digital HDTV are working toward an approximate
100% increase in the number of horizontal and vertical pixels (Sec. 3.2.1). This
translates to 1 MB per frame with roughly 1000 lines containing 1000 horizontal
points per line or one million PELs. This results in an improvement by a factor of
two to three in the angle of vertical and horizontal field; furthermore, HDTV pro-
poses to change the aspect ratio from 4/3 to 16/9, which makes the screen image
look more like an image on a movie screen. Note that the aspect ratio of a picture is
defined as the ratio of the picture width W to its height H.

3.3.2 Technical limitations and concept development of HDTV

In previous sections it was explained that a conventional NTSC image of 525 horizon-
tal interlaced lines and a resolution of 427 pixels or image elements, and a scan rate of
29.97 Hz would require a BW of 3.35 MHz. In the case of HDTV with 1050 lines con-
taining 600 pixels per line, keeping the same frame rate with no interlace would
require a BW of 18.88 MHz, which is a problem. The current terrestrial (regular air
transmission rather than satellite) channel allocations are limited to 6 MHz only.
The question is what options are available in the case of 20 MHz BW for HDTV:15

1. Change channel allocation from 6 to 20 MHz.

2. Compress the signal to fit inside the 6-MHz BW.

3. Allocate multiple channels, two with compression or three without, for
HDTV signal.

The first two options are virtually incompatible with current NTSC service.
Hence, the only remaining option is to have separate channels for NTSC and
HDTV. This way compatibility is maintained with current NTSC since the first
6 MHz of a signal could be dedicated to the standard NTSC and remaining
would be the additional argumentation signal for HDTV. There are several
opinions about HDTV transport: the first view is that these systems will be ulti-
mately successful outside the conventional channels of terrestrial broadcasting,
and another view is that HDTV must use existing terrestrial broadcast channels.
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In 1987, the Federal Communication Commission (FCC) issued a ruling indi-
cating that HDTV standards to be issued would be compatible with existing NTSC
service and would be confined to the existing very high frequency (VHF) and ultra
high frequency (UHF) frequency plans. In 1988 the FCC received about 23 propo-
sals for HDTV and enhanced definition television (EDTV), which reduced resol-
ution. Those proposals were all for analog and mixed analog/digital systems like
multiple sub-Nyquist sampling encoding (MUSE) and offered a variety of options
for resolution, interlace, and BW. In 1990, the FCC announced that HDTV would
be simultaneously broadcast and that its preference would be for a full HDTV stan-
dard. The two decisions contradicted each other. The 1987 decision leaned toward
an augmentation type format where NTSC and new channels provide HDTV aug-
mentation to those already existing. The 1990 decision was a radical verdict to
phase out NTSC. On the other hand, the FCC did not have any jurisdiction over
channel allocation in cable networks. Therefore, there was freedom for the
CATV companies to have their plans, of which there were several options. They
could continue to broadcast conventional NTSC, they could install 20-MHz
MUSE-type HDTV systems (Japanese HDTV standard), or they could go with
the digital Grand-Alliance systems [Grand Alliance are AT&T, General
Instrument, MIT, Philips, Sarnoff, Thomson, and Zenith, the partners who
developed the digital high-definition television system underlying the advanced
television (ATV) standard recommended to the FCC by its Advisory Committee],
which resulted in two HDTV standards: one for terrestrial and one for CATV. In
May 31, 1990, General Instruments (GI) Corp. submitted the first standard of
specifications proposal for all digital HDTV systems. Later, on December 1990,
Advanced Television Research Consortium (ATRC), an organization of several
large consumer electronics companies, research facilities, and broadcast entities
that developed U.S. HDTV standards, announced its digital entry, followed by
Zenith, AT&T, and then MIT. As a result, there were four serious candidates
for digital HDTV as well as modified narrow MUSE and EDTV. During 1991,
these systems were tested. In 1993, the FCC made a key decision for an all-digital
technology and accepted the recommendations from the Grand Alliance. During
1994, the HDTV system was constructed, and a detailed system review and modi-
fication followed. The Grand Alliance and the technical subgroup recommended
the system parameters:

. The system would support two, and only two, scanning rates: (1) 1080
active lines with 1920 square pixels-per-line interlace scanned at 59.94
and 60 fields/s, and (2) 720 active lines with 1280 pixels-per-line pro-
gressively scanned at 59.94 and 60 frames/s. Both formats would also
operate in the progressive scanning mode at 30 and 24 frames/s.

. The system would employ MPEG-2 compatible video compression and
transport systems.

. The system would use the Dolby AC-3, 384 Kb/s audio system.26
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Following the subsystem transmission tests of the VSB14 system and the QAM
system, the VSB system was approved on February 24, 199412,13 (more details are
in Chapters 16 and 17).

Currently, Japan is the pioneer country that has full HDTV transport to the
home over fiber via digital channels, which means there is no need for an
analog optical-to-coax converter, rather a regular digital transceiver is
needed. The early seeds of Japanese HDTV started at 1968 when Japan’s
NHK started a huge intensive project to develop a new TV standard. This is
an 1125-line analog system utilizing digital compression techniques. It is a sat-
ellite broadcast, which is not compatible to the current Japanese NTSC terres-
trial broadcast. The reason for this is the fact that Japan is a group of islands
covered by one or two satellites. The MUSE system, originally developed by
NHK has a 1125-line interlaced scan 60-Hz system with an aspect ratio of
5/3 and with an optimal viewing distance of about 3.3H. The BW of the Y
signal prior to compression is 20 MHz, and the chrominance (C) BW before
compression was 7 MHz. This standard was upgraded. The various MUSE
standards are provided in Table 3.2.

The Japanese rejected the conventional VSB, which was similar to NTSC, and
chose satellite broadcast. They also explored the idea of a conventionally con-
structed composite FM signal, which would be similar in structure to Y/C
NTSC, while Y is at the lower frequencies and C is at the higher frequencies.
The satellite power in this case would be approximately 3 KW for getting a
40-dB signal-to-noise ratio (SNR) for composite FM signal in a 22-GHz satellite.16

This was incompatible with satellite broadcast. Hence, the other idea was to use
separate transmission for Y and C. This method drops the effective frequency
range and reduced the transponder power to about 570 W, where 360 W for Y
and 210 W for C would be required in order to have the same SNR of 40 dB for
a separate Y/C FM signal using 22-GHz satellite band, which is a much more rea-
listically feasible system.

Additional power savings is due to the nature of the human eye. Its lack of
response to low frequency noise allows significant reduction in the transponder
power in case the higher video frequencies are emphasized prior to modulation
at the transmitter and deemphasized at the receiver. This method was adopted
with crossover frequencies for emphasize/deemphasize at 5.2 MHz for Y and
1.6 MHz for C. This reduces the transponder power to 190 W for Y and 69 W
for C.16 The BW fitting of the Y/C signal combination into 8.15-MHz satellite

Table 3.2 Various MUSE standards.16

Standard
and year

Lines per
frame

Field
rate (Hz)

Y
bandwidth

(MHz)

C
bandwidth,
wide (MHz)

C
bandwidth,

narrow (MHz)
Aspect
ratio

NHK, 1980 1125 60 20 7 5.5 5/3
MUSE, 1986 1125 60 20 6.5 5.5 5/3
SMPTE, 1987, Studio 1125 60 20 30 30 16/9
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BW was solved by digital compression. The NHK HDTV signal is initially
sampled at 48.6 Megasamples/sec. This signal controls two filters: one is respon-
sive to stationary parts of the image and the other to the moving parts. The outputs
of the two filters are combined and then sampled at the sub-Nyquist frequency of
16.2 MHz, which is one-third of the initial sampling rate. The resultant pulse train
is converted by a digital to analog with a base frequency of 8.1 MHz.16

3.3.3 Digital video audio signals, 8VSB 16VSB 64QAM
256QAM and MPEG

The Grand-Alliance proposed 8VSB, and it was accepted by the FCC. It is the
RF modulation format utilized by the DTV (ATSC, Advanced Television
Systems Committee) digital television standard to transmit digital bits via
RF. Since the terrestrial TV system must overcome numerous channel impair-
ments such as ghosts, echoes in fiber and coax, noise bursts, fading, and inter-
ferences, the selection of the correct RF modulation scheme is critical. Moving
Picture Experts Group (MPEG) is a formatting standard that was developed to
overcome BW limitations for digital video. Data compression of audio and
video was developed by the MPEG committee under the International Standard
Organization (ISO). The MPEG technology includes many patents from many
companies, it deals with the technical standards, and it is not involved and does
not address intellectual property issues. MPEG-II is the video compression/
packetization format used for DTV. The video processing steps comprise
MPEG-II encoding and 8VSB modulation for terrestrial broadcast, and
64 QAM is set for cable operators. Hence, the two main blocks are MPEG-II
encoder and 8VSB or QAM exciter. The broadcast standard also includes
16VSB, which is proposed for cables and can carry two HDTV programs.
On the other hand, 256 QAM is demonstrated as well on cable, showing it is
capable of carrying two HDTV programs. The 8VSB method is specifically
designed for terrestrial broadcast with a reference pilot. This is done due to
the fact that the broadcast environment must overcome cochannel interference
between multiple DTV signals and between DTV and NTSC. The reference
pilot carrier helps the DTV tuner to acquire the signal when the channel is
changed. In Secs. 3.3.6 and 3.3.7, the structure of HDTV VSB/QAM exciter
is reviewed for general background. Other related standards for still-image
compression are called Joint Photographic Experts Group (JPEG) and Joint
Bilevel Image Experts Group (JBIG), which uses binary image compression
for faxes. For audio compression, the AC3 algorithm is used and will be
reviewed in Sec. 3.3.6.

3.3.4 MPEG-1 standard

The main goal of MPEG-1 compression algorithm is to improve spectrum
efficiency. Generally speaking, video sequences contain a significant amount of

80 Chapter 3



statistical and subjective redundancy29,33 within and between frames. The ultimate
goal of video source coding is bit-rate reduction for storage and transmission by
exploring both statistical and subjective redundancies and to encode a
“minimum set” of information using entropy coding techniques. For instance,
one aspect is to have clever statistical prediction of the motion vector of the
image. The performance of video compression techniques depends on the
amount of redundancy within the image as well as on the concrete compression
techniques used for coding. There is a trade-off between coding performance,
i.e., high compression with decent quality, and implementation complexity. An
MPEG compression algorithm also involves state-of-the-art very large scale inte-
gration (VLSI) technology for realization, which is crucial for that process. Further
detailed information is provided in Refs. [4 and 18].

In the previous sections, it was explained that each PEL or pixel composed
from three signals Y, U, and V, where V ¼ R 2 Y, U ¼ B 2 Y, and Y is given
by Eq. (3.5) or can be noted as Y ¼ 0.3Rþ 0.59Gþ 0.11B. The MPEG-1 algor-
ithm operates on video in the YUV domain; hence, if the image is stored in the
RGB domain, it is transformed into the YUV(Y, Cr, Cb) domain first. Conse-
quently, the image can be referred to as a grid of PELs where each element has
three coordinates. As a result, there are three samples for each pixel. Originally,
MPEG-1 started as a low resolution video sequence compression algorithm of
approximately 352 by 240 pixels, at a rate of 29.97 (approximately 30) frames
per second. Remember that two frames compose a picture for interlaced scan
mode. The MPEG quality, however, is equal to that of a high-quality original
audio CD. The main idea behind video compression is that natural human eye
response is similar to a low-pass filter. The human eye cannot resolve high-
frequency color changes in the picture, meaning that image redundancies can be
minimized for compression purposes. In other words, since humans see color
with much less spatial resolution than they see black and white, it makes sense
to “decimate” the chrominance signal, which is the color with respect to illumina-
tion, i.e., luminance. The outcome, then, is that color images are converted to Y, U,
V vector space, while the two chroma components are decimated to a lower
resolution of 176 by 120 pixels (half of original). The same image can be displayed
with the same eye observation quality but with lower number of PELs. The resol-
ution 352 � 240 and the sampling rate of (352 � 240) � 29.97 was derived from
the CCIR-601 DTV standard, which is used in professional digital video equip-
ment. In the U.S. it calls for 720 � 243 � 60 fields (not frames) per second.
The fields are interlaced when displayed. As was explained in previous sections,
an image is composed of two fields, each field is acquired and displayed within
�1/60 s apart, it can be said though that within one second, approximately 60
fields are displayed or approximately 30 frames are acquired and viewed,
because of the interlacing method (Sec. 3.1.1). The chrominance channels are
360 � 243 by 60 fields interlaced again. This ratio of 2:1 decimation in horizontal
direction is defined as 4:2:2 sampling.

The idea behind the a:b:c notation is that given numbers are stating how
many pixel values, per four original pixels, are actually sent. The a:b:c sampling
notations are relative to luminance signal Y and can be found in the CCIR-610.
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They have the following meaning:

. The scheme 4:2:2 means 2:1 horizontal down sampling, and no vertical
down sampling. In other words, “4 Y samples for every 2 Cb and 2 Cr
samples are in a scanline.” That is, of four pixels horizontally labeled as
0 to 3, all four Y’s are sent, and two Cb’s and two Cr’s are sent, as
(Cb0, Y0), (Cr0, Y1), (Cb2, Y2), (Cr2, Y3), (Cb4, Y4), and so on (or averaging
is used).

. The scheme 4:1:1 means 4:1 horizontal down sampling, no vertical. In
other words, “4 Y samples for every 1 Cb and 1 Cr samples in a scanline.”

. The scheme 4:2:0 means 2:1 horizontal and 2:1 vertical down sampling.
Theoretically, an average chroma pixel is positioned between the rows
and columns as shown in Fig. 3.19. The scheme 4:2:0, along with other
schemes, is commonly used in JPEG and MPEG-1.

4:4:4 4:2:2

4:1:1 4:2:0

Pixel with only Y value

Pixel with only Cr value and Cb values

Pixel with Y, Cr and Cb values

Figure 3.19 U(Cr) and V(Cb) subsampling relative to the luminance sample Y.
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. The scheme 4:4:4 means that no chroma subsampling is made. Each
pixel’s Y, Cb, and Cr values are transmitted, 4 for each of Y, Cb, and Cr.

A video stream is a sequence of consecutive video frames showing motion;
each frame is a still image. A video player displays the frames at a rate of
30 frames per second. The frames are digitized in the RGB domain as 24 bits,
8 bits for each color red, green, and blue. Assume MPEG-1 is designed for a bit
rate of 1.5 MB/s and can be used for images at sizes of 352 � 288 at a rate of
24 to 30 frames per second, hence the resultant data rate is 55.7 MB/s up to
69.9 MB/s. (In fact MPEG-1 is not limited to a specific frame size and rate as
noted by the CCIR-601. It supports higher resolutions and rates such as
704 � 480 up to as high as 4095 � 4095 � 60 frames per second or 1 GB/s).
This RGB format is converted to the YUV domain and its content is preserved.
The MPEG-1 algorithm operates on the YUV domain. In the YUV domain,
format images are represented by 24 bits per pixel in the following way: 8 bits
for luminance information Y and 8 bits each for chrominance U(Cr) and V (Cb).
This YUV format is subsampled at the ratio of 2:1 for both horizontal and vertical
directions. Therefore, there are two bits per each pixel of U and V information.
This subsampling does not degrade the image quality since the human eye is
more sensitive to luminance rather than chrominance. The input source format
for MPEG-1 is called SIF, which is a CCIR-601 decimated by 2:1 in the horizontal
direction, 2:1 in the time direction, and an additional 2:1 in the chrominance ver-
tical direction. In order to make the scale as divisions of 8 or 16, some lines were
cut off if required. In Europe, where PAL and SECAM are used, the display stan-
dard is 50 Hz, which means 50 fields or 25 frames per second. The number of lines
per field is changed from 243 or 240 to 288. The NTSC low resolution decimated
chrominance is changed from 120 lines to 144 lines. The reason for this is the
fact that the source data rate is same for PAL, SECAM, and NTSC:
288 � 50 ¼ 240 � 60.

The fundamental building block of an MPEG picture is called a macroblock.
Frames are divided into 16 � 16 pixel macroblocks. Each macroblock comprises
four 8 � 8 luminance (Y) and two 8 � 8 chrominance blocks, which are the U and
V vectors. In other words, there are two pairs of 16 � 16 luminance (Y ) samples
and two corresponding 8 � 8 blocks of chrominance samples, which are the U
and V vectors.

After frames were divided into macroblocks, the next step is coding. The fun-
damental idea in MPEG coding is to predict statistically the motion from frame to
frame in a sequential, temporal direction and then to use discrete cosine transforms
(DCTs) to organize the redundancy in the spatial directions. The DCT process is
done on 8 � 8 blocks, and the motion prediction is done in the luminance (Y)
signal, which is 16 � 16 blocks. This means that for a given 16 � 16 block in
the current frame, the algorithm compares it with the most similar previous or
future frame; there are backward prediction modes where later frames are sent
first to allow interpolation between frames. Hence, the first step of the coding
algorithm is “temporal redundancy reduction,” which explores the maximum
redundancy reduction using temporal predictions. There are three types of coded
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frames. Intra, marked as “I,” is coded as still frame without using past history, and
it provides access points for random access and has moderate compression. The
second frame is called the predicted and marked as “P.” It has a past and, therefore,
was predicted either from Intra frame or from a previous P frame. The last frame is
the bidirectional and is marked as “B.” This frame is interpolated to have the
lowest bit rate; furthermore, the B frame is interpolated either from the previous
or from the future reference frames. Hence, B frames are never used as a reference
frame and are an average of two reference frames. The MPEG standard does not
limit the number of B frames between any two references I or P. Hence, a sequence
of “IBBPBBPBBPBBIBBI” is a valid one. Basically, the number of B frames
defines the quantization of a motion between two reference frames. The motion
prediction explained above is achieved by comparing PELs between two consecu-
tive frames. This assumption results in a high temporal correlation between
frames. This rule breaks down under unique circumstances such as a scene
change in a movie, which is a video sequence change. The temporal correlation
is minimized and vanishes, hence intraframes are used to rebuild new video
sequences and achieve data compression.

Three main conclusions can be derived from the above discussion.

. Temporal correlation between PELs is maximal between consecutive
frames and this factor is used for generating B frames by marinating
maximum temporal correlation.

. The quantization level between I and P images is defined by the number of
B frames.

. Temporal correlation goes to minimum or zero in case of a video sequence
brake such as a scene change, which results in an extreme sharp change of
the image content (new background and figures which is color “chromi-
nance” illumination “luminance” and motion).

One of the tools of compression in the MPEG algorithm is motion compen-
sation prediction. As was explained, the frames are predicted from previous and
future frames from macroblocks. Hence, a matching technique is used between
blocks by measuring the mismatch between the reference block and current
block. The most commonly used function is absolute difference (AE):

AE(dx, dy) ¼
X

i¼7

i¼0

X

j¼7

j¼0

f (i, j)� g(i� dx, j� dy)
�

�

�

�, (3:25)

where f(i, j) represents a block of 16 � 16 pixels (macroblock) generated from the
current picture, and the g(i, j) represents the same macroblock from a reference
frame. The reference macroblock is marked by a vector (dx, dy), which represents
search location. Hence, the best matching macroblock search will have the lowest
mismatch error. The AE function is calculated at several locations within the
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search range. In order to reduce computing time and extent, an algorithm called the
“three step search” (TSS) is used. The algorithm first evaluates the AE at the center
and eight surrounding locations of the 32 � 32 search area. The location that pro-
vides the lowest AE value becomes the next center of the next stage and search
range is reduced by half. This sequence is repeated three times.

The next mathematical tool is the spatial redundancy reduction DCT function.
This process is implemented in each I frame, or used for error prediction in P and B
frames. This technique can be 1D on the columns or 2D on the rows.

For an 8 � 8 matrix, a 2D DCT is noted, while f (i, j) are pixel values and
the frequency domain transformation is F(u,v). In fact, this is 2D trigonometric
Fourier transform:29

F(u, v) ¼
1

4
C(u)C(v)

X

i¼7

i¼0

X

i¼7

j¼0

f (i, j) cos
(2iþ 1)up

16

� �

cos
(2jþ 1)vp

16

� �

, (3:26)

where

C(x) ¼
1=

ffiffiffi

2
p

. . . x ¼ 0

0 . . . . . . otherwise

�

: (3:27)

The transformed DCT coefficients, F(u, v), are quantized to reduce the number
of bits representing them as well as to increase the number of zero-value coeffi-
cients.

In other words, high-frequency energy components are removed, i.e., pixels
are taken out. This is the extra redundancy in the picture the human eyes do not
see due to the inherent LPF nature of the human eyes. The above mathematical
processes are ended by tables of parameters. The quantized DCT coefficients are
rearranged into a 2D array by scanning them in zigzag order. This process is
called entropy coding, in which the dc coefficient is placed at the first location
of the array and the remaining ac coefficients are arranged from low to high fre-
quency in both horizontal and vertical directions. It is assumed that the high-
frequency coefficient value is most likely to be zero, which is then separated
from other coefficients. This rearranged array is coded into a sequence of run
level pair. The run array is defined as the distance between zero and nonzero
values. The run level pair information and the information about the macroblock
such as the motion vectors and prediction types are further compressed using
entropy coding.

This process is done by the video encoder, which packs the compressed video,
and the data then has a layered structure.

A structured layer packet of an MPEG block contains the following
information:

. picture data of the compressed sequence of images I, B, and P, which is
defined as group of pictures (GOP),
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. packet of additional information, which includes program clock reference
(PCR), optional encryption, packet priority levels, all of which are collec-
tively called packetized elementary stream (PES),

. the encoder or the MPEG multiplexer adds to the PES a label, which is
called a presentation time stamp (PTS), and

. the encoder adds an additional label called the decode time stamp (DTS).

Prior to PES transmission, a transport stream (TS) is formed. In the decoding
process, the DTS tag informs the decoder when to decode each frame, while the
PTS informs the decoder when to display each frame. MPEG decoding and
image displaying and processing should be done in a pipeline, which is parallel
processing. Assume the sequence “IBBPBBPBBPBBIBBI” is to be decoded.
The packet has 12 images between I to I frames. Since each frame time is
1/30 s, frames each starting point will be most likely 2/5 s ¼ 0.4 s. Hence,
during transmission and decoding, when the pipeline is full, the processing
sequence will be as follows:

1. The decoder receives the (intra) I image, then it has to process the (pre-
dicted) P image and keep them in the memory. The reason for this
process is that both I and P images are reference images the B bidirectional
images.

2. Then the decoder will display the first I image, then the two B images, and
last will be the P image.

3. When I is displayed, P is stored after analysis, then B is analyzed, and so on.

All is done in parallel while the next packet is analyzed in the pipeline. Now it is
easier to understand the correlation loss since this will create a process of rechar-
ging the decoder pipeline.

MPEG-1 originally was developed to process progressive scan such as in com-
puter monitors. However, in TV, fields are interlaced and two fields create a frame
or image. The idea is to convert an interlaced source into a progressive intermedi-
ate scan format. In fact, this is the way a synthetic MPEG compatible field is
encoded. Thus, there is a preprocessing prior to encoding and postprocessing
after decoding. Then the field is displayed as an even field while the odd field is
interpolated.

3.3.5 MPEG-2 standard

MPEG-2 standard is used for compression of both video and audio. It is similar
to MPEG-1 and is an extension of it.25 MPEG-2, however, covers broadcast
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transmissions of HDTV and digital storage, and it answers the need for interlaced
video compression as in video cameras. MPEG-2 coding algorithm is based on
general hybrid DCT/DPCM (differential pulse code modulation) coding scheme
shown in Fig. 3.20. It incorporates a macroblock structure, motion compensation,
and coding for conditional replenishment of macroblocks. It uses the same tech-
nique of I, B, and P frames. MPEG-2 has additional Y:U:V luminance and chromi-
nance sampling ratios to assist video applications with the highest video quality.
Hence, to the 4:2:0 MPEG-1 sampling format were added the 4:2:2 format, suit-
able for studio video coding applications, and the 4:4:4 format, which results in
a higher video quality, i.e., images with better SNR performance and higher
resolution.

Basically, the MPEG-2 compression process is similar to MPEG-1. The first
frame in the video sequence is I, which is encoded as an intra mode with no refer-
ence. DCT is applied at the encoder on each 8 � 8 luminance and chrominance
block. After the DCT process, the 64 coefficients of the DCT are uniformly quan-
tized at the Q block. The quantizer step size (SZ) is used to quantize the DCT coef-
ficients within a macroblock that is transmitted to the receiver. After quantization,
the lowest DCT frequency coefficient (dc) has special processing, differing it from
other ac coefficients. The dc coefficient refers to average intensity of the com-
ponent block and is encoded by using differential dc prediction method. The
nonzero ac quantizer values of the remaining DCT coefficients and their locations
are then zigzag-scanned and passed through length-entropy coding using variable
length code (VLC) tables.

DCT Q VLC VB

Q*

DCT-1 DCT–1

FSMC

–

+

++

Cont

Beat
stream 

Image
Blocks

VB VLD

FSMC

+

Image
Blocks

Q*

Figure 3.20 Block diagram of basic hybrid DCT/DPCM encoder and decoder structure
concept used for both MPEG-1 and MPEG-2.
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The decoder has a feedback system. First it extracts and decodes the variable
length coded words (VLD) from the beat-stream to find locations and quantizer
values of the nonzero DCT coefficients for each block. Then it uses the reconstruc-
tion block marked as Q� for all nonzero DCT coefficients belonging to the same
clock. These subsequently pass through an inverse DCT (DCT21) and the quantizer
block pixels are obtained. By processing the entire bit-stream, all image blocks are
recovered. When coding P image, the previous (N 2 1) I or P image is stored in
the frame-store (FS) memory in both the decoder and the encoder. The motion com-
pensation (MC) is performed on a macroblock basis. Only one motion vector
between the (Nth 2 1) frame and the current Nth frame is estimated and encoded
for a particular macroblock. The motion vectors are coded and transmitted to the
receiver. Then the motion compensated prediction error is calculated by subtracting
each PEL to PEL in the macroblock comparing N to N 2 1. An 8 � 8 DCT is applied
to each of the 8 � 8 blocks contained in the macroblock, and then a quantization (Q)
of the DCT coefficients is done, followed by a VLC entropy coding. A video buffer
(VB) is needed to ensure constant bit rate at the encoder output. The quantization
SZ is adjusted for each macroblock in a frame to achieve and maintain the targeted
bit-stream rate and to prevent the VB overflow or underflow.

The decoder uses a reverse process to produce a macroblock of the Nth frame
in the receiver side.

From above encoding–decoding discussion, it is obvious that the bottleneck of
the process will be the memory-buffer capacity of the VB block. MPEG-2 commit-
tee understood that a universal compression system capable of fulfilling and
meeting the requirements of every application was an unrealistic goal. Hence,
the solution was to define several operation profiles and levels that create some
degree of commonality and compatibility among them, as provided by Table 3.3.

Even though the MPEG-2 profiles were defined, there are still 12 compliances.
In Table 3.3, the CCIR sampling notation of chrominance with respect to lumi-
nance, frame type used, resolution, and data rate and abbreviation for commonly
used levels and profiles are provided. Table 3.4 is a subtable summarizing the
characteristics of the MPEG-2 profiles.4

The MPEG2 bounds presented in Table 3.3 are the upper bounds of perform-
ance but except VBV size which is given in Table 3.4. The use of B frames
increases the resolution of motion between I and P frames. For given GOP contain-
ing 12 frames per 0.4 sec, and due to the flexibility of the rearrangement of I, P, and
B frames there is very low correlation between compression ratio and picture
quality; hence, quality is preserved.

MP@ML is a very good way to distribute video; however, it had some weak-
ness in postproduction. The 720 � 480 and 720 � 526 sampling structures defined
for ML (main level) disregarded the fact that there are 486 active lines for 525 lines
in NTSC and 625 lines in PAL.

By the possible exception of transition cuts and overlay limits, lossy com-
pressed video could not be postprocessed, i.e., zoomed, rotated, or resized while
in its compressed state. Tilt should be decoded first to some baseband per ITU-
R601. Without specific decoders and encoders that have the ability by design to
exchange information regarding previous compression operations, the MP@ML
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quality deteriorates rapidly when 4:2:0 color sampling is repeatedly used while
decoding and re-encoding during postproduction. Long GOP, with each frame
heavily dependent on others in the group, makes editing a complex task. Hence,
15-MB/s MP@ML at its upper data rate limit makes it impossible to achieve
good quality pictures in the case of short GOP having one or two frames. The
4:2:2 profile 422 P@ML (Table 3.3) utilizes 4:2:2 color sampling, which provides
more robust reencoding. The maximum video lines are raised to 608 and the

Table 3.4 MPEG-2 levels bounds for main profiles.

MPEG
parameter

Luma rate
(samples/s)

VBV buffer
size (bits)

MP@HL 62668800 9781248
MP@H14 47001600 7340032
MP@ML 10368000 1835008
MP@LL 3041280 475136

Table 3.3 MPEG-2 main profiles and levels.

Profile

Level Simple Main 4:2:2

SNR

(scalable)

Spatial

(scalable) High

High – 4:2:0;

1920 � 1152;

80 MB/s;

I, P, B;

MP@HL

– – – 4:2:0,

4:2:2;

1920 �

1152;

100 MB/s;

I, P, B;

HP@HL

High

(1440)

– 4:2:0;

1440 � 1152;

60 MB/s;

I, P, B;

MP@H14

– – 4:2:0;

1440 � 1152;

60 MB/s;

I, P, B;

SSP@H14

4:2:0,

4:2:2;

1440 �

1152;

80 MB/s;

I, P, B;

HP@H14

Main 4:2:0;

720 � 576;

15 MB/s; I,

P; SP@ML

4:2:0;

720 � 576;

15 MB/s;

I, P, B;

MP@ML

4:2:2;

720 � 608;

15 MB/s;

I, P, B;

422P@ML

4:2:0;

720 � 576;

15 MB/s;

I, P, B;

SNRSP

@ML

– 4:2:0,

4:2:2;

720 �

576;

20 MB/s;

I, P, B;

HP@ML

Low – 4:2:0;

352 � 288;

4 MB/s;

I, P, B;

MP@LL

– 4:2:0;

352 � 288;

4 MB/s;

I, P, B;

SNRSP

@LL

– –
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maximum data rate reaches 50 MB/s. Moving picture experts group (MPEG)
422 P@ML was used as a foundation for SMPTE-308M (SMPTE: Society of
Motion Picture and Television), which is a compression standard used for
HDTV. The outcome of this discussion shows that the use of B frames increases
computational complexity, bandwidth, delay, and picture buffer size of encoded
video. That is because some macroblocks require averaging between two
macroblocks. At the worst case memory, BW is increased by an extra 16 MB/s
for additional prediction. Hence, extra delay is introduced because backward
prediction needs to be transmitted to the decoder prior to the decoding and
display of the B frame. The extra picture buffer pushes the decoder DRAM
memory requirements beyond the 1-MB threshold. Several companies such
as AT&T and GI debated if there is any need for B frames at all. In 1991, GI
introduced DigiCipher-II that supports full MPEG-2 main profile syntax as well
as Dolby AC-3 audio compression algorithm.19

The MPEG-2 is then modulated by an 8VSB RF scheme and then delivered
through the HFC access networks to the subscribers’ home or curb (FTTx).
Then it is decoded at the set top box (STB) and displayed on screen.

3.3.6 MPEG AC3 and 8VSB baseband processing versus QAM

The modulation scheme used for terrestrial30 HDTV in the U.S. is 8VSB. The con-
ceptual MPEG 8VSB sequence is given in Fig. 3.21.

MPEG-2 packet contains some additional tags and bits. For instance, MPEG-2
length is 188 bytes. The first byte in each packet is always the sync byte. When the
MPEG-2 byte stream reaches the 8VSB exciter, these packets are synchronized to
the internal circuits of the 8VSB exciter. Prior to any signal processing, the 8VSB
exciter identifies starting points and ending points of each MPEG-2 data packet.
After all the processes of receiving synchronization and identification of the
MPEG-2 packet are completed, the sync byte is discarded.

The next step is data randomization, which is done at the data randomizer
block. The purpose of this process is to have a spread spectrum response,

Frame
Synchronizer

Data
Randomizer

Reed-Solomon
Encoder

Data
Interleaver

Trellis
Encoder

Sync
Insertion 

Pilot
Insertion

8-VSB
Modulator

Analog
Up-converter

Segment
Sync

Field
Sync

8VSB-RF
 OUT

MPEG-2
In

Figure 3.21 8-VSB exciter block diagram. In CATV case the pilot insertion block is not
needed and the 8-VSB modulator is replaced by a 64QAM or 256QAM modulator.
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making the data stream look like a random noise. This is done in order to have the
maximal spectrum efficiency of the allotted RF channel. The randomization
process is done by a known pseudo-random pattern; in the receiver side, there is
also the same known pseudo-random pattern that recovers the spread spectrum
data. Prior to data randomization, the modulated RF pattern would have energy
concentration at certain points and holes on others. This is due to the reoccurring
rhythms of the MPEG-2 patterns.

After randomization of the baseband data, it passes through Reed–Solomon
encoding process, which is a forward error correction code (FEC). The FEC
process is used to prevent and improve bit error rate (BER) due to the link inter-
ferences and nonidealities. These nonidealities may come from reflections, echoes,
multipath, signal fading, and transmitter nonlinearities. The Reed–Solomon
process captures the entire incoming MPEG-2 data packet after sync byte was
removed, and mathematically manipulates them as a block, creating a kind of
a digital “ID tag” of the block content. This ID tag occupies additional 20 bytes,
which are linked to the end of the original 187-byte packet that came out of the
MPEG-2 encoder. These 20 bytes are known as the Reed–Solomon parity
bytes. At the DTV receiver side, the receivers compare the 187-byte block to
the 20 parity bytes and determine the data validity. In case of an error at the recei-
ver, the algorithm defines no relation between the Reed–Solomon parity to the
data and searches for a similar packet most closely related to the ID tag. This is
an error correction process. However, the Reed–Solomon error correction
process is limited; the greater the discrepancy between the ID tag and the received
packet, the greater the chance of inability to correct the error. In fact, the Reed–
Solomon error correction process can correct up to 10 bytes of error per packet,
which is about 5.3% of its length. In case of too many bytes of errors, the algorithm
can no longer match the ID tag. The data and the entire MPEG-2 packet must be
discarded; therefore, an additional redundancy called trellis coding is added.

Following the block diagram in Fig. 3.21, the next processing step is the “data-
interleaving” done by the “data-interleaver” block. The data-interleaver scrambles
the sequential order of the data stream and scatters the MPEG-2 packet data
throughout time over a range of approximately 4.5 ms by using memory buffers.
The main idea for this process is to increase the data immunity against burst-
type interferences. The “data-interleaver” creates new smaller data packets,
which contain small fragments from many MPEG-2 preinterleaved packets.
These newly reconstructed data packets have the same length as the original
MPEG-2 packets, i.e., 187 bytes plus the 20 bytes of the Reed–Solomon ID-tag.
This process generates a time diversity since not the entire coded MPEG-2 is trans-
mitted but only parts of it at a time; hence, in case of signal corruption by bursts of
interfering noise, only some parts of the information are lost and the error correc-
tion done by Reed–Solomon can be processed on the receiver side.

After the “data-interleaving” process, an additional redundancy is added to the
data recovery process by the trellis FEC. Trellis coding differs from Reed–
Solomon in that the Reed–Solomon coding treats the entire MPEG-2 packet
simultaneously as a block, while trellis coding is an evolving code that tracks
the progression of the bit stream as it develops through time. Reed–Solomon is
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a block code, while trellis coding is a convolution code. The trellis coding
algorithm splits each byte (8 bits) into a stream of 2 bits. The trellis coder compares
each 2 bits arriving into their past history of the previous 2 bits. Then a 3-bit
mathematical code is generated, describing the transition from the previous 2
bits to the current one. These 3 bits substitute the original 2 bits and are transmitted
as eight level symbols of 8VSB since 23 ¼ 8. In other words, for each 2 bits
coming into the trellis encoder, 3 bits come out. Hence, it is defined as 2/3 rate
encoder. On the receiver side, the trellis decoder uses the transition codes of the
3 received bits to reconstruct the evolution from 2 bits to the next 2 bits. In this
manner, the trellis decoder tracks the trail, while the signal progresses from
2 bits to the next 2 bits. In this way, the trellis coding tracks the signal history
throughout time and remove potential faulty information and errors, based on
the signal’s past and future behavior. When sometimes, the 3 bits are corrupted,
it is impossible to connect between the past and the future of the signal.
The trellis error correction coding algorithm will search for the most likely
combination that connects between the past and the future of the 3-bit code.

After processing and encoding the MPEG-2 baseband, the next step is to insert
signals to aid the HDTV modem to actually locate and demodulate the RF trans-
mitted signal. These signals are Advanced Television Systems Committee (ATSC)
pilot (for 8VSB) and segment sync. These guiding signals are inserted purposely
after the Reed–Solomon, interleaving, and trellis coding in order to prevent any
signal corruption of time and amplitude relationships that these signals should
possess to be effective for detection.

In coherent digital demodulation, recovering a clock signal from the RF trans-
mitted signal is essential. The data must be sampled by the receiver with accurate
timing to have a proper recovery. The clock is generated accurately from the
recovered data. Then, if the noise level rises to where a significant amount of
errors occur, the whole clocking recovery crashes and data is lost. Therefore,
the following concepts were implemented to overcome the data susceptibility to
channel interferences, enabling the receiver to properly lock on the 8VSB signal
and begin decoding. The trellis encoder in the HDTV system performs 12
symbols leapfrogging ahead to determine the next symbol transition by learning
its future. Hence, symbol 0 is linked with 12, 24, 36, . . . , symbol 1 is linked
with 13, 25, 37, . . . , symbol 2 is linked with 14, 26, 38, . . . , and so on. This
creates an additional form of interleaving, which adds an additional burst of
noise protection. This method was designed to work well in conjugation with an
NTSC interference rejection filter in the receiver, which uses a 12-symbol-
tapped delay line. In addition, in NTSC there was a need for the amplitude of
the sync pulse to be higher than the RF signal envelope (Fig. 3.5). This way, the
receiver synchronization circuits could lock on the sync pulses and maintain the
correct image framing even though the content of the picture was a bit snowy
due to a poor carrier-to-noise ratio (CNR). In addition, the NTSC signal had the
advantage of a large residual visual carrier, resulting from the dc component of
the modulating video. This carrier is mixed with an LO with the same frequency
and is used by the TV receiver tuners to zero in on the transmitted carrier. Similar
concepts are adopted by the 8VSB for sync pulses and residual carriers, which
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enable the HDTV receiver’s modem to lock on the incoming signal and start decoding
even with the presence of heavy ghosting and poor CNR conditions. The ATSC pilot
is inserted, then, by adding dc offset on both I and Q signals of the coded baseband
prior to modulation (more details on Sec. 16.4.1). A carrier leakage at zero frequency
of the baseband MASK results. This signal is the ATSC pilot. This carrier signal is
used by the HDTV receiver RF PLL as reference signal to lock on independently
without any relation to the signal itself. The ATSC pilot consumes only 0.3 dB of
the transmitted power, which is about 7%.

The next processing stage is inserting the ATSC segment and field sync pulses.
As was explained before, an ATSC data segment comprises 207 bytes or 1656 bits,
which is equal to 828 symbols of 2 bits each that after trellis coding becomes 3 bits
each with eight levels per symbol (hence the total segment size is 2484 bits). The
ATSC segment sync is a four-symbol pulse that is attached to the front of each data
segment and replaces the missing first byte, which is the packet sync of the original
MPEG-2 data packet. As a consequence, the sync label will appear once every 832
symbols and will always have a transition from positive pulse swinging between
the signal levels of þ5 and 25 of the 8VSB levels (Fig. 3.22).

In the receiver side, 8VSB correlation circuits detect the repetitive character-
istics of the segment sync, which is distinguished adjacent to the background of the
pseudo-random data. The recovered segment sync is used to restore the system
clock (CLK) and sample the received signal. Due to the sync high repetition
frequency (similar to PRF, see Fig. 3.7), large signal swing from þ5 to 25,
which is a 5-level swing depth with an extended duration (similar to PW, see
Fig. 3.7), making the segments easy to find. As a consequence, an accurate CLK
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+3

+1

–7

–5

–3

–1

188  Byte (72 symbols)
MPEG – II Data Packet 

SEQ Sync
4 Symbols

20  Bytes
(80 symbols)

Reed Solomon 
Next

Segment 

4 symbols per Byte

Figure 3.22 ATSC 8-VSB baseband data segment structure.
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recovery is possible at high levels of noise interferences. Hence, data recovery is
possible too. This robust approach enables detection at 0-dB SNR, while data
recovery requires 15-dB SNR in case none of the above-mentioned coding was
made. As a comparison to analog color NTSC TV, each ATSC segment sync
PW equals to 0.37 ms, while NTSC sync duration is 4.7 ms. In addition, an
ATSC data segment lasts 77.3 ms compared with NTSC line duration of
63.6 ms. Therefore, HDTV sync PW is narrower compared with that of the
analog NTSC, while the segment duration is longer compared with the line
period in the NTSC system. This way the active data payload is maximized,
while the sync overhead time is minimized.

One field of HDTV contains 313 consecutive data segments as shown in
Fig. 3.23. The ATSC field sync as a whole segment appears once every 314 seg-
ments, which is once every 24.2 ms. The field sync has a positive-to-negative pulse
transition, which is a known pattern. This is used by the receiver’s modem to elim-
inate shadow signals generated by poor reception. This is done by comparing the
received field sync with errors of the known field sync that occurs prior to trans-
mission. The resulting error vectors are used to adjust the receiver’s shadow
(ghost) canceling the equalizer. As the segment sync, the large signal swing and
repetitive nature allow them to be successfully recovered at very high noise and
interference levels (up to 0 dB SNR). The robustness of the segment and field
sync permits accurate clock recovery and ghost cancelling is completely in the
8VSB receiver even when the active data payload is corrupted due to bad recep-
tion. However, ATSC syncs do not have any role in framing the displayed
image on the CRT picture tube or plasma screen. The information is digitally
coded as part of the MPEG algorithm. In addition, at the end of each field sync
segment, the last 12 symbols of the data segment number 313 are repeated in

Field Sync Segment

Data SegmentOne Data Field
313 Segments

One Data Segment (832 Symbols  208 Bytes)

Figure 3.23 HDTV field structure showing sync segment at the end of 313 data
segments.
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order to restart the trellis decoder of the receiver for the first frame of the next field
to come.

Since the next chapters deal with the QAM scheme only, which is adopted by
the CATV, the differences between the QAM scheme and 8VSB are provided in
this chapter. The FCC has designated 8VSB modulation as the terrestrial or air
modulation scheme in the U.S.

The 8VSB is very similar to 64QAM and 16VSB is very similar to 256QAM,
but in the VSB scheme only one phase of the carrier is used. There is no quadrature
component and there is no use of QPSK modulator. As it is explained in Chapters
16 and 17, the QAM scheme has both I and Q vectors. Only the 8VSB uses the
in-phase I axis; however, both modulation schemes have eight levels, hence
both modulation schemes’ constellation presentation shows eight vertical lines.
Since 8VSB has no phase information as in 64QAM, due to the lack of use of
the Q vector in 8VSB, the symbols are not arranged in a matrix as in the
64QAM. It is known that the QAM scheme has 64 constellation points, and the
difference between QAM and VSB signals can be understood by the fact that
eight levels are described by 3 bits. Therefore, in 8VSB there are 3 bits and in
64QAM there are 6 bits. There are 23 states for the in-phase I and 23 states for
quadrature Q to indicate the phase information. In other words, 8VSB constellation
has only one coordinate in the I, Q field, thus at each vertical line the phase
of the symbol is arbitrary, while 64QAM has two coordinates, which describe
64 (23

� 23 ¼ 26 ¼ 64) combinations or locations in the constellation plane. In
Fig. 3.24, the differences between 8VSB and 64QAM constellations are illustrated.

As was explained previously, in order to detect and synchronize the signal, in a
8VSB scheme an ATSC pilot is inserted for carrier recovery. In QAM, however,
the carrier recovery method takes advantage of the symmetrical structure of its
spectrum. Hence, by using a frequency doubler, the second harmonic of the
carrier can be used. Further discussion on that technique is provided in Chapters

64QAM8VSB

Figure 3.24 Comparison between 8VSB and 64QAM constellation presentations.
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16 and 17. Both modulation schemes have the same spectral efficiency. This results
in a mask shape and BW. After the up-conversion process and filtering the adjacent
undesired noise, it results in a minimum spectrum mask emission for a 8VSB
scheme, which is illustrated in Fig. 3.25.

3.4 NTSC Frequency Plan and Minimum System
Requirements

The CATV frequency plan in the U.S., provided in Table 3.7, is specified by the
FCC. In Part 76, the FCC had assigned a channel plan in accordance with
the channel set plan of the EIA. The nominal channel spacing is 6 MHz, except
for 4 MHz frequency gap between channels 4 and 5. As explained previously,
the appearance of color transmission on a spectrum analyzer shows that the
video carrier is 1.25 MHz above the lower edge of the channel boundary
(Fig. 3.15). This carrier is the main RF carrier. Therefore, the video carrier
frequency is given by f ¼ (1.25þ 6N) MHz, where N is the channel number.
This frequency plan is called the standard (STD) plan. The visual video carrier
for channels 4 and 5 are located 0.75 MHz below the 6 MHz multiples, i.e.,
0.5 MHz above the lower edge of the channel boundary. In addition, the visual
carrier in the following channel groups, 14–15, 25–41, and 43–53, has a
12.5 kHz frequency offset relative to the rest of the channels. The incrementally
related carrier (IRC) frequency plan calls for f ¼ (1.625þ 6N) MHz, since
the carriers there are located at 1.625 MHz above the lower edge of the channel
boundary. The exceptions are channels 42, 60, and 61. The IRC plan has a

Transmitter’s Output Spectrum

Pilot
Carrier

6.000,000 MHz

Amplitude
(Voltage Ratio)

1

2

1

5.138,119 MHz
2

Fsymbol

5.107,867 MHz
2

1
2

Fsymbol

881 kHz.618
2

Fsymbol

309.441 kHz
4

Fsymbol

0.11500971

2
Fsymbol

6.000 MHz

Figure 3.25 8VSB spectrum mask structure.24 (Reprinted with permission from IEEE
Transactions on Broadcasting # IEEE, 2003.)
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12.5-kHz frequency offset compared to the STD plan. This selection was done to
minimize the interference in the 25-kHz radio links, which are used in airport
control towers and aircraft navigation based on FCC regulations (FCC 76.612
Cable Television Frequency Separation Standards). The harmonically related
carrier (HRC) plan, except for channels 60 and 61, calls for 6.0003-MHz multi-
plies. The reason for that is derived from the same motivation as in the IRC
plan. The development and deployment of optical trunks opened competition for
various vintages of equipment from a variety of cable equipment providers such
as trunk amplifiers, optical-to-RF converting receivers, and return path equipment
as well as splitters, filters, etc. Equipment is provided for various frequency ranges
depending on the deployment and architecture of the cable services. Optical recei-
vers cover the bands of 50–370, 50–470, 50–550, 50–870, and 50–1000 MHz.
Other equipment covers the DBS range as well and provides the coverage of
50–870 and 950–2050 MHz in a single integration. The optical modulation
index (OMI) plan is 3–4% for the channels in the frequency range between 50
and 550 MHz and half of the modulation index mentioned for channels in the fre-
quency range between 550 and 870 MHz and DBS band (Fig. 3.26).

The above discussion provides test methodology and minimum pass or fail cri-
teria for any analog CATV HFC receiver that converts optical information into
multichannels of RF video signals. When multichannels are transmitted via a

Return Path
 Band

5–30 MHz

AM-VSB Analog 
Video

47–550 MHz Data Links Internet
IP Telephony
Wireless PCN
or QAM Video
on Demand 

FM
Radio 

1000 MHz

550 MHz 870 MHz330 MHz

40
Channels

77
Channels

110
Channels

47 MHz

Figure 3.26 Frequency plan for CATV signal transport incorporating return path for
video-on-demand CATV channels and IP telephony.
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nonlinear device such as a trunk amplifier and optical analog FFTx receiver, laser
transmitter generates various nonlinear distortions (NLDs). Further discussion is
provided in Chapters 9, 10, and 17. These discrete distortion products may
degrade the television image on screen. The multichannel distortions are categor-
ized into composite second order (CSO) and composite triple beat (CTB). The
CTB products are similar to the familiar third-order two tones in a sense that
the intermodulation (IMD) product is at the same frequency of the desired
channel. In CATV channels, it means the CTB products will have the same fre-
quency of the visual carrier as appears in Figs. 3.15(a) and (b). The visual
carrier is the main carrier in the NTSC standard. Hence, a CTB distortion would
act as a legal channel at the detection circuits and may take the image out of syn-
chronization. This will appear as horizontal streaks, covering one or more lines of
video. For CSO products, the worst distortion products are located at +0.75 and
+1.25 MHz from the visual carrier. The low CSO distortions marked by any mul-
titone tester as CSO_L are at the low side of the visual carrier. Therefore, they are
out of band, since the 6-MHz filter starts to roll off, as shown in (Fig. 3.15).
However, CSO marked as CSO_H are in band and are within the luminance
energy band as shown in Fig. 3.15. CSO distortions generally appear as swimming
diagonal strips in the TV picture. In addition, CNR/SNR affects image quality by
creating “snow.” The minimum standard is defined by the FCC8 regulations
governing the specifications for and testing of CTB CSO CNR/SNR as follows:
Regulation Text for Technical Standard and Regulation Test for Measurements.

FCC 76.605 (a) (8) and 76.609 (f) define minimum acceptable performances
for CSO/CTB:

. CSO/CTB distortions must be more than 51 dBc below the visual carrier
level in systems where the carrier levels are not tied to a single synchro-
nizing generator.

. CSO/CTB distortion products for IRC/ICC (ICC: incremental coherent
carriers) systems need to be 47 dBc down.

It has been measured statistically that CTB can be perceived with little distor-
tions as 57 dBc under ideal program and receiver conditions. These system specs
drive the FTTx optical receiver to have a CSO/CTB requirement of 60 dBc as
minimum standard over temperature, which means higher production margin of
about 2 to 5 dB on top, bringing the specification level between 62 and 65 dBc
for pass fail criteria for CSO/CTB and cross-modulation [X-mod FCC 76.605
(c) (8) and 76.609 (f)]. In Table 3.4, the NLD frequency combinations for CSO
and CTB are provided.

FCC 76.605 (a) (7) and 76.609 (e) define minimum acceptable performances
for CNR and weighted SNR. SNR is defined as the ratio between the peak luma
carrier level at normal picture level of 714 mv or 100 IRE (Figs. 3.12 and 3.15)
and the rms amplitude level of weighted noise contained in the signal. In the
U.S., this measurement is performed by using a special luma weighted filter
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called Network Transmission Committee-7 (NTC-7), according to the CCIR rec-
ommendation 567.

. The requirements of CNR define the threshold of acceptable image and the
compliance level is 43 dB. This is the weighted SNR. National cable tele-
vision association (NCTA) requires that SNR minimum standard should
be 53 dB.

. The CNR test is carried out at the output of the set top box converter and it
is a system level test.

. Noise levels are tested at 4-MHz BW.

System wise, it has been measured statistically that a CNR required for accep-
table image, the noise level should be 50 dB below the carrier at the output of an
analog optical receiver at an optical level of 26 dBm and an OMI of 3.5–4%.

The above requirements ultimately define the approach to architecture when
designing CATV optical receivers as will be discussed in Chapters 12–14. The
testing recommendations that are defined by the American National Standards
Institute (ANSI)/Society of cable telecommunications engineers (SCTE) (for-
merly SCTE IPS TP 206) are for composite distortion measurements.21 The
signal-to-noise tests are per ANSI/SCTE 17 2001 (formerly SCTE IPS TP 216)
and the Test Procedure for Carrier to Noise (CNR, CCN, CIN, CTN).22 These
tests call for spectrum analyzer parameters as shown in Table 3.5. Additional cor-
rection factors are added for CNR tests as described in Ref. [22]. X-mod tests are
defined in Ref. [23]. These tests are performed by using a multitone tester, where
the measurement is done at the output of the FTTx optical receiver. These tests
are the so-called RF tests and are described in Chapter 21. Table 3.6 provides
the frequency combination of each distortion type and number of components
for each term. An elaborate explanation for CSO CTB is provided in Section
9.6. Figure 3.27 provides the spectrum for the CSO and CTB products appearing

Table 3.5 SCTE recommendations for spectrum analyzer settings for NLD and
C/N tests.

Parameter Test conditions

Center frequency Carrier frequency under test
Span 3 MHz (300 kHz/div)
Detector Peak
Resolution bandwidth 30 kHz
Video bandwidth 30 Hz
Input attenuation 	10 dB
Vertical scale 10 dB/div
Log detect Rayleigh correction factor Subtract 2.5 dB
Video filter shape factor correction Subtract 0.52 dB
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Table 3.6 Frequency combinations for CSO and CTB products.

Distortion
order

Distortion
type term

Number of
components per term

Term level above
harmonic in dB

Second order 2A 1 0
Aþ B 2 6
A 2 B 2 6

3A 1 0
2Aþ B 3 9.54
2A 2 B 3 9.54

Third order A 2 2B 3 9.54
Aþ B 2 C 6 15.56
A 2 B 2 C 6 15.56
Aþ Bþ C 6 15.56

Pay attention that IP3 terms of the type 2A + B are lower by 6 dB compared with the triple beat terms of
A + B + C. Further discussion is provided in Chapter 9.
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in Table 3.6. The spectrum analyzer settings for CNR and NLD tests are provided
by Table 3.5 and are described by the standard.28 Additional tests are related to the
video and signal performance as will be reviewed in Sec. 3.5.

3.5 Basic NTSC TV Signal Testing

In previous sections an introductory was provided about TV schemes standards
and system RF level tests such as CSO, CTB, CNR, and X-mod. These tests
provide information about system performance that may affect video quality.
Additional tests referring the video baseband performance and video signals are
needed as well to provide the entire information about the link. These tests are:

. differential gain marked as DG;

. differential phase marked as DP;

. chrominance to luminance delay inequality marked as CLDI; and

. hum noise.

3.5.1 Differential gain

Differential gain (DG) is defined as the difference in amplitude response at the
color (chroma) subcarrier measured at 3.58 MHz (Fig. 3.15) as a result of a
change of the luminance carrier level on which it rides. The source test signal
used is a “staircase” signal generator with chroma added to risers. It consists of
five steps in luminance Y covering the entire range from blanking to peak white.
The Y steps are 20 IRE units each from zero to 100 IRE. To each step is added
a color-burst phase, 2(B 2 Y), which swings 40 IRE peak to peak (ptp), identical
to the NTSC burst. In case of no DG distortion, the signal will last with all subcar-
rier packets at 20 IRE (ptp).

The signal can be seen on the monitor when the chroma filter is switched
on. The filter removes the luminance structure on which the chroma signal is
carried. Chroma packets should be within 0 to 100 IRE units. The standard
calls for the measurement of the ratio between the difference of the largest
chroma packet to the smallest chroma packet and the largest chroma packet.
The ratio result is expressed in percent or decibels. According to FCC
section 76.605, the maximum DG distortion value cannot exceed 20%. In the
case of point-to-point terrestrial links, the NCTA7 requirements for
maximum DG is 15%. This value indicates the extent of drop in color satur-
ation due to an increase in the luminance subcarrier power. The staircase
signal range is up to 100 IRE units, which correspond to 12.5% modulation
index as shown in Fig. 3.5. The reason for that minimum is to prevent a
phenomena called “intercarrier buzz” in TV sets. This appears when one
wears a white shirt in front of a camera in the studio. That is why staircase
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modulated signal is used with an amplitude modulator, i.e., TV and CATV, and
the signal is held within 100 IRE. In Fig. 3.28, one vertical interval test signal
(VITS), recognized as the FCC composite radiated signal, which is passed
through an amplitude modulator, for VITS filed 1 line 18 is shown. The
signal consists of half a line of the modulated staircase and half a line of pulse
bar, i.e., two test signals at one line. However, careful observation shows that
the top luminance step is 80 IRE, and 20 chroma peaks reach just up to 100
IRE. Hence, a standard amplitude-modulated video staircase will look almost
white, with no saturation on a TV set at the fifth bar of the staircase signal.

Another VITS test signal was developed in 1988 by the NTC called standard
EIA/TIA-250C and ANSI T 1.502. It is similar to FCC composite radiated signal,
with the exception that the staircase and the pulse-bar signals are reversed in time
sequence. In this case the Y top step is at 90 IRE and the peak subcarrier is at 110
IRE. This signal is used to check network transmission such as the transmission
through satellites that have more dynamic range.

3.5.2 Differential phase

Differential phase (DP) is defined as a distortion of the color subcarrier phase (hue)
depending on the luminance (Y ) level on which the subcarrier is carried on. It
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shows up as the hue shift. The method involves using the same staircase test signal
as was described in DG test and measuring the phase in a vector scope. In fact, a
vector scope provides information about both DG and DP: DG is a change in the
radius (magnitude), and the phase change refers to DP distortion. In case of no DP
and DG, the vector scope will show only one single dot. According to FCC section
76.605, the DP for color carrier is measured at the largest phase difference between
the chroma component and a reference component at 0 IRE, which is the blanking
level. Eventually the largest phase shift will be at the fifth stair level. The
maximum phase shift should not exceed +10 deg.

3.5.3 Chrominance to luminance delay inequality

The chrominance to luminance delay inequality (CLDI) test measures the change
in time delay of the chroma subcarrier signal with respect to the luminance Y
signal. The measurement is taken at the modulator output or processing unit at
the cable head end. The minimum standard defined by FCC section 76.605
states that CLDI should be within 170 ns. The test is performed by inserting
VITS signal prior to its reception at the cable TV head end.

3.5.4 Hum test

The definition of hum noise is that it results from the amplitude modulation of the
carriers over the cable. As was explained before, the visual carrier in NTSC and
PAL is amplitude modulated. The test is done by using a spectrum analyzer. It
is caused by low frequency amplitude modulation and its measurement description
is provided in Ref. [24]. The source of hum may be the poor filtering of power
supply that results in a ripple over the dc bias at the frequency of 50 to 60 Hz
and its harmonics. Another source may be a loose RF connector that forms a
diode due to corrosion. Hum noise will generate rolling bars on the TV screen.
The FCC standard section 76.605 (a) (10) states that the peak-to-peak variations
caused by undesired low frequency disturbances, which are generated within the
system or due to poor filtering and frequency response, should not exceed 3% of
the visual signal level. Measurement is performed on a single channel by using
nonmodulated carrier and checking the AM index as a function of the residual
modulation on the dc input bias.

As a summary for the above discussion, it is important to note that any fiber-to-
coax translator or receiver would have full compliance to the minimum standard.
NLD distortions will result in some effects as explained in Sec. 3.4; however, the
second-order effects may result in poor DG, DP, and CLDI. In addition to the tra-
ditional low-frequency sources, hum noise may also result from the instability of
AGC circuits in the optical analog receiver. Since AGCs are narrow band feedback
systems or feed forward system with hysteresis, improper design would result in a
low frequency residual AM with the same effects as hum noise. Further discussion
on AGC is given in Chapters 12 and 21 (Sec. 21.5).
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3.6 Main Points of this Chapter

1. There are three main standards in TV transmission: NTSC, PAL, and
SECAM.

2. NTSC and PAL systems use AM for the video and FM for the sound.
SECAM uses FM for the video color information and AM for the
sound and luminance.

3. The reasons for using interlaced scanning are to save video bandwidth
and to prevent picture flickering.

4. NTSC has 525 horizontal lines, and PAL and SECAM have 625 horizon-
tal lines each. Active horizontal lines are 480 for NTSC and 580 for both
PAL and SECAM.

5. The significant signal that defines a CATV feedback AGC bandwidth in
an optical receiver is the vertical scan frequency sync signal, which is
50–60 Hz per field. Thus, the AGC bandwidth should be below
0.5 Hz. This rate of the vertical sync is called PRF.

6. VSBþC is the modulation type for the video signal in PAL and NTSC. It
combines the benefits of DSB and SSB modulations. Its advantage is its
spectrum efficiency. VSB demodulation is cheap and is done by a simple
envelope detector.

7. The CATV frequency plan calls for an OMI level between 3% and 4% for
the channels between 50 and 550 MHz and between 1.75% and 2% to the
channels from 550 to 870 MHz.

8. CATV channel spacing is typically 6 MHz and the channel plans are
typically with 110 channels in the frequency range of 50 to 870 MHz.

9. The three main colors in TV are RGB (red, green, and blue).

10. Horizontal scan color sync in NTSC is done by color burst on the back
porch. Phase inversion of the R 2 Y between alternating horizontal
scans are used in PAL. In SECAM, R 2 Y and B 2 Y are transmitted
alternately and are FM signals.

11. CATV minimum specifications call for 51-dBc for CSO and
CTB, and 43-dB for CNR. Practically, minimum specifications
call for a standard of 60 to 65-dBc for CSO and CTB, and 48- to
50-dB for CNR.

12. CSO_H are the most critical second-order distortions since they are
located both within the channel BW at þ0.75 MHz and at þ1.25 MHz
off the luminance carrier.
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13. CSO_L are the least critical second-order distortions since they
are located both at the low end of the channel BW at 20.75 MHz
and at 21.25 MHz off the luminance carrier. Hence, they do not
affect the previous channel signal, which is frequency-modulated
sound signal.

14. CTB distortion signal drops at the same frequency of the luminance
carrier and may cause loss of sync in case it has high enough in power.

15. IRE units are defined as 1 V ¼ 140 IRE units.

16. NTSC BW is 6 MHz, visual carrier (luma Y) is at 1.25 MHz from the low
BW edge, color (chroma) is at 4.38 MHz from the low BW edge, and the
sound (aural) is at 5.75 MHz from the low BW edge.

17. Color information is modulated by a QPSK modulator having I and Q
vectors.

18. Scanning process of an image is 2D Fourier transform.

19. HDTV uses MPEG-2 and AC3 for image and sound compression.

20. MPEG compression is done by a Fourier transform called DCT, where
the low-energy, high-frequency pixels are dropped.

21. Down sampling is the first step prior to MPEG compression process.
There are several down sampling schemes, 4:2:2, 4:1:1, and 4:2:0.

22. There are three types of frames in MPEG: I, intra, not predicted funda-
mental image; P, predicted; and B, bidirectional, can be predicted from
I and P and used between I and P.

23. A sequence of I, B, and P images is called GOP, which stands for group
of pictures.

24. Prior to HDTV transmission, MPEG2 passes through frame synchroni-
zer, data randomizer, Reed–Solomon encoding, data interleaver,
Trellis encoding, field and segment sync insertion, pilot insertion in
case of 8VSB, and modulation (8VSB for terrestrial broadcast or
64QAM for CATV).

25. Trellis encoding is convolution coding and Reed–Solomon encoding is a
block coding.

26. 8VSB modulation scheme corresponds to 3 bits or eight modulation
levels, and 64QAM modulation scheme corresponds to 8 bits or 64
modulation levels.

27. Both 8VSB and 64QAM have similar spectrum efficiency.
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28. The pilot in 8VSB assists the HDTV tuner to lock in quickly to a new
channel.

29. HDTV contains 313 segments in a field plus one additional segment
called the field sync segment.

30. Differential gain and differential phase are video tests checking the dis-
tortions affecting the color saturation and hue, respectively.

31. Hum noise can be a result of ac ripple leakage into the dc bias circuit,
which results in a low frequency residual AM on the video signal, but
can be also a result of the optical receiver’s AGC oscillation, which is
a low frequency oscillation.

32. Distortions in digital TV may reduce BER performance.

33. HDTV transmission is much more robust and can handle lower CNR for
BER of 10210. In 64QAM, CNR ¼ 28 dB and for 256QAM,
CNR ¼ 35 dB.6
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Chapter 4

Introduction to Optical Fibers
and Passive Optical Fiber
Components

Optical fibers are one of the latest additions to signal-link submillimeter-
wavelength transmission line technology. Optical fibers are cylindrical
waveguides with significantly low loss. Since frequencies of light are very high
compared to that of microwaves, the bandwidth (BW) of an optical fiber is high,
and high data rate transports can be delivered through it. The fundamental
difference between a fiber and a coax is the material fiber versus metal and the
nature of the signal: photons versus electrons. In coax, the information signal
travels in the central conductor, whereas in the fiber, light travels in the core. In
coax, the central conductor is surrounded by an insulation dielectric material
and then by a conductive sleeve. In the fiber, the core is covered by a cladding,
and the core refractive index and diameter define the type of the fiber. However,
in both cases, the fiber and the coax can be used to transfer electromagnetic
waves.1,2 Similar to circular or rectangular waveguides used in microwaves, the
fiber is a circular waveguide. Hence, propagation modes depend on the dimensions
of the fiber. These modes are marked as EHnp or HEnp, where n and p indices are
the mode order of the Bessel equation solution.1 There are three main types of
optical fibers.

1. Single mode fiber (SMF) step index. Single mode fiber is a low-loss optical
fiber commonly used for long haul. These fibers are characterized by a
small core radius ranging from 1 to 16 mm. The differential refractive
index between the core and the cladding is about 0.6%. These fibers are
used with lasers only because their acceptance numerical aperture (NA)
is narrow.

2. Multimode step index fiber. Multimode step index fibers have a large core
diameter and a larger NA (acceptance cone), so light emitting diodes
(LEDs) can be coupled efficiently into them. The core radius range is 25
to 60 mm. The differential in its refractive indices is from 1% to 10%. It
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is a low-bit-rate fiber and low-BW short haul and is used for low-cost
applications such as short links between computers.

3. Multimode-graded index fiber. Graded index fiber has a gradual mono-
tonic decrease in the refractive index between the core center until it con-
verges into a plateau at the cladding region. For the purposes of wide band
performance, multimode fibers are designed and manufactured with
graded index profiles in order to reduce the intermode dispersion. This
type of fiber has a core radius range of 10 to 35 mm and a cladding
radius range of 50 to 80 mm (Fig. 4.1).

In addition, passive components such as couplers, connectors, and filters and
optical isolators, fiber Bragg grating (FBG), and wave division multiplexing
(WDM), multiplexers (MUXs) will be reviewed. All these components have a
major role in passive optical networks (PONs) deployment.
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Figure 4.1 Optical fiber types.
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4.1 Single Mode Fiber

Single mode fiber is commonly used in community access television (CATV),
quadrature amplitude modulation (QAM), amplitude modulation (AM), and vesti-
gial side band (VSB) transport, as well as in high-speed data rate channels due to
its lower loss and dispersion compared to multimode fibers. Group velocity dis-
persion (chromatic dispersion) is a primary cause of concern in high bit rate
(.2.5 Gbps), single-mode WDM systems. Dispersion in an optical pulse creates
pulse broadening such that the pulse spreads into the slots (in the time domain)
and interferes with adjacent pulses. In addition to intersymbol interference (ISI),
it also introduces a power penalty, which can cause degradation of the overall
system’s signal-to-noise ratio (SNR). In addition, even though it is a passive
device, these characteristics introduce nonlinear effects when driven by multiwa-
velength. This can be analyzed by Volterra series.3 The nature of SMF response
versus optical wavelength is well demonstrated by Fig. 4.2.

Optical loss in commercial high-quality SMF is caused mainly by the Rayleigh
scattering of the silica glass. The losses are inversely proportional to the fourth
power of the wavelength and decrease as wavelength increases:2

P(L) ¼ P 0ð Þ � 10�aL=10

P Lð Þ dBm½ � ¼ P 0ð Þ dBm½ � � aL,
(4:1)

where a is given by

a ¼
C

l4
, (4:2)

where C is a constant in the range of 0.7 to 0.9 (dB/Km)/mm4.
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Figure 4.2 Optical attenuation rate in dB/Km as a function of wavelength showing the
three wavelength windows of operation.
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In the logarithmic plot scale in Fig. 4.2, the Rayleigh asymptotic rate reaches
the 1600-nm zone minimum where the intrinsic absorption dominates. This
common minimum is used for the 1310 and 1550 nm wavelengths. The reason
for Rayleigh scattering is because the inner core of the fiber is composed of
glass with a slightly higher refraction index than the outer cladding. This phenom-
enon is because of local microscopic fluctuations in silica density. In silica, the
molecules vibrate randomly during the fiber fabrication between solid and
freeze states, which lead to refractive index fluctuations. Hence, while propagating
through the fiber, some of the light is lost due to optical absorption that results from
the glass impurities, scattering due to nonuniformities in the material, and bend
losses. The intrinsic material absorption is divided into two categories. Losses
are caused by pure silica, where extrinsic absorptions are related to losses gener-
ated by impurities. Silica molecule electronic resonance is in the ultraviolet region
of l , 400 nm and vibrational resonance occurs in the infrared region where
l . 700 nm. Due to the amorphous nature of fused silica, these absorptions are
at the band edges, where its tail continues into the visible wavelength. Hence,
short wavelengths can be used at the first window (Fig. 4.2). Extrinsic absorption
results due to the presence of impurities such as Fe, Cu, Co, Ni, Mn, and Cr, where
Cr absorbs highly in the 600- to 1600-nm range. Modern fabrication methods have
the ability to produce pure silica. However in state-of-the-art pure silica, the main
absorption is in the presence of residual water vapors. From Fig. 4.2, it is observed
that 1550 nm has a loss advantage over the 1310-nm wavelength; however, system
performance also depends on the dispersion factor, which is lower for 1310 nm.
Dispersion also depends on the wavelength of the signal in multimode fibers,
which have higher core diameters. That raises many modes to propagate
through the fiber, since their wavelength satisfies the boundary conditions of
this circular waveguide. However, dispersion occurs to some extent in SMF,
since the glass refraction index is dependent on wavelength too.

The definition of chromatic dispersion is the negative change of the group
travel time per fiber length unit per wavelength change. Hence, chromatic dis-
persion is always provided in units of ps/(km � nm). The SMF propagation
mode is determined by an effective refractive index neff, since the indices of
both the core and cladding influence the propagation:

neff ¼ n2 þ b lð Þ n1� n2ð Þ, (4:3)

where n1 is the core refractive index and n2 is the cladding refractive index.
Assume the following well-known relations:

Vgr ¼
dv

db
; (4:4)

v ¼
2pC

l
; (4:5)

b ¼
2pneff

l
; (4:6)
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where Vgr is the group velocity, v is the radian optical frequency, b is the propa-
gation constant along the fiber, C is the speed of light, and l is the wavelength in
vacuum. The propagation time in picoseconds can be defined as

tgr ¼
L

Vgr

¼ L
db

dv
ps½ �: (4:7)

Substituting Eqs. (4.3) to (4.6) into Eq. (4.7) results in

tgr ¼
L

C
n2gr þ n1gr � n2gr

� �

b� lð Þ
db

dl

� �

, (4:8)

where

n1gr ¼ n1 � l
dn1

dl
(4:9)

and

n2gr ¼ n2 � l
dn2

dl
: (4:10)

Subtracting Eqs. (4.9) and (4.10), assuming small change in the derivative
parts, results in the following justified approximation:

n1 � n2 ¼ n1gr � n2gr: (4:11)

This approximation in Eq. (4.8) and the definition of b(l), together with the IEEE
definition provided in Ref. [4], results in the chromatic dispersion expression
given by

DCHR ¼ �
dtgr

Ldl

ps

km� nm

h i

, (4:12)

DCHR �
l

C

d2n2

dl2
þ

l

C
n1 � n2ð Þ

d2b

dl2
: (4:13)

The first argument in Eq. (4.13) describes the material dispersion, while the second
part describes the waveguide dispersion. The waveguide dispersion, however,
makes a very small contribution to the overall dispersion performance of
the fiber. One of the methods to compensate for dispersion is to use dispersion-
shifted fibers. This is done by segmenting the core of the fiber. Hence, larger
waveguide dispersion is achieved and cancellation of the dispersion at one
wavelength or more can be accomplished. Assuming a negligible multimode
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dispersion, the 3-dB optimal fiber BW BCHR due to chromatic dispersion effect is
given by:

BCHR ¼
0:44

LDl DCHRj j
, (4:14)

where L is the total length of the fiber and Dl is spectral BW at full width at half
maximum (FWHM) of the source. The above expression is based on fiber response
to an optical impulse, narrow zero width pulse, having a Gaussian spectrum, where
the spectral FWHM width is equal to Dl. This is a Gaussian pulse, which has an
FWHM pulse width equal to the denominator of Eq. (4.14) at the fiber output.

It is observed in Fig. 4.3 that zero chromatic dispersion occurs at the 1310-nm
wavelength domain for silica SMF.

Using a dispersion-shifted fiber may solve this problem; however, the 1310
would then result in dispersion of about 230 ps/(km � nm). In FTTx, an inte-
grated triplexer (ITR) modules, where standard 1310-nm Rx/Tx are used, and a
1550 nm is used, the use of a shifted dispersion factor would penalize the other
wavelength. Hence, the solution is somewhere between the two wavelengths,
which fits for the full service access network (FSAN) standard and the regular
1310/1550.

In addition to the inherent natural distortions associated with SMF, there are
distortions and losses generated by mechanical deformations of the fiber such as
bending. Bending a fiber in a radius R is called macrobending.6,7 Cable bending
is essential during deployment. The bending radius defines the amount of associ-
ated losses and additional dispersion.5,6
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Figure 4.3 Dispersion as a function of wavelength, while the fiber material is a
parameter; material dispersion of polymethylmethacrylate (PMMA), PF polymer, and
silica. (a) PF homopolymer; (b) 15 wt.% PF dopant–added PF polymer; (c) pure SiO;
(d): 13.5 mol% GeO-doped SiO. (e) PMMA homopolymer.5 (Reprinted with permission
from the Journal of Lightwave Technology # IEEE, 2000.)
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As was explained above, group velocity dispersion (chromatic dispersion) is
the primary cause for concern in high bit rate (.2.5 Gbps) single-mode WDM
systems. Dispersion in an optical pulse creates pulse broadening in such a way
that the pulse spreads into neighboring slots (in the time domain) of the other
pulses. In addition to the ISI it creates, it also introduces a power penalty, which
can cause a degradation of the system’s SNR. Optical SNR is a true figure of
merit for optical communications. The dispersion power penalty dual port (DP)
is given by:8

DP ¼
10 log (s=s0)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ½DCHRL(sl=s0)�
p ; (4:15)

where sl is the spectral width, s0 is the pulse width, and s is the spectral width
variance. Furthermore, for SMF fibers, the chromatic dispersion parameter
D ¼ 17 ps/(km � nm). The limit on transmission distance is

B2L , 16
l2D

2pC
or L ,

16l2D

2pCB2
: (4:16)

Therefore, the following equation is true:

L ,
K

B2
: (4:17)

Fiber BW is provided by Eq. (4.18), but when calculating BW, it is important
to define what mode it refers to. In SMF, fundamental mode HE1,1, i.e., n ¼ 1,
p ¼ 1 is supported:

Xn,p ¼
2pa

l0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2
1 � n2

2

� �

q

: (4:18a)

The condition for a single mode is Xn,p ¼ X1,1 , 2:405, where l0 is the free
space cut-off wavelength.

4.2 Optical Fiber Connectors

The fiber optical connector (FOC) is used to connect and disconnect between
digital transceivers to the fiber, between a WDM analog receiver and an
ITR/integrated triplexer to the curb (ITC) pigtail to the fiber. The FOC
should have high mechanical reliability for multiconnects and disconnects
without degrading its loss performance, reflections, and mechanical joint
locking between connectors. The main design goal of SMF connectors is to
have very low insertion loss (IL) of an average of 0.2 dB and an optical max
of lower than 0.6 dB. The return loss, which indicates optical reflections, is
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lower than 243 dB, while the maximum value is targeted to be 240 dB in
order to minimize distortions created by reflections in the analog section, and
minimize deterministic jitter and dispersion in the digital section. Hence, it
is necessary to minimize the air gap between the two fibers. Connection impair-
ments can be divided into two categories, intrinsic factors such as a core diam-
eter mismatch, cladding diameter mismatch, core eccentricity, and core
ellipticity (ovality). These defects are related to the fiber fabrication process.
The second impairment is extrinsic and depends on the connection and splicing
quality. Surfaces of contact should be clean of dirt so that both contact surfaces
are aligned on their axes and are parallel to each other. In addition, it should be
verified that both fibers are not scratched, nor have any mechanical defect such
as hackles, burrs, and fractures. This way, the geometrical propagation patterns
of the light rays are not disrupted and deflected; so they will not enter the next
fiber.

The optical connector structure is generally made of alignment sleeve and
interconnecting plugs, as shown in Fig. 4.4. The plug is essentially a ferrule
made of ceramic or metal that has an accurately drilled hole at its center,
where the SMF fiber itself is inserted and then polished at its ending surface.
There are several ways of polishing, as is explained later.

Figure 4.4 A generic fiber optic connector.9 (Reprinted with permission from Optics
and Photonics News # OSA, 1995.)
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The quality of the polished surface, which is the contact surface, is an import-
ant parameter in defining the connection quality with respect to loss and reflection.
The optical return loss is similar to the RF return loss definition, as given by
Eq. (4.18b):10

R=L½dB� ¼ 20 log
n2 � n1

n2 þ n1

� �

: (4:18b)

Hence, if there is an air gap between the two surfaces, then referring to air as the
“characteristic impedance” analogy, n1 ¼ 1 and n2 is the fiber refractive index. The
Bell Labs Communication Research (BELCORE)11 standard defines the criteria of
return loss and IL at the connector contact surface.

There are about 10 popular types of FOC in the fields of communications,
video, and datacom, as shown in Fig. 4.5.

The most popular in the field of hybrid fiber coax are the subscriber connector
(SC), face contact (FC)/PC, Straight tip (ST), and SC/APC. The optical connec-
tors were introduced to the market by the main connector factories and R&D labs

Figure 4.5 Popular commonly used FOCs.9 (Reprinted with permission from Optics and
Photonics News # OSA, 1995.)
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of communications companies; so these connectors became a standard. The
connector names also indicate the polishing finish of each. For instance, the
abbreviation PC refers to “physical contact” and APC refers to “angled polished
physical contact.” Moreover, among connector types, FOC/PC connectors have
a better return loss than those that have no PC between surfaces. FOC/APC is
even better in reflection performances than the FOC/PC. As data rates increase,
the specifications for optical return loss are more crucial and FOC/APC connec-
tors are preferred; for 10 GBit rate, the spec calls for a 50- to 70-dB return loss.
In this case, the ferrule combines 8 deg to 10 deg angled geometric design with
PC convex polishing at the end face. These kinds of APC optical connectors are
ideal for high-speed data rates (GBits). Since connectors are angled and polished,
with some tolerance on the angle, IL might be a bit higher, but back reflections are
low due to the return loss. That is a key parameter in WDM systems when an
optical triplexer or duplexer is used. Due to finite isolation value between the
Tx laser and the Rx detector in the optical block, additional reflected energy
may reduce the sensitivity performance of the receive side, for instance, a standard
1310-nm transmitter, 1310-nm receiver, and 1550-nm receiver for CATV. In this
case, the 1310-nm transmitter leaks into the 1310-nm receiver due to the optical
structure of the triplexer; however, bad return loss would cause more energy to
leak into the receive side of the 1310-nm detector, which is harder to isolate
than at the 1550-nm detector port.

The FC/PC connector was developed by Nippon Telegraph and Telephone
Corp (NTT). It has a flat end face on the ferrule that provides face surface
contact between joining connectors. The PC between surfaces reduces the IL
even further and improves the return loss. To increase performance and improve
return loss, FC/APC connectors were introduced. The goal of the HFC use of
such connectors is to reduce reflections and hence improve digital eye perform-
ance, thus getting a better bit error rate (BER) result, which essentially refers to
better sensitivity. In addition, in CATV signal aspect, reduction in reflections
improves AM VSB and QAM, since, for instance, optical distortions are reduced.

FC/super physical contact (SPC): These connectors are identical to the FC/
APC except that the polish on the end of the ferrule is not angled. Instead, the
ferrule is polished to form a convex surface so that when two connectors are
mated, the centers of their tips physically contact each other to provide a
smooth optical path. Depending on the quality of the polish, which is indicated
by the PC or SPC name, the optical back reflections are better than 230 or
240 dB, respectively.

SC/PC (square/subscriber connector) was developed by NTT around 1986. It
employs a rectangular cross section of molded plastic. The connector is a push-to-
insert and pull-to-remove with a locking mechanism that prevents rotational mis-
alignment. This kind of connector and ones similar to the SC/APC are commonly
used by FTTx ITR (integrated triplexers) and FTTx modules. It has a locking
mechanism; therefore, it achieves low IL as well as return loss. The locking mech-
anism is advantageous, since it is a fast mating feature, preventing loss fluctuations
in case of mechanical interferences. Therefore the SC types were adopted by the
standards of ANSI/TIA/EIA-568 of commercial building wiring FTTP.

126 Chapter 4



The ST connector was introduced in early 1985 by AT&T Bell Laboratories.
Its design uses a spring-loaded twist and a lock bayonet coupling that is similar to
Bayonet Neil Connectors (BNCs) for coax cables. It has the same advantages as
the SC types. The ST has a cylindrical 2.5 mm diameter ferrule. The ferrule is
made of ceramic, stainless steel, glass, or plastic. It is a popular connector
owing to its compatibility between manufacturers.

When selecting an optical fiber connector, there are several key parameters
that should be looked for:

. minimum IL, for CATV, it is desirable to have less than 0.5 dB;

. repeatability over multiple connections/disconnections;

. better than 40 dB for CATV and better than 50 dB for high GBit rate; and

. compatibility with other connectors from the same type.

Two popular standards that are often referred by FOC manufacturers are as
follows:

. Bellcore (Bell Communications Research) Technical reference TR-NWT-
000326 Issue 3 titled Generic Requirements for Optical Fiber Connectors
and Connectorized Jumper Cables.

. Japanese Industrial Standard JIS C 5970 1987, titled FO1 Type Connectors
for Optical Fiber Cords. It has an English translated version.

Table 4.1 demonstrates a specification for an FTTx pigtail finish, where par-
ameters such as IL, return loss, connector type, are referred to.

4.3 Optical Couplers

The optical fiber coupler is composed of two optical fibers or waveguides and has a
fixed coupling length as shown in Fig. 4.8. Optical fibers are analyzed by the even
and odd mode equations where at one part of the analysis, both inputs are excited
with the same signal amplitudes and phases.69,70 Figure 4.6 depicts a waveguide
coupler where the distance between the two waveguides defends the coupling.69

Table 4.1 Connector-type performances.

Connector type Back reflections Insertion loss

FC/PC ,230 dB ,0.5 dB, 0.25 dB typ
FC/SPC ,240 dB ,0.5 dB, 0.25 dB typ
FC/APC ,260 dB ,0.5 dB, 0.25 dB typ
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In the second part of the analysis, the ports are excited with the same signal
amplitudes but the signals are out of phase, i.e., 0 deg and 180 deg. The
common method of analysis is to present the coupler by 4 � 4 S parameter
matrix and solve S parameters constraints. In both cases of the analysis, the
signals have the same wavelength l. The 2 � 2 port coupler is identified by
four ports. Input, which is the S11 port, output (throughput), which is the S22
port, coupled, which is the S44 port, and isolated or cross-talk, which is the S33

Figure 4.6 WDM wave guide filter based on directional couplers (DC). Concept used in
PLC (planar lightwave circuit). Coupling region is d. Coupling is determined by d.69

(Reprinted with permission from Lightware Technology # IEEE, 2005.)
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Figure 4.7 4 ports network S parameters for analyzing optical coupler. An Even and
odd mode of excitations for solving the coupler transmission function is presented.
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isolated port.7 Figure 4.7 illustrates a four-port coupler with S parameters. This
method is very similar to the analysis of transmission lines couplers and filters
in microwaves.12 In microwaves, the analysis goes for V and I, while in optics,
the equivalents are E and H, respectively, where the power is proportional to E2.

The manner in which a 2 � 2 coupler is fabricated by fusing together two
SMFs over a uniform section of length W, as shown in Fig. 4.8.

Each input and output fiber has a long tapered section of length L. The total
representative length is Lt ¼ LþW. This device is known as a fused biconical
tapered coupler. By making the tapers (changing the radius of the fiber to a nar-
rower one) very gradual, only a negligible fraction of the incoming optical
power is reflected back into either of the input ports. Thus, these devices are
also known as directional couplers, similar to those used in microwaves.

The coupled optical power is varied through three parameters: the axial length
of the coupling region; the size of the reduced radius r in the coupling region; and
the difference Dr in the radii of the two fibers in the coupling region. By making a
fused-fiber coupler, only L and r change, as the coupler is elongated. The power P2

coupled from one fiber to a coupled port S22 over an axial distance z is given by13

P2 ¼ P0 sin2 k � zð Þ: (4:19)

Conservation of power, for identical-core fibers, the direct arm power is
given by

P2 ¼ P0 � P1 ¼ P0 1� sin2 k � zð Þ
	 


¼ P0 cos2 k � zð Þ, (4:20)

where k is the coupling coefficient, z is the electromagnetic distance coordinate
from S11 port and is given by z ¼ p/(2k) for the spot, and P2 ¼ 0; P0 is the inci-
dent input power, P2 is the coupled power, and P1 is the direct arm power. It can be
seen that the optical coupler behaves as a lag–lead network since the coupled arm
has a 90-deg lag with respect to the direct arm. The conclusion is that the resonance

Input power

Coupled
power 

Troughput
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Crosstalk

Tapered region Tapered regionCoupling region
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P3
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W LL

Figure 4.8 Cross-sectional view of a fused-fiber coupler with a coupling region W and
two tapered regions of length L. The total span Lt ¼ 2LþW is the coupler draw
length.13 (Reprinted with permission from G. Keiser, Optical Fiber Communications
# McGraw-Hill, 2000.)
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length of the coupler is given by z ¼ LR ¼ p/(2k). Hence, by changing the k value,
the resonance period and the coupling ratios are changed. The coupling ratio is
given by

CPLR ¼
P2

P2 þ P1

ffi
P2

P0

: (4:21)

However, since there are power losses, the above equality sign is theoretical
only but is a good approximation. The excess loss ratio (ELR) is defined as the
ratio between the incident power P0 to the sum of the output powers at the two
arms:

ELR ¼
P0

P2 þ P1

. 1: (4:22)

The isolation or cross-talk is given by

ISO ¼
P0

P3

: (4:23)

Hence, the directivity would be the ratio of Eqs. (4.21) to (4.23) or, in dB, the
difference:

DR ¼ 10 log CPLRð Þ � 10 log ISOð Þ: (4:24)

When deploying a network or HFC network, couplers and splitters are used to
form the distribution network. For this purpose, a star coupler is used. The prime
role of star couplers is to combine the powers from N inputs and divide them
equally among M output ports. The fiber-fusion technique has been a popular
construction method for N � N star couplers. Figure 4.9 shows a generic 4 � 4
fused-fiber star coupler.

However to build a 1 � N splitter, which divides 1 input into N outputs, the
overall couplers needed are N 2 1. That is because the structure splits from one

Figure 4.9 Generic 4 � 4 fused-fiber star coupler fabricated by twisting, heating, and
pulling on four fibers to fuse them together.13 (Reprinted with permission from G. Keiser,
Optical Fiber Communication # McGraw-Hill, 2000.)
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arm into two arms; these are cascaded with additional two couplers creating four
arms, etc., so the split becomes a structure of 1þ N/2þ N/4þ . . .þ N/2n21. In
such a case, the split loss ratio is 10 log N. One way to create an N � N distribution
is to connect back-to-back two 1 � N couplers. That essentially would double the
split loss by 2 or would raise it by 3 dB� 2 log2 N. To overcome this problem, a
different structure is suggested.13 Assume N ¼ n � m and mn � n couplers are
used in a cascade with nm � m couplers; then the signal is routed from any
input port to any output port and goes through log2 N stages. Thus, the losses
are reduced to 3 dB log2 N. The total number of 2 � 2 couplers would be
(N=2) log2 N. An example is provided in Fig. 4.10.

The star matrix structure results in N/2 elements in the vertical direction and
log2 N elements horizontally. Realizing such a distribution coupler for large N
values becomes a space problem due to the large amount of couplers. Moreover,
since each coupler in the matrix has different access, loss, and slightly different
reflections and variations, the matrix performance is not uniform. The advanced
technology of today enables the use of silica glass waveguide couplers, which
are more compact than the ordinary fused-fiber couplers, that are used in PON
applications, etc.

4.4 WDM Multiplexers

In Sec. 1.1, the concept of WDM was introduced. The enormous BW of the optical
fiber has a great potential for large amount of optical wavelength high-data rate
transport with a relatively narrow BW percentage but very a wide absolute
BW. Note that BW% ¼ BW/f0, where BW is the signal absolute BW and f0 is

λ1

λ2

λ3

λ4

λ5

λ5

λ5

λ6
λ1,λ2,.......λ8

λ1,λ2,.......λ8

Figure 4.10 An 8 � 8 star coupler made of twelve 2 � 2 couplers. The first two
columns from the left compose two 4 � 4 star couplers. In fact, swapping places
between couplers of l3, l4, l5, l6, would create a full separation between the two
4 � 4 stars. This way, the first two columns create the two 4 � 4 sections and the
last column creates the four 2 � 2 sections in this star matrix.13 (Reprinted with
permission from G. Keiser, Optical Fiber Communication # McGraw-Hill, 2000.)
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the wavelength frequency. The wavelength response and characteristic of an SMF
was provided in Sec. 8.1. From Fig. 8.2, it can be seen that an optical fiber has two
long wavelength minima located at 1.3 and 1.5 mm. The frequency f at a given
wavelength is calculated by the relation f ¼ c=l. Hence the incremental BW Df
can be calculated as the first-order differential approximation term:

df

dl
¼ �c

1

l2
) Df � � c

1

l2

� �

Dl: (4:25)

This expression is a good linear approximation to evaluate the absolute RF or
electrical BW by knowing the relative optical BW or relative optical BW as a
percentage as

Df ¼ �
c

100� l
� BW½%�: (4:26)

For example, assume a C-band center frequency of 1547.5 nm and optical BW
of +17.5 nm. The relative optical BW is 2.26%, and the absolute RF BW or elec-
trical BW is �4384.5 GHz, which is about �4.4 THz. One of the applications of
METRO WDM networks is to use tunable-wavelength transponders and reduce the
cost of redundancy. The current technology of tunable-wavelength transponders
for METRO applications enables the transfer of 10 GB/s over a single wavelength,
using a lithium niobate (LiNbO3) external modulator (EM) to avoid chirp and
hence chromatic dispersion. A single-chip solution using Mach–Zehnder EM is
presented in Ref. [14]. Wavelength MUXs and demultiplexers (DeMUXs) are
essentially needed. A selective-wavelength DeMUX can be used, where the
amount of selectivity, or wavelength filter BW, and shape-factor sharpness is
determined by the wavelength’s transport density. From Eq. (4.25), it can be
seen that the increments in Dl define the absolute electrical Df and delineate the
data rate, which is available at that particular wavelength. In other words, Dl
defines the relative BW% for a given wavelength and the wavelength spacing
scale. The trend of lowering network costs by using PON makes WDM, coarse
WDM (CWDM), and DWDM passive components key players in current
passive network architectures.

4.4.1 Mach–Zehnder interferometer concept for CWDM
MUX–DeMUX

CWDM wavelength splitters are based on coupled optical transmission lines. The
coupled optical transmission lines can be either fused-fiber couplers or planar
lightwave circuits. In both cases, the physical concept is the same and is based
on a selective wavelength coupling. The wavelength selectivity increments of
Dl in a Mach–Zehnder interferometer (MZI) are at the range of 5 to 100 nm.
The main idea in this concept is to create different electromagnetic paths for
each wavelength, so that each wavelength resonates at a selective length. This
way, wavelength separation is achieved. In another approach, the coupling
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factor is wavelength dependent. The idea here is to create a coupled line filter by
using two identical cascading directional couplers, while creating a phase differ-
ence between one arm to the other as shown in Fig. 4.11.

Both wavelengths, l1 and l2, are applied at the input port. Since the coupler is
a 3-dB coupler, both wavelength powers appear at ports A and B, while port A has
a phase lead over port B by 90 deg (p/2). Both arms’ output powers have to travel
from the A and B output ports to the C and D inputs of the next coupler. However,
the optical length of the A to C path is longer than the B to D path by the optical
angle bDL. Analyzing the power phasors summation and phases results in the
following relations. The phasor of wavelength l1 at port D adds to the other
phasor with the same wavelength l1 from port C, resulting in the following
phases and amplitudes at port F:

Pout F ¼ PD , wþ PC , wþ
p

2
þ Dwþ

p

2

� �

: (4:27)

As for the power phasors’ summation to port E, the result is

Pout E ¼ PD , wþ
p

2

� �

þ PC , wþ
p

2
þ Dw

� �

: (4:28)

From the power phasor diagram for output F, it can be seen that the relative
phase between phasors C and D is pþ Dw. The relative phase between phasors
C and D at output E arm is Dw.

Placing the phasors in Cartesian coordinates, as shown in Fig. 4.12, and
calculating the equivalent power value results in the following for outputs F and

Figure 4.11 MZI concept.
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E, respectively

PEQ F ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P2
D � 2PCPD cos Dwð Þ þ P2

C cos2 Dwð Þ þ P2
C sin2 Dwð Þ

q

PEQ E ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P2
D þ 2PCPD cos Dwð Þ þ P2

C cos2 Dwð Þ þ P2
C sin2 Dwð Þ

q

: (4:29)

Since the magnitude of PD is equal to PC, the power at port F is

PEQ F ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P2 � 2P2 cos Dwð Þ þ P2 cos2 Dwð Þ þ P2 sin2 Dwð Þ

q

¼ P
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2� 2 cos Dwð Þ
p

¼ 2P sin2 Dw

2

� �

: (4:29a)

As for the E output, the following result is applicable:

PEQ E ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P2 þ P2 cos2 Dwð Þ þ 2P2 sin2 Dwð Þ þ 2P2 cos Dwð Þ

q

¼ P
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2þ 2 cos Dwð Þ
p

¼ 2P cos2 Dw

2

� �

: (4:30)

Knowing that the electrical angle Dw ¼ bDL ¼ n(2p/l)DL, the following con-
dition applies for resonance:

n
2p

l
DL ¼ kp: (4:30a)

Hence, for even values of k, the output at F is null, and at port E the output is
equal to the sum of the two powers 2P. For odd values of k, the port E becomes
null, and port F is the summation of the two powers equal to 2P. Now the
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Figure 4.12 Phasor diagram of power summation at the output ports of MZI, showing
relative angles between power vectors. (a) Output port F; (b) output port E.
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design approach would be that both wavelengths have orthogonal transfer
functions to each other in order to create the wavelength separation. That means
null for l1 is a peak for l2 at the same port. Consequently, this leads to the following
conditions for cavity resonance modes under different wavelengths:

n
2p

l1

DL ¼ 2 kpþ p (4:31)

and under the same port,

n
2p

l2

DL ¼ 2 kp: (4:32)

This provision results in a separate condition for the wavelengths, since for any
integer value of k, both arms are null for each wavelength and the opposite arms
are peaks.

Subtracting Eq. (4.32) from Eq. (4.31) results in

Dl ¼ l2 � l1 ¼
l2l1

2nDL
: (4:33)

Hence, the frequency increment is given by

Df ¼
c

2nDL
: (4:34)

The CWDM concept is commonly used as an optical front-end building block
for FTTx modules. Cascading MZI blocks are used to build a planar optical
triplexer for the FSAN wavelength standard of 1550-nm receiving, 1310-nm
transmitting, and 1490-nm receiving (see Chapter 5).

4.4.2 Concept of DWDM filters

The interference phenomenon of light passing through slits was demonstrated in
the 1800s by the English scientist Thomas Young. This experiment was crucial
in establishing the wave nature of light.15 The DWDM channel spacing resolution
is kept at the range of 0.5 to 5 nm, based on the facts uncovered by Young. The
operation in the case presented here is based on the diffraction grating phenomena
(Fig. 4.13). The idea is to create a reflection plane with parallel angular-shaped
reflector lines etched on a wafer or a reflection surface. The light hitting this
surface is reflected at a specific angle, ud, according to its wavelength l and inci-
dent angle ui. The idea here is to create multiple sources that will add constructive
interference. The light beam that hits the triangular slits on the grating plane is
refracted. Hence, the grating plane has multiple refracted light sources. The
period of the grating slit is marked as L. This length of interval defines the wave-
lengths’ separation step size or increments. In other words, the slit period L defines
the optical filter selectivity.
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The condition for constructive interference is that the optical path L between
the incident wavelength and the adjacent wavelength, reflected from the grating
plane, would be integer multiplications of its wavelength. This is the fundamental
condition for creative diffraction when light strikes a grating diffraction plane:

L sin uið Þ � sin udð Þ½ � ¼ nl) sin uið Þ � sin udð Þ½ � ¼
nl

L
: (4:35)

The waves hitting the Bragg diffraction plane are traveling waves; the imping-
ing wavelength is a forward-traveling wave, while the scattered one is a backward-
traveling wave. Hence, Eq. (4.35) becomes a phase condition for the difference
between the propagation constants b of the forward- and backward-traveling
waves. Knowing that sin(2u) ¼ 2sin(u), and for small values of u, sin(u) ffi u,
and assuming n ¼ 1, Eq. (4.35) can be rewritten as:

2p

l
sin uið Þ þ sin �udð Þ½ � ¼

2p

L
)

2p

l
ui � ud½ � ¼

2p

L
: (4:36)

This notation is called the momentum conservation law.
The diffraction grating can, in certain configurations, concentrate a large

percentage of the incident energy impinging on the grating plane into a specific
order. This phenomenon is called blazing.

The measure of the light intensity diffracted from a grating is called efficiency.
The blaze wavelength is defined as the one that yields at a given diffraction order n,
the maximum efficiency, as shown in Fig. 4.13.

Back again to Fig. 4.14: on examining the incident and reflection angles ui

and ud on the grating plane, we find that there is a specific condition that occurs
under a specific geometrical arrangement where ui ¼ ud. This situation is called
the “Littrow condition” or “Littrow configuration.” At that point, the intensity
and the diffraction efficiency is maximized and the lens astigmatism is minimized.

System applications of DWDM filters can be realized where multiple colors
are transmitted, for instance, in a METRO application where add–drop filtering

Figure 4.13 Characteristic efficiency curve for given diffraction order intensity. The
maximum efficiency indicates blazing condition.
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is used. Additional applications include lasers [distributed feedback (DFB), distri-
buted Bragg reflector (DBR)], gain equalization dispersion compensation fiber
coupling (mode size transformers), and noise filtering, by using grating filters.16

High-finesse resonance can occur in a grating waveguide structure (GWS).
Changing the refractive index and taking advantage of the high-finesse property
can lead to a tuning range larger than the resonance frequency.17 These filter
types are used to create an external cavity laser (ECL) by cleaving the filter at
one side of the laser and selecting the resonance mode by voltage control of the
refractive index. The tenability range achieved with this technique in TE polari-
zation mode, and with a reverse tuning voltage range of 0 to 20 V, was 0.5 nm
at 1520 nm, and 0.3 nm in the case of 1586 nm. For TM polarization, a wider
range was observed: 0.8 nm for 1515 nm and 0.5 nm for 1589 nm, with a tuning
voltage range of 0 to 30 V (Fig. 4.15).

A different approach to building a DWDM filter is by utilizing the MZI
method. As was explained previously, the frequency increments and wavelength
separation is given by Eqs. (4.33) and (4.34). Therefore, the longer the delay
line DL, the finer the frequency increment step. For instance DL ¼ 20 nm can
provide an optical frequency spacing of about 5 GHz. This is equal to 0.04-nm
spacing at 1550 nm. The MZI WDM can practically provide channel spacing
from 0.01 up to 250 nm for various DL lengths.18 Pay attention to the fact that a
thin film heater is integrated on one of the MZI arms, the DL arm, to compensate
for phase variations. When the light path is heated, the refraction index varies in
about 10 PPM/8C19 (Fig. 4.18). The other MZI arm is loaded sometimes with
mechanical stress applied by a film to balance the wavelength birefringence
between the long and the short arms.20 The MZI approach is used for instance
for interleavers and deinterleavers. An interleaver is a periodic optical filter that
combines or separates a comblike dense wavelength transport of DWDM.21

There are several types of interleavers, as indicated by Fig. 4.16.
The requirements for performances in an optical filter within the pass band are

low IL, sharp roll-off or shape factor (SF), strong adjacent channel rejection, and

Λ

λ1 + λ2

λ2λ1

θ1 θd

Figure 4.14 Diffraction-grating plane showing the slit period L, angle of incident
waves l1þ l2, which is u1 and reflected wave l1 at ud.
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Figure 4.15 Calculated and measured resonance wavelength shift as a function of the
applied reverse voltage for two different resonance wavelengths: (a) TE polarization. (b)
TM polarization. (c) Basic geometry of a grating waveguide structure and relevant
incident, transmitted, and diffracted waves. At resonance, there is destructive
interference between the transmitted wave and the diffracted wave.17 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 2004.)
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minimum chromatic dispersion within the pass band. These are contradicting
requirements and a design compromise is made on the tradeoffs between the rejec-
tion depth and rejection BW of the adjacent channels. Interleavers have been
demonstrated that resolve comblike DWDM frequencies on 100, 50, 25, and
12.5 GHz center frequencies. The period is governed by the free spectral range
(FSR) of the core element DL. The FSR parameter describes the spacing
between the center frequency of one filter and the adjacent filter, or from the
center of the lower adjacent rejection band to the higher one, as shown in Fig. 4.17.

The interleaver filters suffer from several types of optical losses:

. polarization-dependent loss;

. polarization-dependent wavelength defines the frequency shift between
the s and the p states (Fig. 4.18); and

. polarization-dependent mode dispersion, which is differential group delay
between two paths.

The design goal is to essentially minimize these parameters. The ITU standard
defines a comblike frequency plan with an anchor at 193.1 THz and frequency
spacing of 100 GHz22 (Table 1.2, Chapter 1). However, many transport systems
use 50-GHz channel spacing, which is a much denser comb and leaves less
room for FSR errors. Furthermore, due to the denser comb plan, the filter SF
becomes tougher, since the relative BW is smaller and the rejection is sharper.
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λ λe

λo

λa
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λb1
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λa7
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(b)

(c)

(d)
Asym
1 in 8

Banded
4:8

1:4

1:2

Figure 4.16 Interleaver types: (a) 2:1 even–odd channels’ separation onto two ports.
(b) 4:1 separation deinterleaver or higher. (c) Banded interleaver; separates even
and odd channels out to 4:1 or higher. (d) Asymmetric interleaver separates one
channel in N.21 (Reprinted with permission from the Journal of Lightwave Technology
# IEEE, 2004.)
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There are three main design approaches for realization of an interleaver:

(1) Lattice filter with the following design approaches:

. The birefringent filter known as Loyt or Solc filter.

. Mach-Zehnder filter as in Fig. 4.19. Lattice filters are typically used
for 2:1 interleavers and can be cascaded to realize 1:2N filters. On the
other hand, 1:2N21 is required to build the whole 1:2N and terminate
one output; hence this approach is less economic in such a case.

(2) Gires–Tournois (GT) with the following design approaches:

. The interference filter.

. The birefringent analog (B-GT), which is used for 1:2 inteleavers
and asymmetrical interleavers too.
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Figure 4.17 (A) Narrow-band design parameters of interleaver showing FSR, PDL, and
PD-l errors and misalignments. (B) These misalignments at a given wavelength grid are
the reason for leakage to the adjacent channel resulting in cross-talk.
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(3) The arrayed waveguide router, which is well suited for 1:2N and deinter-
leaving in a single stage.

The FSR of the filter cell in Eq. [4.18(b)] is given by:

FSR ¼
c

Dn1L1 + Dn2L2

, (4:37)

where c is the speed of light, Dn1,2 is the group birefringence of the associated
crystal, and L1,2 is the respective crystal length. The Dn is a signed quantity, posi-
tive for uniaxial crystals and is negative otherwise. The + sign indicates alignment
(þ) or crossing (2) of the extraordinary axes.

Hitachi-Cable23,24 had first demonstrated the Mach–Zehnder dispersion-
compensated interleaver, where, in some cases of planar waveguides, phase adjustment
is done by thermal-optic heating pads located above the two interferometer pads.25

Figure 4.18 LF filter cell unit technology. (a) Complementary birefringent crystals
impart differential delay on orthogonal polarization states, marked as n1 and n2 at
path p. A crystal pair is used to passively temperature-compensate the birefringent
phase. The phase compensation plate makes a fine adjustment onto the
International Telecommunications Union (ITU) grid. The e-axes are aligned within a
unit cell and cut at an angle determined by the filter synthesis. (b) Differential delay
is imparted on orthogonal polarization states by an all-glass unit cell. The leading
and following PBS rhombs separate the polarizations, and the delay prisms
determine the delay and phase.21 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 2004.)
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An arrayed waveguide grating (AWG) is one more way to realize interleavers
and deinterleavers. R&D has also focused on AWGs for DWDM and MUX and
DeMUX.26 – 30 The main idea behind this topology is to create a phased array
whose beam direction or azimuth varies as a function of wavelength, as shown
in Figs. 4.20 and 4.21. This way, for several wavelengths, there are several
beams, where each one points to a different waveguide in the receive-side aperture.
Realization is made by using a power splitter where all the input light power from
the input waveguide splits in a free propagation region (FPR) to several wave-
guides. The power splitter is a kind of lens whose aperture is the plane where
the waveguide array is connected. The beam of light is no longer laterally confined
and becomes divergent in the lens. The waveguide array length is chosen to be nor-
malized to the central wavelength of the band of interest. Each waveguide in the
array is incrementally longer than its adjacent waveguide by DL, which equals
integer multiplications of wavelengths27 at the center frequency:

DL ¼ m
lc

Ng

¼ m
c

Ng fc

, (4:38)

where lc and fc are the central wavelength and frequency respectively, m is the
order of the phased array waveguide, and Ng is the effective index of the wave-
guide mode. The result is a dispersive response of the phased array. In the
center frequency, all individual fields will arrive at the lens aperture of the recei-
ver, equal in phase and separate from each other by integer multiples of 2p.

Phase adjustment

Delay arm

Power exchange

K K K

K
ΔLλ/4

−λ/4

(a)

(b)

Figure 4.19 The Mach–Zehnder unit cell consists of planar waveguides. (a) The path-
length difference of the arms between the power couplers imparts differential delay,
which results in wavelength separation, as was explained in Sec. 8.4.1. The heating
pads adjust the phase permanently. (b) Power coupler structure for relaxing the
fabrication tolerance. Cascade of four couplers with equal coupling ratios and three
appropriately designed delay transfers coupling dependence from fabrication-
sensitive to fabrication-insensitive L.21 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 2004.)
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However, when the wavelength is off from the center frequency wavelength, each
waveguide in the phased array would provide an electrical field at the receiver’s lens
with a different phase. Hence, the beam would be tilted along the image plane of the
receiver’s lens, and the beam azimuth angle will be changed from its main focal point.
The dispersion of the phaser is accomplished by linearly increasing the length of the
array waveguides, essentially causing a phase change due to change in the wave-
length. In microwaves, this technique is very similar to a phased array antenna,
where the frequency is fixed and the feeders of the array elements have a phase
control; here, the feeders have a fixed length and the frequency varies. Hence, in
both cases, there is the same effect of azimuth divergence of the beam.

Simulation tools for complex integrated optical circuits can be based on micro-
wave computer-aided design (CAD) software. As was explained in Sec. 4.3, there
is duality and similarity between microwave analysis methods and optics. Today’s
professional microwave CAD platforms, such as HP ADS, are suitable for simu-
lation analysis and synthesis of AWGs, DeMUXs, and MZI.31
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Figure 4.20 AWG diagram of an array coupler showing how the wavefront plane tilts at
the angle u as a result of wavelength change of Dl off l0.

32 (Reprinted with permission
from the Journal of Lightwave Technology # IEEE, 1993.)
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From the geometry of wave propagation shown in Fig. 4.20(b), it is easy to see
that the dispersion angle u resulting from the phase difference DF between adja-
cent waveguides is composed of two wave indices, the waveguide b index and the
FPR lens index bFPR. Since between two adjacent waveguides, the length incre-
ment is DL, the phase difference is the difference between the indices of the two
adjacent waveguides b(R) and b(Rþ DL) (Figs. 4.20 and 4.21), where R is the
path length of the lens from the waveguide path to the image plane.

However, the phase occurring in the propagation of a common phase front can
differ by integer multiplications of 2p, i.e., 2mp. This is the condition for construc-
tive interference, which states that all wavefront powers are summed in phase.32

Hence, the following conditions are applicable at the center wavelength l0. At
the center wavelength l0, the spot of all-powers summation will be at the sym-
metrical axis line of the lens coupler. As was explained above, deviation from
l0 will cause an azimuth tilt of the spot along the focal line at the image plane
(Fig. 4.20):

DL ¼ ml0: (4:39)

This condition states that the length increment DL must equal integer multipli-
cations of center wavelength l0 in order to have constructive interference at the
center wavelength (frequency). The wave propagation indexb is defined as follows:

b ¼
2p

leff

¼
2p

l=Nð Þ
¼

2pN

l
, (4:40)

where N is the refractive index of the media, l is the free-space wavelength, and
leff is the wavelength at the media. Using this notation, the wave index of lens,

Figure 4.21 Beam geometry between input and output apertures (planes or screens)
of the array lens.
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sometimes called array or coupler, is marked asbFPR, the refractive index is marked
as NFPR, and the wavelength is marked as lFPR. The wave parameters at the wave-
guide are marked with the subscript “g.”

Assume a frequency shift of Df from the center frequency, resulting in a wave-
length change of Dl. This will result in a wavefront tilt of u with respect to the
input phaser plane, as shown in Fig. 4.20. As a consequence, the summation
spot at the focal line travels from the symmetrical axis by the same degree of
angle, u. However, the condition of constructive interference is preserved; there-
fore, F satisfies the integer multiplications of 2mp. By observing the geometry
of the calculation provided in Fig. 4.21, and calculating the path differences
from two adjacent waveguides until the focal line or image plane of the array,
F, is quantified. Special attention should be paid to the media of propagation,
owing to the transitioning from the waveguide to the lens, which is reflected by
a change in the refraction indices.

As can be observed from Fig. 4.21, at the center frequency, the wavefront
merges with the array-input plane. However, when there is a change in the wave-
length, the wavefront tilts off the array-input plane around the symmetrical axis.
This results in a Dx reduction from R or addition to R, as shown in Fig. 4.21.
Assuming that the output aperture period is marked as da, which is the lateral
spacing, on center lines, of the waveguides in input array aperture, as shown in
Fig. 4.22, then Dx is given by the following geometrical relation:

Dx ¼ da sin u (4:41)

and for small u values, it is approximated to

Dx ¼ dau:

The optical path of the beam is then R 2 Dx, and the adjacent beam travels
the distance R. This optical path occurs in the array media with the
FPR refraction index. On the other hand, the initial phase condition for F

at the center frequency is given by using wave propagation index of the
waveguide bg:

Df ¼ bgDL ¼ 2 mp: (4:42)

This condition should be preserved to have the spot on the image aperture at all
wavelengths. That means, the phase difference at the array satisfies the same con-
dition. Hence, the phase condition defines the Dx equation:

Df ¼ bFPRDxþ bgDL ¼ bFPRda sin uþ bgDL: (4:43)

Using the conditions in Eqs. (4.42) and (4.43), the tilt angle u is given by27

u ¼ a sin
Df� m2fpð Þ

dabFPR

� �

�
Df� m2p

dabFPR

: (4:44)
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Equation (4.44) describes the tilt in the focal axis along the image aperture.
Now there is a need to find the displacement of the focal spot as a function of fre-
quency deviation from the central wavelength frequency f0. Observing Fig. 4.22,
the motivation is to find an expression that describes the change of S versus the
frequency f. This parameter is called the dispersion factor D. From Fig. 4.22,
the divergence angle Da between two adjacent waveguides at the input aperture
is given by:

Da ¼
da

R
: (4:45)

Using the detention of D and the geometrical relations in Fig. 4.22, we get

D ¼
dS

df
¼ R

du

df
: (4:46)

Figure 4.22 AWG concept showing transmit and receive sides. (a) Layout of the
PHASAR demultiplexer. (b) Geometry of the receiver side.27 (Reprinted with permission
from the Journal of Selected Topics in Quantum Electronics# IEEE, 1996.)

146 Chapter 4



Using the relations in Eqs. (4.38), (4.40), (4.42), and (4.44) and some mani-
pulations, Eq. (4.46) becomes27

D ¼
1

f0
�

~Ng

NFPR

�
DL

da

R ¼
1

f0
�

~Ng

NFPR

�
DL

Da
, (4:47)

where

~Ng ¼ Ng þ f
dNg

df
: (4:48)

Equation (4.48) describes the waveguide refraction index dispersion for the
same reason as described in Sec. 4.1 for an optical fiber. One more interesting
observation from Eq. (4.47) is that R is absorbed in the ratio describing Da.
Hence the dispersive properties of the MUX are not affected by the filling-in of
the space between the array waveguides near the apertures due to a finite resolution
of the lithography mask.

FSR can be obtained from Eqs. (4.38) and (4.42), which describe the phase
condition of DL. It was explained that the phase delta, Df, between two adjacent
waveguides equals 2p. That means that there is a frequency period that satisfies
this condition. The minimum difference between two frequencies satisfying this
condition is called FSR and is given by

FSR ¼ f2 � f1 ¼ Df ¼
c

NgDL
: (4:49)

AWGs are used as building blocks for N � N MUXs based on SiO2/Si wave-
guides. The IL for N ¼ 7 is typically lower than 2.5 dB and the cross-talk is less
than 225 dB.29 The MUX response is approximately periodic. In each period,
the MUX accepts from each waveguide N channels. Similarly each output port
receives N channels, one from each input port. Hence, the total channel number
transmitted simultaneously equals N2.

Another application is an add–drop MUX on an InP substrate consisting of a
5�5 phaser DeMUX integrated with MZI, and an electro-optical switch at a total
size of 3 � 6 mm2 is reported in Ref. [30]. Reported cross-talk values are better
than 220 dB. The on-chip losses for dropped or added signals and for signals
coupled from the input to the output port are lower than 7 and 11 dB, respectively.
Optimization and design approaches for achieving low loss, nearly ideal response,
low cross-talk, and small size in order to build efficient cost-effective networking
WDM building blocks such as star couplers and optical cross connect are described
in Refs. [33–37]. Further switching arrangements and optimization of couplers’
connections is described in Ref. [38]. Cross-talk mechanisms are important to
understand and optimize for having the desired sensitivities for each wavelength
channel. Cross-talk may result from the following reasons:27

1. Receiver cross-talk due to coupling between receivers through the expo-
nential tails of the field distributions. This may result from the overlap
between fields of different wavelengths.
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2. Truncation of the field, which results from the finite width of the aperture.
The relative spacing of the receiver is given by the ratio dr/w, where dr is
the spacing between two adjacent waveguides, and w is the waveguide width.

3. Mode conversion resulting from the cross section of the array waveguides.
In case it does not satisfy the single-mode condition, the first-order mode is
excited at the junctions between the straight and the curved waveguides.
This mode can propagate coherently through the array and create
“ghost” images. Owing to the difference in the propagation constant
between the fundamental and the first-order mode, these images will
occur at different spot locations, which may couple the “ghost” image
into an undesired receiver.

4. Coupling in the array may result in phase distortion. This phenomenon
results from filling the gaps in the array aperture between adjacent wave-
guides. Hence, this may affect the spot-focusing point and, as a conse-
quence, results in leakage to an undesired receiver.

5. Phase-transfer incoherence, resulting from imperfections in the fabrication
process, reduces cross-talk performance as well. It is also one of the
sources for inconsistency in the propagation constant. This may be due
to small deviations in effective index, which results from local variations
in composition, film thickness, or waveguide width, or by inhomogeneous
filling in of the gap near the apertures of the phased array.

6. Background radiation caused by scattered light out of the waveguides at
the junction or due to rough edges. Beside the waveguides, the light is
also guided in shallowly etched ridge guides, or in waveguide structures
on heavily doped substrates. In this case, the undoped buffer layer may
also act as a waveguide.

In conclusion cross-talk is not a design limitation, but it is due to imperfections
in the fabrication process. Typical cross-talk values are in the range of 225 dB for
InP and better than 230 dB for silica-based devices. Improving the fabrication
process and technology may reduce power leakage between channels due to
cross-talk.

4.4.3 Optical fiber Bragg gratings

The fiber grating concept is similar to the Bragg grating, described in Sec. 8.4.2.
The fabrication process uses a photosensitive fiber.7,39 For instance, a conventional
silica fiber doped with germanium becomes extremely photosensitive. Exposing
the fiber to extensive ultraviolet (UV) radiation would change the refractive
index of the fiber core. Hence, when the core is exposed to higher UV intensity,
the refractive index is increased. This phenomenon was demonstrated in 1978 at
the Canadian Communication Research Center (Ottawa, Ontario, Canada).
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There are two methods to make a grating in a fiber. The first method, called
the “two-beam interferometer method” uses two UV sources, which causes a
periodic change in the refractive index.40 – 42 The second method of grating
writing uses a “phase-mask.”43 A phase mask is an optical grid element that
creates diffraction. When the grid is illuminated by a UV beam, it splits the
beam into the different diffractive orders used for grating writing. Similar to a
Bragg gating, the fiber Bragg period L is defined as the distance between two
refractive indices along the fiber. The fiber Bragg can be divided into two cat-
egories, short-period and long-period gratings. In the short-period grating, the
period value of L is of the order of wavelength, while in the long-period, L is
much higher than the wavelength and its range is from a few hundred microns
to a few millimeters. The short-grating method is used for filters, add–drop
filters, and tunable filters for tunable lasers, while the long-period fibers are
used for erbium-doped fiber amplifiers as an equalizer to compensate for their
nonflat gain spectrum. This section focuses mainly on short-period fiber gratings.
Figure 4.23 provides an illustrative concept of refraction index behavior of fiber
grating versus fiber length and lightwave, incident and reflected light.
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Figure 4.23 Fiber Bragg grating. (a) Wavelength incident at right angle, u ¼ 90 deg.
(b) Wavelength incident at arbitrary angle u. (c) Fiber grating length with the periodic-
changed refractive index vs. fiber grating length.
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From Fig. 4.23(b), it is clear that in order for both waves to recombine con-
structively, the phase condition should satisfy that the extra path created by the
other beam of light be equal to the effective wavelength at the propagation
media. Observing the geometry, the condition for constructive diffraction is
given by the Bragg condition:

2L sin u ¼
l

n
, (4:50)

where n is the refractive index of the media and l is the free space wavelength. A
special definition case is when u ¼ 90 deg or p/2. This condition determines the
Bragg wavelength or frequency:

lB ¼
l

n
¼ 2L: (4:51)

Using the result in Eq. (4.51), the Bragg propagation constant or Bragg wave
propagation index is given by:

bB ¼
p

L
: (4:52)

The motivation is to use the above results to synthesis WDM filters such as
add–drop elements in optical networking applications. Each propagating wave
can be described as a summation, superposition of forward-propagating and back-
ward-propagating wave. These waves are represented by the following angular
phasors: exp(2jbz) and exp( jbz), respectively. There are several ways to solve
the wave equation in fiber grating. One of the methods calls for square profile
index approximation of the refraction index and solving the boundary conditions
numerically, using the transfer matrix method.44 The second method is the
coupled mode theory.45

In the transfer matrix method, consider a plane wave polarized in the y direction
and with a refraction index n incident perpendicularly on a film with thickness of 2a
and refraction index n0, and emerging to a medium with refractive index n. This case
can be presented as a traveling wave within three domains, presented for the E field by:

E ¼

ŷEþ1 exp(þ jbx)þ ŷE�1 exp(�jbx), x , �a,

ŷEþ2 exp(þ jb1x)þ ŷE�2 exp(�jb1x), �a , x , a,

ŷEþ3 exp(þ jbx)þ ŷE�3 exp(�jbx), a , x,

8

>

>

>

>

<

>

>

>

>

:

(4:53)

where ŷ is a unit vector in the direction of y.
The corresponding H field can be found by the relation between E and H in a

planar wave:

H ¼ kx
E

vm
: (4:54)
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Hence, the H field is given by:

H ¼

ẑ
n

cm0

Eþ1 exp(þ jbx)� ẑ
n

cm0

ŷE�1 exp(�jbx), x , �a,

ẑ
n0

cm0

Eþ2 exp(þ jb1x)� ẑ
n0

cm0

E�2 exp(�jb1x), �a , x , a,

ẑ
n

cm0

Eþ3 exp(þ jbx)� ẑ
n

cm0

E�3 exp(�jbx), a , x,

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

(4:55)

where m0 is the magnetic permeability of free space, and c is the speed of light in
vacuum.

Observing Fig. 4.23, it can be seen that Eqs. (4.53) and (4.55) describe one
piece of cascading incident and reflected fields within the fiber-grating array.
Therefore, the motivation is to find the transfer matrix of one-array piece and
find the power of N of that matrix in order to solve the array transfer function.
Finding the matrix of the zone of 2a , x , a, using boundary conditions of
tangential field components, and continuity of fields, we get

m ¼
cos 2b1a� j1þ sin 2b1a
� �

exp(2jba) j1� sin 2b1a

�j1� sin 2b1a cos 2b1aþ j1þ sin 2b1a
� �

exp(�2jba)

" #

;
w z

z� w�

� �

,

(4:56)

where

1+ ¼
1

2
h+

1

h

� �

, h ¼
n

n0
: (4:57)

Thus, the following notation and relations are valid:

Eþ1
E�1

� �

¼ m
Eþ3
E�3

� �

: (4:58)

The matrix m, as was explained above, refers to a transfer of a single part of the
grating array, as shown in Fig. 4.23. The goal is to find the matrix of the whole
interval. The electric field between the boundaries of the m element of the refrac-
tion index n can be written as follows:

Em(x) ¼ Am exp jb(x� ms)½ � þ Bm exp �jb(x� ms)½ �, (4:59)

where (m 2 1)sþ a , x , ms 2 a; and 0 , m , N.
This means duplicating the basic boundary case N times at a regular interval s,

and knowing that s . 2a. It also should be noted that within 2a , x , a, the
refractive index is described by n0 ¼ nþ Dn. A whole cycle period of the
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refraction factor modulation is “s,” and b is the wave index at the n-zone index of
refraction, where b1 refers to the n0 zone (see Fig. 4.23). In this case, the transfer
function of two consecutive grating cells is given by:

Am

Bm

� �

¼
cos 2b1a� j1þ sin 2b1a
� �

exp(2jba) j1� sin 2b1a

�j1� sin 2b1a cos 2b1aþ j1þ sin 2b1a
� �

exp(�2jba)

" #

�
exp(�jbs) 0

0 exp(þ jbs)

� �

�
Amþ1

Bmþ1

� �

: (4:60)

By defining the m transfer function at the cascaded grating as

P ¼
cos 2b1a� j1þ sin 2b1a
� �

exp(2jba) j1� sin 2b1a

�j1� sin 2b1a cos 2b1aþ j1þ sin 2b1a
� �

exp (�2jba)

" #

�
exp(�jbs) 0

0 exp(þ jbs)

� �

¼ m�
exp(�jbs) 0

0 exp(þ jbs)

� �

, (4:61)

the transfer function from the fiber grating input to the N cell is given by:

A0

B0

� �

¼ PN �
AN

BN

� �

: (4:62)

The approximation result of the PN matrix is given by Cayley–Hamilton
theorem46:

PN¼

(cosb1r� j1þ sinb1r)exp(jbr)

�exp(�jbs)UN�1(j)�UN�2(j)
j1� sin(b1r)UN�1(j)exp(þ jbs)

�j1� sin(b1r)UN�1(j)exp(�jbs)
(cosb1rþ j1þ sinb1r)exp(�jbr)

�exp(þ jbs)UN�1(j)�UN�2(j)

2

6

6

6

4

3

7

7

7

5

(4:63)

where UN is the Nth Chebychev polynomial of the second kind,47 and the r nota-
tions symbolize the width of the n0 refraction value and l symbolizes the n
refraction value. Thus, s ¼ lþ r, and l ¼ r ¼ a, then s ¼ 2a. The value of j is
given by:

j ¼
1

2
tr(P) ¼

1

2
½(cosb1r� j1þ sinb1r)exp( jbr)exp(�jbs)

þ (cosb1rþ j1þ sinb1r)exp(�jbr)exp(jbs)�, (4:64)

where tr(P) is the transmission of P. This expression can be simplified using
Euler’s identities.48 From Eqs. (4.62) and (4.63), the transfer transmission TN
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and the reflectivity function RN can be obtained while assuming an ideal reflection
without absorption:

TN ¼
1

1þ j1� sin b1r
� �







UN�1 jð Þ
	 
2

, (4:65)

RN ¼ 1�TN , (4:66)

where

j ¼ cos b1r
� �

cos blð Þ�1þ sin b1r
� �

sin blð Þ, (4:67)

UN jð Þ ¼
sin Nþ1ð Þg

sing
, (4:68)

g ; cos�1j: (4:69)

Since the refraction factor Dn is minute, 1þffi1, and Eq. (4.67) can be simplified as
the cosine of the sum of angles. The main idea in creating a fiber-grating filter is to
maximize the reflection at the desired wavelength. That means minimizing TN to
zero and RN goes to a value of 1. Hence g should be equal to kp, where k is an
integer number ranging from 0, +1, +2 and so on, to maximize UN(j).
j values range between 21 and 1; then by the L’Hospital theory, the values of
UN(j) are UN(1) ¼ Nþ 1, and UN(21) ¼ (21)N(Nþ 1). In addition, the function
inside the absolute value is at a maximum value when b1r equals odd multiples of
p/2 or is close to that value. These yield several conditions for tuning. At the
region of r, n0 is fixed and constant value; hence the degree of freedom is to
optimize r for getting b1r ¼ (p/2)þ kp. In this case when g ¼ kp, then after
all limits are investigated, it is obvious by observing Eq. (4.65) that TN converges
to zero approximately as TN ¼ C/N2, where C is a constant. Under these
conditions, RN ¼ 1 2 C/N2. Following the above analysis, the maximum
reflectivity condition at each domain of refractive index requires the following
constraints:

b1r ¼
n0r2p

l0

¼
p

2
) r ¼

l0

4n0
, (4:70)

bl ¼
nl2p

l0

¼
p

2
) l ¼

l0

4n
: (4:71)

The refractive index modulation period is s ¼ lþ r; by using the conditions given
in Eqs. (4.70) and (4.71), the period is given by:

s ¼ rþ l ¼
l0

4

1

n0
þ

1

n

� �

¼
l0

2neff

: (4:72)
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This defines the effective refraction factor of the grating at the tuned wave-
length l0:

neff ¼
2n0n

nþn0
: (4:73)

In case the wavelength is out of the tuned range, this filter is supposedly swept
by a tunable laser sweeper; the question is what is the filter frequency response.
The sweeping process is from a wavelength lower than the tuned value to one
higher than the tuned value. The constraints in Eqs. (4.70) and (4.71) are fixed
values for r and l due to the geometry of the grating. Thus the wave index
varies as the wavelength changes due to the change in its denominator. The
results of these conditions are

b1

_

r ¼
p

2

l0

l

� �

¼
p

2
r, (4:74)

b1

_

l ¼
p

2

l0

l

� �

¼
p

2
r: (4:75)

During the sweep of l, the value of r varies from a value greater than 1 to
smaller than 1; however, it is higher than 0 but converges to 0. The value of
sin(b1r) varies from 1 to 0 monotonically, as the l sweep travels from l0 to a
higher or lower value within the range 0 	 r 	 2. j varies from 21 to 1. For
the range of 21 to þ1, the Chebychev polynomial UN21(j ) has N 2 1 zeros49

as given below:

jN�1
m ¼ cos

m

N
p

� �

, (4:76)

where m ranges from 1 to N 2 1. By using Eqs. (4.57), and (4.67) changes to:

j¼ cos b1rþbl
� �

�
Dn2

2n nþDnð Þ
sin b1r
� �

sin blð Þ: (4:77)

The minima wavelengths are given by combining Eqs. (4.76) and (4.77):

lm¼
p

2

l0

cos�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Bþcos mp=Nð Þ

1þB

r , (4:78)

where

B ; 1þ
Dn2

2n nþDnð Þ
: (4:79)
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Using these results with those of Eqs. (4.65) and (4.66) may provide the wave-
length response of the grating filter. Realization of an optical band-pass filter
(BPF) using an FBG is based on the concept of routing the desired reflected wave-
length to a specific port. All other wavelengths will travel through the fiber except
the reflected wavelength. Therefore, the reflected wavelength port acts as a BPF.
The through port, which routes all other wavelengths, serves as a band-stop
filter for the specific wavelength reflected by the gratings. Figure 4.24 illustrates
three typical methods of optical BPF realization.

The advantage of the circulator method over the other two configurations is its
low-optical IL of 0.7 to 0.8 dB. This method of BPF realization can be used for
add–drop applications; in this case, the reflected wave is the dropped wavelength.
The add wavelength can be realized by using an additional circulator at the output
of the Bragg gratings, as shown in Figure 4.24.

An optical BPF, as described above, is a building block for Bragg grating
arrays (BGAs) and optical-code division multiple access (OCDMA).41 The main
idea of BGAs is based on writing long Bragg gratings fibers, where it may be con-
sidered as several-wavelength gratings cascaded in a series. Each one of these is
tuned to a different wavelength spaced by 100 GHz per the ITU grid, enabling
the transfer of 10 GB/s per channel. This concept may be used for OCDMA.
The concept of OCDMA is provided in Figs. 4.25 and 4.26.

50%
Coupler

Circulator

Isolator

Bragg Grating

Bragg Grating

Bragg Grating

Bragg Grating

Input

Input

Input

Output

Output

(a)

(b)

(c)

Figure 4.24 Three main methods to realize an optical BPF. (a) Using an optical
combiner. (b) Using optical circulator. (c) Using 50% directional coupler; in this case
both gratings are tuned to the same wavelength l0.
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The beat sequences modulate a broadband CW source that is a tunable laser
transponder. The BGA encoder selectively reflects predetermined bands and there-
fore introduces delays between the reflected pulses at each wavelength. At the
receiver section, the decoder consists also of a BGA identical to the transmitter’s
BGA. The pulses from the desired-encoder BGA matching the decoder BGA con-
sequently are synchronized, and the BGA is now connected in opposite order.
Pulses transmitted from an interfering source, which does not match the encoder
BGA, are dispersed. Sharing frequency space is achieved by assigning orthogonal
or nearly orthogonal wavelength coding for each user. This method can be
expanded, as shown in Fig. 4.26.

BGA-designed systems have improved bit rates owing to efficient spectrum
utilization. The bit rate of the system is directly related to the encoder length,
because the data pulse has to exit the decoder prior to the entrance of the next
pulse. As a consequence, the higher the data rate, the shorter the encoder, and
fewer the users. These two facts are opposing limitations, since for higher modu-
lation rates, the BGA would have fewer wavelengths and the number of orthogonal
codes is reduced. In addition, high matching between the encoder and the decoder
is required in order to accomplish higher SNR by improving the decoding corre-
lation. An increase of users will decrease BER performance.50,51

As was explained above, BGAs consist of several gratings tuned for different
wavelengths. These fiber gratings are written over the same fiber, eventually creat-
ing a series of connected wavelength reflectors, which results in long grating
writing. In addition, the requirement is to have accuracy so the desired
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Figure 4.25 Encoding and decoding of OCDMA using BGA, showing building blocks
and signal. (a) Encoder. (b) Transmitted signal. (c) Decoder. (d) Received signal
and orthogonal-coded interfering signal.41
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wavelengths’ reflections do not any cross-talk with the adjacent wavelength
channel. There are several methods, as was previously mentioned, to tune the
Bragg wavelength of the fiber grating during UV exposure. The interferometric
method, using the two-mirrors interferometer, is generally used for grating
writing with lengths generally shorter than 1 cm. On the other hand, when using
a phase mask, tuning of the Bragg wavelength can be achieved over a limited
range, typically less than 10 nm.

Several methods have been explored and suggested to control the Bragg wave-
length, which include tilting the fiber, rotating the scanning mirrors, starching the
fiber, varying the curvature of the writing wavefront, and moving the fiber relative
to the phase mask. For writing BGAs, a Sagnac-type interferometer, originally pro-
posed by Ouellette and Krug, is used. This interferometer writer combines the
flexibility of the interferometer technique by allowing the Bragg wavelength to
be tuned over a wide range, together with the phase mask scanning advantage,
good-quality longer gratings can be produced. Figures 4.27 to 4.29 illustrate
these three methods of UV writing.

The Sagnac interferometer used to write BGAs operates as follows: the phase
mask diffracts the UV light coming from the laser in the +1 order, thereby produ-
cing two counter-propagating beams in the interferometer. The optical fiber is
placed slightly above the phase mask and the two mirrors are adjusted with a
small out-of-plane tilt to recombine the UV beams at the optical fiber position.
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determined by the adjustment of uB.

40,42 (Reprinted with permission from NASA
Langley Research Center.)
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Due to the fact that both beams interact with two mirrors, this interferometer is
immune against some vibration modes of the mirrors, and a stable writing interfe-
rometer is realized. The cylindrical lens is introduced between the two mirrors to
focus the light along the optical fiber axis. When scanning of the phase mask is
performed, the exposed region of the fiber moves in the direction opposite to
the translation of the UV beam (see Fig. 4.25). From the geometry in Fig. 4.25,
the Bragg wavelength changes according to

lB ¼
nefflUV

sin p� 2w1 � 2w2 � uð Þ
, (4:80)

where neff is the effective index of the guided mode, lUV is the writing wavelength, w1

andw2 are the mirrors’ angles. Taking the differential of DlB with respect to the incre-
mental change ofDw, while simultaneously moving the two mirrors under the condition
of w1 ¼ w2 ¼ w, tuning the relative Bragg wavelength is given by expression (4.81)

DlB

lB

¼ 4 cot p� 4w� uð ÞDw, (4:81)

and the angular sensitivity in nm/rad is given by

DlB

Dw
¼ nefflUV

4 cot p� 4w� uð Þ

sin p� 4w� uð Þ
: (4:82)

A special case occurs when w1 ¼ w2 ¼ w ¼ (p/4) 2 (u/2), where the interference
takes place directly above the phase mask and the Bragg wavelength is given by the
common expression of lB ¼ neffLPM, where LPM is the phase mask period.

The increasing application of DWDM transmission schemes with bit rates of
10 Gb/s and 50 GHz channel spacing, which is denser than the standard ITU grid,
places a strict requirement on dispersion management. The use of chirped FBGs to
compensate for the dispersion of fiber links has become increasingly well known
over the recent years. In subcarrier multiplexed (SCM) lightwave systems such as
OCDMA, it is important to maintain a linear group delay within the channel BW,
which is opposite to the one caused by the fiber. On the analog side, tapered lin-
early chirped gratings (TLCGs) are used to reduce harmonics and intermodulations
in long-distance haul broadband SCM systems. Composite second orders (CSOs)
and composite triple beats (CTBs) are improved. For this purpose, FBGs should be
linearly chirped, as presented in Fig. 4.30.52

The analysis of a chirped fiber grating is done by solving the coupled wave
equations using the perturbation theory method.52 The propagation of light in a
fiber grating is defined by the refractive index variation, which is governed by
the coupled equation45,52

du(z)

dz
¼ þj b zð Þu(z)þ k zð Þv zð Þ½ �

dv(z)

dz
¼ �j b zð Þv(z)þ k zð Þu zð Þ½ �

9

>

>

>

=

>

>

>

;

, (4:83)
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while the two traveling waves are u(z) backward and v(z) forward

u(z) ¼ U zð Þ exp j
2p

L zð Þ

� �

z

v(z) ¼ V zð Þ exp �j
2p

L zð Þ

� �

z

9

>

>

>

>

=

>

>

>

>

;

: (4:84)

The coupling coefficient is k(z) and is given by52

k zð Þ ¼
pDn zð Þ

2n0L0

, (4:85)

where Dn(z) is the amplitude of the refraction index modulation. Substitution of
the variables given by Eq. (4.84) into Eq. (4.83) results in the conditions of
Eq. (4.86). This assumes that L(z) ¼ L and that no dependency of z exists;
hence, there is no chirp:

dU(z)

dz
¼ þj b zð Þ �

p
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� �

U(z)þ k zð ÞV zð Þ
h i

dV(z)

dz
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� �
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h i
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: (4:86)
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Figure 4.30 Reflection of light from chirped Bragg fiber grating. The lower frequency,
which refers to a longer wavelength, is near the input of the fiber while the shortest
wavelength with the highest frequency is at the end of the fiber. The grating period
becomes shorter at the higher frequencies.52 (Reprinted with permission from Optics
Express # OSA, 2002.)

160 Chapter 4



The next assumption is that b(z) is the Bragg wave index. This parameter can be
expanded using a Taylor first-order term around a certain BW of the Bragg fre-
quency. From Eq. (4.84), the assumption is L(z) ¼ L for no chirp; thus the follow-
ing relation is applicable:

b ¼ b vBð Þ þ
db

dv









v¼vB

� v� vBð Þ ¼ b vBð Þ þ
v� vB

vg

, (4:87)

where vB is the Bragg frequency, and vg is the group velocity of the unperturbed
medium. Defining the parameter c as

c(v) ¼
v� vB

vg

: (4:88)

From Eq. (4.83), the value b zð Þ � p=L½ � measures the deviation b(z) from the
wave index at the Bragg period; this may be the detuning value c. Hence
placing c in Eq. (4.86) instead results in a second-order differential equation:45

d2V

dz2
¼ kj j2�c2
� �

V ¼ g2V : (4:89)

The solution of this equation is from the type of V ¼ A� exp½�ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kj j2�c2
p

Þz�. This
solution is somewhat similar to a microwave waveguide. It has a cut-off frequency
at jkj ¼ c, and when jkj . c, it has attenuation and all the energy is reflected.
When jkj , c, it is a pass band with harmonic solution of �sinð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kj j2�c2
p

Þz.
The reflection factor G is the ratio of the reflected wave to the propagating
wave, given by G ¼ V/U. The goal is to manipulate these results for chirped
FBGs (CFBGs). One intuitive conclusion is that in order to create a chirp, g

should have several cut-off frequencies. That means k and c should be equal at
different wavelengths at different z locations over the fiber. Hence, the grating
period L should vary as a function of z, described by Ref. [52], describes Fig. 4.30:

L(z) ¼ L0 þ C z� z0ð Þ þ DL zð Þ, (4:90)

where DL zð Þ is the grating period noise and C is the grating period chirp.
In addition to reducing group-delay ripple in CFBG filters used for dispersion

compensation, the amplitude function must be dc apodized (tapered). This method
eliminates side-lobes by maintaining a constant average index in the gratings, and
thus the Bragg wavelength is unchanged through the length of the device, which
are called TLCGs. This requires a change in Eq. (4.86) by multiplying it by
additional phase function:53

dU(z)

dz
¼ þj c(v)U(z)þ k zð ÞV zð Þ exp jwzð Þ½ �

dV(z)

dz
¼ �j c(v)V(z)þ k zð ÞU zð Þ exp �jwzð Þ½ �
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, (4:91)
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where w(z) is given by Ref. [53]:

w zð Þ ¼ C
z

Z1

� �2

, (4:92)

in which C is a chirp coefficient and Z1 is FBG’s length as it appears in Fig. 4.31,
assuming Z0 ¼ 0. There are several tapers or adoption functions. To compare
between taper functions, the following function is defined as

k0Leq ¼

ðz1=2

�z1=2

k zð Þdz: (4:93)

The result of this expression provides a different equivalent length for a given
k0. As for the coupling coefficients, there are several options53 as provided below:

. Gauss function, where G is a taper-adjustable parameter and k0 is at z ¼ 0,
i.e., the middle of the fiber-grating length since the integral is from 2Z1/Z2
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Figure 4.31 Relative group delay versus the grating length Lg, while k(z) is a parameter.
Fiber spool length is 100 km; the dispersion D ¼ 17 ps/(km � nm); n0 ¼ 1.45. It can
be observed for 1550 nm, the sinc and Blackman can provide almost linear
compensation, while the other two functions may introduce some ripple at the BW
edges. Note that the sum of fiber delay and the TLCG delay results in a flat line with
fringes at both of the BW edges.53 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1997.)
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to Z1/Z2, so the origin is shifted:

k zð Þ ¼ k0 exp �G
z

Z1

� �

: (4:94)

. Hyperbolic tangent:

k zð Þ ¼
k0

2
1þ

tan h 4� 8 exp A log 2z=Z1ð Þ½ �
� �

tan h 4ð Þ

� �

, (4:95)

where A is a taper-adjustable parameter:

k zð Þ ¼ k0sincA 1

2

2z

Z1

� �� �

: (4:96)

. Blackman:

k zð Þ ¼ k0

1þ 1þ Bð Þ cos 2pz=Z1ð Þ þ B cos 4pz=Z1ð Þ

2þ 2B
, (4:97)

where B is a taper-adjustable parameter.

The minimum length Lg-min of fiber grating that can provide sufficient delay com-
pensation for a given 3 dB BW (B) and a given optical fiber link distance (L) is
calculated as:

Lg-min ¼ LB
l2D

2n0

� �

: (4:98)

Once the optimal length Lg-min is defined, then the optimal chirp coefficient can
be adjusted by:

Fopt ¼
8Z2

1 n2
0p

l2LDc
, (4:99)

where n0 is the refractive index, l is the center optical frequency wavelength, c is
the speed of light in vacuum, and the dispersion is given by D [ps/(km � nm)]. In
case the length is shorter than Fopt, there is not full fiber delay compensation. On
the other hand, a tapered linearly chirped grating (TLCG) longer than Fopt results
in a delay introduced by the fiber, which also results in nonlinear distortions.
Figure 4.32 illustrates TLCG application.

4.5 Optical Isolators and Circulators

Optical isolators and circulators are essential components in optical modules and
optical networks. As was demonstrated previously in Sec. 4.4.3, circulators may be
used for add–drop in WDM networks;54 – 56 this is a three-port passive device and
it has a direction. It is not a reciprocal passive device. Similarly the isolator has a
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direction and it is not a reciprocal passive device. Isolators are commonly used in
optical blocks such as optical triple ports (OTPs), modules such as triplexers, or
optical dual port (ODP) modules such as duplexers that improve optical return
loss of the transmitting laser or laser modules such as thermo-electric–cooled
DFB lasers. The structure of optical blocks are explained in Chapter 9. Both
devices, isolators and circulators, are based on the same Faraday effect, discovered
by Michael Faraday in 1842. The phenomenon is that a plane of polarized light is
rotated when it is transmitted through glass that is contained in a magnetic field. The
direction of rotation is independent of the direction of the light propagation, but
depends only on the direction of the magnetic field. A polarity rotation device is a
key building block of isolators and circulators, and is called a Faraday rotator.

4.5.1 Optical isolators

Optical isolators are categorized into two types, polarization-sensitive and polar-
ization-insensitive,57 as shown in Fig. 4.33.

The concept of a polarized sensitive isolator is given by Fig. 4.33(a). It is com-
posed of three building blocks. At the input of the isolator, there is a front polar-
izer, then a Faraday rotator, and then a back polarizer. When the input beam enters
the isolator, its vertical or horizontal polarized component passes via the first linear
front polarizer, depending on the polarizer type. The Faraday rotator shifts the
polarity by rotating it 45 deg. The rotator applies a magnetic field on the light
and its length and field strength determines the amount of rotation added to the
input beam. The back polarizer is placed at the output of the rotator and is
aligned to it with 45 deg of polarization as well. Hence, the rotated beam passes
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Figure 4.32 SCM utilizing a tapered linearly chirped grating.52 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 1997.)
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is it too. In fact, the polarizer is a kind of filter that allows specific polarities to pass.
For undesired beams that travel back into the isolation output, the 45-deg polarized
beam passes the back polarizer and the rotator adds another 45 deg. Hence,
the beam will have a 90-deg polarity offset with respect to the input and it will
be orthogonal to the front linear polarizer. As a consequence, it will not pass to
the isolator input port and an optical isolation is accomplished. The disadvantage
of these types of isolators is due to random polarization of the light. Observing
Fig. 4.33(a), it can be seen that since the first polarizer is vertical or horizontal,
this may occur in a 3-dB loss in the case of circular polarization or light input.

The second type of isolator is a polarization-insensitive optical isolator as
shown in Fig. 4.33(b). The main idea of this isolation structure involves the
arrangement of lenses in the isolator. It must ensure that the effective NA of
the reflected light is much higher than that of the input light. In other words, the
input light is concentrated due to collimating and focusing it into the output
fiber while the reflected light is dispersed. This way, the transmission from the
input fiber to the output fiber has a low loss with IL of about 0.5 dB. On the
other hand, the reverse transmission from the output to input has a high loss,
which is defined as isolation. As miniaturization requirements have become
more essential for optical modules, size reduction, cost reduction, simplicity,
and mass production demands have to be considered; isolator chips are used in
combination with thermally expanded core (TEC) fibers.58,59 Direct embedding
of the isolator chip into SMF causes a diffraction loss. For standard SMF, the
spot diameter in optical communications marked as 2w is about 10 mm. Therefore,
the gap between the two fibers should be at a maximum 100 mm. It was observed
that diffraction losses are reduced significantly when the spot diameter is
increased. TEC fibers with 2w equal to 40 mm can embed a 2-mm thick chip.
The fabrication of TEC is demonstrated in Fig. 4.34, where the fibers are heated
by an electrical furnace or microburner.

Faraday
Rotator

(a)

(b)

NANA'
NA' << NA

Input Port 

Input Port 

Output Port 

Output Port 

Figure 4.33 Conceptual block diagram of isolator types. (a) Polarized-sensitive using
Faraday rotator. (b) Polarized-insensitive. NA symbolizes numerical aperture.
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The heat rate is higher than 13008C for about thirty minutes. The dopant GeO2

is diffused in the silica SMF and the spot diameter at the heated portion is
expanded in proportion to the dopant diffusion.

The structure and concept of TEC fiber-based isolator operation is as follows.
The isolator is built from four building blocks, as shown in Fig. 4.35:

1. input birefringent plate, which is the offset compensator;

2. birefringent wedge;

3. Faraday rotator;

4. backward birefringent wedge.

The directions of the birefringent wedge are set at 45 deg around the fiber axis. In
order to avoid reflected light from the isolator itself, the chip is inserted between
the TEC fibers with a small tilt angle. Consider the forward-traveling wave of a
light beam. Prior to the input birefringent plate, both polarizations may exist in
the input TEC fiber. After passing through the input birefringent plate, the ordinary
wave component passes the plate with refraction at the interface, marked as “o.” The
extraordinary wave component has both refraction and displacement “walk-off” in

Micro Burner

Heat Treated
Portion 

Nonheat
Treated Portion

Standard
SMF

Core

Figure 4.34 Schematic diagram of TEC fabrication using microburners.58 (Reprinted
with permission from Transactions on Magnetics # IEEE, 1996.)
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the lower direction, marked as “e” (Fig. 4.35). At the first birefringent wedge, the
extraordinary beam marked as “e” turns into the ordinary wave marked as “o,”
and the ordinary wave beam marked as “o” turns into the extraordinary wave
marked as “e.” The polarization directions of the rays rotate by 45 deg after
passing the Faraday rotator; however, rays maintain the same ordinary and extra-
ordinary states through the rotator and the output wedge, respectively. Therefore,
the angles of the rays against the fiber axis in the first wedge are the same as
those in the second wedge. The light rays are converged into the endface of the
output TEC without a tilt. There is no offset between the two beams at the output
endface of the chip. The input birefringent plate operates as an offset compensator.

c 45°

c

c: Optics axis 

Birefringent
Wedge

Birefringent
Wedge

Faraday
Rotator

Birefringent plate
(offset compensator)

(Configuration)

e: Extraordinary ray
o: Ordinary ray

(Forward operation)

e e

e o

o

o

(Backward operation)

e

ee

oo

o

 θ = 22°

Total thickness3°

190 465 375 50

~1100 μm

θ

Figure 4.35 Configuration of isolator chip and its forward and backward operation.58

(Reprinted with permission from Transactions on Magnetics # IEEE, 1996.)
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A backward-traveling beam of light observed from the output endface of the
TEC as in Fig. 4.35 reaches the input TEC endface with a tilt angle of f with
an offset due to the nonreciprocity of the rotator and refraction effects of the
paired birefringent wedges. The tilt causes higher coupling losses between
output and input.

The optical behavior of uniaxial birefringent crystals provides unique oppor-
tunities to manipulate light that are not available or are cumbersome with isotropic
materials such as optical glass and plastics. Mainly, beam doubling into ordinary
and extraordinary waves can result in two distinct phenomena, spatial and polari-
zation separation. Spatially, the light can be merely displaced or offset, or angular
separation can be achieved, which results in ray separation that varies with
distance. From the polarization point of view, uniaxial birefringent crystals split
the beam into two orthogonal linear polarization states. There are several
textbooks describing light propagation through uniaxial crystals.60 – 63 CAD
tools utilizing ray tracing are used in designing and analyzing light propagation
through such complex optical systems and components. Generally speaking,
rays are referred to as sampling the wavefront propagation vector, which is perpen-
dicular to the wavefront. In isotropic materials, the propagation vector is the
energy direction given by the flux Poynting vector S ¼ E�H. That is not the
case in anisotropic media such as uniaxial birefringent crystals, where the ray
doubling into ordinary and extraordinary waves occurs at uniaxial interfaces.64

An ordinary wave is similar in isotropic media as was previously described. More-
over, it follows Snell’s law, using an ordinary index of refraction. However, in
extraordinary waves, the energy flow is not perpendicular to the wavefront. It is
along the Poynting vector S. Hence the ray vector r represents the energy flow
direction, while the wave vector k is normal to the wavefront. The refraction
index of an extraordinary wave is not a constant. It is a function of the wave
direction, the crystal orientation, which is specified by the crystal axis c, and
the ordinary and extraordinary indices of the crystal, no and ne, respectively,
given by:

1

n2
¼

sin2u

n2
e

þ
cos2u

n2
o

, (4:100)

where u is the angle subtended by the crystal axis c and the extraordinary wave
vector ke.

The plane that contains c and ke is called the principal section.65 Using
Maxwell’s equations and the relationships between the electric field E, the electric
displacement D, vectors in uniaxial media and the definition of the Poynting vector
S ¼ E�H, the vectors E, D, ke, S, and c are all coplanar and lie in the principal
section. From the polarization perspective, the extraordinary wave is linearly
polarized in the plane of the principal section, while the ordinary wave is linearly
polarized, orthogonal to the principal section. Birefringent materials that are often
used in telecom at the 1500 nm region are LiNbO3, rutile (TiO2), and yttrium
vanadate (YVO4). More details about design methods of isolators and circulators
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can be found in Refs. [66] and [67]. As a general remark, polarization-sensitive
isolators are used in optics blocks such as OTP and ODP because they have
higher isolation compared to polarization-insensitive isolators. Moreover,
polarization-insensitive isolators are used as a part of the fiber externally to the
optical modules.

4.5.2 Optical circulators

An optical isolator is a three-port component; it has a direction, and therefore, it is
a nonreciprocal device. Its operation is similar to a microwave circulator in the
aspect of signal flow. It has an input port, output port, and reflector port. When
a beam of light enters the input port, it travels to the output port. In the case of
reflection at the output due to an open fiber or specific wavelength such as FBG,
the light is reflected to the reflected port.

An example of an optical circulator design using birefringent crystals is pro-
vided by Fig. 4.36.

In this case, a four-port quasi-circulator is analyzed. It is composed of two
polarizing beamsplitters (PBSs), two pentagonal prisms, two nonreciprocal rota-
tors (NRRs), and two walk-off PBSs. The structure is not dependent on the
number of ports. The purpose of each NRR is to rotate the light polarization
plane by 245 deg for wave propagation in the þz direction, and by 45 deg
for wave propagation in the 2z direction. The walk-off PBSs are birefringent
crystal blocks that have the same length; however, their optical axes are not
parallel. The first birefringent crystal PBS1 is placed such that the þ45 deg
(resp. 245 deg) azimuth linearly polarized light propagating in the þz
(resp. 2z) direction is an extraordinary wave. Hence this extraordinary wave pro-
pagating in the 2z direction walks-off simultaneously along the x and y axes by
2d and þd, respectively. In contrast to this arrangement, the second birefringent
crystal block PBS2 is set in such manner that þ45 deg (resp. 245 deg) azimuth
linearly polarized light propagating in the þz (resp. 2z) direction is an extraordi-
nary wave. Hence, this extraordinary wave propagating in the 2z direction
walks-off simultaneously along the x and y axes by 2d and 2d, respectively.
The unpolarized beam of light from Fiber 1 is divided first into two linearly
polarized light rays after PBS1. The path of these rays is given by the dashed
lines in Fig. 4.36(A). The first beam, noted as beam-1, passes through PBS1,
while the second beam, marked as beam-10, is reflected by PBS1 and the penta-
gonal prism 1. Both beams then enter NRR1 and their azimuths are rotated by
245 deg. Eventually, beam-1 enters walk-off PBS1 with 245 deg azimuth,
while beam-10 enters walk-off PBS2 with þ45 deg. Beam-1 and beam-10 pass
through walk-off PBSs 1 and 2 without walk-off, respectively. Because NRR2
rotates the light azimuth propagating in þz direction by 245 deg, beam-1 and
beam-10 come out from NRR2 with 290 deg and 0 deg polarizations, respect-
ively. After that, beam-1 is reflected by the pentagonal prism 2 and PBS2, and
beam-10 passes through PBS2. In this way, these beams are combined
and coupled into the output port of fiber 2.
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From the polarization vectors in Fig. 4.36(B), the polarization and wave
manipulations coupling from fiber 2 to fiber 3 can be explained. It is a vector pre-
sentation of the beam power. Hence, the longer the vector arrow, the higher the
power is. Thus the main beam is presented by the pair of the longest vectors in
each subframe in Fig. 4.36(B). The beam path from fiber 2 is shown by the
dotted line in Fig. 4.36(B). Note that it may merge with the dashed line in some
instances. The reflected unpolarized ray from fiber 2 is divided into linearly pola-
rized light beams by PBS2. The first beam (beam-2) passes through PBS2 and the
other beam (beam-20) is reflected by the pentagonal prism 2 [Fig. 4.36(B)(a)].
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Figure 4.36 (A) Structure of high-isolation polarization-independent quasi-circulator.
(B) Positions and polarization states of beam-2 and beam-20 on the same element
surfaces. (a) A–A0. (b) B–B0. (c) C–C0. (d) D–D0.68 (Reprinted with permission from
the Journal of Lightwave Technology # IEEE, 1992.)
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These two beams pass via NRR2, and the polarizations of beam-2 and beam-20 are
changed to þ45 deg and 245 deg, respectively [Fig. 4.36B(b)]. Both beam-2 and
beam-20 enter the walk-off PBSs 1 and 2, respectively. Because beam-2 has
þ45 deg polarization, it is an extraordinary wave of walk-off PBS2. Beam-2
comes out from it with walk-off along the x and the y-axes by 2d and 2d, respec-
tively. For the same reason, beam-20 appears from walk-off PBS1, with walk-off
along the x and y axes by 2d and þd, as shown in Fig. 4.36(B)(c). NRR1
rotates the polarity azimuth of rays propagating in the 2z direction by þ45 deg.
As a result, beam-2 and beam-20 come out from NRR1 with 90 deg and 0 deg
polarizations, respectively, and are orthogonal to each other. As shown by
Fig. 4.36(B)(d), as beam-2 is reflected by the pentagonal prism 1, the axis dis-
placement of beam-2 is changed as follows: 2d along the x axis and þd along
the z axis from the path of beam-10. Thus beam-2 and beam-20 fall on beamsplitting
layers of PBS1 at the same point. This way, both beams are combined into
port 3. Similarly, reflected light from fiber 3 is coupled into fiber 4.

When designing such a component, it is optimized around a specific wave-
length to have the maximum isolation between the output port and the input
port. For instance, an isolator with a center wavelength of 1300 nm and BW of
+0.05 nm has an isolation of about 50 dB or better. Over temperature changes
of +208C, isolation ranges better than 40 dB. The IL is better than 1.7 dB.
Advanced isolators have even better IL, which is lower than 0.7 dB.

4.6 Main Points of this Chapter

1. An optical fiber is a circular transmission line and hence its solution is a
Bessel function.

2. There are three main kinds of optical fibers:
Single-mode step index. The fiber-core diameter is from 1 to 6 mm. Only

the fundamental mode is excited. These fibers are used for long dis-
tances since they have low loss and low dispersion. The lowest loss
occurs at 1500 nm and is about 0.2 dB/km; lowest dispersion is at
1300 nm.

Multimode step index-fiber. The fiber-core diameter is from 25 to 60 mm.
It is used for low-cost, short-distance communications with LEDs.

Multimode graded index fiber. It has a monotonic decrease in refractive
index between the core center and the cladding The fiber-core diam-
eter is from 10 to 35 mm, and cladding range is 50 to 80 mm. It is
used for wideband performance in order to overcome dispersion.

3. There are several popular optical fiber connectors:
. FC/PC: face contact/physical contact.

. FC/APC: face contact/angled polished physical contact.

. SC/PC: square/subscriber connector physical contact.
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. SC/APC: square/subscriber connector angled polished physical
contact.

. ST: an AT&T Bell Labs connector.

4. An optical coupler is a four-port passive optical component. The four
arms are direct coupled and isolated arms. The directivity of the
coupler is the difference in decibels between the coupling and the iso-
lation. The additional coupler is 4 � 4. Both of these are the main build-
ing blocks of star couplers used in PON networks.

5. Wave division multiplexing (WDM) is a technique to multiplex several
wavelengths on a fiber. CWDM stands for coarse wave division multi-
plexing; and DWDM stands for dense wave division multiplexing of
50 to 100 GHz spacing between each wavelength.

6. MZI is used in CWDM. It is a cavity that resonates at a specific wave-
length. The cavity is a delay line equal to 2kp at wavelength A and
(2kþ 1)p at wavelength B. It is used to separate and decode wavelength
out of a CWDM transmission. Hence MZI is a wavelength DeMUX. It is
composed of two 3-dB couplers and a delay line cavity that is resonated
at the desired wavelength. n(2p=l2)DL ¼ 2 kp and n(2p=l1)DL ¼
2 kpþ p are null and peak conditions for wavelength A and B at both
ports of the MZI.

7. DWDM filters are based on diffraction gratings. The idea is to have crea-
tive summation so that the optical path between each slit will be equal to
an integer multiplication of wavelength divided by the slit length, which
is called the slit period marked denoted as L. L sin(ui)� sin(ud)½ � ¼

nl) sin(ui)� sin(ud)½ � ¼ nl=L:

8. The FSR between two adjacent wavelengths is measured between center-
to-center wavelengths of the BPFs, or between stop-band center wave-
lengths on both sides of the optical BPF.

9. An MZI can be realized by using an optical fused-fiber coupler and fiber
delay line, or by birefringent crystals.

10. High-finesse resonance can occur in a GWS. By changing the refractive
index, and taking advantage of the high-finesse property may result in a
tuning range larger than the resonance frequency. These filter types are
used to create ECL by cleaving the filter at one side of the laser and
selecting the resonance mode by voltage control of the refractive index.

11. AWG is a wavelength decoder used in DWDM. The main concept is to
create a phased array that is composed from a power splitter with a single
waveguide at the input feeding port and multiple output ports. The split-
ter is the FPR type. The output ports of the FSR are connected to
waveguides. The waveguide length is increased incrementally from
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each port to the next one by DL. The length DL between the first port and
port n satisfies DL ¼ ml0. At the output of the waveguides, another FSR
is connected. This FSR has multiple inputs and outputs. At the center
wavelength, the wavefront beam will point to the output port on the
focal point of the multiport FSR image plane. In case of a different wave-
length, or deviation from the center frequency, a phase shift will occur
because of the waveguide array connecting the input FSR splitter to the
multiport FSR. An azimuth tilt will result, pointing the wavefront beam
to the appropriate output port on the image plane in the multiport FSR.

12. A fiber Bragg grating is the filter used in DWDM. Its concept is similar to
that of the diffraction grating. The condition for creative summation is
given by the Bragg wavelength, lB ¼ l=n ¼ 2L is the gratings period
and the propagation constant is bB ¼ p=L:

13. There are two methods to analyze FBGs. The first one calls for square
profile index approximation of the refraction index and numerically
solving the boundary conditions using the transfer matrix method. The
second method is the coupled mode theory.

14. Fiber Bragg gratings are used for add–drop networks, optical CDMA
architectures, and optical filters.

15. CFBGs are written as FBGs but have a varying L period. They are used
for compensating group delay to overcome dispersion.

16. Optical isolator is a nonreciprocal component. It has a direction. Forward
or S21 is transfer, low IL. Reverse S12 is isolation, high IL. The optical
isolator is used to improve optical return loss between the transmitting
laser and the fiber, and consequently, reduce distortions associated
with reflections.

17. There are two types of isolators, polarized-sensitive and polarized-
insensitive.

18. Circulator is a three-port nonreciprocal network component, input,
output, and coupled or reflected. The transfer function is S21 forward,
S32 reflected, and S12 isolation. These components are used in add–
drop networks and optical CDMA together with FBGs, and group
delay compensation networks together with chirped FBGs.

19. The optical behavior of uniaxial birefringent crystals provides unique
opportunities to manipulate light, which are not available or are cumber-
some with isotropic materials such as optical glass and plastics. Mainly,
the beam doubles into ordinary and extraordinary waves.

20. An ordinary wave is similar to a planar wave, where the wave
propagation vector k is with the flux Poynting vector S.
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21. In extraordinary wave, the energy flow is not perpendicular to the
wavefront. It is along the Poynting vector S. Hence, the ray vector r,
represents the energy flow direction, while the wave vector k is normal
to the wavefront.

22. Principal plane is the plane containing the birefringent crystal axis c and
wave propagation vector ke.

23. From the polarization perspective, the extraordinary wave is linearly
polarized in the plane of the principal section, while the ordinary wave
is linearly polarized orthogonal to the principal section.
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Chapter 5

Optics, Modules, and Lenses

Optical modules are the interface between electronics components and optical
fiber. These optical modules building blocks convert the electrical signal into
modulated light in the transmit section and the modulated light into an electrical
signal, analog or digital, in the receiving side. An introduction to these modules
was provided in Chapter 2, explains block diagrams of different receivers and
transceivers. This chapter provides review and design approaches to these building
blocks. An introduction to the optical design of complex modules such as duplex-
er’s optical dual port (ODP) and triplexer’s optical triple port (OTP) are made.
Lens types and optical retracing analysis is explained and investigated by
showing error tracking and isolation optimization. Planar lightwave circuits
(PLC) and free-space modules are also reviewed.

5.1 Planar Lightwave Circuits

Optical modules such as triplexers and duplexers are the key components in optical
transceiver applications used in various applications such as FTTx. These plat-
forms include both reception of wide band analog community access television
(CATV) signals, and high data digital transports for transmission and reception.
The front end of such platforms is an optical block used as a DeMUX in the
receive side and a MUX in the transmit side. These modules usually operate
at 1550-nm for CATV analog reception and at 1310 nm for digital receiving–
transmitting. As per the full service access network (FSAN) standard, optical
modules are used to receive 1550-nm analog CATV and 1490-nm digital down-
link, and transmit 1310-nm digital uplink. Observing the structure of such an
integrated platform (ITR), the main effort at cost reduction stresses on optics.
Traditionally, such optical front-end, free-space, bulk-optics blocks are realized
from encapsulated lasers and detectors in a transistor outline metal (TO) can,
beamsplitters, optical filters, lenses, and metal or plastic housing. The process of
alignment and integration adds costs and complexities as well as more optical
parts to the bill of materials (BOM). Additionally, the packaging and sealing
process, the temperature stabilization to prevent power degradation due to tracking
error, sensitivity reduction because of reflections from the digital transmitter into
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the receiver for 1550/1310-nm, as well as repeatability in production, led to the
integrated optics PLC design. The motive was to target the market needs for
optimum commodity price level of FTTx platforms; to reduce deployment cost
at homes, offices, etc., as well as to have mass production repeatability and
small size and space occupied by the optical block. Several technologies are
used to develop or to grow these modules. Throughout the last decade, numerous
technologies have been explored. The common design challenge to all PLC tech-
nologies is the accurate design of an accurate mask and the use of the photolitho-
graphic process in a high-class clean room. Once the mask is ready, production of
PLC is completed and the wafer is produced, diced, and then integrated to a com-
plete module. The leading technologies for such wafers are:

. III-V(InP, GaAs),

. silica on silicon (SoS),

. SiON on silicon,

. silicon on insulator,

. polymer waveguide,

. lithium niobate, and

. ion exchange (IE).

The most common PLC technology is SoS, which evolved from the semiconductor
industry, and the most competitive one is based on IE.18

IE in glass-based waveguides is a simple low-cost method for realizing surface
mount flip-chip PLC FSAN triplexer.1 Ion-exchanged glass exhibits many desir-
able features such as low propagation loss and compatibility with optical
fibers.11 Therefore, the glass material should be compatible with IE chemistry
and with a refractive index close to that of optical fibers. IE process involves
the exchange of monovalent cations such as Liþ, Kþ, Rbþ, Csþ, Tlþ, or Agþ,
with Naþ present in the glass.7,8 Annealed channel waveguides fabricated on a
BK7 glass showed propagation loss of 0.4 dB/cm. The benefits of easy fabrication
and low cost7 made this technology a future option for low-cost FTTx platforms.

In PLC devices, the wavelength separation is achieved by using the Mach-
Zehnder interferometer (MZI) reviewed in Sec. 4.4.1. The fundamental concept
presented in Ref. [1] utilizes the surface normal light beams that are 90-deg
folded and coupled into a waveguide using total internal reflection (TIR). These
perpendicular optoelectronic semiconductors are bump bonded and coupled to
the optical substrate, with the optical aperture facing the optical interconnect sub-
strate. In this application of a PLC triplexer, transparent optical materials are used
to couple the bump-bonded devices such as the laser and the two detectors. These
materials replace the lenses in free space, which characterizes bulk-optics
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topology. PLC on glass is a cost-effective process. It is composed of four stages. At
first, a waveguide glass wafer is fabricated using IE technology. Using photolitho-
graphy, deposition IE areas are exposed. The width of openings in the mask must
be controlled precisely since it determines the core diameter of the IE waveguide.
There are three criteria for the choice of the mask: (1) the mask must have good
adhesion to the glass; (2) the mask must be chosen for resistance to the salts of
the IE baths, which means, it has to be chemically inert with respect to the salt,
and; (3) it must act as a localized barrier to ion diffusion. Titanium, SiO2, and com-
binations of these have been reported as candidates for this.13 After completion of
the IE process, electrical lines and contacts are printed on the PLC glass layer and a
45-deg beam folder slot is diced, which sometimes can be filled with metal. The
next stage is to fabricate the support glass wafer (bulk). This layer involves drilling
or etching via holes; the via holes are coated with a conductive metal, and conduc-
tive lines and pads are printed on both sides. After completion of the support bulk,
the bulk is attached to the PLC optical glass, semiconductors are aligned using an
active alignment beam, and then bump bonded to the optical wafer. Finally, the
components are encapsulated by a thermal conductive polymer. The final step is
packaging, including dicing the wafer at the optical-fiber facet side, and creating
double bars. The polishing process of the optical-fiber side at 8 deg to minimize
reflections, attaching the pigtail fibers to the waveguide, and dicing the double
bars to create two separate electro-optical modules correspond to a PLC triplexer.
Pigtailing loss at the fiber-to-substrate waveguide is controlled to 0.1–0.2 dB.
Figure 5.1 presents a PLC triplexer on a glass using beam folding by IE process.

The advantage of the IE process is its simplicity and writing (deposition) time
of not more then 60 min. Parameters that influence the IE process are time and
temperature of the IE, intensity and duration of the electric field, and composition
and concentration of the salt baths.13 The step after the deposition stage is burying
the ions deep inside the glass by electric field technology process at high tempera-
ture. This stage is a diffusion process that lasts about 15–20 min at a temperature

Heat Sink
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BGA contacts to the PCB

Fiber

WG glass layer WG 45° Mirror

Support
glass layer

LD

Figure 5.1 PLC Opto-electronic chip: cross section (left) and isometric view of a single
bar (right).1 (# all rights reserved Colorchip Inc.,)
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of 3508C with an electric field of 30 V/mm produced by a dc power supply.8 The
IE technology is superior to Si in terms of strength of materials and immunity against
cracks as well as low-cost fabrication in lower class of clean rooms versus higher
class. Commercial simulation tools and aids such as BeamPROP or MATLAB
finite element method analysis enable accurate prediction of performances and
obtain design parameters required for fabricating PLC couplers and Mach-Zehnder
devices for wavelength separation for fabricating BiDi components.1,9

Figure 5.2 presents simulated and measured results for BiDi PLC coupler
responses for separating and combining two different wavelengths of 1310/
1490-nm with the typical length between 7 and 12 mm. Measured results of a
BiDi PLC coupler of 1310/1520-nm exhibit shifted peaks, with response close
to the theoretical prediction.

The results in Fig. 5.2 were measured by using a white light source and spec-
trum analyzer in order to scan the transmission function and identify the wave-
length peaks.1 In order to accurately measure the peaks isolation, 1310-nm laser
source was used and resulted in better than 25-dB isolation, with good agreement
with simulation-predicted results.

Coupling of the laser diode beam into the PLC optical circuit is done by using
a tapered waveguide. This is one of the best methods of using an intermediate
device for coupling light into a single mode fiber (SMF). Tapered waveguides
are manufactured by a unique process of burying the silver waveguides that
were developed for this purpose. The tapered waveguide is realized with a small
mode field diameter (MFD) and a low depth at one side (low electric field side)
and a high MFD and deep waveguide at the other side (high electric field side)
as shown in Fig. 5.3 (right). IE enables conical taper to 2-mm diameter by a
unique control of diffusion stage, with no additional production steps. In
Fig. 5.3 (left), recent experimental images of the results of the tapering process
are given. Measured coupling losses were 3.5–4 dB from a laser die with
1.2 � 3 m MFD to the output fiber, using this tapered waveguide with elliptical
MFD of 4 � 5 m. In comparison, direct coupling of laser to fiber yields a 7.5 dB
loss. Improving the tapering process would achieve better coupling efficiency of
the laser diode to the SMF, with losses lower than 3 dB.

Figure 5.2 A response of the PLC couplers: 1310/1490 nm theoretical (left) and
1316/1530 nm white light experimental (right).1 (Courtesy of Colorchip, Inc., all
rights reserved.)
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One of the most critical problems in such a PLC process is coupling the light in
and out of the optical plane. There are various techniques to fabricate 45-deg TIR
micromirrors. Laser-ablated micromirrors are already reported and can be fabri-
cated using exciter laser. The facets are based on TIR at the interface between
the glass and the air gap.

In passive optical network (PON) systems, PLC modules based on silicon were
reported.2,3,5 In this case, a triplexer is realized by cascading a directional coupler
to a Mach-Zehnder PLC wavelength interferometer. This would result in a 3-dB
loss in both the receive section and the transmit section. Observing the light
path from the pigtail to the receiver, it first goes through the directional coupler,
which is a 3-dB coupler, resulting in a loss of 3 dB. Then, the received light
reaches the Mach-Zehnder and is separated into two wavelengths, 1490 and
1550 nm. Observing the transmit path, the 1310-nm light is coupled to the
pigtail fiber. The coupler port, which was the output in the receive path is now
the isolated port for the transmit path. For the same reason, there is a 3-dB loss
in the transmitting laser. Hence, in the design of such FSAN PLC triplexer, the iso-
lation requirement should be high enough to prevent desensitization of the 1490-
and 1550-nm receiver section. Further review is provided in Fig. 5.4.

In the same manner, as shown in Fig. 5.4(a), PLC for old 1310-nm receiver-
transmitter/1550-nm receiver can be realized. In this case, the first directional
coupler connected will be a WDM MZI separating the 1550 nm from the
1310 nm. The 1550 nm detector is connected at port A. Then the 1310-nm

EE

Figure 5.3 Tapered waveguide from 4 m (elliptical) to 10 m (circular) MFD: experimental
beam cross sections (left) and waveguide depth in the glass scheme as function of
MFD (right).1 (Courtesy of Colorchip, Inc., all rights reserved.)
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Figure 5.4 Concept option for FSAN PLC triplexer realization.
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receiver-transmitter will be located at the back ports marked as B and C. This is a
3-dB directional coupler, where the 1310-nm at port B with respect to port C is at
the isolated port. The constraint here is to have enough isolation between ports B
and C in order to prevent desensitization of the receiver’s path by the transmitter’s
path. This is an equal requirement as in FSAN for isolation from ports A to
D. Some other applications use Y branch rather than a directional coupler.15

Y branch is a power splitter based on tapered waveguide branching from the
input waveguide.17 The two branches’ core cross section or width is narrow at
the input port and gradually increases toward the output port waveguides. Power
ratio is defined by the core width ratio between the two output ports. An additional
design parameter of the Y-branch splitter is the tapered velocity dW/dL, which
defines the rate of the core width change versus length. Recent published research
reports about low-cost PLC for fiber to the home (FTTH) suggest the use of
VCSEL (vertical cavity surface emitting lasers) because these are a low cost,
easy to fabricate light source.4 Novel BiDi triplexers were fabricated of 200
MB/s data rate for small form pluggable (SFP) configuration. In this application,
WDM filters were 780-nm LPF, 815-nm BPF, and 850-nm HPF. These filters
were thin film filters coated on a glass substrate. Filters were fabricated by sputter-
ing Ta2O5/SiO2. This new optical subassembly (OSA) structure is realized with
satisfactory coupling efficiency and total passive alignment process without any
lens system. Therefore, the VCSEL BiDi triplexers would be expected to be a
cost-effective solution for optical transceivers used in a set top box (STB) at
homes for active optical networks (AON) FTTH systems. Figure 5.5 reviews
several integrations of PLC in FTtransmitter transceivers. In Fig. 5.5(a),
1.3/1.5-mm BiDi Triplexer is introduced. A spot-size converted laser diode
(SSC-LD), a waveguide photodiode (WG-PD), and a monitor (WG-PD) are flip-
chip mounted onto a PLC platform. This platform also contains a 1.3/1.5-mm
WDM dielectric filter and an asymmetric Y-branch silica waveguide. This PLC
platform is an embedded silica waveguide with 8 � 8-mm core, having refractive
index difference of 3%. A Si bench is used as the alignment plane and heat sink for
the optical chips. Index marks for the passive alignment are formed on the surface
of the Si bench. The WDM filter separating 1.3/1.5-mm is a multilayered dielectric
filter. The advantage of such a filter structure is its ability to arrange 1.3/1.5-mm
and 1.5-mm output waveguides to the same side of the PLC platform; however, it
has a disadvantage, that is, the trench of inserting this WDM filter. The trench has
to be set at the right position without any angle deflection to the waveguide. Any
deviation and deflection in positioning the WDM filter result in impossible inser-
tion loss from the 1.3/1.5-mm port to the 1.5-mm port. Reported isolation between
1.3/1.5- and 1.5-mm ports for this PLC topology is 52-dB. Figure 5.5(b) provides
information about a full duplex 1.3/1.5-mm WDM optical transceiver used in
ATM/PON. This is a 156 MB/s full duplex optical transceiver that meets the
FSAN class B and C specifications simultaneously. It is an optical hybrid inte-
grated module (OHI). In this architecture, the optical devices are mounted on
the PLC as was presented previously.

This module contains 3.3 V CMOS ICs such as burst-mode laser diode and
automatic gain control (AGC) amplifier all mounted on a glass epoxy electrical
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circuit board. Such a design also contains a multistage feed-forward automatic
threshold control for the AGC IC in order to procure an instantaneous response
for the burst-mode data. Electrical cross talk between the transmitter and receiver
is better than 100 dB. Figure 5.5(c) shows a PLC module where the WDM filter
separates between 1.3- and 1.5-mm wavelengths. This PLC was mounted on a
glass substrate and the semicylindrical-type ferrule made this structure compact.

Figure 5.5 Several applications of FTTx BiDi modules using PLC technology.
[(a). Reprinted with permission from IEEE LEOS # 1996]. [(b)2 Reprinted with
permission from IEEE, ECOC #1998]. [(c)5 Reprinted with permission from IEEE #

1999.]
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Figure 5.6 Fabrication process stages of PLC platform.16 (Reprinted with permission
from Proceedings of IEEE Electronic Components and Technology Conference #

IEEE, 1996.)
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This module transmitter had a power of 2 mW with +0.7 dB tracking error max
over 2408C to þ958C. Optical cross talk is better than 60-dB. Electrical cross
talk below 156 MHz was better than 100 dB.

Silicon PLC BiDi triplexer structure can be divided into two sections. The first
one is the PLC region itself, where the optical circuit is located, and the second one
is where the active components are assembled using alignment markers.16 This
kind of PLC arrangement is called multichip integration on PLC. Si PLC is fabri-
cated on a Si terrace. The first half of the Si bulk is occupied by the PLC silica as
shown in Fig. 5.6(a). The residual Si terrace has SiO2 passivation layer of 0.5-mm.
Electrodes and alignment markers are formed simultaneously by lifting off the
evaporated Au layer as shown in Fig. 5.6(b). Finally, AuSn solder film about
2–3-mm thick is evaporated and patterned as shown in Fig. 5.6(c). Figure 5.6(d)
shows the basic PLC platform structure and Fig. 5.7 provides more details about
Si multichip hybrid PLC.

5.2 Free-Space Bulk-Optic WDM Modules

5.2.1 General concept

The front end of any FTtransmitter triple-play transceiver is a bulk optic
component.36 This component is a WDM optical module multiplexing and

Figure 5.7 Integration of optics semiconductors R-PD (receive photodetector), M-PD
(monitor photodetector), and SSC-LD on a PLC platform. The area of optical components
is recessed in the silica of the optical circuit.16 (Reprinted with permission from
Proceedings of IEEE Electronic Components and Technology Conference# IEEE, 1996.)

Optics, Modules, and Lenses 187



demultiplexing several wavelengths going in and out of an SMF. Unlike the future
technology of PLC, this optical component is a free-space optical system contain-
ing discrete building blocks such as lenses, beamsplitters (dichroic mirrors that are
multilayer wavelength filters or just beamsplitters), photodetectors for the two
wavelength channels, 1310-nm digital channel and 1550-nm analog CATV in
old systems, and 1490-nm digital channel and 1550-nm analog CATV in FSAN,
as well as a laser diode typically at 1310 nm for both FSAN and old wavelength
plan. This kind of triplexer design requires wavelength filters for the FSAN wave-
length and for the old wavelength plan. Special care for designing the trapping light
is required to prevent the 1310-nm transmission leakage into the 1310-nm receiving
channel in the old wavelength plan. Figure 5.8 describes FSAN and old optics wave-
length plan’s internal structure of such bulk triplexers. Early designs suffered from
low yield and a long alignment process of the optics to and pigtailing of the SMF
fiber, as well as complicated assembly problems. Special design emphasis was
placed on tight mechanical tolerances, making the production of optical housings
difficult. The problem of tight mechanical design tolerances for machined and
die-cast housing is critical and cannot be compromised even today with advanced
bulk optics. Early optics had large housing and the optical block was not in full com-
pliance with its parameters over temperature. Creep of adhesives such as epoxies
and metal temperature coefficients resulted in optical power degradation from the
laser into the SMF because of tracking error. A closing process of older module
TO headers was created by Allen screws; thus, it was sensitive to mechanical
stress over temperature. This reduced in tracking-error performance more. Tracking
error occurs because of the optical light beam-spot motion from SMF input.
Numerous modules were not immune to humidity. One of the reasons for the
problem of humidity limitation was the attempt to reduce the analog detector
capacitance in order to gain BW. Some of the approaches used Kapton as the TO
header base for the analog PD. Since the Kapton’s relative dielectric constant
was nearly at unity, it was not building up parasitic capacitance from the photodiode
to the housing of the optical triplexer. This method left the analog photodiode
uncapped and exposed within the optical housing of the triplexer. Additionally,
costs of lenses were too high. These technical problems and the low-yield, high-
BOM cost provided the motive for the development of PLC technology. PLC
technology has the advantage of mass production and automatic pick-and-place
assembly using SMT footprints. However, bulk optics products reached a design
maturity and the above mentioned problems were mostly solved.

Optical modules such as triplexers became small sized and hermetically sealed
using laser welding and advanced epoxy glues. Active optical components were
hermetically sealed. Currently, TO was made with glass or advanced low-cost
plastics integral lenses. Yield increased to 90% and the manufacturing process
became repeatable and robust. Some of the optical detectors contain a PIN transim-
pedance amplifier (TIA) inside the TO package to minimize parasitics and improve
sensitivity of the digital section. Advanced research efforts are invested to inte-
grate highly linear analog PIN TIAs within the photodetector housings to
improve performance of the analog channel. New technologies of manufacturing
lenses made of advanced plastic materials as well as casting the optical triplexers
housing reduced the BOM costs even further.
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Transmitter optical subassembly (TOSA) and receiver optical subassembly
(ROSA) modules are made from advanced plastic materials. Moreover, this tech-
nology has solved the problems of parasitic capacitance between the photodiode
and the optical housing. Advanced CAD tools such as the ZEMAX35 design
program, which provides detailed accurate libraries of optical components used
as building blocks for bulk optics, such as lenses and beamsplitters, enables
the designer to optimize design parameters and tolerances, thus reaching tight
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Figure 5.8 Optical triplexer structure. (a) An old wavelength plan for a 1310-nm digital
receiver-transmitter and a 1550-nm analog receiver, showing the 1310-nm light trap.
(b) Three FSAN wavelengths standard 1310-nm digital transmitter, 1490-nm digital
receiver, and 1550-nm analog receiver.
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specification performances. Optical parameter design control is important in order
to reach highly linear performances in CATV channels. For instance, spot size or
defocusing of the beam over the analog PD may improve linear performance by
reducing distortions. This is done by observing and optimizing beam tracings
and aberration parameters that result from the lenses. The subject is well
covered in Sec. 8.6.3. As a conclusion from these facts, bulk optics components
play a major role and are the key components in modern FTTx designs such as
BiDi and integrated triplexer platforms. This progress also provided a major
stride in the development of TOSA and ROSA optics for SFP and XSFP technol-
ogy at high data rates of 10 GBit/s.

The concept of the optical triplexer is well understood by observing Figs.
5.8(a) and (b). Looking at the received beam of light incoming from the pigtail
fiber into the optical system, it first passes through a selective beamsplitter. This
beamsplitter operates as a wavelength filter. It directs the 1550-nm into the
analog photodetector because of its refractive index sensitivity to that wavelength.
The other wavelength ray (1310-nm in old plan or 1490-nm in case of FSAN)
travels through this beamsplitter until it hits the second. There, the received ray
(1310 nm as in the old wavelength plan or 1490 nm in case of FSAN) is directed
into the digital PD. So far this is the ray tracing on the receiving side. Both photo-
detectors are cupped in a TO can, which has a ball lens. Since the diameters of
photodetectors range from 20 to 40 mm, depending on the BW required, there is
no problem of losing power of light due to lens aberration. This is because the
optical spot created on the image plane, which is the detector active surface,
is within the active photonic area. Therefore, there is hardly any degradation in
CNR. Observing the transmitted ray, the following design consideration should
be paid attention to. The 1310-nm transmitted ray impinges at first on the last
beamsplitter. This beamsplitter directs the received ray into the digital PD. The
transmitted ray passes through this element in the case of the FSAN wavelength
plan. In this design case, this optical element is an optical filter based on thin
film layers of glass. It has a wavelength sensitivity of refractive index; thus, it
directs the received 1490 nm into the digital PD and allows the 1310-nm transmit-
ter to path through. However, the design becomes more complicated when both
digital receiver and transmitter wavelengths are 1310 nm, per the old wavelength
plan. In this case, the optical element is a beamsplitter with a defined splitting ratio.
Therefore, the splitting ratio creates a power penalty in both receive and transmit
paths. On the receiver side, it is desired to have more reflection to the photodiode
and less path through the splitter into the laser diode direction. Nevertheless, on the
transmitter side, it is desirable to transmit more and reflect less in order to meet
transmission power levels at the fiber. Observing Fig. 5.8(a), it is clear that
for higher reflection and less transmission power, the reflected transmission
beam hits the opposing side of the digital receiving photodetector. This situation
can create optical cross talk between the 1310-nm receiver and transmitter. The
reason this happens is that the optical reflections from the counter wall veers
off into the digital receiving detector. The reflected beam from the wall leaks
into the 1310-nm PD per the beamsplitters power ratio. The solution is to create
an optical trap on the counter wall that locks the transmitter’s reflected
beam inside and does not allow it to exit into the receiving photodetector.
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Moreover, special passivation or absorptive paint is used to plate the inside
housing cavity of the optical block.

This design approach is difficult to manufacture, and controlling the optical
cross talk by creating a trap cavity is not possible in large-scale production. A
different solution for cross talk is provided by creating an absorptive conical
washer around the 1550-nm lens. Bear in mind that in reality the optical distance
between the 1310-nm beamsplitter in Fig. 5.8(a) and the 1550-nm photodetector is
very short, so reflected light from the 1310-nm beamsplitter is at the proximity of
the 1550-nm detector. As a conclusion, if the transmitter’s 1310-nm reflected beam
hits the conical washer surrounding the lens of the 1550-nm photodiode, it may be
deflected to some desired absorption point. Since this washer is conical, the
reflected light ray trace is toward the laser diode. Given that the absorptive
washer attenuates the energy of light, the remaining power should be absorbed
at the laser diode zone. One of the solutions is to insert between the laser
and the 1310-nm beam, a splitting polarization-dependent isolator and then
an absorptive rod. The rod attenuates the light reflected from the conical washer
at the 1550-nm area. The isolator completes the attenuation of the remaining
1310-nm reflected energy and absorb it even more. Further, cross-talk optimization
is done by commercial ray tracing CAD software.

In conclusion, from the aforementioned discussion of cross talk, a design
compromise is made as a trade-off between the receiver’s sensitivity, optical
cross talk, and laser’s transmitted power. These design parameters define the
beamsplitter’s power ratio for the 1310-nm transmitter and receiver.

Generally, design sets are for 50%/50% power ratio or 70%/30% in favor of
receiver sensitivity. The last splitting ratio makes isolation requirements harder
since a larger amount of 1310-nm reflected energy has to be attenuated.

After passing the last beamsplitter, the transmission ray passes through the first
beamsplitter toward the SMF core surface, which is a wavelength sensitive refractive
index filter, the old 1310-nm/1550-nm wavelength plan reflects the 1550-receiver
ray into the analog PD and lets the 1310-nm path through in both directions
without any reflections. Figure 5.8 describes rays tracing in both directions that
receive and transmit. In the old wavelength plan, detail “a,” 1310-nm ray, is
given by a dashed dotted line. Portion of the received energy passes through the
beamsplitter and reaches the laser diode. The 1550-nm wavelength is indicated
by the dashed line. The laser diode wavelength of the 1310-nm is shown by continu-
ous line. It can be seen that the reflected light from the 1310-nm beamsplitter is
trapped within the 1310-nm light trap. In the FSAN design, this filter is sensitive
to 3 wavelengths; it reflects the 1550-nm receiver into the analog PD and allows
it to pass through the both 1310-nm transmitter and the 1490-nm receiver. In con-
clusion, it is clear that the FSAN triplexer has no need for optical trapping since
wavelengths are isolated by optical filters. The other design goal is to focus the
transmitting beam into a narrow spot on the SMF core surface. Therefore, aspherical
lenses are used to correct and compensate or minimize aberration created by the
laser ball lens, meaning aspherical lenses are used as a part of the laser TO,
rather than a ball lens, which is a spherical lens. Aberration is critical in the trans-
mitting beam’s path as the SMF fiber active area diameter is 8-mm. Consequently, a
large optical spot results in loss of transmission power since only a portion of the
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optical field flux is passing through the fiber. At some instances where transmission
power can be compromised against cost, ball lenses are used and not aspherical
lenses. Figure 5.8 describes rays tracing in both receiving and transmitting direc-
tions. For the FSAN wavelength plan, detail “b,” the 1490-nm ray is shown by
the dash-dotted line; it is directed to the 1490-nm digital PD. The 1550-nm wave-
length is shown by the dashed line. The laser diode wavelength of the 1310-nm is
indicated by the continuous line. Generally, in order to prevent reflections, the
pigtail SMF is polished at 8 deg. Thus, the pigtailing is done at a tilt of 4 deg and
there is design compensation of 4 deg per Snell’s law.

When optical return loss performance is required, and in case of an old analog
return path, when high linearity is required too for meeting decent link NPR (noise
power ratio) specifications, the isolator is inserted as was described above as a part
of the optical trap. For the FSAN frequency plan, the isolator is then
inserted between the fiber and the first filter (beamsplitter), where the 1310- and
1490-nm pass through it and 1550 nm is reflected into the analog photodiode.

As a general conclusion, bulk optics is a strong technology competition to
PLC. It has a small size low profile and covers frequencies up to 10 GB/s. It is
a low-cost, robust solution. PLC modules are as long in size; thus, there is no
edge in FTtransmitter for PLC.

Pigtailing is done with a tilt to compensate the polishing angle of the SMF and
is specially made at approximately 8 deg to improve optical return loss.

More details can be found in Ref. [36].

5.2.2 Lenses

The theory of lenses’ wave optics and geometrical optics is well explored with suf-
ficient elaboration in basic physics literature.19,23,24,34 Traditional basic analysis of
optical systems involving lenses refers to thin lenses.19 In this section, the discus-
sion focuses on thick and thin lenses, taking into account their physical properties
such as refractive index, spherical shape, and ray tracing, showing their approxi-
mation to thin lenses. Commonly used lenses in bulk optics are ball lenses (spheri-
cal lenses) and aspheric lenses. Those lenses’ characteristics were explored in the
literature.20,23,24 In general, lenses are described in a Cartesian axis system, where
the z axis represents the common optical axis of the refracting and reflecting sur-
faces; it is positive when it is directed to the right. The x axis is positive when going
into the diagram and the y axis is positive when it is directed upward and is in the
plane of the diagram23 as shown in Fig. 5.9.

Optical design is based on several fundamental laws that enable the prediction of
ray traces. Snell’s law formulized the law of refraction in 1621. It states the follow-
ing. If the angle created by a ray between the point of incidence and the normal to the
surface of incidence is u1, and if the angle of refraction created between the refracted
ray and the same normal is u2, then the angles are related by the following equation:

n1 sin u1 ¼ n2 sin u2, (5:1)

where n1 and n2 are the refractive indices of the two materials.
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Furthermore, Snell’s law states that the incident ray, the refracted ray, and the
normal-to-the-surface ray are coplanar. Moreover, the refractive index describes
the ray velocity with respect to the speed of light in vacuum. Therefore, the follow-
ing relation emerges:

n ¼
c

v
, (5:2)

where v is the speed of light in the material and c is the speed of light in vacuum.
Thus, it is understood from the theory of waves that the refractive index refers to
the root square of the relative dielectric constant of the material.

A ball lens, or spherical lens, is commonly used for coupling optics between
SMF and photodiode TO or laser TO can, where optical power is a compromise
or as an aid for optical add–drop multiplexers (OADM) modules.21,22 Ray
tracing in such lenses is shown in Fig. 5.11. It is constructed from two surfaces
that are nominally spherical in form and have some thickness between the surfaces.
Each sphere has its own radius R, where each sphere is a portion of a ball. By con-
trolling the radii of the lens spheres, ray tracings can be optimized up to a certain
level. There are ball lenses in which the radii are not identical and are made of two
spheres. These lenses are called spherical lenses.

Since many ball lenses are constructed from spherical surfaces, it is convenient
to describe these surfaces by an equation describing a sphere that is tangent to the
origin as shown in Fig. 5.9.

The equation describes such a sphere as in Fig. 5.9 given in its canonic form by
the following equation:23

R2 ¼ x2 þ y2 þ z� Rð Þ
2: (5:3)

Replacing x2 þ y2 by r2 and solving this 3D square equation for z as a function
of r and R would provide

z ¼ R 1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
r

R

� �2
r

" #

: (5:4)

y

x

z

R

Figure 5.9 A sphere with a radius of R tangent to the 3D Cartesian system origin.
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The value R is presented sometimes by 1/c, where c is called the curvature of
the surface or vertex curvature. Then by multiplying by the conjugate sign,
Eq. (5.4) is written as

z ¼
1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� crð Þ2
p

c
¼

cr2

1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� crð Þ2
p : (5:5)

Equation (5.5) describes the sphere coordinates with a curvature c. The reason
for + symbol is that for a given x and y coordinate or fixed distance of a radius r
from the z axis, a plane that intersects the sphere parallel to the z axis would have
two intersection points. Those intersection points are at two different z locations;
however, they are having the same x and y coordinates. Meaning, the solution is the
same distance from the z axis. In 3D geometry, this can be a flat plane intersecting
the sphere parallel to the z axis or a cylindrical shape such that its symmetry axis is
the z axis. Figure 5.10 provides detailed elaboration. The goal in this solution is to
describe a moving point along the sphere as a function of r or x and y coordinates.
Thus, Eq. (5.4) refers to the first intersection point by observing only the 2 or þ
sign in the denominator of Eq. (5.5). In other words, it provides the lower value
solution of z for a given x and y coordinate or radius r. Equation (5.5) can be
rearranged and expanded as a power series in term of r2:

zc ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2r2
p

¼ 1� 1�
1

2
c2r2 �

1

8
c4r4 �

1

16
c6r6 � � � � �

1

2n
c2 n�1ð Þr2 n�1ð Þ

� �

: (5:6)
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Figure 5.10 A sphere surface with cross section of radius of r at z ¼ Z1 and curvature
of c ¼ 1/R.
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Note that the indices are now modified; the first variable in the parentheses is
n ¼ 1 thus it equal to 1, the next variable is n ¼ 2, etc. Thus, Eq. (5.6) results in

z ¼
1

2
cr2 þ

1

8
c3r4 þ

1

16
c5r6 þ � � � þ

1

2n
c2n�1r2n: (5:7)

Note that the indices of Eq. (5.7) are modified; the first variable is n ¼ 1 was
previously n ¼ 2 in Eq. (5.6), etc.

Equation (5.7) is useful when defining a paraxial region of a spherical lens:

z ¼
1

2
cr2: (5:8)

This approximation states that R is relatively large and that the portion of the
sphere observed from the left side of the y axis is approximately a flat plane, with
hardly any curvature, since the vertex distance Z1 is small. Figure 5.10 explains
Eq. (5.8) in a 3D x, y, z-Cartesian system. In addition, the object and the image sur-
faces are proportional to the square of the object and the image dimensions. In other
words, it should be no larger than the spheres surface cross section. From Fig. 5.10 it
is concluded that z ¼ Z1 is the surface height. It is also assumed that any angle of
incidence of the surface is small enough, so the approximations of sin u ffi u and
cos u ffi 1 are valid. Thus, every object plan is perfectly imaged in the image
space. This method of analyzing lens surfaces is used for other shapes such as para-
boloids, ellipsoids, hyperboloids, and oblate and prolate ellipsoids.23

Aspheric surfaces are also called diffractive optical elements (DOEs). They
are especially powerful for correction of chromatic aberration. This surface is
described by

zASPHE rð Þ ¼
cr2

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� K þ 1ð Þc2r2
p þ A4r4 þ A6r6 þ � � � þ A2jr

2j, (5:9)

where zASPHE is the sagittal surface height, c is the vertex curvature 1/R (also called
reciprocal vertex radius), r is a radial coordinate as was shown in Fig. 5.10, and
sometimes marked as r, A4, A6, etc., are the surface deformation coefficients, and
K is the conic constant that determines the shape of the basic conic section.
Various values for K determine the surface shape as given by Table 5.1.23,25

The slope, at any point of the sphere, can be calculated by the derivative of
Eq. (5.9) with respect to r.

Table 5.1 Shapes representation vs. K values.

Constant Shape

K ¼ 0 Sphere
K,21 Hyperbola
K ¼21 Parabola
21, K , 0 Ellipse (Prolate)
K . 0 Ellipse (Oblate)
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Thus tan(a) is given by

tan að Þ ¼
1

dzASPHE rð Þ

dr

: (5:10)

Therefore, the normal-to-the-lens surface at a cylindrical coordinate value of r
is given by

cot að Þ ¼
dzASPHE rð Þ

dr
: (5:11)

Knowing the normal angle to the lens surface and the angle created by the ray
with respect to the positive direction of z provides the incidence angle between the
normal and the incident ray hitting the surface.

After exploring, in brief, lens surfaces and surface approximations, the next
step is to review simple ray tracing in a thin lens and then fix this calculation
for a thick lens. It is well known that plane waves in homogeneous media travel
in straight lines. This fact allows the use of ray optics in thin lenses. The rules
of thin lenses are

1. Rays passing through the center of the lens are undeviated.

2. Rays entering parallel to the axis pass through the focus.

3. The locus of ray bending is the plane of the center of the lens.

From Fig. 5.11, the lens magnification M is given by

M ¼
di

do

: (5:12)

so f di

do f si
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Object

Figure 5.11 Ray tracing in a thin lens.
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Again, from Fig. 5.11 it can be proven by planar geometry that the following
identities are valid:

1

f
¼

1

do

þ
1

di

, (5:13)

f 2 ¼ sosi: (5:14)

Figure 5.12 describes a thick lens. P1 and P2 are the principal planes of the lens
and intersect at the lens axis as shown. f1 and f2 are the front and the back foci. The
distance from the vertex of the left side of the lens to the focal point, f1, is called the
front focal distance or working distance. The same applies for the back focal point
f2. The question then is how to define and determine a thin lens? A thin lens has to
have a thickness that is small compared with the depth of the focus of the beam
used. In a thin lens limit, the two principal planes are merged into one at the
center of the lens as shown in Fig. 5.11.

The general lens maker’s equation for a thick lens is given by

P ¼
1

f
¼ n� 1ð Þ

1

R1

�
1

R2

þ
t

n

n� 1

R1R2

� �

, (5:15)

where t is the lens thickness from vertex to vertex, and n is the refractive index.
The front and back focal points are given by

l1 ¼ f1 1�
t n� 1ð Þ

nR1

� �

, (5:16)

l2 ¼ f2 1�
t n� 1ð Þ

nR2

� �

: (5:17)

The separation between the two principal planes is given by

2d ¼ t þ l2 � l1 ¼
t n� 1ð Þ

n
: (5:18)
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Figure 5.12 Ray tracing in a thick lens.
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For the thin lens approximation, the following terms are valid for t� R. In
addition, it is assumed that the refractive indices of the media on both sides of
the lens are the same. This condition results in equality between the focal
points. Using these conditions, Eq. (5.15) becomes

P ¼
1

f
¼ n� 1ð Þ

1

R1

�
1

R2

� �

: (5:19)

Moreover, both focal points at Eqs. (5.16) and (5.17) may have the same value.
Thus, it is clear that the separation between the two principal planes at Eq. (5.18)
goes to zero. In practice, the design of an optical module such as triplexers is done
by using the thin lens approximation.

Optimization of free-space optical blocks for optical coupling is done by opti-
mizing spot size and minimum aberration for laser, and in the case of photodetec-
tors, large spots are preferred for improving linearity by minimizing distortions as
explained in Sec. 8.6.3. Geometrical optics and spherical or aspherical lens
equations are useful methods for such optimization done by commercial CAD
Fig. 5.13 depics the rays traces in a ball lens.

5.2.3 Optical calculations

Assume the following design problem of a free-space triplexer: a TO56 laser with
a ball lens, two beamsplitters, and an SMF fiber are needed to be optimized for a
precise spot of the Tx beam on the fiber. The fiber is angled, polished at 8 deg, and
inserted into the optics block with up tilt as shown in Figs. 5.8(a) and (b). In
addition, the refractive indices of the two beamsplitters are n1 and n2, respectively,
as a general case, and the lens has a refractive index n and a radius R. This is the
design problem facing optimization of each optical-block ray.

θ1

θ2

Figure 5.13 Ray tracing in a ball lens per Snell’s law. Note that the normal-to-the-lens
sphere is calculated per Eq. (5.11) for a sphere surface given by Eq. (5.6).

Figure 5.14 Tx laser ray tracing inside a triplexer.
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This kind of problem can be solved with geometric optics and by drawing the
ray tracings along the optical axis of the triplexer system. Figure 5.14 provides an
illustrative ray scheme of this design challenge. The solution is based on the con-
cepts of Sec. 5.2.2.

Ray tracing CAD programs are based on solving geometrical and trigono-
metric identities as well as using Snell’s law and other optical concepts.
Figure 5.15 illustrates the ray-tracing problem within a ball lens. It is assumed
in this case that the light source at point A at a distance d1 from the lens vertex
emits a ray of light with an angle of a with respect to the optical positive axis
direction. The ray emitted out of the source impinges on the lens surface at
point B, travels within the lens, and is refracted again at point C. It is clear that
/ABD ¼ b 2 a. Thus, uIN ¼ 90 deg 2 (b 2 a).

In the same way, /BOE ¼ 90 deg 2 b and /BOC ¼ 180 deg 2 2uout. This
yields uout ¼ uIN2. Knowing this, it becomes clear that /COF ¼ 2uoutþ b 2 90
deg. After all relations between angles are arranged, values of angles are calcu-
lated. For the given values of R, d1, and a, the values of b, Z1, and r1 are solved
by the following set of equations:

R cosb ¼ Z1 þ d1ð Þ tana, (5:20)

Z1 ¼ R 1� sinbð Þ: (5:21)

The values of refractive angles are solved by Snell’s law. Having all this infor-
mation, the exact location of points C, and the values of Z2 and r2 are solved
too by the relations

Z2 ¼ 2R 1� cos 2uout þ b� 90ð Þ½ �, (5:22)

r2 ¼ R sin 2uout þ b� 90ð Þ: (5:23)
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Figure 5.15 Ray tracing inside a ball lens with a radius R showing ABC ray path.
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It is clear from the discussion that in a ball lens, angles of incidence at the
in-ray surface and the out-ray surface with respect to the normal are preserved.
Using this technique in a CAD program, optimization of the beamsplitter’s
location is done to bring the spot of light to the fiber surface. In general, beamsplit-
ters are tilted at +45 deg and they have the same refractive index. Thus, the
optimization process is straightforward. This analysis becomes more complicated
when dealing with aspheric lenses.

5.2.4 Aberration and tracking error

In the previous sections, lenses were analyzed and the thin lens approximation was
driven. Object and image distances were connected to focal points, radii of curva-
ture, refractive index, etc. This analysis is based on the approximation that all rays
make small angles with respect to their optical axis. However, the image created by
rays is based not only on points which are on the axis but also on points that lie off
the axis, Fig. 5.16 represents such a core. Nonparaxial rays proceeding from a
given object source do not intersect at the same point after refraction by a lens.
Thus, the image formed by such a lens is not a sharp one. Moreover, the focal
length of a lens depends upon its refractive index, which varies with wavelength.
Therefore, if a light emitted from an object is not monochromatic, the lens forms a

S S’’ S’

B

B’

Optimum image plan for
circle of least confusion

Image of aberration 

(a) Aberration 

Main axis

B

0

B’

Image of coma (b) Coma 

Main axis

Tilted axis

Figure 5.16 (a) Spherical aberration, and (b) coma.
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number of colored images that lie at different places and have different sizes, even
if formed from paraxial rays. The departure of an actual image from its predicted
calculated position is called aberration. In addition, there are aberrations that arise
even from a monochromatic light source such as a laser. This kind of aberration is
called spherical aberration. This type of aberration is the main design concern in
bulk optics structure.

Figure 5.16 demonstrates spherical aberration. Paraxial rays from point S are
imaged at S0. Rays incident to the lens near its rim are imaged at S00 closer to the
lens. Rays incident to the lens surface between the rim and its optical axis are
imaged between S0 and S00. Thus, there is no plane where a sharp clear spot of S
is formed. The spot S is formed on perpendicular plane B B0 which is located
between the two spots S00 and S0 called the image plane. This plane travels
between the two spots S00 and S0 since each image of S is created at a different dis-
tance. The cross section of the beam coming out from the lens provides a circular
image shape. The design goal is to find the smallest spot, known as the circle of
least confusion. This is where the maximum light flux is delivered; thus in bulk
optics design the SMF should be placed for maximum transmit power at the
zone of least confusion where the spot is optimized.

Another lens imperfection is coma. Coma affects rays that are not on the lens
axis. It is similar to spherical aberration, where the aberration is on the lens axis,
and both coma and spherical aberration arise from the failure of the lens to image
rays at the same point. Coma differs from spherical aberration in the imaging result
of the object’s image: the object is not imaged as a circle but as a comet shape;
hence, the term coma.

The term “tracking error” describes power delivered to the SMF as a function
of spot size and location on the active area of the fiber. Spot size is defined by the
optical ray path design shown in Fig. 5.14 and lens aberration. It is desirable to
have the spot center aligned with the SMF active area center. Moreover, it is a
design goal to have a spot diameter smaller than the SMF active area diameter.
Tracking error can result from spot misalignment on the fiber; thus, the power
delivered to the fiber will be proportional to (S 2 DS)/S, where S is the spot
area and DS is the spot area out of the fiber active surface. This situation results
from mechanical errors as a function of temperature of the optical block. Such a
case describes the spot drift from its target point, resulting in transmit power degra-
dation. For example, laser cup position is varying because the glue is sensitive to
temperature thus the spot drifts. In old triplexer technologies, laser TO can closing
was done with screws; hence, mechanically it was much more susceptible to temp-
erature changes thus the laser spot drifts. Moreover, a larger spot than the SMF
active area delivered less power to the fiber. All these phenomena resulted in
power sensitivity versus mechanical parameters. This sensitivity function of
power alignment to fiber is called tracking error.

5.2.5 Packaging and integration technology

Packaging bulk optics can be divided into two main efforts. The first is the devel-
opment of compact housing and packaging technology of the optical system
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presented in Fig. 5.8, and the second is the development of cost-effective, high-
performance transistor outline metal can package (TO-can) integration. Both are
challenging. Optical integration involves all design aspects presented in previous
sections in regard to optical performance, such as optical cross talk, tracking error,
optical transmit power, optical coupling, aberration, sealing, and complying with
environmental specifications.

The other part involves integration of optical semiconductors into a TO-can
and complying with required performances for high data rates and wide band-
widths for analog receivers.

Laser coupling to SMF by using molded aspheric lenses was reported about a
decade ago.31 Use of aspheric lenses is common in bulk optics to overcome spheri-
cal aberration. This technology has a coupling loss of 2.2 dB and an assembly loss
of 0.24 dB. Further research analyzed the coupling of lasers to SMF by using
spherical lenses.22 MacSIGMA CAD software is available for ray tracing and
optimization of the optical design.

Recent research30 reports show miniaturization of laser packaging, going
from traditional TO56 used for DFB lasers to TO38. The main idea is to build a
small OSA using a prealigned Si microlens and a laser diode integrated on a Si
V-groove substrate with a footprint of less than 1 mm by 1 mm. The lens is
based on a Si DOE. The DOE has a binary structure to simulate the smooth
profile of a Fresnel lens. The Fresnel lens profile can be obtained by quantizing
the conventional refractive lens in units of wavelength as shown in Fig. 5.17.
The advantage of DOE is strict control of focal length determined by the pitch
of fringe structure. Silicon is transparent for wavelengths longer than 1100 nm.
Tight control of focal length of the lens is required because of alignment of the
lens to the small dimension OSA. This technology enables 4-f coupling by
placing a combination of lenses on the same V-groove substrate. Between these
two lenses, the propagating beam is collimated up to 2 mm without coupling effi-
ciency degradation. Consequently, any functional elements such as an isolator or a
WDM filter can be inserted, making this OSA a versatile optical platform.
Reliability of optical components as a function of solders was investigated at
the first strides of optical modules.32 Creep of soldered joints or other material
may affect coupling performance of optical components to SMFs in the long
term. The creep mechanism results because of the build in mechanical stress
during the construction of optical modules. Mechanical stress may result from
temperature, mechanical mounting of optical modules to the whole optical electrical
platform, etc.

Results showed median life of approximately 107 hours in case of laser diode
and SMF system. The failure rate at 25 years of service is approximately 1023 of
functional integrity testing. The epoxy cure process in bulk optics is an important
parameter too.33 Epoxies have residual stress as a result of their solidification. The
epoxy layer between the TO–CAN, in which the laser or PD are capped, and the
housing is a linear viscoelastic (time dependent) material. The epoxy layer create a
cylindrical shape and axial symmetry is used to solve the strain problem resulting
during solidification. Cure process after solidification is one of the methods to
overcome strain build in epoxy.
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5.3 Main Points of this Chapter

1. The two preferred technologies of PLC are IE and SoS

2. Wavelength separation in PLC is accomplished by MZI.

3. Directivity of couplers in PLC is the key to accomplish isolation of trans-
mitted power leakage into the receive section. This is one of the sources
for optical cross talk in PLC.

4. The PLC technology edge, by its repeatability of performance, has less
human involvement in assembly. There is accurate control of parameters
such as power isolation, return loss, and wavelength separation as well as
isolation.

5. PLC packaging is SMT rather than long leads of TO can. Thus, it has
potential to operate in high data rates for digital applications and wide
BW for analog applications.

Figure 5.17 Integrated optics on a TO can principle of DOE: (a) refractive lens; (b)
Fresnel lens; (c) DOE represents the lens surface by multilevel etched profile; (d)
optical system for OSA to SMF coupling; (e) OSA bench with V groove and integration
to TO can.30 (Reprinted with permission from Proceedings of IEEE Electronic
Components and Technology Conference # IEEE, 2004.)
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6. IE process is a fast process in which a core is created by changing the
refractive index of a glass. The process has no need for a high-class
clean room. The IE process has 11 steps:

. mask preparation;

. electrons deposition process of about 60 minutes;

. burying the electrons in glass using diffusion process, for 15 min, at
3508C and under electrical field;

. printing conductors using lithography;

. connecting the bulk support glass to the optical circuit wafer;

. etching via holes;

. assembly of components using alignment and marking techniques;

. dicing;

. polishing;

. packaging; and

. pigtailing.

7. One of the advantages of PLC is low coupling losses to fiber since it has a
direct contact to the fiber and similar refractive indices. In IE technology,
it has the optimal matching to fiber. Thus, mismatch loss is minimal.

8. PLC technology is less susceptible to environmental thermal changes
since it has no mechanical deformation and changes in dimensions
that affect the optical transfer functions from the laser to the fiber,
from the fiber to the photodiodes, and between the laser and the photo
detectors; for this reason, there is hardly any reduction in cross talk
over temperature.

9. Bulk optics technology is an integration of discrete components into a
mechanical optical system, which is composed of the following:

. laser diode in a TO can with integral ball or aspherical lens;

. photodetectors in a TO can with integral ball lens;

. beamsplitters that are dichroic mirrors; and

. housing.
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10. Bulk optics triplexers for 1310 nm, 1310 nm, 1550 nm that were used for
old wavelength plans have an internal optical trap to prevent leakage of
the 1310-nm transmitter into the 1310-nm receiver photodetector
because of internal reflections.

11. FSAN plan is 1310-nm digital transmitting, 1490-nm digital receiving,
1550-nm analog CATV receiving.

12. In FSAN bulk optics isolation between 1310-nm and 1490-nm receivers
is achieved by the optical filters.

13. The transmitted power in bulk optics is defined by the optimization of the
laser beam spot on the SMF active area.

14. Tracking error in bulk optics results because of the movement of the
transmitted light spot from the core of the SMF. Thus there is a reduction
in optical power delivered to the SMF core surface.

15. Tracking error results due to changes in mechanical dimensions because
of a change in temperature or because of an external mechanical stress
such as mounting screw torque.

16. Aberration results from a lack of an ideal lens in which paraxial beams
have different focal points than the rays incident to the lens surface at
a larger distance from the optical axis or near the lens rim.

17. Spot optimization of the transmitted light is done by selecting the image
circle of minimum point of confusion of a lens.

18. One of the methods to reduce aberration is by using aspherical lens and
optimizing the aspheric plane of the lens.

19. For receiving, it is desirable to defocus the beam and create a large spot
on the photodetector area since it minimizes distortions.

20. Paraxial approximation z ¼ 1
2
cr2 defines the distance from a sphere in which

it looks as a surface or a plane. In case of a small lens with a small radii, the
distance from the sphere surface, is very small. An analogy for that is observ-
ing earth from earth or from space; the earth looks like a flat plane for us on
earth, and from space it looks like a sphere.

21. In a high magnification lens, a small error on the object side results in a
large error on the image side.

22. In bulk optics design, thin lens approximation is accepted and further
optimization is done by ray tracing with CAD tools.

23. Bulk optics closing technology is by advanced epoxies and laser welding.
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Chapter 6

Semiconductor Laser Diode
Fundamentals

This chapter reviews laser physics and its concept of operation. A short
introduction to the quantum phenomenon of stimulated emission is presented,
explaining the process of lasing and emission types for general background.
This is followed by modes of excitation and structure of gain-guided lasers
versus index-guided lasers. Common lasers used by the industry are reviewed
and background is provided about longitudinal modes, distributed feedback
(DFB) lasers, Fabry–Perot (FP) lasers, quantum well lasers, tunable lasers, and
vertical cavity surface-emitting lasers (VCSELs). After a basic solid foundation
of laser physics is laid, a practical RF modeling of the laser is presented, followed
by modulation terminologies for RF and digital schemes. An introduction to the
optical isolator is provided at the end of this chapter to explain how to overcome
and improve the reflection coefficient of the laser to the fiber. Reflections in both
cases of digital and analog transport introduce distortions. In the case of digital
transport, the observation might be double-eye transitions, implying deterministic
jitter. For analog, reflections may cause a reduction in carrier-to-noise ratio (CNR)
and intermodulation (IMD) performance is explained in Chapter 17.

6.1 Basic Laser Physics—Concepts of Operation

Semiconductor lasers are similar to other lasers such as Maiman’s ruby laser or the
He-Ne gas laser since in both cases the emitted radiation has spatial and temporal
coherency. Laser radiation is highly monochromatic, which means it has a narrow
wavelength bandwidth (BW) and a highly directional beam of light. In other
words, the energy of laser light or flux has a high density in a small area. In
field theory, it means that the pointing vector S ¼ E�H of the electromagnetic
wave has high value. However, the difference between a semiconductor laser
and the other laser is as follows:

1. In conventional lasers, the electron quantum transitions occur between dis-
crete energy levels. In a semiconductor laser, the transitions are related to
the band-level properties of the material.
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2. A semiconductor laser chip is very compact in size compared to a
conventional laser, and it is within the size order of 0.1 mm. Moreover,
since the active region of a semiconductor laser is very narrow, the
divergence of d has a very short photon lifetime, high-frequency modu-
lations are achievable to a certain point, where second-order effects
such as wavelength chirp and relaxation oscillation start to have an
effect (Chapter 7).

Because of the above advantages, semiconductor laser is one of the most
important light sources for optical-fiber communications. There are three wave-
lengths that are commonly used: VCSELs of 900 nm are used, and a Si
avalanche photodiode photodetector (APD) is used on the receiving side; where
the fiber has a low loss of 0.6 dB/Km and low dispersions, 1310 nm is used; and
where the fiber losses are at the minimum values of about 0.2 dB/Km, 1550 nm
is used. In both cases, the InGaAs photodetectors are used on the receiver side.

LASER is an acronym for light amplification by stimulated emission of radi-
ation. When the PN junction is formed, several physical phenomena are created.
There is a PN barrier due to the potential difference between the P type and the
N type.1,2 This potential barrier creates an electrical field E, which creates a
depletion region at the PN boundary. The width of the entire depletion region
depends on the P- and the N-type doping concentrations.1,2 Therefore, to
operate the laser, there is a need to apply a forward-drive current to overcome
this potential barrier. This current is the threshold where the diode starts to
conduct; an additional threshold current, which this discussion refers to, is
where the diode starts to emit.

The current mechanism at a PN junction is diffusion of electrons and holes
across the junction.1,2 In this case, both electrons and holes are present simul-
taneously in the depletion region and can recombine by creating spontaneous
and stimulated emission, generating a photon in an appropriate semiconductor
material. Stimulated emission is a result of optical gain and optical feedback. Con-
sequently, the lasing process is a result of positive optical feedback that enables
oscillations. Thus, two conditions should be satisfied:

1. The optical gain should be equal to the optical loss at the active region.

2. Positive optical feedback should exist. In an FP laser, this feedback is pro-
vided by cleaved facets that create multiple reflections or by distributed
gratings in a DFB laser.

Assume two energy Fermi levels E1 and E2 are in an atom of a semicon-
ductor. E1 is the basic low-level energy and E2 is the excited level. Any transi-
tioning between the two energy levels involves emission or absorption of a
photon with an optical frequency n12 according to hn12 ¼ E2 2 E1, where h is
Plank’s constant. Generally, at room temperature, all the atoms are in the low-
level energy state. This equilibrium is disturbed when a photon of energy that
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is exactly equal to the quantum energy difference E2 2 E1 impinges on the atom
and transfers an electron from E1 to E2. This is an exciting process and the photon
energy is absorbed by the atom. The electron at the E2 level is in an unstable
energy state and after a short dwell time, it returns to its original energy level
and emits a photon with the optical frequency equal to hn12. This process is
called spontaneous emission. The lifetime of such a spontaneous emission
varies typically from nanosecond to millisecond, depending on the semiconductor
material type, i.e., the energy band gap and density of recombination centers. The
spontaneous emission is an incoherent process since photons are emitted ran-
domly and in random directions; thus, there is no phase relationship or spatial
coherency. An interesting and important thing happens when a photon hits an
atom when its electron is excited and is in a higher energy level. At the
instant an excited atom is impinged on by a photon, the atom is immediately
stimulated; the excited electron returns to its basic energy level E1 and emits a
photon. Consequently, two photons are emitted. One is the incident photon and
one is due to the quantum transition. The excited photon is coherent in the
phase with the incident radiation. That process is called “stimulated emission,”
and is described in Fig. 6.1.
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Figure 6.1 The three basic states of transition of Fermi energy levels E2 and E1. (a)
Absorption of the photon quantum energy hn12 ¼ E2 2 E1. (b) Spontaneous emission.
(c) Stimulated emission in the phase due to the quantum energy hn12 ¼ E2 2 E1.
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One of the best ways to explain the basics of laser operation is by looking at
the first small Ruby laser6,10 shown in Fig. 6.2. This laser type can be referred to as
the foundation of the FP solid-state laser. The ruby rod is the gain medium of the
laser. The resonance structure or cavity as defined in lasers as accomplished by
having mirrors on both ends of the ruby rod. The rod cleaved sides is covered
with mirrors which are using one full mirror and one side has a half-silvered
mirror. The laser is excited by optically pumping the ruby rod using a flash
tube. This process brings electrons to a high-energy state. As some electrons in
the rod spontaneously drop from this high-energy state to a lower fundamental
level, they emit photons that trigger further stimulated emission. The photons
bounce between the mirrors, generating more stimulated emissions. The process
of gain and positive feedback results in oscillation between the two mirrors.
Only certain wavelengths have a resonance and lasing occurs through the half-
silvered mirror. In solid-state lasers such as FP, the replacement for the flash
tube is the forward current across the PN junction, which creates the population
inverse. As in the ruby laser, FP laser has two cleaved facets with mirrors
(see Fig. 6.3).

Stimulated emission is the basis of laser operation. However, there is a need to
overcome the material absorption in order to have a significant amount of light
emission. In the solid-state semiconductor laser, this is achieved only when
there is a greater population in the excited energy level E2 than in E1. This situation
is called “population inversion” and is a prerequisite for laser operation. The
phenomenon is achieved by current injection across the PN junction. At the
instance the population inversion state is accomplished, the quasi-Fermi-level,
the energy level with an occupation probability of 50%, separation between the
conduction bands, and the valence level exceed the band gap under forward
biasing of the PN junction. That means

EFc � EFv . hn . Eg, (6:1)

where EFc is the quasi-Fermi-level energy, EFv is the valence level, and Eg is the
band-gap energy.
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Figure 6.2 The Ruby laser of Theodore Maiman.
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Equation (6.1) states that in order to have emission, the photon energy has
to be higher than the band-gap energy but lower than the difference between
quasi-Fermi-level energies in the conductance state (population inverse state)
and the valance level. Optical gain is achievable in the active layer when
the injected carrier density is high enough to overcome the absorption in the
semiconductor. When the gain is sufficient, the peak optical gain dependency
upon the carrier density N can be expressed by using the linear approximation
given by3

gP ¼ g0 N � N0½ �, (6:2)

where N0 is the carrier density at the transparency, typically 1–1.5 � 1018 cm23

for an InGaAs laser, N is the injected carrier density, and g0 is the spatial gain con-
stant in centimeters squared. It can be observed that when the injected density
exceeds N0, a positive gain is obtained.

Not all semiconductors generate emission during the recombination process
and populate inverse conditions at the forward bias state. For instance, Si and
Ge do not emit under the above mentioned conditions. The reason for that is
that it is a nonradiative recombination process in these materials. This process
includes recombination at defects, surface recombination, and Auger recombina-
tion. This last one is important in the case of long wavelengths such as
1300–1600-nm semiconductor laser sources.3,4 In the Auger recombination
process, the energy released during electron–hole recombination is transferred
to another electron or hole as kinetic energy rather than producing light.3

Because of nonradiative recombination existence, there is a reduction in the
quantum efficiency (QE) of producing and emitting light. This effect or pheno-
menon is defined by internal QE factor hint, which indicates that only a fraction
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Figure 6.3 Concept of FP laser in a double heterostructure (DH).3 (Reprinted with
permission of Van Nostrand/Springer # 1986.)
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of the injected carriers during forward biasing and population inversion is con-
verted into photons and is described by

hint ¼
Rrr

Rrr þ Rnr

¼
trr

trr þ tnr

, (6:3)

where Rrr is the radiative recombination, which was explained previously, com-
posed from both mechanisms of spontaneous and stimulated recombination, and
Rnr is the nonradiative recombination process. In case of Si, Ge, which means
hint ¼ 10�5, mainly due to the fact that they have an indirect band gap. A direct
band gap is when the conduction band’s minimum level and valence is
maximum level occur at the same level of the electron wave vector, k. That
means the pointing vector of the radiation is created by recombination with no
defect loss. In direct band-gap, materials such as GaAs or InP hint approaches
100%, which means stimulated emission dominates. That means high probability
of radiative recombination since energy and momentum of electron–hole recom-
bination are easily preserved. In case of indirect band-gap semiconductors, the
released energy from electron–hole recombination is transferred to lattice
phonons by lattice vibration in the crystal; hence, the vibration energies are poten-
tial and kinetic energies result in very low energy for radiation.

6.2 Semiconductor Laser Structure—Gain Guided
Versus Index Guided

Laser diodes are divided into two main categories: gain guided and index guided.
The early semiconductor laser chips, which were homostructure injection lasers,
were gain guided. Laser structure was improved to a double heterostructure
(DH) as shown in Fig. 6.3.

These lasers exhibit high-threshold current densities; for instance, Jth values
for GaAs homostructure injection lasers are about 50–100 kA/cm2 at room temp-
erature. The laser structure was a regular PN junction, which was cleaved by two
facets perpendicular to the junction plane. These facets provided the optical-
positive feedback to the spontaneous emission. The feedback generated the stimu-
lated emission by using the spontaneous emission as a trigger for optical oscillation
and amplification. The emission was coplanar with the PN junction active plane. In
other words, emission was from the active PN junction plane. However, this struc-
ture concept suffered from several disadvantages. It had no carrier and hole con-
finement for recombination of the lateral injected carriers. This, of course,
reduced the efficiency of the emitting recombination, which resulted in high
current consumption. In other words, it had no optical confinement, which is a
poor optical cavity. This added optical loss during the optical feedback and ampli-
fication process. To overcome losses, a DH was used. However, there was no
lateral confinement of photons and the entire PN area was used as a gain section.

One of the methods to overcome the large area anode was by creating a narrow
long stripe as the anode, shown in Fig. 6.4. An insolating layer of SiO2 was depo-
sited on top of the P-type material. The SiO2 was then etched to create a recess and
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a P-contact was deposited on top of the insulator, creating a long narrow stripe that
has contact to the P type. This contact is the anode, which created a confined E field
under the stripe. This created a waveguide or recombination channel under the
strip. Thus, the E-field distribution in that topology was laterally getting weaker
at the stripe-width edges and peaked to its max at the middle of the stripe
width. Hence, the generated beam was narrow with very low spatial gain vari-
ations. The injected carriers were already confined under the narrow stripe
since the anode stripe, with respect to the cathode, is a narrow capacitor plate.
This plate is connected to a positive voltage potential that generates an E field
only under that striped area with fringes at the edges. Hence, the current density
J is given by the following equation:

J ¼
I

W � L
, (6:4)

where I is the bias current, L is the stripe length, and W is the stripe width. As a
consequence, the active area at the PN junction is narrow and confined mostly
under the stripe. That method is called “gain guided” since the confinement of
the optical modes is governed by the lateral optical gain under the stripe. The
stripe dimensions in such a design approach are 1–5 mm for W and 200–500 mm
for L. The current density distribution changes laterally at the stripe edges,
while flowing through the cladding layer since it has some fringes out of the W
boundary. This is because of the carriers’ lateral diffusion and drift at the active
layer. Hence, the E field would have a similar distribution. The current mechanism
in a PN junction is diffusion-mechanism solved by the differential diffusion
equation pairs.1 As a result, there is a vertical diffusion but also lateral diffusion

Laser Mode

Gain Region

Metal Contact

Oxide

p: AlGaAs 

 GaAs 
n: AlGaAs 

 GaAs
Substrate

Metal Contact

Figure 6.4 Gain-guided laser in strip geometry showing P contact, N contact, active
layer lasing region, and cleaved mirrors in a DH stripe laser.
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creating a “bell-shaped” density distribution. The accomplishment of this method
was a gain increase on one hand and a current reduction on the other. This
improved the laser efficiency as well as providing a narrower lasing radiation.

The concept of index-guided lasers is based on creating a waveguide, which is
confined due to variation in refraction index. Figure 6.5 illustrates such a buried
heterostructure.

The active layer (gain section) is confined because of the semiconductor struc-
ture. The active section is a forward biased PN-junction diode sandwiched between
two reversed biased NP-junction diodes. These reversed diodes are insulated from
the metal contact by oxide insulation. The forward-biased diode has a photon con-
finement mechanism similar to the gain-guided one. However, the lateral confine-
ment observed in the index-guided structure is minimized due to the reverse bias
on the NP cladding. This, of course, generates a step change in the index of refrac-
tion, consequently creating a buried waveguide. In this structure, the confinement
area under the anode metal contact is narrower and its lateral boundaries are con-
trolled better compared to the gain-guided laser. Moreover, the isolated NP junc-
tion, which is in reverse bias, is depleted, thus creating a clearer lateral boundary at
the active layer. As a result, the beam width and spectral width of the index-guided
laser is narrower compared to a gain-guided laser. Further, better confinement
means a higher quality factor (Q) of the cavity and lower losses. This reflects directly
on current consumption and QE. Section 6.3 reviews these aspects in detail.

6.3 Longitudinal Modes and a Fabry Perot (FP) Lasers

From a review of Sec. 6.1, it is clear that the fundamental laser structure is a cavity
that resonates at the lasing wavelength. From wave theory and boundary con-
ditions of partial differential equations describing this case, there are several
cavity modes. The cavity mode wavelengths are longitudinal modes in which
the waves are constructively interfering. This condition states that a wave injected
into the cavity has a maximum transmission under this condition. Figure 6.6
illustrates the longitudinal-mode excitation mechanism.

P

N

NN

P P

Contact Metallization 

Oxide Insulation 

Active Layer 

Figure 6.5 Index-guided buried heterostructure laser.
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The threshold condition required to create oscillation is to have a minimum
optical gain that is equal to the cavity losses and can operate the laser. This con-
dition, in analogy, is similar to a feedback oscillator assuming a cavity with length
of L, loss factor per length unit of a, and two cleaved mirrors with reflectivities of
R1 and R2. To check the threshold condition, the electric field is examined within
one round trip. The initial field and the reflected field after a single round trip
should be equal in order to satisfy creative interference. Now, assume an initial
field with amplitude E0, angular frequencyv, propagation constant b, and the refrac-
tion index of the cavity n. During one cavity round trip, the field amplitude changes by

ffiffiffiffiffiffiffiffiffiffi

R1R2

p
exp �aiLð Þ, (6:5)

where ai is the internal cavity loss due to free absorption and scattering of carriers.
However, at the same time, the cavity adds gain and thus the amplitude of the

electric field is increased. The cavity gain is referred to as one round trip and a
round trip equals 2L. Thus, one round-trip gain is given by

exp
g

2
� 2L

� �

¼ exp gthLð Þ, (6:6)

where gth is the threshold gain. In addition, the electric field phase after one round
trip is denoted by 2bL. These three conditions result in a round-trip-threshold con-
dition of creative interference:

E0 ¼ E0 exp gthLð Þ
ffiffiffiffiffiffiffiffiffiffi

R1R2

p
exp �aiLð Þ exp 2jbLð Þ: (6:7)

This complex equation has two conditions in its real and imaginary parts.
Solving the real part of Eq. (6.7) and multiplying both sides Eq. (6.7) and multi-
plying both sides by the complex conjugate results in the feedback condition for
lasing threshold gain. As was expected, the feedback should be equal to the gain:

gth ¼ ai �
1

2L
ln R1R2ð Þ ¼ acavity: (6:8)

The phase condition of Eq. (6.7), which is the imaginary part, provides the
essential state for creative interference.

2bkL ¼ 2 kp, (6:9)

L

R1 R2

Index of refraction n

Figure 6.6 FP laser cavity with length of L and reflectivities R1 and R2.
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where k is an integer. Since the cavity refractive index is n, the wave propagation
index is given by b ¼ nv/c or 2pnn/c or 2pn/l, where c is the speed of light in
free space, n is the wavelength frequency in free space, and l is the wavelength in
free space. Consequently, the wavelength must satisfy the following condition for
creative interference:

lk ¼
2nL

k
: (6:10)

The wavelength separation of the FP laser is given by checking the modes’
sensitivity to wavelength:

dk

dlk

¼
d

dlk

2nL

lk

� �

¼
2L

l2
k

lk

dn

dlk

� n

� �

¼ �
2ngL

l2
k

, (6:11)

where ng is the group index. Equation (6.11) can be written in a different way:

Dl ¼
l2

k

2ngL
Dk: (6:12)

However, Dk is the index increment and equals unity. Thus, the FP mode sep-
aration is given by

Dl ¼
l2

2ngL
�

l2

2nL
� (6:13)

The quality factor, Q, of FP is a measure of the device’s resolution. This is cal-
culated from Eq. (6.7) by finding the wavelength in which the electrical field
amplitude drops by 1=

ffiffiffi

2
p

.

Q ¼
2nL

l0

p
ffiffiffiffiffiffiffiffiffiffi

R1R2
4
p

1�
ffiffiffiffiffiffiffiffiffiffi

R1R2

p � (6:14)

Another measure of FP is the finesse F. The finesse is the ratio between the
wavelength separation and its BW at half-power level:

F ¼
p

ffiffiffiffiffiffiffiffiffiffi

R1R2
4
p

1�
ffiffiffiffiffiffiffiffiffiffi

R1R2

p � (6:15)

Thus, the ratio between the quality factor and the finesse provides the domi-
nant longitudinal mode k of a given FP laser:

k ¼
Q

F
� (6:16)
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6.4 Distributed Feedback (DFB) and Distributed Bragg
Reflector (DBR) Lasers

As was explained in Sec. 6.4, FP lasers’ disadvantage is in their multiple modes of
oscillation and lasing. This phenomenon affects eye purity in digital transport
because of chromatic dispersion in fibers, thus making more jitter in the eye
mask. To overcome this problem, which becomes crucial in long distance and
high data rate communications, other laser cavity structures were developed.
The idea was to create a single longitudinal mode (SLM) cavity laser. This way
only one lasing dominant mode exists. Therefore, information reaches the receiv-
ing section in a uniform group velocity, unlike in FP where each mode reaches the
receiver at a different group velocity. Nonuniform group velocity is the root cause
for dispersion over a single-mode fiber with an FP laser. Those lasers are the DFB
and distributed Bragg reflector (DBR) lasers. In such structures, the feedback is
accomplished with an internal grating that causes spatially periodic variations in
the effective refractive index of the oscillating mode. The phenomena of Bragg dif-
fraction causes coupling between forward and backward propagating modes.
These modes should satisfy the Bragg condition (further details and theory are pro-
vided in Sec. 4.4.3):

L ¼ m
lB

2neff

� �

, (6:17)

where L is the grating period, neff is the effective mode index, lB is the Bragg
wavelength at free space, and m is oscillation mode that typically equals unity,
but in some occasions m ¼ 2 is used as well. As shown in Sec. 4.4.3,
Eq. (4.86), the stop band is formed and centered at the Bragg wavelength. The
BW depends upon the coupling coefficient k. That mechanism makes the DBR
and DFB lasers operate in a single dominant mode, while suppressing other
modes of oscillation as exists in a FP laser. In a DBR laser, the internal grating
is placed at one or both ends of the gain medium as shown by Fig. 6.7.

One structure of DBR laser contains a single grating at one end, while the other
end contains coated or uncoated cleaved facet edge. Another structure of DBR has
two gratings at both sides of its gain section; the feedback is distributed, but it
occurs only within the Bragg wavelength, where reflection is at its maximum.
This is like having FP structure with thick mirrors, reflecting at a selective wave-
length only. The DFB laser has a grating feedback element within its gain section.

SLM lasers such as DFB and DBR are initially designed with loss profiles that
are mode dependent. This way the lowest cavity loss will reach threshold first
while neighboring modes are filtered out because of higher cavity losses.
Another way of looking at this is as an equivalent circuit of gain A and feedback b.
The Berkhousen oscillation condition occurs where bAþ 1 ¼ 0. Thus, in case
of high loss b value, there are no oscillations. Consequently, the grating mechan-
ism is equivalent to the “tank” circuit of the laser and a laser is an optically coher-
ent oscillator as was explained earlier. Having a narrow BW grating feedback
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equals to narrow band high Q resonator “tank” circuit in an oscillator. Conse-
quently, from this discussion, SLM lasers’ performance or mode purity is
defined by a mode suppression ratio (MSR):4

MSR ¼
Pmm

Psm

, (6:18)

where the main mode is Pmm power and Psm is the side mode power. Generally, in
order to have pure single-mode operation, MSR should exceed 30 dB. Again,
looking at this definition and comparing it to an oscillator, the requirement is to
have a feedback filter with sharp-shape factor. The above description is analog
to an oscillator with SAW or crystal tank compared to a low-phase noise oscillator
with low Q parallel inductance-capacitance (LC) tank. Since grating feedback is a

(a)

(b)
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(Gain section) 

Selective wavelength
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Figure 6.7 (a) Typical DFB laser structure showing the grating feedback along the
active area and the periodic fluctuating dielectric constant. (b) DBR lasers with a
grating at one facet and a gain section.

220 Chapter 6



selective wavelength reflective feedback, it operates as a band-stop filter where its
attenuation is maximum at lB. Hence, it has low loss at both sides that may satisfy
the threshold condition for lasing. Eventually, this may result in two modes emitted
from a DBR or a DFB laser with power difference of �10 dB between the two. To
overcome this problem, the grating stop band is tuned to the undesired mode. This
method is called detuning of the grating stop band with respect to the gain peak of
the laser. Another design method is to have at the gain peak a grating pass band
with minimum loss and high loss out of the pass band. That means creating a
band-pass filter feedback at the desired wavelength. The method of creating a
pass band with minimum loss at the gain peak is called quarter wavelength
detune or grating shift. Observing the forward propagating wave and backward
propagating wave in Eq. (4.81), adding jp/2 and 2jp/2, the arguments, respect-
ively, would result in a pass-band and stop-band condition, thus changing the sol-
ution of Eq. (4.86). DFB and DBR lasers are analyzed using the theory of coupled
mode equations.11 – 13 Numerical analysis is used to map the E field along the
grating.14 It shows there that the feedback attenuation factor in the direction of
propagation increases as the grating thickness increases until it reaches a saturation
and remains constant starting from a relative thickness of 10% of the grating thick-
ness with respect to the center wavelength l0, where l0/2 is the grating period.

As was explained in Chapters 4 and 5, the refractive index refers to the relative
dielectric constant 1r root square, while its dispersion versus wavelength provides
wavelength separation by refraction. For this reason, the dielectric constant
1 ¼ 1o1r is replaced in such analysis by the effective refractive index. Analysis
is in the same manner as in Chapter 4.

The analysis starts from the wave equation of the electric field E. Analysis is
along the laser cavity length L of both forward and backward propagating waves,
with a propagation constant at vacuum value kO:

d2E

dz2
þ 1k2

OE ¼ 0: (6:19)

The dielectric constant in a grating varies periodically by 1 and can be
expanded by the Fourier series:

1 ¼ 1þ
X

i

D1i exp j
2p

L
izþ jw

� �

, (6:20)

where 1 is the average dielectric constant, D1i is the dielectric constant pertur-
bation, and w is the grating phase at z ¼ 0. The general solution of Eq. (6.19) is
given by the forward and backward propagating wave:

E ¼ A exp �jbzð Þ þ B exp �jbzð Þ, (6:21)
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where the propagating constant b is given by

b ¼ neffkO þ
jgth

2
, (6:22)

where neff is the effective refractive index, and gth is the power threshold. Substi-
tuting Eqs. (6.20) and (6.21) in (6.19) and using the slowly varying envelope
approximation (SVEA), neglecting second derivatives, and using

1k2
O � b2

� �

E ¼ 0 (6:23)

results in

dA

dz
exp (� jbz)�

dB

dz
exp ( jbz) ¼ �j½kA exp (�2jDbzþ jwþ jbz)

þ k�B exp (2jDbz� jw� jbz)�, (6:24)

where � marks the complex conjugate, and k is the coupling factor given by

k ¼
D1mk2

O

2b
: (6:25)

Db ¼ b 2 bO shows the fluctuations of the propagation, where bO ¼ pm/l is the
Bragg propagation constant. Note that k increases with increasing corrugation
depth. Using partial differential equation boundary conditions at both sides of
the cavity provide the following relations and solution for a DFB transmittance
with a uniform grating:

g ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dbð Þ2�kk�
q

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dbð Þ2� kj j2
q

, (6:26)

rG1 ¼
�gþ Db

�k exp �jwð Þ
¼

k exp jwð Þ

�g� Db
, (6:27)

rG2 ¼
g� Db

k exp jwð Þ
¼
�k� exp �jwð Þ

gþ Db
, (6:28)

Eb1 ¼ rG1Ef1, (6:29)

Ef2 ¼ rG2Eb2, (6:30)

where E marks the electric fields at both sides of the cavity, b index marks the
backward propagating wave, and f index marks the forward propagating wave.
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The cavity’s boundary conditions are

Ef 0ð Þ ¼ r1Eb 0ð Þ, (6:31)

Eb Lð Þ ¼ r2Ef Lð Þ, (6:32)

where r1 and r2 are facet reflectivities of the electric field at z ¼ 0 and z ¼ L,
respectively, and are given by

ri ¼ rij j exp �jfi

� �

, (6:33)

where the index i ¼ 1, 2, and f is the phase shift introduced by the cavity facet
reflection.

These relations and further manipulations lead to set off differential equations,
which provide the DFB oscillation condition

rG2 � r1ð Þ rG1 � r2ð Þ

1� r1rG1ð Þ 1� r2rG2ð Þ
exp �2jgLð Þ ¼ 1: (6:34)

Assuming Eb(L) ¼ 0 since facets reflectivities are zero, the transmittance for
uniform grating is given by

T ¼
Ef Lð Þ

Ef 0ð Þ

	

	

	

	

	

	

	

	

2

¼
1� rG1rG2

exp jgLð Þ � rG1rG2 exp �jgLð Þ

	

	

	

	

	

	

	

	

2

: (6:35)

The last two equations provide the spectral behavior of a DFB laser. Transmit-
tance T is measured versus detuning dL, normalized coupling kL, and various nor-
malized gains gL values.

DBR laser is analyzed in the same manner and is similar to the analysis of the
FP laser with a grating as facets to create selective wavelength feedback. The
reflection condition in a DBR at z ¼ L is given by

r1req ¼ exp 2jbLð Þ ¼ 1, (6:36)

where r1 is the facet reflectivity and req is the equivalent reflectivity from the
grating at the DBR region. The propagation constant for DBR is given by

b ¼ neffk0 þ
jaG

2
, (6:37)

where aG (replaces the power threshold gain gth) is the power absorption and req is
given by

req ¼ CPrDBR, (6:38)
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where CP is the coupling efficiency between the active DBR grating regions and
the DBR reflectivity rDBR is given by

rDBR ¼
Eb 0ð Þ

Ef 0ð Þ
: (6:39)

Using the same solution technique as for DFB, while Eb(Leff) ¼ 0 results in

rDBR ¼ CP

rG1 1� exp �2jgLeffð Þ½ �

1� rG1rG2 exp �2jgLeffð Þ
: (6:40)

Substituting Eq. (6.40) in (6.38) provides the oscillation condition of a DBR
laser:

r1CP

rG1 1� exp �2jgLeffð Þ½ �

1� rG1rG2 exp �2jgLeffð Þ
exp 2jneffk0L� aGLð Þ ¼ 1: (6:41)

6.5 Multiple Quantum Well Lasers

It was previously explained that both FP DFB and DBR lasing is from the active
layer. The active layer is characterized by its lateral width and its thickness. The
cross section of this active layer defines the beam intensity. The thickness of
the active layer of DH laser ranges between 1000 and 3000 Å. A single
quantum well (SQW) corresponds to 7 to 15 atomic layers, or 50–100 Å, per
well. These thin layers are grown exclusively using the technique of molecular
beam epitaxy (MBE) and metal organic chemical vapor deposition (MOCVD).18

Thus, if more active layers are grown, more QWs are created.21,22 From
solid-state-device physics,1,16,17,37 it is known that each electron has several
spherical quantum states. Thus, limiting the thickness of the active layer will
limit the number of states and certain thickness corresponding to about one
atomic layer. Eventually 3D quantum states would transform into 2D. De Broglie’s
statement is that an electron is a particle (photon), and a wave and its momentum
relation P is

P ¼ hn, (6:42)

where n is the optical frequency. Using the above mentioned equation, momentum
identities and kinetic energy, and substituting them into the wave equations results
in Schrödinger equation c. Schrödinger solution of |c|2 describes the energy stat-
istics of an electron in a box or potential well:

E ¼ E0 þ
h� 2

2 m�
k2

x þ k2
y þ k2

z

� �

, (6:43)
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where m� is the effective electron mass, h is the Plank constant h� ¼ h=2p, and k’s
projections in x, y, and z directions are the wave vectors or numbers. Observing the
confined particle energy levels in the z direction, and noting the z-direction wave
vector as a function of quantum level results in

En ¼
h� 2

2 m�
np

Lz

� �2

, n ¼ 1, 2, 3: (6:44)

This notation describes the quantum energy levels in a finite potential well
with a thickness of Lz; thus, it describes a particle motion normal to the well.
Since, in this discussion, the x and y directions are infinite, there is a continuity
of energy states in those directions. However, the z direction is quantized. This
results in a step response of energy states. Hence, E2 ¼ 4E1, E3 ¼ 9E1, and
En ¼ n2E1. The conclusion is that for given x and y energy states, there is a split
or substate in the z direction. Since c is a statistical function, cc� is the state’s
probability density function, and the integration of cc� over the well in the z direc-
tion should equal 1; the normalization factor is calculated. The density of state in
the energy interval dE is

p(E)dE ¼
m�

p � h� 2Lz

dE when E . E1: (6:45)

As a consequence, the density of states is a constant independent of energy
provided E is larger than the first allowed state E1. Thus, energy steps will be
on the parabolic line in Fig. 6.8 and as described by Eq. (6.46). In a conclusion,
by choosing the dimension Lz, one can design the energy state and eventually
manipulate and engineer the band gap:

p(E)dE ¼
1

2p2

2 m�

h� 2

� �3=2
ffiffiffiffi

E
p
� dE: (6:46)

In summary, QWs and multiquantum wells (MQWs) were extensively inves-
tigated in the last 15 years.18 – 22 Properties such as modulation BW, relaxation
oscillation, threshold gain, current high data rate modulation, spectral purity,
and distortions were investigated. The advantages of QWs and MQWs were
explored and reported. In the case of fiber in the loop (FITL) applications, ordinary
laser transmitters require thermoelectric cooling (TEC) since they had shown poor
characteristics to meet the Belcore’s Generic Requirement. The AlxGayIn12x2y

As/InP had shown 3-dB modulation BW of 19.6 GHz for compressive strained
lasers and 17 GHz for tensile strained lasers by an optical modulation technique.21

The strong carrier confinement also resulted in a small k factor, which indicates the
potential for high-speed modulation of up to 35 GHz. Low-threshold current was
accomplished because of low-cavity losses and efficient mirror coatings.19

From the above results, it is clear that the relaxation-oscillation frequency is
higher compared to a regular laser structure. Thus, the distortions of such a laser
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are lower, making it an ideal laser for hybrid fiber coax (HFC) community access
television (CATV) transmitters.

A high temperature of 1708C, high CW 300-mW power lasers were reported
with no TEC in a grated index (GRIN) separate confinement heterostructure (SCH)
1.3 mm GaInAs/InP.20 A small signal direct modulation model was provided with
respect to photon lifetime, spectral-hole burning (SHB), carrier heating, and
energy transfer to photons and phonons were explored, as well as carrier transport
processes.22 Evidently, because of excellent uniformity of epitaxial QW material,
and since the active layer well has low loss and thus high Q for the resonance and
the confinement efficiency, the spectral line width of MQW and QW lasers is nar-
rower even for FP cavity. Figs. 6.9 and 6.10 show the LI curves of such lasers and
their structure and the quantum process of small signal modulation.

6.6 Vertical Cavity Surface-Emitting Laser

In previous sections, edge-emitting lasers, where in semiconductor topology the
photons’ emission is along the active area were reviewed. However, there is an
additional semiconductor laser structure in which the emission is orthogonal to

9E1

4E1

E1

p(E)

E

z
2L

m*

E0

Figure 6.8 Density-of-states function in a QW of thickness Lz, vs energy of QW laser.
The dashed line is described by Eq. (6.46).
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the NP active area.35 This laser structure is called a verticle cavity surface-emitting
laser, or VCSEL. As in edge-emitting lasers, the cavity is made by using mirrors or
gratings. Because the gratings are used as selective wavelength reflectors instead
of a mirror, this reflector is considered to be a DBR. Thus, in a VCSEL, there are
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Figure 6.10 Quantum process in case of a small signal modulation of a SQW laser.22

(Reprinted with permission from the Journal of Quantum Electronics # IEEE, 1997.)
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cavity reflector similarities to FP and DBR edge-emitting lasers.28,30 Mode stabil-
ization is optimized by improving reflectors.33 As in edge-emitting laser tech-
nology, the VCSEL active layer can be grown as a QW or MQW.25 VCSELs
are popular in the use of short wavelengths CWDM such as Agilent 820, 835,
850, 865 nm. Efforts on InP-based lasers’ longer wavelengths of 1310, 1490,
and 1550 nm favored for long-haul full service access network (FSAN) fibers to
the home-curb-building business-premises (FTTx) applications have met with
slower progress because of inherent difficulties in constructing highly reflecting
mirrors as well as high-gain active region layers.26,27,35 In cellular applications
for wireless on fiber, VCSELS are used for distributed antenna transponder appli-
cations and for IEEE802 AH bidirectional link applications of 1310 nm upstream
and 1310 nm downstream.

VCSELs became popular and attractive due to several technical progresses in
their fabrication.24 This enabled the operation of VCSELs at higher temperatures
such as 888C with InGaAlAs/InP, GaAsSb/GaAs, GaAsSb/GaSb, and InGaAsP/
InP for 1550 nm, and InGaAsN/GaAs, InGaAsNP/GaAs, InGaAsNSb/GaAs, as
well as highly strained InGaAs/GaAs for 1310 nm with operation of up to
1258C.24,34

The VCSEL structure is described in Fig. 6.11. From a manufacturing point of
view, it has a simpler fabrication process, Similar to that of light emitting diodes
(LEDs). Thus, it is a low-cost, high-yield mass production process. Fabrication
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Figure 6.11 Three types of VCSEL structures commonly used: (a) Mesa etched, (b)
Proton implanted, (c) Dielectric aperture [mesa c(1) and lateral c(2).]
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of long wavelength VCSELs is based on GaAs or InP substrates. There are several
structures for realizing VCSELs depending on the applications.

. Etched mesa. This is analogous to the edge-emitting ridge structure.
However, in this case, a round or square postlike mesa is formed. The
etching is generally stopped just above the active layer to prevent
surface recombination of carriers and reliability problems. Consequently,
the current is confined to the lateral dimensions of the mesa. However, car-
riers are free to diffuse laterally in the active region. Therefore, a lateral
leakage current becomes important for dimensions less than 10 mm in
diameter. Generally, such a structure emits from the bottom surface and
the top mesa is used as a contact electrode. One of the problems with
such a structure is excessive resistance or conduction through the
mirrors. The series voltage develops across the mirrors and results in a
potential barrier at numerous heterointerfaces. This is problematic in
P-type mirrors since small barriers inhibit thermionic emission for
heavy holes. This is solved by optimizing the band gap. The mesa structure
is considered to be gain-guided laser topology.

. Proton implanted. This is a gain-guided structure. This configuration is
simple to manufacture and thus has been considered to be one of the
most important VCSELs. It has a planar structure, allowing for relatively
large-area electrodes with low-contact resistance. The proton implant
apertures the current to provide a desired current confinement. It emits
from both the top and bottom surface. However, it generally has a ring-
contacted, top-emitting configuration to allow 850-nm emission with
GaAs substrates. The additional advantage of this structure is lower
thermal impedance compared to etched mesa. On the other hand, it
suffers from the same problems as the mesa of conduction through
mirrors. In addition, there are two problems resulting from the implan-
tation. The first is that the implant stops above the active region and the
other is that it penetrates the region. To prevent the implant from penetrat-
ing the active area, the implant is stopped above the active region. As a
consequence, a lateral current occurs above the active region. This adds
a nonproductive shunt current and power dissipates. In the case of the
implant penetrating the active region, the current is effectively apertured.
However, since its life goes to zero at the implant edge, the result is effec-
tive infinite recombination velocity leading higher carrier losses compared
to the mesa. Modulation tests on these configurations show decent results.
Small signal BW showed relaxation oscillation of 14 GHz at 8 mA and
12 GHz at 2.5 mA.26 – 28 These results are very attractive and economic
in power consumption compared to edge-emitting laser.

. Dielectric apertured. In this topology, previous technical problems were
addressed.48 First, it provides a solution to the extra losses between the
positive contacts and the active layer. In the case of the mesa structure,
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these losses are because the current has to flow through the dielectric
mirrors. In addition, its purpose is to block the shunt current that may
flow between p and n regions. The advantage of the dielectric current
aperturing over the proton implant aperturing is that it does not reduce
the carrier lifetime in the active region. Thus, this design approach is a
preferred one since it answers the technical problems presented previously
without losing the design flexibility.

. Visible in this design approach, short visible wavelengths, ,700 nm, are
excited. This is done by adding aluminum to the GaAs QW to increase the
band gap. These lasers are not used in HFC and long- and short-haul links.
Thus, this chapter will not provide further elaboration on these types of
VCSEL lasers.

. InP based. These lasers are used for 1.3–1.55-mm applications. The main dif-
ficulty in the evolution of these wavelength lasers was to develop highly
reflective mirrors and high-gain active regions. The familiar InGaAsP/InP
and InGaAlAs/InP endure a small range of achievable optical indices. Con-
sequently, very long epitaxial mirror stacks are necessary to build up the
required reflectivity. Because of optical losses, the remaining reflectivity is
only 98%. Thus, epitaxial mirrors are not successfully used in CW devices.
More effort is being made in that regard. The low gain problem results
from Auger process of nonradiative recombination of carriers. MQW have
been found to provide an increased gain for lower current densities.

Figure 6.11 describes several VCSEL structures. In long wavelength lasers,
similar structure as in c(1) and c(2) is used. Figure 6.11c(1) shows two options of emit-
ting; it can be top or bottom. To solve the lateral current, a current-blocking layer is
grown, confining the active layer between the two DBRs. Thus, the current flows
through the active layer to the cathode. This current-blocking layer can be the
oxide insulation.24 The bulk substrate for long wavelength lasers is InGaAs ternary
substrate. Carbon doping is used in top P mirrors, reducing their loss and heating.26

In CATV VCSEL applications, modulation BW and electron photon resonance
frequency fr grow linear with the square root of the injected current above threshold:27

f 2
r ¼ b I � Ithð Þ, (6:47)

b ¼
1

4p2
�

dg

dN
�
GVghi

qV
, (6:48)

where N is the carrier’s density, Ith is the threshold current, dg/dN is the differential
gain, V is the active volume,hi is the injection efficiency,G is the optical confinement
factor, q is the electron charge, and Vg is the group velocity. Hence, b [GHz2/mA]
describes the modulation current efficiency (MCEF). Experimentally,27 a factor
called MCEF ½GHz=

ffiffiffiffiffiffiffiffi

mA
p

� (MCEF factor) is used and relates to the modulation BW:

MCEF ¼ 1:55
ffiffiffi

b
p
: (6:49)
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In conclusion, the modulation efficiency b improves substantially at higher
differential gain. Furthermore, a current increase in a single-mode laser would
improve its BW.

6.7 Tunable Lasers

In previous sections, several laser topologies were reviewed and presented. Lasing
mechanisms and resonance cavity structures were analyzed. These concepts of
laser realizations are used as foundations for tunable laser devices. Creating a
tunable cavity using different methods and means would result in a tunable wave-
length laser. Tunable lasers have been in development for over a decade but only
during the late 90s did technologies start to become mature enough to serve the
demanding applications of telecomm DWDM equipment. DWDM technology
greatly improves the transmission capacity in optical fibers and employs multiple
wavelength grids separated by the 100-GHz International Telecommunications
Union (ITU) standard or 50 GHz. The inventory cost and redundancy volume
can be saved by the use of a tunable laser transponder. Various laser designs are
available in the market, each with its own “pros and cons.” With the slow, yet
growing rate of tunable lasers currently available, system vendors and service pro-
viders have started to ramp up the adoption of tunable lasers into system design
requirements. The following section will cover the various tunable laser technol-
ogies that are currently available.42 Chapter 4 provides a glance at optical code
division multiple access (OCDMA) that uses tunable wavelength transponders
and fiber Bragg gratings as encoders and decoders. Chapter 19 will discuss
tunable wavelength transmitters and transponders.

6.7.1 Tunable laser types

There are four families of tunable lasers in the market today. These are:

1. DFB—distributed feedback

2. DBR—distributed Bragg reflector

3. VCSEL—vertical cavity surface-emitting laser

4. ECL—external cavity laser

These four basic laser types have evolved to create variations of the general
structure in order to achieve a wide range of tunability covering the full C or L
bands. There are three tuning mechanisms, which are being used in tunable lasers:

. Thermal tuning (very slow, 5–15 s)

. Electrical tuning (fast, 1–10 ms)

. Mechanical tuning (slow, 50 ms–1 s)
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6.7.1.1 Tunable distributed feedback (DFB) laser

The DFB laser has been serving the WDM industry for over 20 years and was the
laser of choice for system vendors due to narrow line width and higher temperature
stability. The tuning mechanism of the DFB laser is temperature tuning and the key
drawbacks of the DFB laser is its narrow tuning range in the area of 5 nm.

The main problem is that in order to tune a DFB laser over 5 nm, the laser
needs to be heated to high temperatures of over 40 and even 508C. These tempera-
tures are high and are beyond the long-term safe operation point of the laser. In
order to overcome the narrow tuning range of the a DFB laser, solutions
evolved in the form of a DFB laser array. In these solutions, an array of 10 or
more DFB lasers were packed together on the same substrate, where each of the
DFB elements can tune over a range of 30 nm around a continuous central wave-
length.38 This way, by selecting a different laser element each time, it is possible to
achieve continuous tuning over the C or L bands. Coupling the light out of the DFB
laser element to the tunable laser package output is done by using either a micro-
electromechanical system (MEMS), micromirror, or a waveguide as shown in
Fig. 6.12. Under normal operation, there are three control loops that are maintained
by electronics. For coupling the MEMS, voltages are set to their calibrated values.
However, they are continually optimized to maximize the fiber-coupled power as
measured by the wavelength locker. During a wavelength switching event, the
MEMS mirror moves to an extreme position to blank the output by about
50 dB. After new current and temperature values are stabilized, the MEMS is
then unblanked and the locker can provide fine wavelength control.

6.7.1.2 Distributed Bragg reflector (DBR) lasers and multisection DBR

DBR lasers use a grating structure in a similar way to the DFB laser. However, in
DBR the grating is located on a passive element (cavity section) rather than in the
main (gain) laser element as shown in Fig. 6.13. Tuning is made by applying

Micro Mirror with
MEMS Actuatore

Laser Output

DFB Array

Figure 6.12 A widely tunable laser based on DFB array. The mirror is a MEMS tilt
mirror. A typical structure like this has 12 DFB elements with wavelength spacing
of 3 nm. A collimating lens is inserted between the array, and the mirror and
focusing lens is placed between the mirror and the SMF fiber.7 (Image Courtesy of
GWS Photonics, Israel.)
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current into the cavity section, which in turn changes the refractive index and
causes tuning.

Again, similar to the DFB laser, a single grating section in the DBR is limited
in its tuning range, and in order to achieve a wider tuning range covering the C or L
bands, several (three) grating sections are needed as shown in Fig. 6.14. By apply-
ing current to the three grating sections, they act as a hierarchal filter structure
where one grating section selects the “super mode” of operation, the second
section aligns to it, and the phase section selects the FP mode. When all the
three are aligned, the selected mode is lased out. A significant advantage of the
multisection DBR laser is its being made of a monolithic semiconductor material,
which allows for mass production at low costs. In addition, it allows integration on
the same chip additional components such as a semiconductor optical amplifier
(SOA) and external modulated laser (EML) modulator. Electrical tuning allows
fast tuning between wavelengths in the area of a few milliseconds. Among the
weaknesses of this laser are its optical properties, which are somewhat lower
than those of a DFB.

The tuning control of a multisection DBR is quite complex. It involves three
independent variables, which are the currents injected to the grating sections.
Different “current vectors” can produce the same wavelength and a complex

I1 Pumped region
(Gain section) 

I2 Slective wavelength
feedback 

(Bragg reflector) 
Cavity

Figure 6.13 Tunable DBR laser showing the two current phases to control the gain and
the refraction index.

ib Back Mirror ip Phase ig Gain if Front Mirror

Multi Section DBR Laser

Figure 6.14 Widely tunable laser based on multisection-sampled-grating DBR
(SG-DBR).
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characterization process is needed to map the wavelengths and current vectors and
to select the final set of operating vectors (Fig. 6.15).

A key area of concern for system vendors and service providers is the laser’s
long-term stability and aging. The concern is that the laser’s will experience mode
hops as its operation point ages and drifts over time.

6.7.1.3 VCSELs, MEMS, and ECLs

VCSELs tunability is accomplished by changing the vertical cavity using MEMS
technology. Figure 6.16 illustrates the concept using electrostatic tuning. The
VCSEL is made of two PN junctions. The first PN junction is the forward-
biased VCSEL. The second junction is a reversed bias PN junction utilized as
the top reflector plate of the VCSEL. This way a free-space capacitor is created
between the P side of the laser and the N side of the reversed biased PN junction.
By changing the voltage across the reversed biased junction, the electrostatic field

Figure 6.15 Mode map of a DBR laser. It shows a 3D control matrix of wavelength
versus phase current in milliampheres and Bragg current in milliampheres.7 (Image
Courtesy of GWS Photonics, Israel.)

P

N
DBR

N

d0

F

X

Z

E

Figure 6.16 Concept of tunable VCSEL showing attraction force F and electrostatic
electrical field E. The movable cantilever plate is N type and this part is a reversed
biased diode.
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between the plates varies, thus affecting the electrostatic attraction force between
the plates. Consequently, the distance between the movable cantilever plate, which
is the N side of the junction, and the P-type plate changes.

Using electrostatic methods and strength of materials theory,51,52 it is easy to
analyze the electrical and mechanical forces applied on the movable cantilever.
The electrostatic force, FE, between the capacitor plates is given by the derivative
of the capacitor-stored energy. On the other hand, this force applies a counter
torque on the N-plate rod. Thus, this process reaches equilibrium at the point
where the electrostatic attraction force equals the mechanical force FM. The mech-
anical force is given by Hook’s law:

FE ¼
@

@z

CV2

2

� �

¼
1AV2

2(d0 � z)2
, (6:50)

FM ¼ kz, (6:51)

where, 1 is the dielectric permittivity, A is the capacitor area, z is the incremental
change between the plates in z direction, and k is an elastic constant of the beam or
rod, sometimes called the spring constant. Solving Eqs. (6.50) and (6.51) provides
two states for z. However, only one is a stable solution, showing that the maximum
change in cantilever equals Zmax ¼ d0/3 independent of k. Using the strength of
materials theory, the beam is analyzed according to Young’s law:

@2Z xð Þ

@x2
¼

M xð Þ

E � I xð Þ
, (6:52)

where E is Young’s modulus, I(x) is the beam cross section, and Z(x) z is the incre-
mental change between the plates in z direction as a function of the beam length.
This equation describes the distributed load over the beam and the stress resulting
in it. An approximation can be made by postulating a concentrated force at the
beam applied on the capacitor plate. This assumption is justified since the capacitor
area is larger compared to the beam’s active capacitive area:

Z Lð Þ ¼
F

keff

¼ �

1V2

2d2
0
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8
wL

� �

Ewt3

4L3

� � , (6:53)

where w is the beam width, L is the length, A is the capacitor area, t is the beam
thickness, and E is Young’s module. This relation provides two design rules for
cavity sensitivity of plate spacing versus tune voltage.

The effective elastic constant keff is proportional to w t
L

� �3
and the tuning

voltage V is proportional to

ffiffiffiffiffiffiffiffiffiffiffi

w t
L

� �3
q

.

From that model, it is clear that several design compromises are made. For
instance, a thicker or wider beam would require more force to bend it and thus
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a higher voltage would be necessary. Therefore, a longer beam would result in a
larger torque and this would require lower voltage to tune it to the same wave-
length as a shorter beam with a smaller cross section. However, a very long canti-
lever is harder to manufacture. Thus, a compromise in design between the beam’s
cross section, length, tuning voltage range, and tuning range should be considered.
Figure 6.17 illustrates MEMS tunable VCSEL.

6.7.1.4 MEMS and ECLs

In ECLs, the tunability effect is achieved through a cavity situated outside the laser
element (gain section). For that reason, it is possible to use a standard FP laser chip
with an antireflection coating on the output facet of the laser chip. Currently exist-
ing ECLs are based on the mechanical tuning apparatus and an architecture known
as the Litman configuration. However, a new generation of ECLs soon to be
offered to the market will provide an improved design of ECLs without any
moving parts using an electrically tuned grating-waveguide structure (GWS) as
a reflective optical filter.

In a Litman-type tunable laser, the cavity is created between the external
moving mirror and the reflective facet of the laser chip. A diffractive grating is
used as a depressive element. A lens is used to collimate the light coming out of
the laser chip. When the light hits the diffractive grating, it spreads in different
directions. The laser’s operative wavelength is the one that is incident per-
pendicular to the mirror out of the diffractive grating. Tuning is achieved by
moving the mirror up and down around the pivot point. This way, each time a
different wavelength is in a normal path toward the mirror. The mirror motion is

Figure 6.17 VCSEL on the left side, vertical cavity surface-emitting laser is tuned by
moving the cantilever arm to change the dimensions of optical cavity. Right side
actual magnification of tunable VCSEL chip.6,8 [(a) Reprinted with permission from
IEEE Spectrum # IEEE 2002. (b) Reprinted with permission from Optics and
Photonics News # Optics and Photonics News 2001.]
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accomplished by using a MEMS device like that shown in Fig. 6.18, which can be
based upon the same concept of electrostatic force provided in Fig. 6.16. The draw-
back of this design is the mechanical inertia of the moving parts, which reduce its
long-term reliability somewhat and provide slow tuning. Assembly of the free-
space optical elements is also complex and costly. On the other hand, ECLs are
known to have very high optical fidelity, similar or better than standard DFB
lasers, with an ability to produce high optical power.

Recent reports39,40 provide detailed information on tunable FP lasers with
MEMS-controlled mirrors. A laser is made by the integration of a surface
MEMS 3D mirror as external cavity reflector, FP laser, and a butt-coupling
optical fiber. Figure 6.19 provides details on the assembly of this configuration.
In Fig. 6.19(a), the optical fiber is aligned very close to the exit of the laser
diode with the intention of direct coupling to the laser output beam. There is no
need for an additional coupling lens between the laser and the fiber. To maximize
the transmittance and to prevent unnecessary feedback into the laser diode, the
surface end of the fiber is antireflection coated. The 3D mirror is aligned near
the other exit window of the FP laser chip to provide an external variable
cavity. The 3D mirror is placed on a translating stage that can be driven to translate
by the comb drive. The suspension beams are used to keep the movable stage
above the substrate to avoid stiction and to eliminate wobbling during lateral
movement. The mirror is assembled in the vertical position and kept in this pos-
ition by the microfabricated position holder at the back of the micromirror. By
applying different voltages to the comb drive, the 3D mirror translates and shifts
from one state to other, varying the cavity length of the FP laser. The assembly
of such a structure is done manually using a probe station. The initial separation
between the laser and the mirror is 10 mm. The distance between the laser and
the fiber is 15 mm. In Figs. 6.19(b) and (c), guide rails are shown. These guide
rails are used to align the fiber to the diode exit facet. Figure 6.19(d) shows the
comb drive actuator. The overall size of this tunable laser, including the 3D
mirror and the laser diode, is 2 � 1.5 � 1 mm.

The comb drive is a micromotion motor that varies the 3D mirror position. It
has two rows of comb fingers as shown in Fig. 6.19(d), with 156 moving fingers.

Figure 6.18 ECL with Litman–Metcalf configuration (mechanical tuning).
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Each finger is 30-mm long, 2-mm wide, and 2-mm thick. The gap between the
fingers is 2 mm. The moving and the fixed fingers initially overlap by 10 mm.

This way, the comb driveway is within its linear range. The comb motion is
accomplished by electrostatic force. The displacement, d, of the comb drive is
given by41

d ¼
10Nh

gk
V2; (6:54)

where N is the number of moving fingers of the comb, h and g are the finger thick-
ness and gap, respectively, and k represents the stiffness of the suspension beams.
Applying tuning voltage shifts the wavelength continually until it jumps to the
adjacent mode. Thus, the wavelength tuning is a combination of both continuous
wavelength change and mode hopping. The tuning range of such a structure
showed a 1526–1548-nm wavelength change for a 3D mirror displacement
from 0.3 to a 0.9 mm and a tuning control range of 10 V. Larger displacements
of 3.5 mm required a tuning range of 30 V.

Figure 6.19 MEMS ECL FP laser. (a) External cavity FP laser MEMS system. (b) 3D
micromirror on a translator and back support with fiber alignment guide rails. (c)
External cavity FP laser MEMS system. (d) SEM micrograph photo of a comb SEM
micrograph photo actuator.39 (Reprinted with permission from the Journal of Selected
Topics of Quantum Electronics # IEEE, 2002.)
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6.7.1.5 A new open ECL technology based on reflective GWS tunable filter

A new design approach of ECL7 is based on a tunable GWS reflective filter.9 This
allows solving the Litman ECL drawbacks while keeping the high level of optical
fidelity. In a GWS ECL laser, a standard FP laser chip is used and attached to its
back is the GWS reflective tunable filter. Tuning is achieved by applying electrical
voltage on the reflective filter. As a result, one wavelength is selected since the
finesse selection of resonance frequency of the filter and that wavelength is
reflected back to the laser, thus creating the tuned cavity. An etalon, located in
the cavity between the GWS tunable reflective filter and the back facet of the
laser chip, guarantees precise ITU grid wavelength operation and eliminates the
need for a separate wavelength locker. Key benefits of such ECL designs are its
simple structure, very small size, and ability to further reduce the laser size,
enhanced optical properties and fidelity, low production costs, wide and continu-
ous tuning range (can tune beyond the C or L bands), high reliability (no moving
parts), fast and simple tuning (electrical tuning), and high output power with a low
thermal load if used in a transponder or transceiver. The ECL based on GWS
reflective tunable filters9 is an open architecture and the reflective filters are avail-
able in a die format. This makes it easy for leading optical component vendors
to design their specific widely tunable lasers based on the GWS ECL design
kit (Fig. 6.20).

6.7.1.6 An open tunable laser technology—ECL based on GWS

Major benefit of the ECL-GWS laser is that it is not a vendor-specific singular sol-
ution laser with all the risk involved in a unique and singular solution. Rather the

Figure 6.20 ECL based on GWS refractive tunable filter.7 (Image Courtesy of GWS
Photonics, Israel.)
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new ECL-GWS technology is an open technology, which is freely available for
implementation by the industry and by leading optical components vendors.
Using an open technology can act as a catalyst to achieve what the market is
looking for; i.e., a “standard” tunable laser design with optical fidelity and per-
formance that can address all the applications including metro, long haul, and
ultralong haul, and with availability from multiple sources. Having such a “stan-
dard” tunable laser can also help reduce its costs through economy of scale and
thus drive the desired mass adoption of the widely tunable laser, making it as
simple to use as a standard DFB laser is today.

The design of an ECL based on a GWS reflective filter is flexible enough to the
allow the leading tier 1 optical components vendors to differentiate and evolve
their tunable laser designs to meet the evolving roadmap of transponders and trans-
ceivers. The following table summarizes the key features of each laser type.
Figure 6.21 presents the general positioning of each tunable laser technology
according to the vectors used by the optical internetworking forum (OIF) to differ-
entiate between the laser types (i.e., optical fidelity and the tuning speed). It can be
seen that the new open ECL technology based on GWS reflective filter technology
can address and provide an answer to the various applications both in optical fide-
lity and in tuning speed Table 6.1.

6.7.2 Switching speed limitations in a GCSR laser

In previous sections, varieties of tunable laser concepts were introduced. These
lasers are divided into two main categories: fast tuning and slow tuning. Slow
tuning lasers are MEMS and thermal tuned. These lasers are set once for a specific

Ultra Long Haul

  Long Haul

Metro

Short Range

<15ns <5ns <15ms

VCSEL

DBR
(& Multi Section)

ECL – GWS
(Electrical)

ECL – Litman
(Mechanical)

DFB
(& Arrays)

Optical
Fidelity

Tuning
Speed

Figure 6.21 Lasers positioning according to tuning speed and optical fidelity.7 (Image
Courtesy of GWS Photonics, Israel.)
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wavelength and rarely retuned to another wavelength. The fast-tuned lasers are the
electrically controlled, such as multisection DBR named SG-DBR, grating-
assisted codirectional coupler with sampled reflector (GCSR) lasers, and digital
supermode distributed Bragg reflectors (DS-DBR). These lasers can be used in
optical packet switching, OCDMA, which are considered a key technology in
the next generation of optical communication networks. Fast-tunable lasers can
be used to color bursts of data according to their destination. Fast-tuning time
on the order of nanoseconds is essential for implementing efficient burst switch-
ing.45,46 One of the popular lasers for fast tuning is GCSR, whose structure is
given in Fig. 6.22.

The laser has four sections: MQW gain, codirectional coupler, phase match-
ing, and a sampled Bragg reflector. The tuning range of such a laser is 1529–
1561 nm with 3-dBm optical power coupled to the pigtail. The combination of
sampled reflector and codirectional coupler section ensures only one cavity
mode lasing by providing wavelength-selective loss. The spectral response of
these sections is tuned by current injection. The current injection affects the
carrier concentration in the waveguide gain section, and the refractive index is
affected in the reflectors. The reflection peaks of the sampled reflector are 4-nm
apart. The coupler operates as a filter with 8-nm BW. The current applied to the
coupler section is controlled to select one reflector peak. Fine tuning is accom-
plished by tuning the reflector peak to a desired wavelength and adjusting the
phase current to align the cavity mode comb to the selected wavelength as
described in Sec. 6.8.1.2. The inherent physical limitation of such lasers’ tuning
time is due to the carrier lifetime in the tuning sections on the order of 1 ns. To
achieve fast tuning time, a fast electronic driving section combined with accurate
selection of tuning current operation points is needed.47,48 Hence, during the
process, the carrier concentration in each section changes continuously until it
reaches a steady state. During wavelength tuning, the frequency does not change
continuously and mode hops occur between the different peaks of the sampled
reflector and the longational modes of the cavity. Consequently, large optical
power variations occur. Thus, the laser is considered ready for data transmission

p-InP

n-InP

λg = 1.58 μm λg = 1.14 μm λg = 1.38 μm

Gain
400 μm

Coupler
500 μm

Phase
150 μm

Sampled Reflector
900 μm

Figure 6.22 GCSR laser structure with three tuning sections.43 (Reprinted with
permission from IEEE, Journal of Lightwave Technology # IEEE, 2004.)
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only after the last wavelength mode is terminated. Therefore, in communication
protocols, the overhead time is allocated for the laser tuning that includes some
guard time. This process time is a fixed value and not a dynamic variable. The
reason behind it is that tuning time between any two arbitrary wavelengths is
not equal. Eventually, the longest tuning time between any two wavelengths
defines the tuning time for the entire system.

Modeling and analysis of GCSR tuning time is based on an equivalent circuit
of a forward-biased diode driven by a current source in Fig. 6.23(a), where a series
resistor R is located between the current source and the anode of the diode.43

A shunt capacitor Cp represents the laser parasitic capacitance. The tuning
voltage v(t) is sampled on the laser anode. The forward bias current i(t) drives
the laser. The rate Eqs. (6.55) and (6.46) provide the relation between the
carrier concentration in the junction of the tuned section and the divining in

V(t )

i(t )

Cp

io(t ) 

or

Vo (t )

R

(a)

(b)

O/E
converter

wavelength
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optical
filter
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Gain
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current
amplifier/buffer

12 bit digital to
analog current
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1kΩ 1kΩ

10Ω

Figure 6.23 (a) GCSR laser model of tuning section driving circuit. (b) Ultrafast GCSR
transmitter and switching time measurement setup.43 (Reprinted with permission from
the Journal of Lightwave Technology # IEEE, 2004.)
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current i(t) or voltage v(t):47
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where N is the carrier concentration, h is the current confinement factor, i(t) is the
tuning current, Vj is the junction volume, q is the electron charge, A, B, and C are
nonradiative bimolecular and Auger recombination coefficients, respectively, k is
the Boltzman’s constant, T is temperature in Kelvin, Nc and Nv are the donor and
acceptors concentrations of the N and the P type of the junction, and Eg is the band
gap energy of the junction.

Replacing i(t) in Eq. (6.55) with i(t) ¼ [Vo(t) 2 V(t)]/R will provide N(t).
Then substituting V(t) in Eq. (6.56) will result is a solution for N(t). Taking
into account Cp and replacing i(t) by i(t) ¼ io(t) 2 ic(t) and knowing that
ic(t) ¼ Cp (dVc/dt) and taking the derivative of Eq. (6.56), the value of dVc/dt
can be placed and solved as in Eq. (6.57).
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: (6:57)

The steady state of Eq. (6.55) is given by Eq. (6.58), which used to plot the
output power of the GCSR laser as a function of the coupler and the reflector cur-
rents as appears in Fig. 6.24. The axis can be transformed from current to carrier
concentration using

I ¼
qVj

h

� �

AN þ BN2 þ CN3
� �

: (6:58)

The different shapes or modes classify different longitudinal modes, which are
ordered vertically in stacks, each stack associated with a different sampled reflec-
tor peak. At the center of each mode, the coupler transmission peak, one of the
reflector peaks, and one of the FP cavity modes are all aligned. The operating
points are selected to be at the center of the mode map for optimal stability. A
small deviation in carrier concentration in each of the sections from the operating
point value will cause a small index change through free plasma-tuning coeffi-
cients.47 This change results in a shift of spectral response of each section of the
laser. A large change in carriers’ concentration results in a mode hop. The laser
is mapped by three tuning parameters: coupler, phase, and reflector reflectivity
called CPR. These parameters affect the wavelength in the following way:
ai ¼ f@f/@Nig, where the mode I refers to i ¼ C, P, and R.
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Tuning speed limitations of GCSR lasers depend upon the current tuning
range and parasitic capacitance. Tuning current range is defined by Imax and
Imin, which are the high and the low limits of each section of the laser. It was
found that the longest tuning time occurs when switching between these
values. Moreover, switching downward from Imax to Imin results in a longer
tuning time than switching the current upward. The investigation process is
done by changing the current of one tuning element, while freezing the others.
The tuning time is defined as the time when one set of tuning signals begins
until the laser frequency settles to within 6GHz of its final frequency. The
calculation is done by using the relation that Df ðtÞ ¼

P

i¼C;P;R

ai � DNiðtÞ, where

ai was defined previously, DNiðtÞ and Df ðtÞ are the carrier concentration
deviations relative to their respective values, and the center of destination mode
and frequency change, respectively. Note that the equation for Df ðtÞ holds only
when DNiðtÞ are within the neighborhood defined by the modes boundaries. Obser-
vation shows that the current tuning range is defined between Imax and Imin. Imin is
2 mA and Imax varies between 25 and 50 mA. A second test was freezing Imax at
25 mA and varying Imin between 1 and 15 mA. It was observed that Imin had a
strong affect on the tuning time, whereas Imin had very little. Parasitic capacitance,
which is typically 10 pF for the laser and the contacts, has the same effect on both
rise and fall time. Tuning time to 6 GHz hop is about 100 ns.

Figure 6.24 GCSR laser map of output power versus coupler and reflector section
currents showing lasing modes.43 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 2004.)
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Figure 6.24 provides a map of the output power of a GCSR laser as a function
of the coupler and the reflector currents. The axis can be transformed from current
to carrier concentration by using Eq. (6.58), which is the steady state solution of
Eq. (6.55). The distinct shapes or “modes” define different longitudinal modes.
The modes are ordered vertically in stacks. Each stack is associated with a different
sampled reflector peak. At the center of each mode, the coupler transmission peak,
one of the reflector peaks, and one of the FP cavity modes are all aligned. The oper-
ating points are selected at the center of the mode for optimal stability. The map in
Fig. 6.24 is taken for a fixed phase current. At higher phase currents the map
appears to be shifted upwards.

6.8 LASER Characteristics in RF

Laser diode is the front end in any optical transmitter, whether it is an analog
CATV, upstream HFC transmitter with or without a predistortion circuit, or if it
is a digital data or return path transmitter or a digital transport transceiver. In
both cases, there is a need to match the output of the transmitter electronics to the
laser load in order to achieve high-power efficiency as well as a high-quality signal.

The laser is a low impedance load when biased and has to operate in a wide
band frequency. Therefore, the matching circuit should be wide-band matching
in order to provide a decent return loss between the laser and the transmitter elec-
tronics. Furthermore, in a digital transport modulation case, the laser represents a
time varying impedance Z(t). This happens when dealing with a large digital signal
or a high optical modulation index (OMI) analog signal. The time varying impe-
dance Z(t) may affect other parameters such as jitter, extinction ratio (ER), and
matching due to the dynamic change in the loading conditions. Poor return loss
in the digital mode of operation would result in deterministic pattern-dependent
jitter. This is because of the nature of the digital signal that consists of the harmo-
nics sum according to Fourier transform (see Chapters 12 and 16). In the analog
case, poor return loss affects ripple and power due to mismatch. Laser RF charac-
teristic, being forward biased, is given in a Smith chart in Fig. 6.25.

As the frequency increases, the laser impedance gets more inductive until its
first resonance point Z ¼ 1. A better understanding of the laser S11 is given by the
laser’s RF equivalent model described in Fig. 6.26. The intrinsic laser in a transis-
tor outline metal can (TO) header is coupled to the package parasitic capacitances
and inductances. These excessive inductances and capacitances affect the laser
performance by reducing its BW. For this reason, the laser is considered an RF
short. Simple matching is achieved by a series 45–47 V resistor. Reactive charac-
teristics are minimized by wide-band reactive matching techniques.

6.8.1 Slope efficiency and extinction ratio

Laser slope efficiency h[mA/mW] or [A/W] is defined as the ratio between the
output power increment and the current increment (see Fig. 6.27).
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That value measures the laser characteristics and its performance for different
applications:

h ¼ DP=DI, (6:59)

DP=DI ¼ (P2 � P1)=(I2 � I1), (6:60)

h ¼ tgu: (6:61)

Rc
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Rj

Lg

Cj Junction
Capacitance Β2pF
Rj Junction
Resistance Β4Ψ 

Figure 6.26 Laser input impedance model showing lead inductance LIN, bond
inductance Lb, contact resistance Rc, junction capacitance and resistance Rj and Cj
and TO return ground (GND) lead Lg.
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Figure 6.25 Smith chart presentation of a Laser S11.
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A high-slope efficiency value, h, means a sensitive laser, which requires a
lower modulation current in order to achieve a high-modulation index. Addition-
ally, it is much more sensitive to temperature changes since a slight change in its dc
bias would result in a higher change of its output optical power. Hence, in
advanced transmitters, there are TEC loops (TECs) that lock the temperature of
the laser to be at a constant level, and, as a consequence, stabilizes the laser wave-
length and power. Some other transmitters use an automatic power control (APC)
loop to control the power or have both TEC and APC.

In the case of digital modulation, when a high-modulation index and speed are
needed, a high h characteristic laser is beneficial. That kind of laser would have
good eye diagram opening which represents high signal-to-noise ratio (SNR)
and low jitter on one hand, and a fast rise and fall time on the other. Hence, in
the digital case, the term ER value is used to measure the laser modulation
index and eye opening for a given rise and fall time requirements.

“Extinction ratio” (ER) is defined as the ratio of optical level when “1” to “0”
logic level data is at the laser input (threshold level) (see Fig. 6.28).

For ER, the notation would be

ER ¼ 10 log (P1=P0), (6:62)

or

ER ¼ 10 log (1þ DP=P0), (6:63)

where,

DP½dB� ¼ P1½dB� � P0½dB�: (6:64)

The value DP measures the eye opening and power margin between high-level
logic and low-level logic state. However, high laser slope efficiency is not the only
requirement for speed. Further optimization of the laser driver and its charge

IdcI1 I2

Poptical
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P2

[ImA] 

[Pmw] 

θ

Figure 6.27 Laser modulation definition for analog in LI curve.
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pumps as well as the matching circuit to the laser is needed. Moreover, ER, rise
specifications, and fall time contradict each other. Hence, a trade-off value should
be noted. Ultrafast rise and fall time refers to a low ER value and vice versa.

6.8.2 Bias and modulation

From the above definitions, the conclusion is that laser bias in analog cases should
be in its linear operation point. The dc-bias point must be high above the threshold
level to prevent any distortions (see Fig. 6.27). In a digital case, the laser is biased
close to the threshold level in order to meet the ER requirement for digital eye per-
formance (see Fig. 6.28).

In analog and CATV systems, OMI is defined as follows:

OMI½%� ¼ (I peak=Idc)� 100: (6:65)

This modulation index measures the peak deviation in a percentage of
an RF signal from a dc-bias quiescent point. It is a similar definition to the
AM index.

The dc-bias point of a laser should be far away from the threshold “knee” or
the nonlinear region. It should be such that the peak of the RF signal is far off from
the nonlinear region.

By selecting the correct dc point, distortions are avoided since there is no clip-
ping of the RF signal. This assumption is true at first approximation at a single CW
tone. However, the dc-bias point is not a sufficient condition to have a linear CATV
transmitter that meets the CATV standards for distortions. In professional CATV
transmitters, special predistortion techniques are used in addition to the laser-bias
point. That is a multichannel loading of the laser.
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Figure 6.28 Laser digital modulation definition in LI curve.
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Multichannel loading of a laser increases the overall OMI, which means a
larger modulation depth and hence more distortions. Sometimes there are require-
ments to measure and test receiver performance with two tones for second- and
third-order distortions. The test tone in such a case equals half the number of chan-
nels occupying the receiver’s BW. Hence, the two-tone test simulates full channel
loading conditions up to a certain accuracy as will be discussed in Chapter 10. By
using a single laser, the measured result would be the laser distortion and not
the receiver. Thus, the two-tone test requires two similar lasers, each laser
having the same OMI representing half the channel number. Generally, in such
a case, the wavelength separation between the lasers is 10 nm.

6.8.3 Some modulation analysis

Typical laser matching circuit uses series matching resistor described in Fig. 6.29.
Observing Fig. 6.29 and OMI definitions, the following relations are obtained:

PRF ¼ I2
MODZO, (6:66)

PRF

ZO

¼ I2
MOD ¼

I2
PEAK

2
, (6:67)

IMOD ; Irms ;
IPEAK
ffiffiffi

2
p , (6:68)

where ZO is the characteristic impedance, in our case 50 V. IMOD is the rms mod-
ulating current marked as Irms, IPEAK is the peak current or the modulation ampli-
tude, and h is the slope efficiency of the laser (see Fig. 6.27).

Observing Fig. 6.27 in first approximation, the laser has a linear LI curve
equation approximately as

Y ¼ aX þ B, (6:69)

46 Ω

LASER
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I mod
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Figure 6.29 Modulation circuit model.
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where B � 0. B is the optical power at zero bias. Hence, a ¼ h and therefore h �

Idc ¼ POPTICAL.
The goal of the calculation is to define the RF power needed to satisfy the OMI

spec for a given optical power and slope efficiency h. A different way of presenting
this question is to define what is the required RF level needed to meet the OMI
requirements under specific bias conditions. After some simple manipulation of
Eqs. (6.66)–(6.68), IPEAK and Idc are derived as a function of RF level OMI and
slope efficiency h:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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¼ IPEAK, (6:70)
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Changing Eq. (6.73), while OMI is in decimal units optical power is in watts
results in
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A different notation yields
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Hence, PRF[dBm] is given by

PRF½dBm� ¼ 10 log

POPTICAL � OMI

h
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The last two equations are most important and are used to calibrate RF on fiber
setups. This means that the RF power needs to satisfy OMI for a given LASER
with known slope efficiency. In case many channels drive the laser, the overall
RF power is given by

PTOT RF ¼ N � PRF, (6:79)

where PRF is a single channel power and N is the number of channels. Hence, the
following relation between OMI and multichannel loading OMITOT is applicable.
IPEAK_TOT represents the equivalent RF current of N channels:
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Equation (6.84) provides the equivalent modulation depth in the case of N
channels with equal OMI. Therefore, if a two-tone test is needed or more tones
are required, the OMI per laser is given by

OMITOT ¼
OMI �

ffiffiffiffi

N
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ffiffiffiffiffiffiffiffiffi
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p , (6:85)

where num is the number of lasers in the test.
In conclusion, in a multilaser test, the RF power for each laser given by
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The above OMI calibration method suffers from an accuracy disadvantage. It
does not take into account the laser frequency response, only its dc characteristic.
As the frequency of the RF modulation current increases, a portion of the modulat-
ing current is shunted by the capacitive components of the laser package and the
matching network. In some other cases, it is impossible to measure the laser slope
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efficiency. A different OMI measurement method and calibration approach is
needed and will be presented by using a photodetector.

6.9 Quantum Efficiency

In the previous section, a brief introduction to laser-modulation definition using LI
curve was provided. Usually, the laser’s optical-output power versus its injection
current is presented on the LI curve. However, the laser-slope efficiency, also
named quantum efficiency (QE), depends on temperature. As the temperature
increases, the slope efficiency decreases and the threshold increases exponentially.
The definition of QE is given by

dPO

dI
¼ hF

hn

q
�

hintam

am þ aint

, (6:87)

where hF is the portion of optical power emitted from the laser’s front facet. hint is
given in Eq. (6.3). This value decreases due to the Auger recombination rate and
heterobarrier leakage increases exponentially with temperature in InGaAsP. As a
result, the slope efficiency decreases if the laser in the LI curve decreases accord-
ingly. The factors am and aint are mirror loss and the internal loss of the laser
cavity, respectively.

In general literature, the slope efficiency is defined as a differential QE:

hd ¼
hintam

am þ aint

: (6:88)

The laser’s threshold-current temperature characteristic is given by

Ith ¼ I0 exp
T

T0

� �

: (6:89)

T0 is a constant value that defines the temperature sensitivity at the threshold
current. This value is in the range of 50–100 K for InGaAsP lasers. For GaAs
lasers it is 100–150 K. The exponential rise in the threshold current may result
due to the decrease in the optical gain g. The internal loss increases. The Auger
recombination increases and the carrier leakage also increases in an exponential
nature.48 In long-wave lasers, the temperature dependence of optical gain is con-
sidered a dominant factor.49,50

6.10 Main Points of this Chapter

1. Lasing is a quantum phenomenon where stimulated emission is generated
when a photon collides with an excited electron. The outcome of this is the
return of the electron to its original energy level, emission of a photon, and
emission of a second photon due to the collision of the electron on the
excited atom having a high-energy electron. This process describes
optical gain.
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2. A laser is an optical oscillator with optical gain and optical feedback. The
optical feedback is accomplished by the facet’s reflectors, which are
semiconductor mirrors.

3. In a semiconductor laser, the prerequisite conditions for lasing are popu-
lation inversion, optical feedback, optical gain, radiative recombination,
and low optical cavity losses.

4. The cavity modes of a FP laser are called longitudinal modes. The cavity
causes several modes to occur where one mode governs, and other modes
laser in lower power. Thus, this laser is called multimode laser known as
Fabry–Perot or FP. Examples of lasers are the early ruby laser of Theo-
dore Maiman and solid-state lasers with two mirrors. Even the high-
power industry lasers are the FP type.

5. A solid-state laser is a PN junction where the active layer is at the junction.

6. There are two types of lasers: gain-guided and index-guided lasers. The
difference between the two is the confinement method of the carriers in
the active layer.

7. A gain-guided laser is a laser where the mechanism of carrier confine-
ment is done electrically by creating a narrow metal contact stripe on
the anode. The stripe results in a limited area of electrical field. This is
a kind of capacitor above the PN active area. Thus, the carriers are con-
fined under the stripe electrically. The reason for the “gain-guided” name
is that the pumping current and field create the carriers’ confinement.

8. Index-guided laser is a laser whose layer structure creates an optical
waveguide at the active area. The waveguiding is achieved by creating
refraction index differences on the waveguide boundaries. Thus, the car-
riers are confined to a specific area because of the index difference and
not because of the electrical field.

9. The motivation for a narrow confinement cross-section area of the car-
riers is to have a narrow spatial beam, narrower spectral width, and
higher power per unit of area as well as lower loss. A lower loss laser
would require a lower current. Nonconfined lasers, such as early lasers,
require a higher current in order to meet the same optical power as a
carrier-confined laser like the gain- and the index-guided lasers.

10. The advantage of an index-guided laser over the gain-guided laser is the
sharper boundaries of the confinement cross section and waveguiding. In
the gain-guided laser, there is a lateral leakage out of the confinement
area because of the current lateral diffusion and the electrical field
fringes. However, the index-guided laser has well-defined, buried-wave-
guide boundaries. Therefore, the beam emitted from an index-guided
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laser may have a narrower spectral width and higher power per unit of
area, meaning less spatial distribution. This may result even in a lower
operating current.

11. The disadvantage of a multimode laser is the chromatic dispersion. This
results from the propagation of several modes in a fiber with different
group velocities. This dispersion may result in chromatic jitter and distor-
tion on the receiving side. Hence, these lasers are used for short-haul
applications.

12. There are two popular single-mode lasers known as distributed feedback
(DFB) and distributed Bragg reflector (DBR) lasers. The concept of these
lasers is to create a wavelength-selective optical feedback. The feedback
is based on Bragg gratings. The Bragg filter creates reflections at the
desired wavelength and filters out undesired modes.

13. In a wavelength-selective optical-feedback filter, the shape factor of the
feedback defines the conditions for oscillations. This shape factor is
called mode suppression ratio (MSR).

14. The lasing oscillation conditions in FP, DFB, or DBR laser can be sim-
plified to AB 2 1 ¼ 0, where A is the optical gain and B is the optical
feedback. It refers to the reflections of the mirror or the selective wave-
length filter or mirror.

15. In a DFB laser, the optical feedback is within the active area acting as a
selective wavelength filter on the longitudinal modes allowing only one
mode to excite.

16. In a DBR laser, the optical feedback is due to a wavelength-selective
mirror, which reflects only the desired mode of excitation lasing. Thus,
DBR can be referred to as a “single-mode FP laser.” The mirrors are
based on Bragg reflections.

17. Since the DFB feedback creates a large loss at the desired wavelength
and operates as a band-stop filter, BPF, the DFB may emit two wave-
lengths or two modes. Hence, the feedback is detuned so only one
mode is excited. One of the detuning methods that the Bragg feedback
into a BPF is called l0/4 shift.

18. A QW laser is a laser in which the active area or waveguide is grown in a
controlled manner to a specific thickness. This way the confinement of
quantum states are defined. The motivation behind that method is to
have better temperature stability, higher operating temperature, better
linearity for CATV lasers, and higher efficiency by reducing the power
consumption.

19. Laser can have MQWs for higher power purposes.
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20. VCSEL operates on the thickness or depth modes of the active layers. As
in longitudinal laser or edge-emitting lasers, as they are called, there are
FP VCSELs and DBR VCSELs. There is no DFB VCSEL since it is not
possible to manufacture.

21. There are several structures of VCSEL growth, named mesa etched,
proton implanted, and dielectric aperture.

22. The motive behind these three methods is to create the injection current
confinement through the active layer. The second goal is to block nonpro-
ductive lateral current to the active layer.

23. VCSELs suffer from low optical power and resistive losses through the
mirror causing a voltage drop. Thus, to overcome this problem, the
dielectric aperture was developed.

24. Recent development introduced long-wavelength VCSELs.

25. Tunable lasers are wavelength-controlled lasers. The wavelength control
is accomplished by changing the cavity dimensions affecting the mode of
lasing or by controlling the Bragg-feedback filter by changing its refrac-
tive index.

26. Tunable laser’s control can be divided into two main concepts, electrical
control and mechanical control using MEMS technology. The electronic
controlled lasers are tuned to different wavelengths by changing the
filters and the cavity modes due to gain and refractive index change,
whereas the MEMS methods are controlled mechanically by changing
the cavity length. Another method used to control the laser wavelength
is thermal control utilized on DFB lasers.

27. Wavelength control of a laser, depending on the laser’s cavity type
(internal or external) is categorized into two methods. The ECL uses
MEMS technology and electronic methods to achieve wavelength
control, whereas for the internal cavity lasers, wavelength control is
done electronically.

28. MEMS and thermal tuning methods are slower compared to electroni-
cally tuned lasers.

29. An electrostatic actuator acting as a tiny motor accomplishes MEMS
nanomotion control. This motor displaces the micromirrors at one end
of the laser facet. There mirror reflects the beam of light to the output
fiber.

30. One of the ECL electronic methods to tune the wavelength is called
“open” architecture, where tunable filters are attached to the facet of
the laser creating an example tunable FP laser.
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31. Laser characteristics are measured on LI curve light power versus current
curve. The slope of that curve is called slope efficiency or QE.

32. A laser in forward bias represents a load of about 4 V; hence, RF-wise it
is almost a complete short.

33. Laser OMI is the ratio of the ac-current swing to the quiescent dc-bias
point current. This ratio is preserved in the optical power as well.
Thus, the ac optical power is given by P ¼ OMI � Pdc.

34. The laser modulation index in digital transport is measured by the term
extinction ratio (ER). This factor describes the ratio between the
maximum optical-power state and the minimum optical-power state.

35. Laser slope efficiency defines the input swing required to have a desired
ER and affects the optical swing. The steeper the laser, the more sensitive
it is to input to output changes.

36. QE of a laser degrades as temperature increases and the laser threshold
current increases. This is the root cause of its increase in nonradiative
recombination. The reduction in QE is exponential. The increase in
threshold current is also exponential.
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Chapter 7

Laser Dynamics: External
Modulation for CATV and
Fast Data Rates

Direct modulation of a semiconductor laser is the most convenient way of using
these devices in communication circuits. However, there are certain funda-
mental limitations for a direct-current modulation approach. In digital data trans-
port, this limitation starts to become important as the speed of modulation
increases beyond 10 GBPS. The main limitations result from the wavelength
chirping of the laser output as well as relaxation–oscillation. The first one
causes jitter whereas the other parameters result in overshooting the eye pattern.
Jitter phenomena of fiber dispersion due to wavelength chirp affects the digital
transport eye quality because of group delay. When dealing with laser analysis,
there are two parameters that are examined, intensity modulation (IM) in
Secs. 7.1 and 7.2 and frequency modulation (FM) known as wavelength chirp
in Sec. 7.3.

In analog community access television (CATV) transmitters, the bandwidth
(BW) or modulation frequencies are much lower; however, the key problem
there is nonlinear distortions (NLD) due to the interaction between the chirp
phenomena of the distributed feedback (DFB) 1550-nm laser and the dispersion
of a standard single-mode fiber (SMF). Additionally, analog channels at micro-
wave frequencies and millimeter waves may be affected by relaxation–oscillation
BW limitation due to reduction in distortion performance. In CATV, transmission
at 1550 nm is desirable due to the advantage of low fiber losses and the use of
erbium-doped fiber amplifiers (EDFAs). The power required from a 1310-nm
DFB laser is higher due to the inherent higher losses of the SMF. These constraints
impose more limitations. Moreover, the performance of a direct modulated laser
(DML) is affected by multiple optical reflections and chirp. These problems
limit the transmission distance over standard SMF.

The solution to these problems both in digital and in multicarrier analog
CATV modulation schemes is using external modulation (EM) techniques.
When EM is used, the laser itself is biased on continuous mode with an external
device modulating the optical output.
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First, this chapter provides a review of the physical principles behind the
dynamic behavior of laser diodes described by the rate equations. Mode
hopping and modal noise are reviewed. Next, the most commonly used EM
schemes are explained. Finally, some commercial devices available in the
market are discussed. These user phenomena will be used later in Chapter 19
when analyzing digital and analog links.

7.1 Dynamic Response of Semiconductor Laser

As was reviewed in Chapter 6, a semiconductor laser is a cavity where the P-type
and the N-type carriers are generated by injecting a current into a junction
of known volume called the active region. These carriers are then recombined
producing coherent stimulated emission. Assume a single-longitudinal-mode
(SLM) DFB with uniform distribution of electrons, with density N over a
volume V ¼ d � L � W of the active layer, and photon density S for the given
lasing mode.

The dynamic behavior of such a laser is normally explained through the
following phenomenological differential equations, which have several nota-
tions,1,2,16,21 and is given by Eqs. (7.1–7.3). For the active region of a double
heterostructure device (DH), the injected current provides a generation term and
various radiative and nonradiative recombination processes as well as nonpro-
ductive carrier-leakage recombination. Hence, the carrier’s change over time is
the difference between generation and recombination. This fact results in21

dN

dt
¼ Ggen � Rrec, (7:1)

where Ggen is the rate of injected electrons and Rrec is the recombination rate per
unit volume in the active region. It is well known that I ¼ dQ/dt or
I � t ¼ Q ¼ Nq. Thus, the net number of electrons per second injection from a
current source is given by I/q ¼ N/t. Since there is some leakage, the net
current used for generation is multiplied by the quantum efficiency h resulting
in h � (I/q). Hence, the overall generation per unit of volume is h � (I/qV).
Rrec can be broken into several recombination mechanisms21 that finally lead to
the rate equations:2

dN

dt
¼

I

qV
�

N

tn

� Gngg0 N � N0ð Þ 1� 1Sð ÞS, (7:2)

dS

dt
¼ Gngg0 N � N0ð Þ 1� 1Sð ÞS�

S

tp

þ Ggsp

N

tn

, (7:3)

where tn is the electron lifetime (ns), tp is the photon lifetime (ps), G is the carrier
confinement factor in the active layer; i.e., it shows the fractional radiation coupled
in the lasing mode, ng is the group velocity, gsp is the fraction of spontaneous
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emission coupled to the cavity mode, V is the volume of the active region (m3), q is
the electron charge, N is the electron density (m23), S is the photon density inside
the cavity (m23), 1 is the gain compression coefficient or the nonlinear gain
parameter (m3), N0 is the carrier density at which the semiconductor becomes
transparent, g0 is the differential gain coefficient at the central mode l0 (m3/s),
and I is the injection current (amp).

A nice way to describe the dynamics of this process below and above threshold
is by water flow to a reservoir. The net injection (I/qV) is the pipe entrance flow.
The leakage current is (1 2 h) � (I/qV). The water flow into the reservoir is
h � (I/qV). Now, if the laser is above threshold, the reservoir is full of liquid.
Thus, an increase of input results in increased output, i.e., overflow, but no increase
in carrier density, which is the water level. The reservoir may have some drain
holes, so besides overflow, there is some other leakage. Those leakages from the
reservoir are the recombination mechanisms. Now, assume a case of low threshold.
Then the overflow is likely low. In this case, an increase of input would not create
an output increase but would affect the carrier density in the active region by filling
the reservoir volume. Moreover, the flow through the drain holes in the reservoir
will not change below and above threshold; these drain holes represent spon-
taneous and nonradiative recombination. This reservoir is the population inver-
sion. The same analogy applies for the carriers reservoir. The carriers create
spontaneous and stimulated emission as described by Eq. (7.3). The leakage is
spontaneous emission and recombination; the overflow is the stimulated emission
filling the reservoir. Coming back again to the rate equations, Eq. (7.2) shows that
the electron-density rate of change is proportional to the injected rate of electrons,
which is the first argument in the equation. The electron density rate of reduction
is due to spontaneous emission, which is the second argument in the equation. The
rate reduction is due to stimulated emission of the lasing mode, which is the third
argument in the equation. In the same way, Eq. (7.3) shows that the photons
density rate of change is proportional to fraction G of the photons stimulated
emission of the lasing mode, which is the first argument in the equation. The
rate of photons loss due to the photons lifetime tp can be referred to as the
average time it spends in the cavity before it is lost by internal absorption or trans-
mission through the facets. This is the second argument in the equation. The rate of
photon density increases due to spontaneous emission in the active layer. This is
the third argument in the equation. The peak mode gain due to stimulated emission
is given by

G ¼ ngg0 N � N0ð Þ: (7:4)

However, due to an important phenomenon of spectral-hole burning (SHB),
the optical gain is compressed. Therefore, the net gain in the equation is
reduced. SHB is a small, localized optical gain curve reduction at the lasing
mode wavelength.3 This occurs when the stimulated emission rate is very high
and a large number of available electrons in the conduction band cannot immedi-
ately fill the localized reduction in the number of conduction band states since the
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intraband scattering process such as electron–electron and electron–phonon
have relaxation time on the order of 1 ps.4 The reduction in gain rate due to
SHB is proportional to the stimulated emission rate and is given by Taylor expan-
sion of G(N, S) around the points N ¼ N0 and S ¼ S0.

DG ¼ ngg0 N � N0ð ÞS1: (7:5)

Hence, the subtraction of Eq. (7.5) from (7.4) provides the total net gain,
including the compression reduction:

G N, Sð Þ ¼ ngg0 N � N0ð Þ 1� 1Sð Þ: (7:6)

The rate equations are a large signal model and can be solved numerically. An
analytical steady-state solution can be obtained using small-signal linearization
approximation as provided by

I ¼ I0 þ i1 exp( jvt), (7:7)

N ¼ N0 þ n1 exp( jvt), (7:8)

S ¼ S0 þ s1 exp( jvt), (7:9)

where v is the angular frequency of the modulating signal, I0, N0, and S0 are the
steady-state values of the modulating current, electron density, and photon
density, respectively, and i1, n1, and s1 are the small signal components. Substitut-
ing these phasors in the set of differential equations describing the density rate
changes versus time results in the normalized-at-zero-frequency small-signal
response of the laser. Note that second-order values were neglected:5

H jvð Þ ¼
s jvð Þ=S0

i jvð Þ=I0

¼
1� 1S0ð Þv2

0

�v2 þ jv
GgspITH

qVS0

þ
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tn

þ S0 ngg0 þ
1

tp

� �� �

þ
GgspITH

qVS0tn

þ
gsp þ 1S0

tntp

þ 1� 1S0ð Þv2
0

:

(7:10)

This equation shows that the small signal response of the laser resembles that
of a second-order low-pass filter (LPF) transfer function with resonance frequency
v0 called the “relaxation–oscillation of the laser” at which the response peaks,
after which it begins to roll off at approximately 40 dB/dec. It has a damping
factor j and all other parameters of the second-order LPF denominator:

�v2 þ 2jjv0vþ v2
0: (7:11)

Note that ITH in Eq. (7.10) is the threshold current. Solving the denominator of
Eq. (7.10) for v would result in the “relaxation–oscillation” frequency:

v0 ¼
ngg0S0

tp

� �1=2

¼
Gngg0

qV
I � ITHð Þ

� �1=2

: (7:12)
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Assuming the laser operation point is well above the threshold, gsp ¼ 0
and the damping coefficients 1=tn and g0S0 are negligible, then Eq. (7.10)
becomes

H jvð Þ ¼
1� 1S0ð Þv2

0

1� 1S0ð Þv2
0 � v2þjv S01=tp

� � : (7:13)

The transfer-function magnitude or spectral power is given by multiplying
Eq. (7.13) by the complex conjugate, resulting in

H jvð Þ
�

�

�

�

2
¼

1� 1S0ð Þ
2v4

0

1� 1S0ð Þv2
0 � v2

	 
2
þv2 S01=tp

	 
2
: (7:14)

Solving Eq. (7.14) for half power, assuming that the damping coefficients are
much smaller than the resonance frequency (i.e., 1 2 1S0 ffi 1 and 1S0 ffi 0),6

results in

v3dB ¼ v0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
ffiffiffi

2
p

q

¼ 1:55v0: (7:15)

Several experiments had indicated that the 3-dB-modulation frequency is pro-
portional to I � ITHð Þ

1=2.7 Sometimes it is more common to characterize the laser
with respect to the normalized current I=ITH � 1ð Þ

1=2. In Fig. 7.1,1,6 several reson-
ance frequencies are measured under four different biasing-level conditions, which
essentially define four power levels (1–1 mW, 2–2 mW, 3–2.7 mW, 4–5 mW).
The test was taken on a BH (buried heterostructure) semiconductor laser with a
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Figure 7.1 Measured BW characteristics of 120-mm cavity at various bias points.1,7,64

Emitted power: 1- 1 mW, 2- 2 mW, 3- 2.7 mW, 4- 5 mW (Reprinted with permission from
the Journal of Quantum Electronics # IEEE, 1985.)
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120-mm cavity. Note that the lowest power peaks earlier and the highest peaks the
latest. However, all responses are flat up to 1 GHz. But, as the biasing gets higher,
the roll off becomes steeper.1

Observing Fig. 7.1, there are several parameters characterizing the small
signal frequency response. Overshoot is directly related to the damping
factor having the overshoot radian frequency vp. In time domain, this over-
shoot is translated into ringing with converging time or decay depending on
the damping factor. Observing Eq. (7.12), there are three possible ways to
increase the laser BW. The first is to increase the average photon density So.
This can be done by decreasing the width of the optical field distribution in
the transverse direction parallel to the junction plane.24 Creating a laser with
a narrow active region and tight optical field confinement would have a wide
BW and strong damping factor. The second method for increasing vo is by
increasing the gain slope, go. This can be accomplished by decreasing the
temperature8 and increasing the doping level in the active layer. Quantum-
well structures show great promise for having a high go. The third method
for increasing vo is by reducing the photon lifetime, tp. This is done by short-
ening the device cavity length. In addition, a low-threshold current and high-
bias current would be also a way to increase the laser BW and essentially
increase the laser power.

Small signal approximation is useful to derive an equivalent lumped-element
parallel-resister inductor capacitor (RLC) circuit, which models the laser.22 – 27 The
modeling method is by the small signal approximation of the rate equations, which
are two linearly coupled differential equations similar to the voltage and the
current equations of the parallel-RLC circuit. In the laser cavity, the electrons
and photons exchange energy through absorption and emission, with various
loss mechanisms dissipating energy in the cavity. These losses are leakage-
Auger-recombination heat and absorption. Similarly, in the RLC circuit, the
capacitor and the inductor exchange energy and the resistor dissipates energy
out of the circuit. Furthermore, the continuity conditions of the electrical circuit,
voltage across the capacitor, and current through the inductor are equivalent to
those of the laser cavity; i.e., the changes in the electron and photon numbers
inside the cavity are continuous as shown by the rate equations. Hence, the
excited electrons N in the laser cavity are represented by a charge across the
capacitor, and the photon density S at a given laser mode are represented by mag-
netic flux linkage of an inductor. When the analysis case refers to a multimode FP
laser, the equivalent circuit would have several parallel inductors. Each inductor
represents a specific lasing mode. In fact, each inductor of each mode is made
of two series inductors. The first inductor represents the mode whereas the
second one represents the reduction in coupling coefficient of that mode with
the electrons. The coupling of the mode to the electrons is simulated by the
series resistor to the mode inductors. Thus, the mode with the strongest coupling
to an electron has the lowest values for Lj, Lx, Rs, and Rpj; the mode power is pro-
portional to Lj. Figure 7.2 illustrates equivalent circuits for DFB and FP lasers.
This circuit can be cascaded to the laser package.24 Small-signal analysis for a
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ridge laser, shown in Fig. 7.3, with a strong carrier confinement suggests the fol-
lowing elements relations above threshold current:25,26

R1 ffi
Rd

1þ g0tnS0

, (7:16)

Cd ¼
tn

Rd

, (7:17)

Rd ffi
2kT

qItA

, (7:18)

LS ffi
Rdtp

g0tnS0

, (7:19)

I mod Cd
Cb bond pad

Cp package 

Lb bond L1 lead

Laser Package

Csc Rd

Rs1

Rs2

Ls

CdCsc Rd

Rpj n 

Rs  n 

Lj n 

Lx  n 

Rpj n–1 

Rs  n–1 

Lj n–1 

Lx n–1 

Rpj1 

Rs1 

Lj1 

Lx1 

b- multimode laser

a- singlemode laser

Figure 7.2 Equivalent circuit modeling for relaxation–oscillation. (a) An SLM laser
including cascaded package parasitics. (b) An FP multimode laser showing all
n-mode-coupled inductors.
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RS1 ffi
1Rd

g0tn

, (7:20)

RS2 ffi
gspGRdtpItA

qVg0tnS2
0

, (7:21)

where the threshold current of the active layer is given by

ItA ffi

qV
1

tpGg0

þ N0

� �

tn

, (7:22)

and the steady-state photon density above threshold is given by

S0 ffi
Gtp

qV
I0 � Ithð Þ, (7:23)

where Io is the dc component of the total drive current, that is, IAþ IL, IA is the
active current, and IL is the leakage current; thus, Ith ffi ItAþ IL. The LC model
relaxation–oscillation frequency is given by

fr ¼
1

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LS Cd þ CSCð Þ
p ffi

1

2p
ffiffiffiffiffiffiffiffiffiffi

LSCd

p , (7:24)

where CSC is the space-charge capacitance that is smaller compared to Cd, nano-
farads compared to picofarads. Substituting Eqs. (7.17) and (7.19) in Eq. (7.24)
and then substituting S0 from Eq. (7.23) results in

fr ¼
1

2p

ffiffiffiffiffiffiffiffiffi

g0S0

tP

r

¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Gg0

qV
I0 � Ithð Þ

s

: (7:25)
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Figure 7.3 Cross section of a ridge SLM laser with strong carriers confinement.24

(Reprinted with permission from the Journal of Lightwave Technology # IEEE, 1984.)
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The damping time constant t1 associated with the relaxation–oscillation is
approximately given by

t1 ¼
LS

RS1 þ RS2

, (7:26)

where

t1 ¼
tp

1S0

: (7:27)

Based on the above relations, the small-signal impedance of the RLC equi-
valent circuit can be derived:26

Z( jv) ¼
(RS1 þ RS2)þ jvLS

�v2(Cd þ CSC)LS þ jv½(Cd þ CSC)(RS1

þRS2)þ LS=R1� þ (RS1 þ RS2 þ R1)=R1

:

(7:28)

This equation can be noted with respect to the quality factor of the inductor
and the capacitor as well as the damping factor of the circuit,28,29 by using the
resonance relation in Eq. (7.24) as radian frequency v0.

Now for the sake of notation as second-order transfer function, assume the two
following cases. At first, assume the circuit in Fig. 7.2 has a zero-ohm-series-loss
resistor for the inductor Ls, e.g., Rs1 and Rs2 are zero. This case is equal to a parallel
RLC circuit with a loss resistor of R1. The second case, R1, goes to infinity; i.e.,
open and Rs1 and Rs2 are not zero. This will be a case of series RLC. Moreover,
both circuits have the same resonance radian frequency v0. Knowing that, the
Q-factor damping rate a and damping factor j can be noted for parallel RLCs:

aP ¼
1

2(Cd þ CSC)R1

, (7:29)

j ¼
a

v0

, (7:30)

Qp ¼
R1

v0LS

¼ v0R1 Cd þ CSCð Þ, (7:31)

and for a series of RLCs:

aS ¼
RS1 þ RS2

2LS

, (7:32)

QS ¼
v0LS

RS1 þ RS2

¼
1

v0 Cd þ CSCð Þ RS1 þ RS2ð Þ
: (7:33)
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Knowing that 1/Q ¼ 2j, and using the above relations, Eq. (7.29) can be
modified to

Z jvð Þ ¼
R1

QPQS

1þ j
v

v0

QS

�
v

v0

� �2

þ j
v

v0

2 jPþjSð Þ þ 4jPjS þ 1

: (7:34)

From this presentation and Fig. 7.2, it can be understood that the damping
factor of the relaxation–oscillation depends on damping due to spontaneous emis-
sion coupled to the lasing mode jS and damping due to the spontaneous and stimu-
lated recombination terms in the rate equation jP. This means that the quality
factor of the modulation impedance depends on the charge storage efficiency
and the coupling mode efficiency. Moreover, the equivalent quality factor is
made jS and jP to mechanisms, which also defines the equivalent damping
factor. The relaxation–oscillation BW describes the ability of the carriers reservoir
to fluctuate and release charges for emission synchronously with the pumping
current. Hence, as a conclusion from this analogy, the larger the cavity, the
slower it is. In addition, the coupling of this reservoir to the active mode is import-
ant too. Thus, the structure of a laser should minimize losses and transport time.

That is why a tight confinement structure and QW laser would have a better
response. Observing FP lasers in Fig. 7.2, each mode has a different coupling.
Thus, on an average, the BW of such a laser would be determined by the dominant
mode, which would be lower compared to a single mode.

The structure of the ridge waveguide laser chip is depicted in Figs. 7.3 and 7.6.
The dominant electrical parasitics are the resistance in series with the active region
and the shunt capacitance between the metal contacts. The total series resistance Rs

is the sum of the ridge and resistance RSR, including the contact resistance at the
interface between the metal and the AA layer and the resistance RSS of the
substrate under the active region. RSR is the larger of these two resistances and
dominates Rs. For a ridge dimension of 2 � 5 � 250 mm3, a hole mobility of
70 cm2 V21s21, doping density of 3 � 1017cm23, and a dc value of RSR is
calculated to be 5 V, assuming zero-contact resistance.24

The shunt parasitic capacitance Cs arises from capacitance CN, associated
with the silicon nitride insulator layer in series with the space-charge capacitance
CL at the heterojunction diode DL at the quaternary P–N interface. This interface is
distributed across the entire chip, but most of it is electrically isolated from the
active region by thin, �0.2 mm, P-type quaternary cladding layer in the channels
that extend 20 mm on each side of the ridge. When the laser is forward biased,
a small amount of current is injected into DL via the leakage resistance RQ

through the cladding layer. Since RQ is large, about 1–10 kV, DL remains
essentially unbiased, even when the laser is driven above threshold. The substrate
resistance RSUB is in series with CL.24

It is important to note that the metal-insulator-semiconductor (MIS) capacitor
CN and the space-charge capacitance CL are distributed across the entire 500-mm
width of the laser chip. Therefore, they can have quite a large value. Similarly,
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RSUB is small since the substrate has a doping density in excess of 1018 cm23.
Typical values are CN � 8–15 pF, depending on the silicon nitride stoichiometry
and thickness of�0.2 mm, CN � 40–400 pF, depending on the doping densities of
the quaternary layers and RSUB � 1 V.24

The laser chip is normally mounted P-side down on a metal stud and N-side
is connected to a 1.3 � 0.8-mm contact pad on a 0.5-mm thick alumina standoff
via a gold bond wire. The bond wire is approximately 1-mm long and has a
diameter of 50 mm. The dominant electrical parasitics associated with the stud
are the bond wire inductance LP and resistance RP, and the standoff shunt capaci-
tance to ground CP.24 Typical DFB laser parameters are given in Table 7.1.

Laser behavior is extremely nonlinear near its resonance frequency. For sub-
carrier multiplexing (SCM) lightwave transmission, the RF carrier frequencies
should be sufficiently far away from the relaxation–oscillation resonance
frequency. Following the small signal model, it is clear that this system has a
memory, meaning carrier charges. Now, if the signal is faster than the time cons-
tant of the laser, i.e., it cannot track the pump current changes, the next state will
discharge the previous state, thus distorting the signal. An intuitive explanation for
the jitter distortions at the relaxation–oscillation point is due to abrupt phase
change versus frequency, which is not constant. Thus, its derivative—that is, the
group delay—changes versus frequency-creating dispersion. That effect is
observed well in digital transmission in higher values of eye jitter. Several
results have shown that strained-layer multiple-quantum well (SL-MQW) DFB
lasers have 30% and 90% higher resonance frequency compared with MQW
DFB lasers and conventional DFB lasers, respectively. Moreover, at that point,
the laser has higher intensity noise as reviewed by Chapter 10.

7.2 Large Signal Deviation from a Basic Model

Small-signal analysis of a laser as was reviewed in Sec. 7.1 is not applicable when
dealing with full a CATV channel plan. The standard optical modulation index
(OMI) per channel calls for a modulation index range of 3–4% per channel.

Table 7.1 Typical values for a CATV DFB transmit laser

Parameter Typical value

Active layer volume V W � 1–2 mm; H � 0.2 mm;
L � 300 mm

Electron life time tn 1–3 ns
Photon life time tp 1–2 ps
Optical mode confinement factor G G � 0.3–0.5
Differential gain coefficient g0 g0 � 1–3 � 10212 m3/s
Gain compression coefficient 1 1 � 1–5 � 10223 m3

Electron density at transparency N0 N0 � 1–1.5 � 1024 m23

Fraction of spontaneous emission
coupled to the cavity mode gsp

gsp � 10�4
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Therefore, a load of 79 channels, as was explained in Sec. 6.9, would result in total
OMI load in the range of 27–35.5%. Full 110-channel plan would increase this
result even further to 28–37%. In case of digital modulation, the modulation
index is 100%. This, of course, requires a large-signal model.10 – 13

The traditional way to describe device modeling, taking into account all the
parameters affecting its performance, is to explain it as a two-port system built
of three sections as described by Fig. 7.4:10,13

1. Package and mount accesses parasitics that represents a linear network.
These are the package feed-through capacitance and bond-wire inductance
and resistance. These components can be omitted if the laser-drive circuitry
is integrated with the laser.

2. The device nonlinear equivalent network and linear access parasitics of the
chip. The linear parasitics are the chip-contact resistance and capacitance
and nonlinear values associated with the semiconductor surrounding the
active region.

3. The intrinsic laser is the active region and the cavity. This is the large-
signal equivalent model.

In case of large signal, the response Eqs. (7.2) and (7.3) are solved by numerical
methods. However, an analytic approach is available by creating an equivalent
large-signal circuit for the laser.12 – 14 The advantage of this method is the usage
of conventional-circuit-analysis methods for solving it. The nonlinear components
in the circuit are represented by nonlinear relationships. Figure 7.5 shows an equi-
valent model of the chip package access parasitics and access parasitics of the
device itself. CP, LP, and RP are the feed-through capacitance and the bond-wire
impedance and resistance. CS and RS are the intrinsic laser parasitic capacitance
and resistance, respectively. The current source IL is the dc-leakage current
around the active region, generating severe distortions on the second order.15

The output impedance of the exciting source IS is RIN. The intrinsic device is
the nonlinear model. Figure 7.6 shows the nonlinear intrinsic-laser model. There-
fore, the overall response is the cascade of the two models. The intrinsic-laser
model is described by the following equations for each component in the sche-
matics. The source signal current driving the intrinsic laser is marked as IA.

Laser Chip 

Nonlinear

Package and Mount 

Linear
V

IA

VA

Input Output

PLight

Figure 7.4 A two-port model of a semiconductor laser taking into account package and
device parasitics. The package is linear and the device includes linear and nonlinear
components to model leakage current that creates distortions. Used for harmonic-
balance analysis.

272 Chapter 7



This is the net current for the lasing process in the intrinsic laser. The transfor-
mation of rate Eqs. (7.2) and (7.3) for the modeling is defined as below. The
model equivalent spontaneous recombination current is given by

ISPN ¼
qVN

tn

¼ Is exp qVA=ukTð Þ, (7:35)

where u � 2 and Is is the saturation current. The equivalent stimulated emission
current is defined by

Istim ¼ qVngg0 N � N0ð Þ 1� 1Sð Þ: (7:36)

The photon loss and photon storage are modeled by equivalent resistor RPH

and capacitor CPH, which are defined by the following:

RPH ¼
tp

qV
, (7:37)

CPH ¼ qV: (7:38)

I

ISP

CPhRPhγ ISP

IStim

dt

dISPτn
VJ

+

–

S’

+

–

Figure 7.5 Large-signal modeling of intrinsic laser showing the photons reservoir CPH,
Auger recombination loss RPH, spontaneous current Isp, simulation current, and
coupling of spontaneous current to the lasing mode.24 (Reprinted with permission
from the Journal of Lightwave Technology # IEEE, 1984.)

Is 
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Figure 7.6 Large signal modeling of intrinsic laser, including package effects.10

(Reprinted with permission from Springer Verlag # Springer Verlag, 1990.)
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Using the above transformation relations, the rate Eqs. (7.2) and (7.3) become

tn

dISPN

dt
¼ I � ISPN � Istim, (7:39)

CPH

dS

dt
¼ Istim �

S

RPH

þ gSPISPN: (7:40)

7.3 Amplitude-Phase Coupling (Chirp)

Amplitude-phase coupling is a result of the direct modulation of a laser. The
reason for that phenomenon is the electron density N in the active region by the
modulation process. As a consequence, the refractive index of the medium is
changed. The refractive index change affects the lasing wavelength and its
complex number. The imaginary part of the refraction index n is related to the
spatial exponential gain (or loss) constant of the laser medium. The real part of
the index n is related to the time dependency of the medium gain. Letting the
refractive index n to be presented as a complex number16

n ¼ n1 þ jn2: (7:41)

Then, it can be noted that a change in the medium gain is given by16

Dg ¼ �4pDn2=l: (7:42)

According to Eq. (7.29), the change in the optical frequency is16

Dn

n
¼

Dn1

n1

: (7:43)

Now it is possible to define the a parameter of the laser, which is commonly
called the line-width-enhancement factor, by Eq. (7.44),1,16 – 18 and it is defined as
the incremental ratio between the real part and the imaginary part of the refractive
index1,19 or the ratio between the derivative of the real part of n as a function of the
change in the electrons density N and the gain change as a function of a change in
the electrons density N:

a ¼
Dn1

Dn2

¼
Dn1

Dgl
�4p

¼ �
4p

l

dn1
dN
dg

dN

2

6

4

3

7

5

: (7:44)

Using the photon rate Eq. (7.3) and using the Taylor expansion around a dc
operating point, the frequency chirp Dn can be expressed as a function of the varia-
tions in the output power under a direct-current-modulation laser known as
DML:20

Dn(t) ¼ �
a

4p

�  d

dt
ln P tð Þ½ � þ kP tð Þ

� �

, (7:45)
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where P(t) is the time variation of the optical power and k is a parameter given by

k ¼
2G1

hdhnV
, (7:46)

where V is the volume of the laser’s active region.
For the harmonic RF modulation, the RF component of Eq. (7.45) becomes16

Dn

DP
¼ �

ja

2

f

P
þ k: (7:47)

It can be observed from Eq. (7.47) that at high-modulation frequencies, the
chirp increases with the a parameter and becomes worse linearly with frequency.
In addition, it gets larger at large optical variations or during relaxation–
oscillation. On the other hand, the strong damping factor of the relaxation–
oscillation would reduce the extent of frequency chirp. The second term in
Eqs. (7.45) and (7.47) dominates at low frequencies and is called “adiabatic
chirp” and arises from the damping factor of the relaxation–oscillation. It can
be minimized by increasing the volume of the active region in the laser structure.
The result of it is a wavelength shift between the high and the low power points in
the optical waveform. On the other hand, excessive damping would reduce the
modulation BW. Essentially, the outcome of it is a compromise design between
the damping factor of the relaxation–oscillation and the wavelength transient
chirp. A typical chirp-width value for commercial DFB lasers is about
0.4–0.6 nm at 1–2 Gbit/s modulation index. This chirp allows transmission of
data at 2.5 Gbit/s (OC48) up to distances of 100 km with SMF at the 1550-nm
wavelength. But, the transmission distance is limited to only a few kilometers at
10 Gbit/s because of the chromatic dispersion in single-mode fibers. The chro-
matic dispersion results from the difference in the group velocities at different
wavelengths of the traveling optical light. These wavelength differences within
the light pulse are the result of the frequency chirp of DML modulation method
for a laser. The result of this in digital data transport is excessive eye jitter. In
the case of CATV data transport, the chirp and the chromatic dispersion in a
single-mode fiber result in unacceptable distortion levels.

The chirp phenomenon described above creates a residual FM noise due to
amplitude modulation (AM). This term is defined as AM to FM and results in
line-width broadening as a function of OMI. The electric field of such a modulated
optical carrier is described by

E ¼ E0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ OMI cos vmtð Þ
p

exp j vct þ b sin vmtð Þ½ �
� �

, (7:48)

where the index m is the modulating carrier, and c is the optical carrier. b stands for
the FM-modulation index given by30

b ¼ 2p
Am

vm

� �

Dn: (7:49)
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While Am represents the peak modulation current and can be extracted from
the OMI definition, Dn is the peak frequency deviation:

Im�max ¼
PoptOMI

h
¼ OMI

E2
0

2hZ0

, (7:50)

where h is the laser-slope efficiency, and Z0 is the medium characteristic impe-
dance. Now, for weak-varying amplitude or small OMI, the amplitude part
of Eq. (7.48) can be omitted and the exponent part of it can be expanded in
the Bessel series.31 For low OMI, b , 1, and according to Carson under
this condition, the FM BW is equal to 2(bþ 1)vm/2p ffi vm/p. This means
that there are two undesirable FM sidebands. Moreover, the higher the modulation
index the more the Bessel sidebands. Therefore, Eq. (7.48) becomes32

wFM ¼ A
X

1

n¼�1

Jn bð Þ exp j vc þ nvmð Þt½ �, (7:51)

or

wFM ¼ A

�

X

1

n¼1

Jn(b)½cos (vc � nvm)t þ (�1)n cos (vc þ nvm)t�(�1)n:

þJ0(b) cos (vct)

�

, (7:52)

where the Bessel function Jn is given by

Jn bð Þ ¼
X

1

k¼1

�1ð Þk b=2ð Þ
nþ2 kð Þ

k! nþ kð Þ!
, (7:53)

and A is approximated for the small OMI to be per Taylor series

A ¼ E0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ OMI cos vmtð Þ
p

� E0 1þ
1

2
OMI cos vmtð Þ

� �

� E0 1þ OMI cos vmtð Þ½ �:

(7:54)

Substituting Eq. (7.54) into Eq. (7.52) and using trigonometric identities, the
AM-modulated laser chirp results in a residual narrow-band FM with the following
amplitudes:

carrier:

E0J0 bð Þ, (7:55)

upper sideband:

E0 J1 bð Þ þ
OMI

2
J2 bð Þ þ J0 bð Þ½ �

� �

, (7:56)
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and lower sideband:

E0 �J1 bð Þ þ
OMI

2
J2 bð Þ þ J0 bð Þ½ �

� �

: (7:57)

Using an optical-spectrum analyzer with fine-resolution BW, the difference
between the two sideband magnitudes normalized to the carrier would be
DdB ¼ 20 log[2J1(b)/J0(b)]. From Carson’s rule for FM, the formula for FM
BW and the two sidebands initial value for b can be found. Placing this initial
value into the above expression, b can be figured in an iterative way. Then,
from the linear sum of the two sidebands and normalizing it to the carrier
DdB ¼ 20 logfOMI[J2(b)þ J0(b)]/J0(b)g ¼ 20 logfOMI[J2(b)/J0(b)]þ 1g, the
modulation index is obtained. It is clear too from Eqs. (7.56) and (7.57) that the
sideband amplitudes are not equal. Moreover, in digital schemes, where the modu-
lation index is higher, or in the case of full CATV load, where the OMI is about
35%, there are many FM sidebands as well as lasers that have wider line broaden-
ing. These sidebands propagate at different velocities through the SMF and result
in eye jitter or intermodulation (IMD) for analog channels. Further discussion will
be provided in Sec. 7.4.3.

7.4 Laser Distortions

Semiconductor diode lasers have several distortion mechanisms33 as was reviewed
above:

. NLD due to relaxation–oscillation phenomena is referred to as dynamic
nonlinearity. This mechanism governs modulation frequencies higher
than 1–2 GHz, and is related to local multipoint-distribution system
(LMDS) and multichannel multipoint distribution system (MMDS)
applications.

. Distortions are related to the bias point on the L–I curve called static
distortions.

. A combination of static and dynamic distortions are due to a high-
modulation index.

The last two mechanisms are related to low frequencies that are related to
CATV and direct broadcast satellite (DBS) bands.

In HFC FTTx analog transport, the channel loading reaches a high OMI
of almost 35% to 40%, which is equal to 110 channels of loading plan. These
limitations led advanced designs of predistortion and for analog transport and
EM for both analog and digital transport fidelity. This section focuses on all
three mechanisms.
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7.4.1 Dynamic nonlinearity modes

Assume a laser is biased at a dc point, as shown in Fig. 6.27, and fed by two small
RF current signals around the quiescent point. Assume that-both tones have the
same amplitude i. Hence, the pumping current is given by

I(t) ¼ I0 þ Iac1 þ DIac2 ¼ I0 þ i exp v1tð Þ þ exp v2tð Þ½ �, (7:58)

assuming a power of series expansions at the quiescent point for the photons
density S and carrier density N are justified since these values are governed by
the modulation current as denoted by the rate Eqs. (7.2) and (7.3). Then S(t) and
N(t) it is given by

S tð Þ ¼ S0 þ DS1 þ DS2 þ DS3 þ � � � þ DSk

N tð Þ ¼ N0 þ Dn1 þ Dn2 þ Dn3 þ � � � þ Dnk,

8

<

:

(7:59)

where Dnk and DSk are the two-tone swings resulting from the modulation current.
Equations (7.58) and (7.59) are substituted in the rate Eqs. (7.2) and (7.3) and

solved for k , 3; i.e., k ¼ 2 is second order only.34 The photons carrier densities
for the second and third order are given by

S2v1

Sv1

¼ OMI� H( j2v1)
v2

1

v2
0

, (7:60)
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where v0 is the relaxation–oscillation frequency and H( jv) is the relaxation–
oscillation transfer function developed in Eqs. (7.10)–(7.13). Thus, from the
above equations, the RF signal is related to the their square power. This is
because the optical flux generates a photocurrent, which generates RF power
referred to as its square power. Hence, the second order is proportional to OMI2

and the third order to OMI.4 It is clear too that second and third orders become
low when the operating frequency is far below the relaxation–oscillation fre-
quency v0. Several interesting parameters can be observed from these equations.

. At low-gain compression 1 values, third-order distortions increase at the
region of v0 and above.
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. Second-order and third-order IMD rolls off at a rate of 40 dB/dec or
40 log( f1/f0) when operating below v0 and will increase at the same
rate in the opposite case.

The difference between the theory and the measured results at low-modulation
frequencies, f , 250 MHz and OMI ¼ 64% in Fig. 7.7 is due to static nonlineari-
ties of the laser, e.g., current leakage, nonlinear gain resulting from spatial-hole
burning (SBH), which are not included in this analysis. The deviation of theory
results in Fig. 7.8 at high OMI is due to clipping,35 which was not included in
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Figure 7.7 Second-order harmonic distortion vs. modulation frequency, while OMI is a
parameter. Note that it peaks at 1.7 GHz, which is equal to half of the relaxation–
oscillation frequency per Eq. (7.60) prediction. This calculation shows good
agreement to test results.34 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1991.)
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Figure 7.8 Third-order IMD distortion vs. modulation frequency, while OMI is a
parameter. Note that it peaks at 1.7 GHz, which is equal to half of the relaxation–
oscillation frequency per Eq. (7.61) prediction. This calculation shows good
agreement to test results.34 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1991.)
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this model. Similar results were reported using the Volterra series.36 Analyzing
these results for digital transport can be as follows. The digital transport is a
high-modulation index of the square wave. This square-wave Fourier transform
is sincX with the spectral line spaced per the pseudo-random-beat sequence
(PRBS) or data pattern. Thus, the resulting distortions add undesirable spectral
lines, which would add to eye jitter.

7.4.2 Static nonlinearity modes and spatial
hole-burning effects

In order to satisfy the stringent CATV distortion requirements, the light
power versus current input, L–I curve must be highly linear for frequencies of
interest. Further, if the laser L–I curve are linear above the threshold current,
signal distortions occur because the laser intensity is occasionally cut off or
clipped by large negative excursions of the broadband modulation current.
Gorfinkel and Luryi37 reported about the new L–I model. The main point in
this model results from carrier-heating effects, namely the free-carrier absorption
of the coherent radiation in the cavity, and the power flux into the active layer
associated with the input current. This report claims that the composite second
order (CSO) could not be better than 262 dBc in the case of an 80-channel
load between 60 and 540 MHz with 3% OMI/Ch. This limit is a concern for
SCM. Using rate Eqs. (7.2) and (7.3), the slope efficiency is given by Refs. [37]
and [38]. Using the stationary case, the changes over time in Eqs. (7.2) and
(7.3) equal zero, e.g., dN/dt ¼ 0. This way the bar-marked variables at no modu-
lation are given by37

J ¼ gSþ
N

tn

, (7:62)

where J ¼ I=qV , g ¼ nsg0 N � N0ð Þ, and Dg ¼ nsg0 N � N0ð ÞS1. The gain notation
g� Dg represents gain compression due to absorption of free carriers37 and is
modified to

g ¼ g� aN: (7:63)

Thus, the second-rate equation at the stationary mode becomes

0 ¼ GS g� anð Þ �
S

tp

, (7:64)

which yields the gain expression of

g ¼ aN þ
1

GtP

: (7:65)

280 Chapter 7



One more, energy balance equation is given by the carrier quantum-
temperature equation:

3

2

dTe

dt
¼

aSh� ns

2
þ

JEk

2N
�

3

2

Te � T

te

, (7:66)

Thus, at the stationary mode, Te is given by

Te ¼
aSh� nste

3
þ

JEkte

3N
þ T , (7:67)

where h� ¼ h/2p, te is the energy relaxation time, a is the free-carrier-absorption
factor, and a . 0. Te is the carrier temperature in energy units and Ek is the kinetic
energy per carrier injected into the active region. This energy depends on the laser
structure, i.e., the fraction of carriers getting in the active region. Generally,
Ek � Eg, where Eg is the band gap energy between cladding and active layers.
The gain function g is in the form of

g Te, N, nsð Þ ¼ gmax fe þ fh � 1ð Þ, (7:68)

where fe, fh are Fermi functions of electrons and holes. This gain function can be
approximated and at the threshold state where S ¼ 0Te�th, Nth and gth are found
from Eqs. (7.62)–(7.67). The gain function in Eq. 7.68 can be presented as a com-
plete differential approximation according to bidimensional Taylor series.37 Using
these relations brings the slope-efficiency expression to zero modulation by

EkJ 1� tJ=tnð Þ ¼ Sgth 1� tS=tnð Þ þ S
2
agthtS þ SEkJatJ, (7:69)

dS

dJ
¼

1

gth

�
1� tJ=tn � tJaS

1þ tS=tn þ 2tSaSþ tJ a=gth

� �

EkJ
: (7:70)

It can be seen that in the absence of free-carrier absorption a ¼ 0 or ts ¼ 0, the
light current characteristic is linear and the slope efficiency is constant too.
However, absorption affects the slope efficiency, making it a function of the opera-
ting point rather than a slope of a linear function. Moreover, as an increase of J
heats the carriers, their concentration rises to compensate for the effect of Te on
the steady state. It can be observed from Eq. (7.65) that g is constant for a ¼ 0.

In addition to the above L–I nonlinearities, it was shown that FP lasers have
better CSO performance compared to DFB lasers. The reason for that is spatial
hole burning (SHB). This effect causes nonuniform distribution of light intensity
along the laser’s active-region layer axis. This effect results from the following:

. the DFB normalized coupling coefficient kL in the laser cavity,40,41,65

. the facet reflectivity,39,42

. carriers heating.37,38
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Assume a constant current injection along the laser axis and assume it is an index-
guided laser. Thus, the laser exhibits good carrier confinement. Now because of
nonoptimized kL, the light power at a certain point becomes higher than in
other point. This of course results in higher stimulated recombination, hence the
reduction in the net carrier density near that location. Thus, there is a carrier-
density change along the axis. This supports the arguments of Eqs. (7.2), (7.4),
(7.62), and (7.65), while the compression factor 1 ¼ 0 and stationary mode
where dN/dt ¼ 0 are valid. Thus, from Eq. (7.2), the carrier density along the
active layer becomes

N zð Þ ¼ Nc � Nst zð Þ ¼
tnI

qV
� tng zð ÞS zð Þ: (7:71)

The first variable on the right-hand side (RHS) is the fixed number of equally
distributed injected carriers. This current is a uniform injection along the
laser anode electrode (see Figs. 6.4 and 6.5). The other RHS term shows spatially
dependent stimulated emission. Thus, the gain varies along the z-axis as noted by
Eq. (7.64). Alternatively, by a different notation g(z) ¼ g0(NZ(z) 2 N0), as shown
in Fig. 7.9,43 the gain variation is related to the carrier’s density distribution. The
reduction in NZ(z) is the cause for gain compression. This is the same phenomena
presentation of Eqs. (7.4) and (7.5). Thus, the higher the gain-compression factor 1
of a laser, the higher the second-order distortions.

Several works were published about the kL factor’s influence on CSO in a
DFB laser.39 – 41,43 The conclusions are that for a kL factor equal to 0.5, the
light power is higher near the front facet; for a kL factor of 1, it is equally distrib-
uted with still some higher intensity near the front facet; and for a kL value of 2, it
reversed to higher intensity near the rear facet. These optimum values of kL vary
from laser to laser depending on their topology and structure. Flat response for kL
provides the best CSO performance as shown in Fig. 7.10. In addition, the bias
point, with respect to threshold level, may affect CSO l distortion levels as
well.44 The chart in Fig. 7.11 describes a two-tone DSO test result of f1þ f2 and
f2 2 f1 as a parameter. The test tones are equal in OMI to full channel loading.
OMI/channel is 25% of DSOlow and is lower than DSOhigh. Thus, the higher the
bias point above threshold, the lower the CSOs are (see Fig. 6.27). There is an
optimum point where CSOs are the lowest. At this point, the laser bias is twice
the threshold. Looking at the analysis of FP laser Eq. (6.8), the threshold gain
becomes a function of the carrier’s lifetime. Under modulation, the carrier’s life-
time and threshold gain become functions of carrier density. When spatial hole
burning happens, this may affect CSO performance. Equation (7.59) can be used
for the second harmonic-distortion ratio using Eq. (7.8) and both analyses at
small-signal modulation.

7.4.3 Mode partition

In Sec. 7.1, the dynamics of FP lasers were presented by the rate equations. In the
equivalent circuit describing relaxation–oscillation, it shows as multiple inductors
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with different coupling resistors, which describe the coupling mode. Spectrum-
wise, the FP lasing appears as multiple wavelengths spaced Dl apart. The domi-
nant mode is the highest in its power and is at the center of the spectrum
whereas the other modes are around it. Generally, the lasing of FP lasers
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Figure 7.9 Carrier-density distribution along the active region of a DFB laser.43

(Reprinted with permission from IEEE Quantum Electron # IEEE, 1987.)

Laser Dynamics: External Modulation for CATV and Fast Data Rates 283



frontrear z

P(z)

P(z)

P(z)

(a)
k L = 0.5

k L = 1

k L = 2

(a)

(b)

(c)

D
is

to
rt

io
n 

H
2 

(d
B

c)

σ O
P

T

0 1 2 3

–30(b)

–40

–50

–60

–70

–80

0.2

0.4

0.6

0.8

1

Coupling Constant κL

Figure 7.10 (a) Optical intensity along a DFB laser cavity where kL ¼ 0.5 (top) kL ¼ 1
and kL ¼ 2 (bottom) (b) CSO performance as function of kL.40 (Reprinted with
permission from IEEE Selected Areas Communication # IEEE, 1990.)

284 Chapter 7



appears to be a Gaussian shape of a discrete wavelength. The lasing power
measured is the average of all lasing modes. The FP laser’s instantaneous emis-
sion, however, is one wavelength at a time. Thus, there is a mode hopping mecha-
nism in the FP laser. In other words, there is mode competition between the lasing
modes on the mode gain buildup.46 The highest likelihood mode is the dominant
lasing mode. Thus, this mode has the highest power. The process itself is statisti-
cal. Now, consider a digital transceiver with a direct modulation FP laser (DML).
Hence, within modulation-bit duration, the FP laser would hop between several
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Figure 7.11 CSO performance vs laser normalized bias point simulated (a) measured
(b).44 (Reprinted with permission from Electron Letters # IEEE, 1990.)
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modes. This means that the information is carried by several wavelengths of the
multimode laser. Each wavelength carries a portion of it. Thus, on the receiving
side, it is essential to have data from all modes arrive at the same time without dis-
persion in order to recover the data signal properly. This becomes a problem
because of SMF fiber dispersion, which results in different delays for each
mode. Therefore, on the receiving side, after 10 km of fiber, the highest frequency
will arrive first while the lowest will be last (see Fig. 7.12).

Looking at the time-domain fast-sampling scope as in Fig. 7.13, the pulse
structure can be observed. At first, on the right appears to be a high-energy
pulse, which corresponds to the highest spectral line with the highest optical fre-
quency. After the large pulse, a narrow pulse appears, which refers to the
second spectral line, and last is a wide low pulse related to the lowest wavelength.
Note that the pulse amplitude and width refer to its spectral energy and the duration
of each mode. This phenomenon creates eye jitter and bit-error rate (BER) degra-
dation. Moreover, it can be observed on nearly single-mode lasers45,47 such as high
mode selectivity DFB-DBR lasers, even though these lasers were developed for
this purpose with a mode rejection of 30 dB or more. The mode partitioning is
attributed to turn on transient stage and biasing of the laser, e.g., above or
below the threshold. This may limit system performance at high data rates due
to the turn-on jitter. The laser output always consists of fluctuations because of
the quantum nature of the absorption and emission processes. These fluctuations
are described by statistical distributions, which are called photon statistics.

Figure 7.12 1550-nm FP-modulated laser-spectrum dispersion after 10 km of fiber.
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When the laser is biased below threshold or nonlasing, the output has a broad noise
distribution. But, when the laser is biased well above threshold, the distribution
approaches a narrow Poisson distribution. The probability density decays
exponentially for higher output power according to.47

p sð Þ ¼
1

N
exp �S=kSlð Þ, (7:72)

where S is the photon density in the laser or the instantaneous output power, kSl is
its average value, and N is a normalization factor so the density integral equals
unity. In this case, the normalization was selected to N ¼ 1. Otherwise, it means
that S ¼ 0 has the highest likelihood.

Mode partition phenomena can be explained in terms of carrier-to-noise ratio
(CNR) and Eb/N0 in the following manner.48 The concept of analysis is based on
two basic assumptions:

. Total laser output power is constant.

. The partition probability function is based on a time-average spectrum.

Assume an ideal laser lasing at a fixed wavelength and modulated by analog
or digital signal. Since the laser is an ideal one, the CW power is constant.
The CW term refers to the average power. But since the laser is single-mode,
CNR and Eb/N0 do not vary in time.

Figure 7.13 1550-nm FP modulated laser pulse dispersion after 10 km of fiber.
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Now, consider a laser with mode hopping. The time-averaged spectrum distri-
bution shows N longitudinal modes when directly modulated. Those wavelengths
are li i ¼ 1 to Nð Þ and the normalized power carried by each longitudinal mode is
ai i ¼ 1 to Nð Þ. Hence, the following notations are valid for constant power- and
time-averaged Gaussian spectrum Fig. 7.14.48

X

N

i¼ 1

ai ¼ 1, (7:73)

kail ¼
ð

aip a1 . . . . . . ai . . . . . . aNð Þda1 . . . : daN

¼
exp � li � lcð Þ

2=2s2
	 


P

N

i¼ 1

exp � li � lcð Þ
2=2s2

	 


¼ p lið Þ, (7:74)

where p lið Þ is the spectrum distribution, s is the half RMS spectrum width, lc

is the center wavelength, and p a1 . . . . . . ai . . . . . . aNð Þ is the joint probability
distribution of the amplitudes of the various longitudinal modes, where each
longitudinal mode (i) has the amplitude ai, which is the partition-probability
function. At the receiving section, the eye diagram is a result of a decision
circuit, which determines the logic level of 0 or 1. The “mark” and “space”
sequence is described by cos(pBt), where B is the data rate and the decision
circuit samples of the received signal at times of (1/Bþ n/B), where
n ¼ 0 . . . 1. Assume a misalignment in sampling because of the delayed ith
mode and the central mode Dti. This may result in amplitude degradation:

Di ¼ 1� cos pBDtið Þ½ �ai �
1

2
pBDtið Þ

2ai: (7:75)

λ1 λ2 λc λn

σc

σ2

σ1 σn

Figure 7.14 Spectrum distribution of multimode laser of N longitudinal modes and
amplitudes.48 (Reprinted with permission from the Journal of Quantum Electronics
# IEEE, 1982.)
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If the misalignment in sampling is pBDti	 1, then the total amplitude fluc-
tuation denoted as D during time at the decision circuit input would be

D ¼
X

Di ¼
1

2
pBð Þ2

X

Dtið Þ
2ai: (7:76)

The average noise power due to this fluctuation is marked as s2
pc, which is the

average partition noise. This value is defined as the difference between variance
and average values of D:

s2
pc ¼ kD2l� kDl2: (7:77)

The variance and the average values of D are obtained from Eqs. (7.73) and
(7.74) by replacing ai with D given by Eq. (7.76) and the square value of D for
the variance. Hence,

kDl ¼
1

2
pBð Þ2

X

N

i¼ 1

Dtið Þ
2p lið Þ; (7:78)

which states that the average value of D can be calculated by the time averaged
spectrum distribution even though the partition probability function is unknown.
However, this partition-probability function is required for solving the variance
of D and it can vary from one laser to another:

kD2l ¼
ð

D
2p a1 . . . . . . ai . . . . . . aNð Þda1 . . . : daN

¼
1

4
pBð Þ4

X

N

i¼ 1

Dtið Þ
4

ð

a2
i p a1 . . . . . . : aNð Þda1 . . . : daN

þ
1

4
pBð Þ4

X

i

X

1

j=i

Dtið Þ
2 Dtj

� �

ð

aia
2
j p a1 . . . . . . : aNð Þda1 . . . : daN :

(7:79)

This is a hard equation to solve and an upper bound limit is obtained by repla-
cing the term aið1�

P

j=i ajÞ and then obtaining the maximal second moment of D
expressed by aj and aiaj.

The condition of the maximum moment is given by

ð

aiajp a1 . . . . . . aNð Þda1 . . . . . . daN ¼ 0, i = j: (7:80)

This condition of maximum second moment indicates that modes within one
pulse are mutually exclusive. Each pulse contains a single dominant longitudinal
mode and its wavelength varies from pulse to pulse. Hence, the variance of D can
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be defined by the spectrum distribution function p lið Þ without knowing the
partition-probability function. That way the variance upper bound is given by

kD2l �
1

4
pBð Þ4

X

N

i¼ 1

Dtið Þ
4p lið Þ: (7:81)

The functions p lið Þ and Dti can be measured from the optical spectrum
analyzer, etc. Thus, the SNR caused by the mode-partition noise (MPN) at the
laser output can be expressed as

S

N
¼

1

s2
pc

¼
4

pBð Þ4
P

N

i¼ 1

Dtið Þ
4p lið Þ � Dtið Þ

2p lið Þ
	 
2

h i

, (7:82)

where for simplicity, the spectrum distribution is approximated as a continuous
Gaussian function rather than a discrete Gaussian distribution:

p lið Þ ¼
1
ffiffiffiffiffiffiffiffiffiffiffi

2ps2
p exp

� li � lcð Þ
2

2s2

� �

: (7:83)

Information may provide a statistical modeling to estimate the BER versus
CNR or Eb/N0. This can be expanded when taking into account other statistics
such as dispersion fiber losses, etc.48

As explained previously, the fiber is characterized by its length z and propa-
gation constant b(V) where V ¼ 2pc/l is the radian light frequency and c is
the speed of light. This way the differential delay between the center wavelength
and the side mode can be expressed by the Taylor-series expansion of Vi around
VC. This describes the group velocity difference with respect to the central
frequency. Since T ¼ (db/dv)L ¼ L/Vg and DT ¼ [L/(Vgþ DVg) 2 L/Vg],
the delay is obtained by

Dti ¼ €b Vi �VCð Þ þ
1

2

� � �
b Vi �VCð Þ

2

�

�

�

�

�

�

�

�

� Z, (7:84)

where the symbol €b ¼ d2b=dv2 ¼ (1=Vg)0 and
���

b ¼ d3b=dv3 ¼ (1=Vg)00: More
details about fiber propagation are given by Eqs. (4.4)–(4.6), and (4.25) in
Chapter 4.

There is now a need to calculate Vi 2 VC:

DV ¼ Vi �VC ¼ 2pc
1

lþ Dl
�

1

l

� �

¼ �2pcDl
1

l2 þ l � Dl

� �
2pcDl

l2
: (7:85)
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Using Eqs. (7.73), (7.74), (7.78), (7.81), (7.84), and (7.85), the MPN provided
by Eq. (7.77) can be written as

s2
pc ¼

N

S
¼
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2
pBð Þ4 A4

1s
4 þ 48A4

2s
8 þ 42A2
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, (7:86)
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(7:87)

Equation (7.86) claims that the signal-to-partition-noise ratio depends on the
half width of the laser diode spectrum and the chromatic dispersion of the fiber
and it is independent of n, the signal power. Thus, even with an unlimited large-
signal power, the overall system SNR cannot be improved beyond the limit
imposed by the partition noise. These results will be used in Chapter 10 to deter-
mine BER limits.

Theoretical modeling of the dynamics and fluctuations of nearly single-mode
lasers are done by the rate equations with Langevin noise51 terms.45,47 For simpli-
city, the analysis refers to two modes, main mode “m” and side mode “s.”45 Hence,
the rate Eqs. (7.2) and (7.3) are denoted as
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>
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(7:88)

g ¼
GngA Dn� n0ð Þ

c 1þ s Is þ imð Þ½ �
, (7:89)

where

G is the mode-confinement factor,
D is the line-shape factor,
tSP is the spontaneous lifetime,
ng is the group index,
n0 is the carrier density at transparency,
gsp is the fraction of spontaneous emission coupled into the mode,
c is the speed of light in vacuum,
V is the volume of the active region,
A is the differential gain,
Cth is the threshold current,
s is the saturation parameter,
am is the loss of main mode, and
l is the optical wavelength.
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It can be seen from Eqs. (7.88) and (7.89) that the total laser output power is
proportional to the sum of the side and main mode currents. The laser threshold
current is given by

Cth ¼
2

tsp

am

AGng

þ n0

� �

: (7:90)

The next step is to minimize the likelihood of excitation on the undesired side
mode in a nearly single-mode laser. This can be investigated by setting the laser
bias under various data sequences using a statistical model and the above rate
equations.

A typical digital transmitter is designed to bias the laser above threshold or
below threshold at no lasing state. This case is referred as “0” logic. At “1”
logic state, the laser is forward bias and the power and bias point are defined by
the extension ratio. Bias point and reflections may result in a mode jump.46 More-
over, “0” logic level can be biased above threshold or below. This may affect the
mode partition error (MPE) as well.45 Rise time and fall time as well as pulse
duration may affect MPE too.

So far, the MPN discussion was limited to CNR and digital modulation. On
CATV applications, mainly at low-cost return path FP laser transmitters without
isolators such as shown by Figs. 2.4 and 2.5, MPN and mode hopping noise
(MHN) are observed. From Refs. [45], [49] and [50], it is observed that the relative
noise power is flat at the low-frequency range up to 50–100 MHz. Then it starts to
roll off at 6 dB/octave; bias current may affect it too (see Fig.7.15).

It was denoted by Eqs. (7.72) and (7.77) that the sum of intensities is zero.
Thus, the intensity noise of each mode at any frequency before traveling
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Figure 7.15 Measured MPN of Al GaAs laser.50 (Reprinted with permission from the
Journal of Lightwave Technology # IEEE, 1994.)
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through SMF is given by

NP1 ¼ An cos vnt þ fð Þ

NP2 ¼ �An cos vnt þ fð Þ,

8

<

:

(7:91)

where vn is the noise frequency. After traveling through SMF and having dis-
persion, the two modes are delayed with respect to each other. Thus, Eq. (7.76)
becomes

NP1 ¼ An cos vnt þ
t

2
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þ f
h i
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þ f
h i

:
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>
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>
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(7:92)

When the two modes are combined, the dispersion-enhanced mode-partition
noise (EMPN) becomes

NP1 þ NP2 ¼ 2An sin vnt=2ð Þ sin vnt þ fð Þ � Anvnt sin vnt þ fð Þ: (7:93)

This approximation is valid when vnt	 1. As a conclusion, the EMPN is pro-
portional to the noise frequency vn, the fiber dispersion t, and the mode spectral
noise density An. The MHN origin is from the random hopping of the laser oscil-
lations between various modes and thus the output difference of those modes due
to coupling effects among the modes. This kind of noise results in higher relative-
intensity noise (RIN) . 2130 dB/Hz at the frequency range below a few tens of
megahertz. However, the f1 + f2 second-order distortion may stimulate “skirt”
noise similar to phase noise. Hence, FP lasers are not used for HFC systems down-
stream where RIN (AM noise) below 2155 dB/Hz is needed.

7.4.4 Laser Relative Intensity Noise (RIN)

The power emitted from a laser diode fluctuates around its steady-state value.45,51

These power fluctuations result in quantum fluctuations associated with the lasing
process and are described by the modified rate equations, which include the
Langevin noise source F(t):

dP

dt
¼ G� gð ÞPþ RSP þ FP tð Þ, (7:94)

dN

dt
¼

I

q
þ ge � GPþ FN tð Þ, (7:95)

df

dt
¼ � v� vthð Þ þ

1

2
bc G� gð Þ þ Fw tð Þ: (7:96)
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FP and Fw arise from spontaneous emission, whereas FN has origin of discrete
carrier generation and recombination shot noise; RSP ¼ gSPnspN=tN is the spon-
taneous emission rate; bC ¼ Dn0=Dn00 and Dn ¼ Dn0 þ jDn00; N and P represent
the steady-state average values of carrier and photon population, respectively;
and G is the stimulated emission rate and is a function of N. Thus, it becomes
a stochastic differential equation. The problem is simplified if the Markovian
process is assumed, where the correlation time of noise sources is much shorter
than the relaxation time g�1 ¼ tp and g�1

e ¼ te, which means the system has no
memory. The solution is simplified by assuming Langevin forces are Gaussian
random processed with a zero mean. Hence, under this assumption, the Langevin
forces satisfy

kFi tð Þl ¼ 0, (7:97)

kFi tð ÞFj t0ð Þl ¼ 2Di,jd t � t0ð Þ, (7:98)

where Di,j is the diffusion coefficient associated with the corresponding noise
source.

These quantum fluctuations are related to spontaneous emission and fluc-
tuations of the electron density. The changes affect the amplitude and phase of
steady-state oscillation conditions as will be elaborated in Sec. 7.4.5. The phase
change outcome is phase noise, or frequency noise, known as FM noise, while
the amplitude changes are related to AM noise. This AM noise is defined as
RIN, which is defined by

RIN ¼
SP vð Þ

P2
, (7:99)

where the spectral density SP(v) is defined by

SP vð Þ ¼

ð

1

�1

kdP t þ tð ÞdP tð Þl exp �jvtð Þdt, (7:100)

where

SP vð Þ ¼ Lim
T!1

1

T
d ~P vð Þ
�

�

�

�

2
: (7:101)

The ensemble average in Eq. (7.100) was replaced by a time-domain average
over the interval T assuming an ergodic-stochastic process:

lim
T!1

1

T
~F



i vð Þ ~Fj vð Þ
h i

¼ 2Di,j: (7:102)

Thus, at a steady-state, RIN is defined as

RIN ¼
kdP vð Þl

P2
, (7:103)

where dP(v) is the output-power fluctuation from the average power P.
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The laser RIN versus frequency can be written as.51

RIN vð Þ ¼
2RSP G2

N þ v2
� �

þ G2
NP2 1þ geN=RSPP

� �

� 2GNGNP
	 


P VR � vð Þ
2
þG2

R

	 


� VR þ vð Þ
2
þG2

R

	 
 , (7:104)

where VR is the relaxation–oscillation radian frequency, GR ; GN þ GSð Þ=2 is the
relaxation–oscillation decay rate, and GN ¼ gN þ N @gN=@N

� �

þ GNP is the small
signal-carrier decay rate.

Equation (7.104) shows that the RIN is flat below relaxation–oscillationv	 VR

and peaks at VR. To have a better understanding of RIN(v), assume v	 VR

limit. Since GR 	 VR, the denominator of Eq. (7.103) is replaced by PV4
R, and in

the numerator are terms proportional to P and P2.
Since

VR �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

G
@G

@N
P

r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

GGNP
p

, (7:105)

P ¼ I � Ithð Þ= qGð Þ, (7:106)

VR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

GN I � Ithð Þ

q

s

, (7:107)

it follows that at a given frequency, the RIN decreases with bias as I � Ithð Þ
�3: As

the bias current increases, the RIN decreases slower as I � Ithð Þ
�1. As will be

reviewed in Chapter 10, the RIN imposes a quantum limit on achievable CNR.
Eventually, DFB laser transmitters used for video transport have a limit of
2155 dB/Hz as proved in Chapter 10.

7.4.5 Laser-phase noise

Phase noise of a semiconductor laser is a result of quantum fluctuations associated
with the lasing process.51 A phase change leads to a frequency shift dvL ¼ ddf/dt.
The phase noise is one of the parameters for evaluating the performance of
coherent optical communication systems.

There are two mechanisms that contribute to phase fluctuations:

d ~f ¼
1

jv
~Ff þ

1

2
bCGNd ~N

� �

: (7:108)

. Spontaneous emission ~Fw: Each spontaneously emitted photon changes
the optical phase by a random amount.

. Fluctuations in the carrier populations bCGNd ~N=2. This is because a
change in N affects not only the optical gain but also the refractive
index, which eventually affects the phase. The parameter bC provides
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proportionality between the gain and the index changes. This parameter
sometimes is referred to as the line-width enhancement factor found to
increase the line width by a factor 1þ b2

C.51,54

These terms are defined by Eqs. (7.2) and (7.3), and (7.79)–(7.81) as an effect
on the differential gain and the confinement factor as well as the spontaneous
emission-coupling factor to the lasing mode gsp. The analysis of laser oscillation
conditions in Secs. 6.3 and 6.4 provide a complex equation. The real part of it
relates to the amplitude oscillation conditions whereas the imaginary part of it
refers to the phase. Thus, the amplitude fluctuation term relates to the AM noise
mentioned previously as RIN, and the phase fluctuation refers to the FM noise
known as phase noise. The phase-noise skirt shape defines the spectral line
width, which depends on the active area.

The spectral density of frequency noise (FM noise, phase noise) is defined by

S _f ¼ k vd ~f vð Þ

�

�

�

�

�

�

2l, (7:109)

and is approximated by the following equation:

S _f vð Þ ffi
RSP

2P
1þ

b2
CV

4
R

V2
R � v2

� �2
þ 2vGRð Þ

2
h i

0

@

1

A, (7:110)

where VR is the relaxation–oscillation radian frequency, RSP is the spontaneously
emitted photons rate, P is the photon population (proportional to power), GR

is the relaxation–oscillation frequency decay rate, and bC ¼ Dn0=Dn00 and
Dn ¼ Dn0 þ jDn00, so the factor bC is showing the tgu of the loss due to the ima-
ginary part of the refractive index. It is also important to note that GR increases
with the bias current as the relaxation–oscillation frequency increases.
However, the relaxation–oscillation is damped faster at high currents. Moreover,
this equation shows that the phase noise is flat at v	 VR.

The ratio RSP/P also defines how many decibels below carrier the noise
density is. Thus, the spontaneous emission minimization would reduce the phase
noise or, in other words, improve it.

The line width of the laser is given by

Df ¼
1

2p
S _f 0ð Þ ¼

RSP 1þ b2
C

� �

4pP
¼ Df0 1þ b2

C

� �

: (7:111)

This equation shows that the line width of a laser is enhanced by the
factor 1þ b2

C. Again, the ratio RSP/P defines the Df0 line width. The contri-
bution of b2

CDf0 to the phase noise is mainly due to the dN, because each
spontaneously emitted photon changes the laser power. This changes the
gain and thus the carrier population. As a result, it affects the refraction
index since the dielectric changes. Thus, it affects the optical phase. The
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resulting delayed phase fluctuation is affected by relaxation–oscillation and
leads to satellite peaks at multiples of VR, as well as broadening the central
mode peak by 1þ b2

C.
Optical phase noise and AM noise are measured by special test equipment with

low phase noise in order to improve the measurement accuracy.53 The optical
signal is converted into an RF signal and then measured on an RF spectrum
analyzer.

Currently used MQW lasers for HFC applications and direct modulation
exhibit a spectral line width of 1–10 MHz at a power level of 5–10 mW. More-
over, as the laser power increases, the line width decreases. Figure 7.16 shows a
line width saturation for several 1550-nm DFB lasers.55 For bC ¼ 5, optical
power of 2 mW, RSP ¼ 1.28 � 1012 S21, and P ¼ 7.76 � 104, then Df � 70 MHz.

7.5 External Modulation

In order to achieve high-speed modulation for high-data-rate transport, the DML
method is limited due to several effects. The first is frequency chirping that is
shown by Eq. (7.45). There, it can be observed that the faster the transition, the
wider the frequency chirp is. In addition, there is the relaxation–oscillation
limit of the laser. In this case, high-speed data transport involves fast transitions
that may reach the relaxation–oscillation frequency. Under these operation con-
ditions, the chirp RIN and other parameters mentioned previously, laser perform-
ance is reduced. Further, on analog transport, this may result in additional NLD.
Thus, EM schemes must be used. In this scheme, the laser is biased at a CW
level and a different device modulates the optical output of the laser. It should
be clarified that the term “external” in this context means external to the laser
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Figure 7.16 Spectral line width as a function of power for two MQW DFB lasers of 400
and 800-mm cavity lengths in comparison to a thick active layer laser marked as bulk.
Note that MQW line width is narrower since bC is lower, meaning lower losses.55

(Reprinted with permission from the Journal of Quantum Electronics # IEEE, 1991.)
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cavity and not necessarily a separate device. This external modulator (EM) can be
integrated with the laser monolithically, resulting in a single device as far as the
outside world is concerned.

There are several schemes available to modulate a light beam. In general, these
schemes fall into one of the two categories: index modulation and absorption coef-
ficient modulation.

In the first category, usually the electro-optic effect is utilized where the refrac-
tive index of a medium or crystal is changed as the function of an applied electric
field. If a light beam is passing through the medium, this causes a phase shift or
phase modulation of the beam. To convert this phase modulation to an IM,
usually an interference effect should be utilized. Such an effect can be
implemented by a Mach–Zehnder (MZ) interferometer. Its concept is mentioned
in Sec. 4.4.1. In Fig. 4.11 the phase shift bDL is done electrically.

In the second category, the applied electric field modifies the absorption coef-
ficient of the medium. As a result, a light beam passing through the medium
experiences various degrees of attenuation as a function of the applied field
causing a modulated output power. The electro-absorption (EA) modulator is
based on the bulk Franz-Keldysh effect.

7.5.1 Mach–Zehnder (MZ) Lithium–Niobate modulator

The MZ modulators rely on the electro-optic properties of certain types of crystals.
In several crystals, and depending on the internal symmetries within the lattice, the
index of refraction can be a function of the applied electric field. If the crystal lacks
inversion symmetry, the index of refraction varies linearly with the electric field.
This is called the “linear electro-optic effect.” In most practical situations, MZ
modulators are realized in lithium–niobate (LiNbO3) because the electro-optic
effect is very strong in it. This is a key parameter to producing large changes of
refractive index for fo, a fixed applied electrical field. The waveguide is created
by locally doping the crystal, which result in waveguides that have low
propagation losses. The boundary of the waveguide is where the refractive
index is changed.

Optical waveguides are delineated on LiNbO3 by standard photolithography.
This process was reviewed in Chapter 5 for PLC technology. There are two
leading methods for fabricating optical waveguides on LiNbO3: the annealed
proton exchange (APE), and titanium indiffused. In APE, only the extraordinary
index is increased. This term was explained in Chapter 4 when dealing with
optical isolators. This means that only single polarization light is supported and
a better than 50-dB polarization extinction ratio is achieved. This is an advantage
since it may avoid the problem of having different modulation efficiencies for
different polarization modes in the waveguide. The disadvantage is that the light
polarization state must be aligned with the waveguide. The second advantage is
that APE can produce larger refractive index change compared to titanium indif-
fused. This is attractive since it enables waveguides with small bend radiuses.
Figure 7.17 describes the Mach–Zehnder interferometer (MZI) modulator.
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The input optical field is divided into two branches using a Y-branch splitter. The
applied electric field changes the index of refraction for the upper branch wave-
guide. This change in the refractive index affects the optical length, which
results in a creative or destructive interference. In practical situations, the BW
of such a modulator configuration is often limited by parasitics, including the
electrode capacitance.

The geometry in Fig. 7.17 is sufficient to explain the physics of operation of
the MZI modulator. A voltage, V, marked as Vmod is applied between the two elec-
trodes. The distance between the electrodes is Gp; the electric field applied on the
waveguide is jEj ¼ V/Gp. Since the MZI wafer is birefringent crystal, the largest
optic coefficient is accomplished when the field is applied along the Z direction
(EZ). Thus, the maximum induced index change is given by

Dn ¼ �n3r33

Ez

2
, (7:112)

where r33 is the largest electro-optic tensor and n is either the ordinary or the extra-
ordinary refractive-index value. The electrode orientation with respect to the
waveguide is such that it generates an electrical field in the Z direction. This
depends on the used-crystal orientation. The orientation is generally specified as
the “cut” direction, which is perpendicular to the flat surface on which the wave-
guide is fabricated. In other words, the “cut” is the surface of the waveguide cross
section. Hence, the normal to the waveguide cross section surface defines the light-
propagation direction and the electric-field propagation. This is demonstrated by
Fig. 7.18.

Equation (7.112) is modified by a correction factor G for the fact that the
optical and the electrical fields are not aligned and overlap completely. Thus,
the induced refractive index becomes

Dn ¼ �n3r33

V

2GP

: (7:113)

Using the relation from Sec. 4.4.1, the delta change in the phase due to the
change in the refraction index can be written as

Dw ¼ DbL ¼
2pDnL

l
¼ �pn3r33G

VL

lGP

: (7:114)

Vmod

Pin
Pout

GP

Figure 7.17 MZI modulator concept.
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From this equation, it can be seen that a phase shift can be optimized by con-
trolling the ratio V .L to G/Gp. Large phase shifting can be accomplished by a long
electrode or small gap. In the case of a small gap, the coupling between the two
electrodes would be higher; i.e., it would be a microwave-coupled line that may
have high capacitance. Thus, by the theory of microwave-coupled lines, the modu-
lation BW would decrease. As a conclusion, a large phase-shift modulation with
low voltage would require long electrodes, whereas a wide BW would be made
by short electrodes with a higher modulation voltage. Long electrodes define the
RF quarter-wavelength resonance and center frequency of microwave-coupled
lines. Strong coupling means a higher insertion loss and a narrower BW. An
additional parameter affecting the transmission-line-electrodes characteristic
impedance as well as the coupled line is the odd-mode impedance, zoo, and
even mode impedance, zoe, as well as the relative dielectric constant and substrate
thickness.60 In both cases, the coupling gap GP is fixed. The voltage that creates a
phase shift of 180 deg is marked as Vp. The appropriate figure of merit that allows
meaningful comparison between EMs is V/f_3 dB. In CATV, this BW is below
1 GHz; thus, 3 � Vp � 4, for higher data rates the modulation voltage and
power would be higher. The next step is to define the modulation depth as a func-
tion of the modulation voltage. Assuming a linear phase dependency of the control
voltage with respect to the 180 deg Vp, the phase versus control voltage is given by
the ratio w ¼ V/Vp. In addition, the output average optical power coming out from
a lossy optical waveguide is given by

kPl ¼
Pin

2
Lex, (7:115)

where Lex is the excess loss of the modulator. Using these notations and the results
from Sec. 4.4.1 given by Eqs. (4.29) and (4.30) with some trigonometric identities,

Figure 7.18 Cross section of an embedded optical waveguide and the electrodes with
respect to the “cut” direction. (a) X-cut; the waveguide cross-section normal is in the Y
direction, which is the RF-field propagation; X is normal to the surface where the
waveguide is implanted. (b) Z cut; the waveguide cross-section normal is in the X
direction, which is the RF-field propagation; Z is normal to the surface where the
waveguide is implanted.
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the optical output power at the MZI is given by

P Vð Þ ¼ kPl 1þ sin p V
Vp
þ Df

� h i

or

P Vð Þ ¼ kPl 1þ cos p V
Vp
� Df

� h i

,

8

>

<

>

:

(7:116)

Coming back again to Eq. (7.114) and realizations of MZI modulators by using
Y branch splitter, balanced bridge interferometer (BBI) per Fig. 7.19, or dual Y
branch per Fig. 7.17, the value of the phase delta resulting from the difference
between the two wave propagation indices is Dw ¼ DbL ¼ (b1 2 b2)L ¼ V/Vp
and f is the inherent phase difference between the two traces.

External modulators can be divided into two categories based on the electrodes
configuration as shown in Fig. 7.18: lumped circuit element modulator, and travel-
ing wave (TW) modulator.

In the lumped-element case, the input feeder is connected to a pair of electro-
des and terminated by a parallel matched load. The electrode pair is a capacitive-
load parallel to the termination impedance (see Fig. 7.20) Thus, the BW limitation
arises from the RC time constant. To overcome this problem, a TW modulator is
used. In this topology, the modulating RF signal is fed into a microwave trans-
mission line parallel coupled to the optical waveguide. The end of the transmission
line is terminated by a matching load with the same value of the RF/data charac-
teristic impedance. The interaction between the optical propagating light wave and
the RF/data along the modulator length results in efficient modulation, which is
not limited any more by the RC time constant. The BW of TW EM is limited
by the velocity difference between the lightwave and the RF/data signal. Note
that the dielectric constant satisfies the following relation with respect to the
refraction index n,

ffiffiffiffiffiffiffiffiffi

1r10
p

¼ n.
An additional method to extend the MZI EM BW is by the differential input

modulation signal and using the TW scheme. This modulator would look like
the one in Fig. 7.17, where the upper branch is the transmission and the lower
arm is the transmission input. To obtain chirping characteristic of such MZI
EM, the electrical field at the output of the modulator should be examined:56

E ¼
E0

2
exp �jb1L

� �

þ
E0

2
exp �jb2L

� �

: (7:117)

V(t)

GND

GND
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Coupler

Figure 7.19 Balanced bridge travelling wave interferometer external modulator.

Laser Dynamics: External Modulation for CATV and Fast Data Rates 301



This equation can be noted as

E ¼ E0 cos
b1 � b2

2
L

� �

exp j
b1 þ b2

2
L

� �

: (7:118)

Figure 7.20 (a) Lumped element vs. (b) TW electrode (c) equivalent circuit.62
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The exponential term determines the instantaneous phase or frequency of the
output. To obtain zero-phase variations, the output should have Db1 ¼ 2Db2. This
happens when the voltages applied on the two branches are equal and of opposite
signs. In other words, it is theoretically possible to eliminate the chirp in MZ modu-
lators. That is an important advantage of MZI EM over electroabsorption modulators.

7.5.2 Electro Absorption (EA) modulators

Unlike the MZ modulators that rely on the change in the refractive index, the
electro-absorption EA modulators rely on the change in the absorption coefficient
with the applied electric field. These devices can further be divided to different
subcategories depending on the physical principle behind them. These categories
include the bulk Franz–Keldysh, the Stark–Shift MQW, and the Wannier–Stark
modulators. However, the most practical modulators are the bulk Franz–Keldysh
type that is reviewed here.

The principle behind the Franz–Keldysh bulk modulators can be described as
below. In a bulk semiconductor, the band gap energy Eg can be changed slightly
with an applied electric field. On the other hand, the absorption coefficient of a
semiconductor for an incident light is strongly dependent on the photons energy
Ep ¼ hn.56 Thus, the absorption coefficient is expressed as

a hnð Þ � a0 exp
Eg � hn

DEg Eð Þ

� �

, (7:119)

where, a0 is the absorption coefficient with no external electric field, and E is the
electric field. If Ep . Eg, the electromagnetic radiation and the semiconductor
lattice strongly interact; the photons are absorbed and electron-hole pairs are gene-
rated. On the other hand, if Ep , Eg, the photons cannot generate electron-hole
pairs and the photons do not interact with the semiconductor. Hence, the semicon-
ductor becomes transparent to those photons. Because Eg can be varied with the
applied electric field, it is possible to make the semiconductor absorptive or trans-
parent to optical wavelengths close to the band-gap energy by applying an external
electric field.

In practical devices, usually a reverse-biased PIN-diode structure is used. In
such a device, the intrinsic region can act as waveguide because of the difference
between the indices of refraction of the core (I region) and the P and N layers. The
reverse bias across the junction creates the desired electric field, which is used to
modulate the optical wave. This can be an integrated part of the DFB laser as
shown in Fig. 7.21.

In these structures, it is important to keep the laser and the modulator as elec-
trically isolated as possible to prevent wavelength shifts in the laser due to the
modulator operation. These shifts result from reflections that create mode
hopping. One of the main advantages of the EA modulators is that structurally
they are very similar to the laser used in communications and therefore they can
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be monolithically integrated with the laser. This can reduce costs and eliminate
insertion losses and the need for additional alignment. The output of a typical
EA modulator as a function of the applied field is given by:56

Pout ¼ Pin exp �aV tð Þ½ �: (7:120)

The chirping characteristics of an EA modulator result from the changes in the
index of refraction in the absorption section. This is because absorption and the
phase change in a medium are related to the imaginary and real parts of the refrac-
tive index as were introduced in Sec. 7.4.5. Related to each other are n00 and n0,
according to the Kramers–Kronig relation and the bC factor mentioned in
Sec. 7.4.5. The chirp is given by Eq. (7.45). It is the same chirp that a DML
would experience. For Franz–Keldysh modulators, the value of the b-
enhancement factor is about 0.5, whereas in DML it is about 3–5. EA modulators
are reported with high dynamic range for analog purposes.57 These EM were based
on the TW method with strain-compensated InGaAsP MQW, Vp ¼ 0.37 V, and
high extinction ratio of .30 dB/V. By optimizing the bias voltage and the
optical input power, the SFDR (spurious free dynamic range) was improved by
1 to 30 dB. SFDR at 10 GHz was 128 dB–Hz4/5.

7.5.3 Comparison between EA and MZI modulators

EA and MZI modulators can be compared based on several parameters.21,58 In
terms of monolithic integration,63 EA modulators are preferred because the MZI
modulators are usually fabricated separately. Monolithic integration reduces inser-
tion loss between the laser and the modulator significantly as well as simplifies the
alignment process. Another advantage of EA is a lower driving voltage, which
make them easier to drive. The major disadvantage of EA modulators lies in chirp-
ing effects, which cannot be eliminated. In MZI, the chirping can be eliminated
using a differential drive. The BW of both EA and MZI is similar although the
fastest modulators available tend to be MZI, probably due to the option to elimin-
ate chirp. Moreover, in EA modulators, pumping the optically induced carriers out
of the junction may be a potential band-limiting problem. With careful design, it is
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Figure 7.21 An integrated DFB laser with EA EM.
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possible to get good extinction ratios in both cases, even though MZI modulators
generally tend to have higher extinction ratios. The other potential problem with
EA modulators is heating61 since the input signal has to be absorbed in the modu-
lator. These points are summarized in Table 7.2.

7.5.4 Commercial modulators

There are a number of commercial modulators available in the market. Generally,
lasers designed for speeds of 10 GBPS and higher are integrated with an EA modu-
lator, although MZI are also used. Table 7.3 summarizes some of the specifications
from various manufacturers.

As can be seen, the specifications are generally comparable except for the last
two rows that are 40 GBPS MZI modulators.

Table 7.2 General comparison of EA and MZI modulators.

Modulator parameter MZI EA

Monolithic integration
with laser

No Yes

Driving voltage Higher Lower
Chirping Can be eliminated Cannot be eliminated
Extinction ratio Higher Lower
BW Can be higher Slightly lower
Heating Less problematic More problematic

Table 7.3 Specifications of various modulators.

Manufacturer Modulator/speed Extinction ratio Rise/fall time Mod voltage

Nortel MZ-10 G 13 dB 50 ps max 4V typ ptp
LCM155EW-64
NEC EA-10 G 11 dB 40 ps max 2.5V typ ptp
NX8560LJ-CC

Samsung EA-10 G 10 dB 40 ps max 2V typ ptp
ML48G2A

Hitachi
LE7602-L EA-10 G 10 dB 50 ps max 2.6V max

Toshiba EA-10 G 10 dB 50 ps max 2.5V max
TOLD387S

Lucent EA-10 G 10 dB 40 ps max 1V max ptp
E2560

Lucent MZ-10 G 13 dB 10 GHz 5V max
2623 Series Non integrated

Lucent MZ-40 G 30 GHz 6V typ
Sumitomo59 MZ-40 G 40 dB 40 GHz 5V
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7.6 Main Points of this Chapter

1. Laser dynamics are described by the rate equations for both photons and
carriers.

2. Laser differential gain results from difference in carriers in the active area.

3. Laser-gain compression results from nonproductive recombination,
absorption Auger recombination, and spontaneous emission.

4. Rate equations are differential equation sets that are solved numerically
for a large signal. However, a small harmonic signal approximation is
used to analyze the laser dynamics in order to find the laser BW limits.

5. One of the laser parameters analyzed using the small signal approxi-
mation of the rate equations is the “relaxation–oscillation” frequency
of the laser.

6. The relaxation–oscillation of a laser defines its modulation BW for DML
applications. This is a second-order low-pass response.

7. The relaxation–oscillation of a laser directly depends on the bias point
and output power. The higher the power and higher the bias above
threshold, the higher the relaxation–oscillation frequency is. The higher
the differential optical gain of a laser, the higher the relaxation–
oscillation frequency is.

8. The small-signal-equivalent RLC circuit is used to describe the laser
small-signal response. The capacitor describes the carriers reservoir; the
resistor describes the coupling mode loss and the inductor, the photon
reservoir for emission in the active area.

9. The multimode-laser-equivalent circuit may be described by a capacitor
and multiple-coupled inductors in parallel for each mode.

10. The large-signal modeling of a laser is composed of a passive-linear
network, generally describing the package, and the laser chip, which is
the nonlinear part. This model can be analyzed using harmonic balance
method.

11. Laser chirp is a result of the amplitude coupling to the optical resonator. It
affects the phase condition’s gain and population, which affects the refrac-
tive index. This eventually results in an optical frequency shift. Thus, the
AM of a laser results in residual FM modulation.

12. Laser chirp in an analog application is directly related to the OMI value.
In a digital case, this chirp is related to the extension ratio. The result of
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the FM modulation is Bessel spectral lines, which results in IMD and
chromatic dispersion due to optical wavelength shift. This affects CNR
and IMD dynamic range in analog link and BER as well as eye jitter
and noise in digital link.

13. Laser chirp creates spectral-line broadening.

14. Laser distortion sources may result from the bias point defined as the
static mechanism, relaxation–oscillation defined as dynamic mechanism,
and a combination of both.

15. MPN results from the nonideality of the laser that emits power while
hopping between several lasing modes (different lasing wavelengths).

16. Mode partition hopping creates delay time between the modes. This gene-
rates sampling misalignment of digital data.

17. Mode partition may affect distortions, create chromatic dispersion,
sampling misalignment of digital data sampling that may reduce BER,
close the eye diagram, and increase jitter because of the different group
delay for each mode.

18. The statistics of BER versus Eb/N0 for MPN is directly related to the
mode hopping statistics.

19. Laser RIN results from optical power fluctuations around the average
optical power and is referred to as AM noise. These fluctuations are
because of quantum fluctuations associated with the lasing process.

20. Laser-phase noise results from optical frequency fluctuations around the
center frequency and is referred to as FM noise. These fluctuations are
because of quantum fluctuations associated with the lasing process affect-
ing the oscillations phase conditions. Laser-phase noise is similar to chirp
but occurs even without modulation.

21. Laser-phase noise, RIN, and distortions are worst at the relaxation–oscil-
lation frequency.

22. To overcome the direct modulation impairments such as frequency chirp,
relaxation–oscillation, residual FM, and spectral line broadening, the
method is to use special device to modulate the optical signal externally
to the laser cavity.

23. There are two main types of optical modulators: index and absorption
coefficient.

24. The concept for index modulators is based on the change of refractive
index as a function of the electrical field.
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25. Absorption coefficient modulation is based on changing the absorption
coefficient of the medium as a function of electrical field.

26. The Mach Zehnder modulator is based on the Mach Zehnder interfero-
meter (MZI) used for CWDM while controlling the phase delay by chan-
ging the refractive index as a function of the modulating voltage, which
changes the electric field in the medium.

27. The MZI modulator should create constrictive and distractive interfer-
ences by the modulating signal due to the change of the refractive
index, which affects the preparation factor of the optical waveguide of
the modulator.

28. There are two methods to designing MZI modulators: lumped-element
and distributed-element circuit.

29. The advantage of the distributed-element circuit MZI modulator is its
wider BW and data-rate abilities.

30. The advantage of the EA modulator is its integration to the laser.

31. The disadvantage of electroabsorption (EA) modulator with respect to
index MZI modulators is that it has residual chirp. This chirp can be mini-
mized in MZI modulators.

32. An additional disadvantage of EA modulator is heat since it absorbs light.

33. An additional advantage of the EA modulator with respect to index-MZI
modulators is its lower-modulation voltage requirements.
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Chapter 8

Photodetectors

8.1 Photodetectors and Detection of General
Background

Photodetectors are semiconductor devices that are capable of detecting light
through a quantum electronic process. There are a variety of photodetectors,
such as infrared, ultraviolet, and those used for optical communications, which
operate near the infrared wavelength region of 0.8–1.6 mm. In communications
applications, optical detectors are also categorized by their semiconductor
materials and the bandgap energies used to realize them (Table 8.1).

A different way to categorize photodetectors is by their junction structure, PN,
PIN, or avalanche photodetector (APD). In the PN photodiode (PD), electron-hole
pairs are created in the depletion region of the NP junction proportional to the
optical power. The electron and hole pairs are swept out by the electric field,
creating a photocurrent. In the PIN photodetector, the electric field is concentrated
in a thin intrinsic layer I sandwiched between N and P types. APD is similar to a
PIN but has an additional layer (for instance, PþLPNþ where L is a lightly doped
layer). Thus, this kind of diode experiences a photocurrent gain. APDs are used
for high-sensitivity, long-haul systems, such as small form pluggable (SFP) trans-
ceivers or wireless free-space optical links (optical data telescopes).17

The performance of a photodetector is measured by three parameters: quantum
efficiency (QE) h, the response time to generate carriers, and the sensitivity that
defines the carrier to noise ratio (CNR) limits of a link. The last parameter will
be reviewed in Chapter 11 for all types of detectors discussed in this chapter.

8.1.1 Quantum efficiency and responsivity

The optical signal arriving at the detector is a modulated light signal. Conse-
quently, the rate of photons impinging on the photodetector is proportional
to the optical modulation index (OMI). Hence, the optical signal beating is
counted by the photodetector while generating the photocurrent. In order to
detect each individual photon and to convert it into a photocurrent, the detector
should have infinite bandwidth (BW). It is also known that the photon generation
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by an optical transmitter is a random process. Thus, the arrival of photons to the
photodetector is a random process as well. Therefore, photodetection can be ana-
lyzed as a receiver front end with random signal and noise.14 A photodetector
detects and responds to the electrical field impinging on its active area. Consider
a beam of light’s instantaneous optical electric field E(t) with optical power Ps and
impedance of the medium Z0. It is also known that the optical power measured is
an average power. Hence, the following relation is applicable:

E tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

2PsZ0

p

cos vct þ wð Þ: (8:1)

Taking the above expression for the optical power Ps, it is given in units of
V2= V �m2

� �

or W=m2, which are units of flux S or Poynting vector E � H of a
propagating electromagnetic wave. The absorption of the beam power by the
photodetector generates the photocurrent.15 It is known from solid-state devices
theory1,15 that the conductivity of an intrinsic region is given by

s ¼ q mnnþ mpp
� �

, (8:2)

where q is the electron charge, s is the conductivity in units of 1/(V � m), mn and
mp are the electron and hole motilities, respectively in units of m2/(V � s), and n
and p are the electron and hole concentrations in units of 1/m3. Thus, the photo-
detector under illumination increases its conductivity because the carriers’ number
increases. Knowing these facts, it is valid to state that the increase in conductivity
arising from photon flux F (photons per second) illuminating a semiconductor
volume W � A with a length of W and cross section A can be calculated.18

However, when this photodetector is illuminated by a long wavelength, its
cutoff wavelength is given by the photoelectric relation of

lC ¼
hc

Eg

(8:3)

where h is Planck’s constant, c is the speed of light, and Eg is the bandgap energy of
the semiconductor. In case of a wavelength shorter than lC, the incident radiation is
absorbed by the semiconductor and electron-hole pair is created. As for extrinsic
case, photoexcitation may result between the band edge and the energy level in
the energy gap. Photoconductivity can take place by absorption of photons with
energy equal to or greater than the energy separation of the bandgap levels and
the conduction or valence band. Thus, in long wavelength, cutoff is defined by
the depth of the forbidden gap energy level as shown in Fig. 8.1.

Table 8.1 Photodetector families per semiconductor materials.

Material
Bandgap

Energy (eV)
Wavelength
Range (nm)

Peak Response
Wavelength (nm)

Responsivity Max
Value (A/W)
(mA/mW)

Si 1.17 300–1100 800 0.5
Ge 0.775 500–1800 1550 0.7
InGaAs 0.75–1.24 1000–1700 1700 1.1
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The QE h, (0 � h � 1), of a photodetector is defined as the probability that a
single photon, incident on the device, would generate a photocarrier pair of hole
and electron that contributes to the detector current. When a flux of many
photons impinges the surface of a semiconductor, h is the ratio between the effec-
tive flux, which generates an electron-hole pair to the total flux incident the device
active surface. To create electron-hole pairs, the flux of photons must be absorbed
by the device. For this reason, not all photons generate electron-hole pairs,
since the entire flux is not absorbed totally by the device. The reasons for that
are the statistics of absorption process and reflection from the device surface.
Some other pairs recombine fast and, additionally, the beam spot sometimes is
not aligned well on the device active area. Hence, the QE is given by18

h ¼ 1� Gð Þz 1� exp �adð Þ½ �, (8:4)

where G is the surface optical reflectance coefficient, z is the fraction of electron-
hole pairs that contributes to the current, and a is the absorption coefficient of
the material in cm21. Parameters in Eq. (8.4) can be optimized for better perform-
ance. (1 2 G) can be maximized by having antireflection coating on the active
surface of the PD. z can be improved by careful material growth reducing non-
productive surface recombination. Finally, the last factor can be maximized by
having a sufficiently large value of depth for d or L, as noted in other references.
Additionally, h is a function of wavelength. This limitation is noted by Eq. (8.3). If
l0 � lC, absorption cannot occur. The photon energy will not overcome the
bandgap energy Eg since Eg � hc/l0. On the other hand, a wavelength that is
too short would cause nonproductive pairs that would recombine at the surface
due to the short lifetime of the carrier pairs. Most of the light is absorbed within
a distance of 1/a.
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Figure 8.1 Photon absorption process is a semiconductor with and without doping.
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Now the responsivity r can be defined. It is known that each photon generates
an electron-hole pair. A flux of photons F [1/s] produces electric current:

ip ¼ qF: (8:5)

This flux has an optical power given by

P ¼ hyF, (8:6)

where y is the optical frequency. Hence, using Eqs. (8.4)–(8.6), the photocurrent
can be noted as a function of the responsivity r:

ip ¼ hqF ¼
hqP

hn
¼ rP: (8:7)

Responsivity units are in A/W, mA/mW, or any other factor of current to
power. The responsivity expression given by Eq. (8.7) can be written in terms
of wavelength:

r ¼
hq

hn
¼ h

ql0

hc
¼ hl0

1

1:24
: (8:8)

It can be observed that r increases with respect to wavelength. However,
l0 should satisfy the bandgap and absorption conditions. Figure (8.2) provides
the absorption coefficient values.

Figure 8.2 Absorption coefficients of different semiconductors.
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8.1.2 Time response

In the previous section, it was explained that the electron-hole pair is created by a
photon incident to the semiconductor. The charge of this hole-electron pair with
a value of q is delivered to a circuit. This charge travels through the semi-
conductor at different times, since a hole and an electron have different mobilities.
Hence, the hole and electron velocities are given by vh ¼ E � mh and ve ¼ E � me,
respectively. This process is called transit time spread. This is one of the factors
limiting the speed and BW of photodetectors. When dealing with a photocurrent
carrier, the charge Q is composed of either a hole q or an electron 2q charges.
This carrier motion is at a velocity v(t). Assuming e length of W, the instantaneous
current is given by Ramo’s theorem:19

i tð Þ ¼ �
Q

w
v tð Þ: (8:9)

Assuming a charge of hole and electron created at a spot x in the semiconduc-
tor, the electron travels the distance w 2 x, while the hole travels the distance of x.
Their velocities under the electric field are as mentioned above. Thus, the total
charge coming out of the semiconductor is given by

q ¼ ih � t1 þ ie � t2 ¼ q
vh

w

� �

�
x

vh

� �

þ q
ve

w

� �

�
w� x

vh

� �

¼ q
x

w
þ

w� x

w

� �

: (8:10)

The conclusion from the above discussion and Eq. (8.10) is that the hole and
electron do not generate twice the charge of 29 but the charge of 9 is preserved.

Figure 8.3 illustrates the carrier transport inside the semiconductor explained
above. Going on with this discussion, in the presence of an electric field E, a
charge carrier will drift in mean velocity given by mean mobility m; hence,
v ¼ mE. Because of this, J ¼ sE and s ¼ mQ, which justifies the claim of
Eq. (8.2). The conductivity increment can be explained as follows: A hole-electron
pair is created by a given photons flux F incident to the semiconductor volume
W � A. The rate of carrier creation R is proportional to the QE h. This extra
charge of holes and electrons is given by Dn and under steady state R ¼ Dn/t,
where t is the excess carrier recombination lifetime. In other words, the creation
of new carriers is equal to the recombination rate under a steady state, so
Dn ¼ htF/(W � A). This results in an expression for the increase in conductivity:

Ds ¼ qDn me þ mh

� �

¼
qht meþmh

� �

WA
F: (8:11)

As a conclusion, the photodetection process can be described as using a resistor
sensitive to light. A flux of photons impinging on the resistor reduces its resistance,
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therefore, more current passes through it. This extra current results due to the
reduction of resistance in the photocurrent. Now it is easier to understand BW limit-
ations of photodetectors in a different perspective. When a modulated flux of light
impinges on the photodetector, it modulates the detector resistance and varies
it around an average value. The ability of the semiconductor to follow these fluctu-
ations defines its BW. This limitation refers to the transport time. The other
parameter limiting the speed of photodetectors is its internal series resistance Rs

and depletion capacitance Cd. This is a different mechanism that refers to the
detector structure and bias method defining t ¼ CdRs.

8.1.3 Sensitivity and noise in photodetectors

From a review of previous sections, it is understood that a photodetector is a device
that measures photons’ flux. In fact, a photodetector responds to the photon flux
rather than the energy or field. As was reviewed, the flux energy to move an elec-
tron from its valence level relates to its wavelength, and the detector response to
wavelength is directly related to the bandgap energy. Thus, the photocurrent is a

W

x W – x

vh

ve

i(t)v

t

x

(w – x)/ve

x /vh 

Hole

Electron

0 W

Figure 8.3 Creation of an electron-hole pair in a semiconductor at a random position
x. The hole drifts across the distance x slowly, whereas the electron travels faster
down the path w 2 x.
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result of the electron-hole statistical count by the photodetector with a Poisson
distribution process.14,18 However, through the process of detection and photocur-
rent generation, there is additive noise. This noise is an additional random fluctu-
ation around the current value. Thus, s2 ¼ kði� îÞ2l. Assuming this process has a
zero mean î ¼ 0 and standard deviation s, the standard deviation is the rms value
of the noise current s ¼ irms ¼

ffiffiffiffiffiffiffi

ki2l
p

. There are several noise sources that are an
inherent part of photon detection:

. Photon noise: This results from the random process of photon detection
described by the Poisson distribution process of random photon arrival
and count.

. Photoelectron noise: This describes the probability of detection. In the
case of QE h , 1, a photon will generate an electron-hole pair with prob-
ability h. However, it fails to generate an electron-hole pair with the comp-
lementary probability. The photon failing this transfers its energy to
phonons and vibration, resulting in noise.

. Gain noise: This mechanism exists in gain photodetectors such as APD. In
this case, each detected photon generates a random number of electron-
hole pairs with an average value. The deviation from the mean value is
random, resulting in noise.

. Receiver’s electronics noise: This is the circuit noise of the components.

. Dark current noise: This is the noise created by the leakage current of the
photodetector without the input of incidenting photon flux.

These noise sources define the system performance by setting the limits for signal-
to-noise ratio (SNR). Further detailed investigation of noise statistics and system
performance is given in Chapter 11 of noise modeling.

8.1.4 Gain process

It was explained that in the steady state, the rate of generation equals the
recombination.

R ¼ Dn/t, where t is the carrier lifetime. The number of carriers in a unit of
volume at t ¼ 0 equals n0. The decay is given by n ¼ n0exp(2t/t). Thus, dn/dt is
the recombination rate. Assume a photoconductor with length W, cross section A,
width H, and thickness D, where A ¼ H � D. Assume now that D .. 1/a thick-
ness and is larger than the light penetration depth or absorption depth. Then, the
total steady-state generation rate of carriers per unit of volume is given by

R ¼
n

t
¼

h PS=hnð Þ

WHD
: (8:12)
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The photocurrent between the electrodes is given by

Ip ¼ sEð Þ � A ¼ qmnEð Þ � A ¼ qnVdð Þ � A, (8:13)

where Vd is the drift velocity under the influence of the field E. Taking the value of n
in Eq. (8.12) and substituting it in Eq. (8.13) results in

Ip ¼ q h
PS

hn

� �

mtE

W

� �

: (8:14)

That is because of differences in mobilities. When a voltage is applied across
the semiconductor, there is an electric field E, and the charge velocity is v ¼ mE.
The time to travel the distance W is T ¼ W/mE, which is defined as transit time.

Now, if the photocurrent is defined by

Iph ¼ q h
PS

hn

� �

: (8:15)

The photocurrent gain is defined as the ratio between Ip and Iph and is given by

G ¼
Ip

Iph

¼
mtE

W
¼

tVd

W
¼

t

tr
, (8:16)

where tr is the carrier transit time. Thus, the gain depends upon the ratio between
lifetime and transit time. That means that for a high enough t value, there are
several trips of electrons within the semiconductor, until the hole finishes its elec-
trode and recombines with the electron. Hence, the number of trips until recombi-
nation is the gain G. Regular photodetectors such as PN and PIN have a gain
G ¼ 1. APD gain range is 100–10,000 approximately.

Consider now AM optical signal with, given OMI value of

POpt vð Þ ¼ Ps 1þ OMI � exp jvtð Þ½ �: (8:17)

Then the average detected signal, including the detector frequency response, is
given by

ip �
qh � OMI � POpt

ffiffiffi

2
p

hn

t

tr

� �

1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ vtð Þ2
p : (8:18)

8.2 Junction Photodetector

The ability to respond to light is a fundamental requirement of all optical receivers.
Essentially a photodetector is a front-end device of any fiberoptic communications
receiver. There are several types of detectors, such as PN, PIN, APD, and metal
semiconductor metal (MSM), described in the literature.18 Advanced semiconduc-
tor technology enables the growth of heterojunctions made of several layers of
semiconductors. This way, parameters of photodetectors (such as bandgap
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energy) can be controlled and manipulated through the absorption path of a
photon. Moreover, the absorption depth is controlled too.16 Photodetectors can
be classified into two categories, photoconductive and photovoltaic. Photoconduc-
tive detectors operate as photosensitive resistors. Under this family are all com-
munications photodetectors, which are going to be reviewed here, and their
quantum physics concept of operation will be briefly introduced. Photovoltaic
detectors are solar detectors that produce voltage in the presence of light.
Further information about photovoltaic detectors can be found in Refs. [1], [15],
[16], and [18]. Simply, photoconductive photodetectors are homogeneous
semiconductor slabs with ohmic contacts as shown in Fig. 8.3. Reverse biased
PN junction and its diverse fall in this category. It has a region known as
the depletion region, where a large build in electric field is created due to the
bandgap difference between the PN materials. Such a zone is the place where
high velocity carriers create the drift current when there is illumination.

8.2.1 PN photodetector

Before embarking on a study of deep concepts of PN photodetectors, a brief review
about abrupt PN junction structure is provided.1 In order to grow a junction, it is
essential to have at one side of the junction an excessive concentration of donors,
and on the other side an excessive concentration of acceptors. This is created by the
doping process. Under thermodynamic equilibrium, without any external voltage
being applied on the junction, there is electrical charge neutrality. Thus, at those
neutral zones of the semiconductor, the total charge equals zero:

ND þ �p ¼ NA þ �n: (8:19)

At the junction boundary, there is a large gradient of carriers from both sides
due to the difference in concentrations between P and N sides. This will cause dif-
fusion from both sides of the junction. N electrons migrate to the P side, P holes
migrate to the N side, and the charge is built up. As a result, a potential difference
is created in the junction and an electric field is created. This field prevents more
migration of carriers. Consequently, a depletion region is created. There are two
types of current for each type of doping diffusion, due to the gradient in concen-
trations and drift current in the opposite direction due to the electric field. At ther-
modynamic equilibrium, the hole and the electron current is zero. This is called
“principle of detailed balance.” Following this process description, the junction
equations are noted:

Jh ¼ qemh �pE � qeDh

d�p

dx
¼ 0

Je ¼ qeme �nE þ qeDe

d�n

dx
¼ 0,

8

>

<

>

:

(8:20)
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where De is the electrons diffusion coefficient, Dh is the holes diffusion coefficient,
ND is the donors doping concentration, and NA is the acceptors doping concen-
tration. Integrating the Eq. (8.20) the pair of equations will provide the internal
junction potential:

VB ¼
Dh

mh

ln
�pp

�pn

� �

¼
Dh

mh

ln
NAND

n2
i

� �

VB ¼
De

me

ln
NAND

n2
i

� �

:

8

>

>

<

>

>

:

(8:21)

Since potential VB is the same, Einstein’s law applies:

De

me

¼
Dh

mh

¼
kT

q
: (8:22)

Hence, Eq. (8.21) state that this voltage is the thermodynamic voltage with a
correction factor related to the doping concentrations. In thermodynamic equili-
brium, it is also known that np ¼ n2

i . The method to solve the junction parameters
(such as electric field, potential, and bandgap) is by using the Poisson relation
between field gradient and charge throughout the diode depth. Figure 8.4 illustrates
the PN junction under reverse bias:

�
d2V

dx2
¼

dE

dx
¼

q(ND � NA þ p� n)

1r10

: (8:23)

Integrating Eq. (8.23) twice and using the boundary conditions of charge, field,
and voltage continuity will provide the depletion depth, field, and potential at the
PN junction.

The depletion depth in the N region is given by

dn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2101rVt

q
�

NA

ND NA þ NDð Þ

s

: (8:24)

The depletion depth in the P region is given by

dp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2101rVt

q
�

ND

NA NA þ NDð Þ

s

: (8:25)

Thus, the total depletion region length is the sum of both dp and dn. The electric
field E at both N and P sides is given by

E ¼ �
dV

dx
¼

qND

101r

dn þ xð Þ �dn � x � 0

E ¼ �
dV

dx
¼

qNA

101r

dp � x
� �

0 � x � dp:

8

>

>

<

>

>

:

(8:26)
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The maximum value of the E field occurs at x ¼ 0 and is given by

Emax ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2qVt

101r

�
NAND

NA þ ND

r

: (8:27)

The potentials with respect to x ¼ 0 are given by

V ¼
qND

101r

x2

2
þ dnx

� �

x � 0

V ¼
qNA

101r

x2

2
� dpx

� �

0 � x:

8

>

>

>

<

>

>

>

:

(8:28)
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Figure 8.4 Reversed biased PN PD showing an abrupt junction, doping, charge, energy,
and electric field. Note that depletion depth goes deeper to areas of lower doping
densities.

Photodetectors 323



Because of the build-up charge and depletion region created in the PN junc-
tion, a junction depletion capacitance results:

C ¼
101rA

d
¼

101rA
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2101rVt

q NA þ NDð Þ

s

ffiffiffiffiffiffi

NA

ND

r

þ

ffiffiffiffiffiffi

ND

NA

r

� �

, (8:29)

where A is the cross section of the junction and d is the total depletion region width.
So far, the introduction above described the junction under thermodynamic

equilibrium. However, while illuminating, this equilibrium is disturbed and photo-
current is created as explained previously. Excessive carriers diffuse and then drift
through the depletion region. This process defines the dimensions of the junction.
There are two types of PN junction diodes: thick and thin. The definition is by com-
paring the N and P width to the diffusion depth. Thus, in a photodetector, it is
desired that the absorption depth be sufficient to enable carriers to diffuse
toward the depletion region and be attracted by the depletion field creating the
drift current. In fact, optimum performance of QE requires the absorption depth
to overlap the depletion region. This way, carriers create a larger amount of
drift current, which means larger QE. In other words, the photons’ flux generates
current that is more productive. Observing Eq. (8.4) for an ideal diode where
surface reflections are zero and assuming all photons produce productive
current, the optimum depletion region for desired QE can be calculated:

Ld ¼
�1

a
ln 1� hð Þ, (8:30)

where Ld is the depletion region depth, h is the QE, and a is the absorption factor.
The other aspect in designing a PD is to minimize its junction capacitance,

known as Cj or depletion capacitor. When observing Eqs. (8.24), (8.25), and
(8.29), it is clear that the nonbiased depletion region depends on the doping con-
centrations. Moreover, this defines the PD inherent junction capacitance. One of
the methods to increase the depletion region, thereby reducing the junction capaci-
tance, is reverse biasing. The goal is to increase BW and speed by minimizing the
RC constant. On the other hand, by increasing the depletion region and minimizing
Cj, the transport time increases, since the carrier has to drift through a larger
depletion region. Because of this, BW will be reduced. The outcome of this discus-
sion is that it is desired to have a larger depletion region, lower Cj, optimal trans-
port time, and high QE in order to accommodate all design goals of a PD. Thus,
design trade-offs are made, and a different PD topology (such as PIN) with
larger depletion region is used.

8.2.2 PIN photodetector

One of the popular photodetectors is the PIN detector which is a PN junction
with an intrinsic layer of semiconductor sandwiched between P and N layers
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(see Fig. 8.5). The intrinsic layer is a lightly doped layer with respect to both P and
N types. The PIN diode junction is governed by the same laws of thermodynamics
as a PN junction. However, because of the intrinsic region (I–region), the electric
field in the depletion region is more uniform, as shown in Fig. 8.5. The PIN diode is
reversed biased and thus operates at the third quadrant of the IV curve, as shown in
Fig. 8.6. When dark or illuminated, the diode is in its reversed bias condition. The
diode operates below its breakdown voltage.

Illuminating the diode excites the generation of the minority carriers and
increases their concentration and the photonic leakage current through the
diode. The device should have a thin doping area, so the radiation that hits the
N side is absorbed and excites the minority carriers near and within the depletion
region. Pairs of holes and electrons generated near the depletion are separated and
attracted by the electrical field and generate a field-drift current. Minority carriers
that are generated within diffusion range to the depletion zone have a high
probability to generate photocurrent before their recombination. Pairs that are
far from the depletion zone would have recombination and would not generate
any current. Hence, in the first approximation, the photocurrent equals the
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Figure 8.5 Reversed bias PIN photodetector. W is the active region including diffusion
regions.
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excitement rate R[1/s � cm3] multiplied by the active volume with area A and
length W. The photocurrent is given by1,15

Iph ¼ qeAWR: (8:31)

Since the active length W (Fig. 4.1) equals the sum of depletion depth Ld in
both N and P and the intrinsic region and diffusion length Le and Lh of both elec-
trons and holes, the photocurrent, Iph, notation is given by

Iph ¼ qAR(Le þ Lh þ Ld): (8:32)

where the diffusion distances for electrons and holes are given by1,15

Le ¼
ffiffiffiffiffiffiffiffiffiffi

Dete

p

Lh ¼
ffiffiffiffiffiffiffiffiffiffi

Dhth

p

	

, (8:33)

where Dh and De are the hole and electron diffusion factors, and th and te are the
hole and electron lifetime, respectively. In order to improve Iph response, it can be
seen from the expression of Iph that W should be enlarged. Making the depletion
depth over the entire volume where there is an excitement of minority carriers
by light would result by the increase in the photocurrent. This is the advantage
of a PIN junction over a PN. Applying reversed bias, even in a low value, increases
the depletion depth throughout the entire intrinsic layer, creating a larger active
region. However, it is impossible to have an undoped layer. Assuming a weak con-
centration ND, the field is going to be as shown in Fig. 8.5. Observing the Poisson
relation in Eq. (8.23) between field gradient and charge throughout the diode depth
and solving it results in the solution for the field, junction potential, and depletion
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Figure 8.6 Photodetector in reversed bias.
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regions for the PIN diode case. As was shown before, it can be easily seen that the
higher the reverse voltage, the wider the depletion depth. VJ is the junction
bandgap potential, Vdc is the reverse bias, and c ¼ Vt ¼ VJ 2 Vdc, where
Vdc , 0 because it is reverse biased. The calculation concept is to solve the PIN
boundary conditions of its three sections and calculating the depletion region in
the P side and the N side. Thus, Ld ¼ xpþ dþ xn where d is the depletion
length. The solution of the I region for a PIN as a function of bias is given by:19

xn ¼ �jþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

j2 � jd
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ND

þ
21NAc

qND 1þ
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v

u

u

u

t
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:

(8:34)

where 1I is the dielectric constant of the I region, and 1 is the dielectric constant of
the P and the N sides. The depletion region always penetrates more and will be
thicker at the lower doping concentrations, as was explained in the previous
section and can be seen from Eq. (8.34). Therefore, the entire I region would be
depleted in a PIN diode, whereas the depleted regions in N and P sides are thinner.

For W � 1/a, where a(l)[cm21] is the light absorption factor of the semicon-
ductor, generation of minority carriers would be throughout the length W, and Iph

would be higher. Charges generated within the diffusion distances Le and Lh would
require more time to reach the depletion layer, and then they will drift by the E
field attraction. That is why, if the illumination suddenly stops, those areas
would still provide minority carriers, and the current Iph would decay slowly.

The PD frequency response is composed of a fast one that results from the
depletion area’s electrical field drift velocity in the hole electron pair, and a
slow response due to diffusion charges. One more conclusion is that the photode-
tector sensitivity or light responsivity would increase for wider active area W. The
larger depletion area reduces the PD junction capacitance Cj. The junction capaci-
tance Cj is given by the Eq. (8.29), where d ¼ Ld, the depletion depth including the
I-region width. The junction series resistance is marked as Rs; therefore, the cutoff
frequency of the diode due to the junction RC time constant is given by

vRCJ ¼
1

RSCJ

; (8:35)

fRC ¼
vRC

2p
: (8:36)

The value of the radial 3-dB transit frequency for a case of 1/a � w � 2/a14,15

is given by

vt ¼
2:78

tt

; (8:37)

Photodetectors 327



hence,

ft ¼
vt

2p
¼

1

w=0:44Vs

� 0:4aVs: (8:38)

Vs is the saturation speed, and W is the depleted I-region thickness. Minimizing
the diode depletion capacitance by increasing W would improve junction BW, but
on the other hand, it would increase the transit time of minority carriers, thus redu-
cing its BW for high frequency, such as millimeter-wave frequencies. The carriers’
velocity at the depletion area due to the applied E field is at saturated speed Vs

because of the lattice scattering. As soon as the carriers reach the P and N concen-
trations, they contribute to the photocurrent. The two conditions of transport delay
and junction capacitance, and series resistance derive the combined BW of the
photodetector as

BWPD ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

fRC

� �2

þ
1

ft

� �2
s , (8:39)

where fRC and ft are the 3-dB cutoff frequencies for the junction RC and transit time,
respectively.

After some substitutions in Eq. (8.39), the PIN photodetector diode BW is
expressed by its physical dimensions:

BWPD ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pRS101r
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4Ld
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þ
w

0:44V s

� �2
s ; (8:40)

where d is the PIN diode photodetector diameter, and Ld is the depletion depth.
If the diffusion depth is thin enough (i.e., Leþ Lh ,, Ld) then the above nota-

tion is given by14,31

BWPD ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pRS101r
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� �2

þ
Ld
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s ; (8:41)

Writing Eq. (8.41) for d would give a measure of detector diameter selection
per required BW:

d ¼
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Additional important parameters to consider while selecting a photodetector
are its responsivity and QE. Those define the amount of detection ability of the
photodetector. Higher responsivity r and QE h would save electronics for ampli-
fying the signal and would result in a better CNR performance.

From the above relations, there are several important conclusions referring to
the photodetector dimensions and frequency performance (Figs. 8.7 and 8.8).

There is an optimum point for the cutoff frequency depending on the junction
RC and transit time. Large depletion depth improves RC BW, but the penalty is in
transit BW. Large depletion depth increases responsivity and QE but reduces
transit time BW. A small-diameter photodetector can provide higher BW, and
data rates. As a consequence, photodetectors with a very high data rate would
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Figure 8.7 Photodetector combined BW [GHz] (a) and QE (b) as a function of the
depletion region length. Simulation parameters: Series resistance Rs ¼ 5 V; the
diameter of the first PD is 20 mm with 20 V load transimpedance amplifier (TIA)
(solid line) and the second photodetector is 40 mm with 200 V matched load
(dashed line). The relative dielectric constant is 1r ¼ 12, Vs ¼ 107 cm/s, and
absorption factor a ¼ 106 m21, which describes InGaAs at 1600 nm per Fig. 8.2.
Note that BW increases as the depletion width gets longer (reducing the junction
capacitance) till a maximum where the transit time starts to govern the BW. A similar
plot of responsivity can be found by using Eq. (8.8) at 1600 nm.
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have low responsivity and vice versa. This is because the active depth is shorter
for faster transit time, and the diameter is smaller to minimize the junction
capacitance. As a result, less minority carriers are generated, since the active
volume is smaller; hence, very wide-band photodetectors have low responsivity r.
Moreover, since these photodetectors have a narrowed I region, they will
have higher distortions. Large diameter detectors would have a larger depletion
capacitor and therefore would have a lower BW. This can be improved a bit by
a larger reversed bias. For fiber to the home curb building business premises
(FTTx) community access television (CATV), the photodetector diameter is
40 mm, while in the digital section of such FTTx integrated triplexer (ITR) the
diameter is 20 mm.

Using Eqs. (8.30), (8.41), and (8.42), the depletion depth can be expressed and
optimized as a function of QE and the absorption factor a. Useful quantities of
contour plots showing the trade-offs between depletion depth to QE, transit time
BW, and junction time constant RC, as well as the QE to PD diameter with fre-
quency as a parameter are provided in Figs. 8.7 and 8.8.
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Figure 8.8 Photodetector BW [GHz] contours as a function of PD diameter. Simulation
parameters: Relative dielectric constant 1r ¼ 12, Vs ¼ 107 cm/s, absorption factor
a ¼ 106 m21, which describes InGaAs at 1600 nm per Fig. 8.2. Series resistance
RS ¼ 5 V, with 20 V TIA load. Note that as BW requirement increases, the QE goes
lower. The reason for that is that the depletion region width becomes narrower to
reduce the transit time effect over the combined BW. It can be observed from that
graph that for larger BW contour, the photodetector diameter should go lower. For
communication applications of 10 GBit/s and lower, a 0.7 QE and higher detectors
are available with diameters starting from 30 to 40 mm. Responsivity at 1600 nm
can be found by using Eq. (8.8) and its value is 1.2 mA/mW. Ultrafast photodetectors
for BW of up to 50 GHz and data rates of 40 GB/s, would require 10–20 mm
diameter and the responsivity in that case would be 0.6 mA/mW.
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8.2.3 Small signal modeling of a PIN photodetector

The RF model of the photodetector is a current source sensitive to light and with
reactive output impedance.6,8,10,14

Since the photodetector is reverse biased, the photodetector junction resistance
Rj is high. The Fermi-levels are bent, creating a high PIN potential barrier. The DC
current is low and there is leakage current only, which is the dark current of
the photodetector when there is no light. Cj, the depletion capacitor, is at its
minimum value. Rs is a low value representing the bulk contact resistance, gener-
ally about 5 V. There are additional parasitics due to packaging and bonding. The
bonding inductances are at the order of 0.5 nHy max, and the lead is up to 1 nHy in
the worst case, depending on the lead length. Hence, it is preferred to connect the
photodetector module in case of a high digital data rate with flexible controlled-
impedance transmission lines. In case of a CATV analog design, generally a
pickup inductor is added in series with the photodetector in order to compensate
Cj and extend the PD BW. The equivalent RF circuit of a photodetector
showing its high frequency parasitics is given by Fig. 8.9.

From that scheme, the RF nature of a PD is near to an RF open at the Smith
chart or high impedance load. As the frequency increases, the PD impedance
shows a capacitive trajectory at the Smith chart until it reaches its first serial res-
onance point where it shows a short impedance. Hence, PD would appear on the
Smith chart as high impedance at DC (see Figs. 8.10 and 8.11). The photodetector
RF and noise currents are given by Eq. (8.43), where H( jv) is the photodetector,
RF, the current transfer function, and r is the photodetector responsivity:

Iphoto ¼ Popt � OMI � r � H( jv)þ ishot dark þ inoise: (8:43)

Due to its high impedance and capacitive nature, the photodetector has a low-
pass response. For this reason, one of the ways to extend the PD BW is by connect-
ing the series inductor at its output. Figures 8.10, 8.11, and 8.12 show simulation
results for inductive matching and BW improvement using a pickup inductor for a
40 mm InGaAs PIN PD reverse biased at 15 V. Simulation parameters were
Cj ¼ 0.6 pF, Rj ¼ 1000 V, Rs ¼ 5 V, Lbond ¼ 0.5 nHy, and Cp ¼ 0.1 pF; and L1

varies between the lead inductance of 1 nHy and the max value of the pickup
inductance, which is 35 nHy. Four cases were examined:

(1) Case 1 describes the photodetector connected to a 50 V load without any
additional matching. From Figs. 8.10 and 8.11 it can be seen that the ref-
lection factor is poor, and the photodetector represents an open at low
frequency. On the other hand, the BW of the photodiode is large.

(2) Case 2 shows a match with a pickup inductor of 30 nHy and a 50 V load. The
perfect matching occurs at the crossing from the capacitive region to
the inductive region in the Smith chart. This point is the resonance point.
The S11 notch depth and width depends on the quality factor Q of the
circuit. Q is affected by the value of the resistive part of the matching network.
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(3) Case 3 displays a simulation result with a 2:1 transformer and without a
pickup inductor. At this point, the output of the detector is matched to
200 V because of the 4:1 impedance ratio created by the 2:1 transformer.
The BW is reduced, and the gain is increased, since the load value is much
closer to the current source output impedance. However, the BW is
reduced because the RC time constant is larger.

(4) Case 4 is the last simulation case that combines the pickup inductor and 2:1
transformer. In this case, S11 improves and S21 frequency response
becomes higher with some overshoot due to the resonance of the photo-
detector capacitance by the pickup inductor. More discussion of the RF
front-end design approach appears in Chapter 13.32
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C j R j
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Lb bond L1 lead

Photo-detector Package 

Figure 8.9 Photodetector equivalent model, including package and Smith chart of S11
response vs. frequency.
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8.2.4 RF detection and modulation loading

RF detection by the photodetector is proportional to the optical power level
impinging on the photodetector active surface, responsivity, signal OMI, and RF
load. Hence, the RF current is given by

IRF ¼ POPT � OMIch � r, (8:44)

where r is the responsivity of the photodetector. The detected RF current is the
peak current. However, the RF power refers to the rms current through the RF
load ZL connected to the photodetector ports. Hence, the RF power is given by

PRF ch ¼
POPT � OMIch � r

ffiffiffi

2
p

� �2

� ZL: (8:45)

Equation (8.45) describes the photodetector output power for a single CATV
channel loading.

In case of multichannel loading with N channels with equal OMI per channel,
the overall RF power is given by

PRF tot ¼
X

N

i¼1

POPT � OMIch � r
ffiffiffi

2
p

� �2

�ZL ¼ N � OMI2
ch

POPT � r
ffiffiffi

2
p

� �2

� ZL: (8:46)

Figure 8.10 Photodetector S11 response vs. frequency over Smith chart.
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Assuming an equivalent tone with equivalent OMI, OMIEq, results in the same
RF power as

PRF tot ¼ PRF Eq ¼ OMI2
Eq

POPT � r
ffiffiffi

2
p

� �2

� ZL, (8:47)

which results in the equivalent OMI value as

OMIEq ¼ OMIch �
ffiffiffiffi

N
p

: (8:48)

The 110-channel CATV frequency plan has two OMI levels, OMIch-A for the
first 79 channels between 50 and 550 MHz and a lower OMI, OMIch-B, generally
for the remaining channels between 550 and 870 MHz. In the same way, the
overall RF power detected by the PD is

PRF tot ¼
X

N

i¼1

POPT � OMIch-A � r
ffiffiffi

2
p

� �2

� ZL

þ
X

M

i¼Nþ1

POPT � OMIch-B � r
ffiffiffi

2
p

� �2

� ZL: (8:49)

Figure 8.11 PD S11 reflection simulation.
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Hence, the total RF power is given by Eq. (8.50), where M is the total number
of channels, and N is the total number of channels with OMIch-A level:

PRF tot ¼ N � OMI2
ch-A

POPT � r
ffiffiffi

2
p

� �2

� ZL þ (M � N)

� OMI2
ch-B

POPT � r
ffiffiffi

2
p

� �2

�ZL: (8:50)

Defining the ratio between OMIch-B and OMIch-A as k, and defining an equi-
valent power tone with equivalent OMI, OMIEq, as in Eq. (8.48), the equivalent
OMI in this case is given by Eq. (8.51)

OMIEq ¼ OMIch-A �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N þ k2(M � N)
p

: (8:51)

Figure 8.12 PD S21 simulation with and without a BW extending pickup inductor.
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These relations are important when analyzing the receiver for two-tone
performance and CNR. Further discussion is provided in Chapter 10 and setups
in Chapter 21.

8.2.5 Nonlinear response of PIN photodetector

Optical telecommunication systems using a 1.3 or 1.55 mm wavelength are com-
monly used due to the high transmission capacity. Analog video transmission
using fiber optical semiconductors laser diode (L.D) and PDs have been specially
developed for CATV.

Humphreys and Lobbet12 reported on optoelectronic nonlinear (NL) mixing
effect between photocurrents, and modulated bias voltage is a back-illuminated
InGaAs/InP PD for high frequencies between 1.2 and 15 GHz. Dentan7 reported
numerical simulation of a back-illuminated InGaAs/InP PIN PD under high illumi-
nation power of 0 dBm. A simplified calculation method was presented by Hayer
and Persechini.3 Williams5 also measured harmonic distortions and numerically
modeled nonlinearity in PIN PD with a 0.95 mm long intrinsic region. NL behavior
in a PD can be an important limiting factor in high-fidelity a analog and digital
communication systems. The CATV IMD standard requires optical receivers to
have CSO and CTB lower than 260 dBc. Analog fiber links operate at high
average optical power levels on which a small RF modulation is imposed. Thus,
the resulting photocurrent causes the carrier densities to become large enough to
pinch off the applied field, which is a space-charged saturation. Eventually the
device becomes NL, resulting in distortions that limit the dynamic range of the
link. Today, receivers are designed with an IMD range of 260 to 280 dBc,
depending on the topology of the receiver. As discussed in Chapters 10 and 11,
distortions created by a PD cannot be removed by a push-pull receiver or any
other receiver concept. There are several mechanisms creating distortions inside
a PIN PD and methods to optimize the PD to improve IMD performance:

. generation of highly doped absorbing regions where the electric field
is low;

. effects of space charge that induce changes in carrier velocities;

. nonzero load resistance; and

. intrinsic region length.

These are the semiconductor limitations. There are several methods being used to
overcome distortions created in the PD such as:

. High reverse voltage, which increases the electric field, carrier velocity,
and I-region (depletion) thickness, and reduces the capacitance.
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. Spot defocusing, which creates a homogeneous carrier flux with a minimal
lateral diffusion current, compared to a narrow spot illumination of the PD.

8.2.6 Photodetector chip structure

Figure 8.13 shows a cross sectional view of an InGaAs/InP PIN PD chip. The
typical structure of a PIN photodetector is composed of three epitaxial layers
grown on an S-doped InP substrate carrier. The carrier thickness is 350 mm, and
the doping concentration is 6 � 1018 cm23. The first layer is an N-InP buffer
layer with a thickness of 2.5 mm. The second layer is an N-InGaAs absorption
layer with a thickness of 3.5 mm and a doping concentration of 1 � 1015 cm23.
The absorption layer thickness is 3.5 mm in order to obtain high responsivity at
1.3 and 1.55 mm wavelengths. This layer is the I region of the PIN diode. The
third-layer is n-InP, which is the window layer where light hits its surface, gener-
ating the photocurrent minority carriers. The third-layer thickness is 1.5 mm and
the doping concentration is 2 to 3 � 1015 cm23. The active area was used to
create a planar PN junction with the intrinsic absorption layer by selective diffu-
sion of Zn through the InP window layer (the active area). This area defines the
diameter of the PD. An additional peripheral P layer was made to create a PN junc-
tion on the perimeter of the PD. This prevents photocarriers that generated out of
the active window periphery from slowly diffusing into the depletion layer and
creating a photocurrent with delay in time with respect to the main generated
current. That is one of the ways to prevent distortions due to time delay, which
creates phase lag.

8.2.7 Semiconductor PIN detector distortion sources

The pertinent basic equation governing carrier transport is given by Poisson’s and
Gauss’s laws given in Eq. (8.3). The continuity equations of a junction1,5 for holes

n-InP
Carrier

n-InP
Buffer

n-InGAsP absorption

n-InP

P+ layer
P Region

Outside
P– layer

AR coating p electrode SiNx passivation

n electrode

I Region

N Region

Figure 8.13 Cross sectional view of an InGaAs/InP PIN PD chip.2 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 1997.)
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and electrons control the conservation of carriers, of both drift and diffusion, in any
volume and are given by

@p

@t
¼ G� R�

1

q
r � Jp-drift þ Jp-diff

� �

, (8:52)

@n

@t
¼ G� Rþ

1

q
r � Jn-drift þ Jn-diffð Þ, (8:53)

where G and R are generation and recombination rates, respectively. J represents
current densities while the P and N signs and index represent the holes and
electrons, respectively. The indices drift and diff represent drift and diffusion.
These are a coupled with the partial differential equation solved by the variable
separation method.11 The total PD current is the sum of the hole and electron
currents with the addition of the displacement current. Thus, there is a need to
integrate the hole and electron current densities over the photodiode length:5

J ¼
1

W
�
@VPD

@t
þ

1

x2 � x1ð Þ

ð

x2

x1

Jn þ Jp

� �

dx, (8:54)

where x1 ¼ 0 represents the anode to the P side contact, and x2 ¼ W is the entire
PIN length, where the N contact of the cathode is shown by Fig. 8.9. VPD is reverse
voltage value applied on the PD contacts. At first approximation, the displacement
current is zero since VPD is constant.

The solution of Eqs. (8.3), (8.52), and (8.53) provides the drift current resulting
from the E field for both holes p and electrons n:

Jp-drift ¼ qpvp Eð Þ, (8:55)

Jn-drift ¼ �qnvn Eð Þ, (8:56)

where vp Eð Þ and vn Eð Þ are the electric field-dependent hole and electron drift
velocities, respectively. At first observation, it looks as if both current densities
are linearly dependent on the hole and electron concentration, in case the drift
velocities are independent of N and P carrier densities. However, the real case is
not that the velocities through the PIN are related to the E field, as in Eqs.
(8.57) and (8.58.), they are affected by the P and N concentrations:5

vn Eð Þ ¼
E mn þ vnhfb Ej j
� �

1þ bE2
, (8:57)

vp Eð Þ ¼
mpvnhfE

v
g
nhf þ m

g
pEg

� �1=g
, (8:58)

where mn and mp are the electron and hole low-field mobilities, respectively, vnhf

is the high-field electron velocity, g is a temperature function, and b is a fitting
parameter. Figure 8.14 presents some experimental result plots of Eqs. (8.57) and
(8.58).
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It is assumed that the light incident of the PD is radially Gaussian in power and
enters through an opening in the n side antireflection-coated contact (an opposite
case to Fig. 8.13) as described by

G x, tð Þ ¼ G0 tð Þ exp �a wp þ wi � x
� �
 �

, (8:59)

where G0(t) is the time-dependent generation rate per volume, a is the absorption
factor, and wp and wi are the P- and the I-region thicknesses. This equation can be
written for the whole depletion layer length L of the PIN detector while having a
harmonic CW modulation signal with modulation index m:

G x, tð Þ ¼ G0 1þ m sinvtð Þ exp �a L� xð Þ½ �: (8:60)

Consequently, the resultant P and N will contain an NL harmonic that will
result in distortions in the current densities of Jp and Jn. Buckley11 provided an
analytic expressions for strong a .. 1 and weak a ,, 1 absorption factors of
a for both modulated and unmodulated E fields by solving the continuity equations
of a PIN. Short wavelength carrier absorption, a .. 1, corresponds to carrier
generation at the edge of the depletion region:

J0 ¼
91mV2

8L3

�

�

�

�

@a	 1

, (8:61)

J0 ¼
41mPmn mP þ mn

� �3
V2

m2
P þ m2

n

� �2
L3

�

�

�

�

@a
 1

, (8:62)
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Figure 8.14 Empirical expressions and measured results (circles and squares) for
electron and hole velocities vs. electric field. Electron and hole low-field mobilities of
8000 and 300 cm2/Vs.

5 (Reprinted with permission from the Journal of Lightwave
Technology # IEEE, 1996.)
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where V is the bias voltage and L is the depletion layer length. For a strong
absorption factor, the carrier transport current depends on the magnitude of the
ratio of bias voltage mobility to the length of the depletion layer. For weak mobi-
lity, the carrier transport and pinch-off location depend on the relative magni-
tudes of the mobilities. NL behavior regimes of a PD are presented in Figs.
8.11 and 8.15). Figures 8.16 and 8.17 show a 40-mm diameter InGaAs PIN PD
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Figure 8.15 Measured second harmonic power of 0.95 mm/region PD showing the
regimes of importance for the two dominating NL mechanisms.5 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 1996.)
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Figure 8.16 CSO_H and CSO_L as functions of frequency and matching when the bias
responsivity voltage sampling load equals 1 KV, the over drive protection is 1 KV, and
the optical level is 7 dBm. Test conditions: 110 channels and 79 channels between
50 MHz and 550 MHz at 2.7% OMI; and 550 MHz and 870 MHz at 1.35% OMI with
a reversed bias voltage of 13 V.
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composite second-order (CSO) performance under a 110-CATV-channel plan as
a function of frequency and reverse voltage. CSO_L is measured at 1.25 MHz
below the carrier and CSO_H is measured at 1.125 MHz above the carrier.
Measurements were taken at 7 dBm when 79 channels were at 2.7% OMI, 31
channels were at 1.35% OMI as a standard CATV frequency, and the power
plan was at 1550 nm. Optical power correction for 3.5% OMI is 1.127 dB.
Thus, 7 dBm corresponds to 5.7 dB at 3.5% OMI. The test was performed by
an Aeroflex-RDL multitone tester using a Rode-and-Schwartz high dynamic
range spectrum analyzer (model ESCS30). A 2:1 matching transformer was used.

At first, the nonlinear distortions (NLDs) are strongly dependent on the bias
voltage value. Up to 2 V second-order harmonics increase up to a peak at –2 V.
Between 2 V and 10 V, NLDs decrease. In this region, the E field is increased
as the reverse voltage increases. Therefore, the carriers’ velocity increases. That
improves until a saturation point. At voltages above 10 volts, other mechanisms
dominates such as P-region absorption dominates.1
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Figure 8.17 CSO_H and CSO_L as function of reverse voltage and matching when the
bias responsivity voltage sampling load equals 1 KV, overdrive protection is 1 KV, and
the optical level is 7 dBm. Test conditions: 110 channels and 79 channels between 50
and 550 MHz at 2.7% OMI and 550 and 870 MHz at 1.35% OMI. It was tested at
reversed bias voltages of 10 V, 11 V, 12 V, and 13 V.
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More experiments show that the responsivity improves as the reverse bias
increases. It was also explained that distortions are dependent on the load resist-
ance r. Thus, the responsivity is expressed by

R ¼ a� brIp, (8:63)

where R is the overall responsivity, a is the responsivity [mA/mW] at Vr, b

[mA/mW/V] is the reverse voltage dependence of the responsivity, r is the dc
load resistance, and Ip is the photocurrent. The photocurrent is also expressed by
the input optical power. Hence,

Ip ¼ R � Pin ¼ a� brIp

� �

Pin: (8:64)

It can be seen that the factor rIp is the voltage drop across the dc load
resistance.

Rearranging Eq. (8.64) for Ip, results in an equation that shows the second-order
distortion related to the optical power level. Assuming brPin � 1, the Taylor
expansion provides the following relation for the photocurrent:

Ip ¼
aPin

1þ brPin

� aPin � abrP2
in þ a brð Þ2P3

in: (8:65)

The first term of Eq. (8.65) refers to the fundamental frequency, the second
term refers to the second-order distortion, and the third refers to the third-order
distortion. Hence, the IMD level for a single test tone is as given by Eq. (8.66),
where the OMI is the optical modulation index. Thus, the signal current and its
harmonics are given by

Ip�Sig � aOMI � Pin � abrOMI2 � P2
in þ a brð Þ2OMI3 � P3

in: (8:66)

Therefore, the ratio between the fundamentals to the second order is given by

IMD2 dBc½ � ¼ 20 log
a � OMI � Pin

a � b � r � OMI � Pinð Þ
2

� �

¼ 20 log
1

b � r � OMI � Pin

� �

: (8:67)

In the two-tone test, the optical power impinging on the photodetector is
composed of dc and ac signal components, which is an AM on-off keying
(OOK) expression. Hence, the optical powers of the two tones are given by P1 ¼

P0 1þ OMI � cos (v1t)½ � and P2 ¼ P0 1þ OMI � cos (v2t)½ �, and the second-order
distortion signal power would be

PIMD ¼ fabr � OMI2 � P0 cos v1 + v2ð Þt½ �g2ZL: (8:68)
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After some manipulations2 IMD2 results in

IMD2 ¼ 20 log
OMIb � r � P0

1� 4b � r � P0

, (8:69)

where ZL is the RF load impedance ac coupled to the PD.
In conclusion, it is desirable to bias the PD with a high reverse voltage but with

a low dc load. On the other hand, the goal of a dc load is to provide current protection
for the PD at high-level optical powers. Generally, 1 KV is used as a responsivity
sense for CATV designs, while the PD is biased to 10–15 V, separately from the
signal processing circuitry.

As was reviewed in Sec. 8.3, the PD BW is a compromise between depletion
length affecting the transit time and junction RC. Thus, modulation BW depends
on those limitations. It is also desired to have equally distributed carrier velocities
all over the I-region cross section. Therefore, the illumination spot of the PD
should cover the maximum active area. Further discussion on those effects is pro-
vided in Sec. 8.6.3. CATV is a wide-band operating system, from 50 to 870 MHz.
Thus, second-order distortions fall in the band of active channels. Several papers
presented test results of the IP3 of PIN photodetectors as a function of frequency
using microwave harmonic–balance analysis methods.4,9 The key parameter
for characterizing PD distortion is to have a highly linear setup. The setup
should use the two two-tone lasers using the heterodyne method4,5 or a highly
linear predistortion laser transmitter which was used for testing web.

8.2.8 Optimization of photodetector packaging
for low distortions

In previous sections, it was explained that the most important characteristics on an
analog PD module are responsivity and second-order intermodulation, IMD2.
Generally, the third-order, IMD3, is less than 290 dBc and is negligible in relation
to IMD2. In Chapter 5, it was explained that the PD is coupled to the beam of light
using a spherical lens, taking advantage of its aberration for increasing the spot
size on the active area of the PD. Optimizing the illumination spot size on the
photo was reported by Ref. [2]. A diode chip is soldered on an Alumina Al2O3 sub-
mount carrier, where the n electrode is soldered. The chip is sealed then by a metal
cup with a spherical lens. Then a single-mode fiber (SMF) is inserted and aligned
so the light spot is located at the active area of the chip. Figure 8.18 illustrates a
cross section of the photodetector module with its pigtail fiber. As was explained
in Chapter 5, there is an advantage for lens aberration, since it can be used for
defocusing. In this case, a spherical lens is used, and the illumination spot size
is optimized. This done by varying the pigtail distance from the lens, as shown
in Fig. 8.19.

The PD responsivity and IMD are directly related to the distance Z of the SMF
from the spherical lens. The optimal distance Z between SMF and the lens is tuned
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for a high responsivity performance and IMD2. The technique uses two two-tone
lasers. The sampling resistor for the photocurrent is relatively high at about
220 V. The measurement is done by a spectrum analyzer with a characteristic
impedance of 50 V. Each laser is modulated to 40% OMI, which represents
high CATV-channel loading.
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Figure 8.18 Photodetector module cross section.2 (Reprinted with permission from the
Journal of Lightwave Technology # IEEE, 1997.)
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Figure 8.19 Optical alignment for distortion and responsivity.2 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 1997.)

344 Chapter 8



The conclusion is that, for higher responsivity performance, the optimal dis-
tance Z is achieved by moving the fiber farther from the lens. This increases the
focusing of the light on the active area. Defocusing decreases the responsivity
but improves IMD2 performance. For instance, at 1.0 mm � Z � 1.7 mm, the
responsivity is 0.95 mA/mW. In that case, IMD2 worst case at f1þ f 2 at
824.5 MHz shows the highest distortions of 257.0 dBc. Defocusing by increasing
Z reduces responsivity to 0.88 mA/mW and improves IMD to 279.5 dBc.
Moving the SMF closer to the lens improves responsivity and IMD as well—to
0.97 mA/mW and 280.5 dBc. Figure 8.20 presents the relationship between
the distance Z to the responsivity R and IMD2. It is observed that IMD2 is very
sensitive to the distance Z. According to the reports of Dentan and Williams,
high optical input power creates harmonic distortions due to the electric field
intensity modulation in the depletion region by space-charge effect. According
to Ref. [2], it is related to the optical power density per unit area. This power
density distribution is related to the focal distance Z. From Fig. 8.20 it can be
seen that there is an optimum distance marked as Za and Zb, where the second-
order IMD levels at the two-tone test are below 280 dBc, and the responsivity
is above 0.95 mA/mW and 0.9 mA/mW, respectively. At Zp, the IMD reaches
its maximum value without any significant improvement in the responsivity.

Observing the power density distribution as given by Fig. 8.21, it can be seen
that when the distance Z equals 1500 mm, which is Zp, all the optical power is
concentrated at the center, illuminating a small spot diameter of 20 mm, while
the detector at that experiment had a diameter of 80 mm. Hence, the responsivity
is high, but the IMD2 is low. That means that a lot of minority carriers are gener-
ated in a small area, and the photocurrent does not homogeneously spread through
the PIN photodetector. Compromising on focal point spot illumination and setting
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Figure 8.20 IMD and responsivity performance of a photodetector module as a
function of the distance Z.2 (Reprinted with permission from the Journal of Lightwave
Technology # IEEE, 1997.)
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the distance Z to be Za or Zb would create a very flat, even power distribution.
Hence, the responsivity is preserved, since the whole active area is illuminated,
but the IMD performance is significantly improved.

8.3 Avalanche Photodetector

As an alternative to optical amplifiers and an optical front-end sensitivity increase by
supporting electronics (such as post detection TIAs), Avalanche photodetectors
(APDs) have been widely considered to be used in digital communication networks,
analog applications,23 wireless and space optical links,17,27 and for measurement
equipment.25 The advantage of an APD over a PIN and PN photodetector is its
gain. Thus, it can improve the optical front-end performance. This section reviews
the APD structure and its performance envelope and limitations.

8.3.1 APD structure and concept

The common concept for PN and PIN detectors is reversed bias in order to have
large depletion region and, hence, a high active region of photons absorption.
Therefore, the photodetector would have higher responsivity, which is the main
goal behind that. The other aspect of reverse bias is low dc current and, thus,
low shot noise, since the diode has a wide depletion region and higher potential
barrier. The third aspect of reversed bias is a strong electric field because of the
high potential barrier across the depletion region. This results in a very high velocity
for the holes and electrons. Furthermore, it can be observed that the field across a PN
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Figure 8.21 Distribution of optical power density on the PD surface as a function of the
distance from the PD photosensitive area.2 (Reprinted with permission from the Journal
of Lightwave Technology # IEEE, 1997.)
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junction is much stronger than for PIN and peaks to a higher value. Due to the high
concentration of charges and because the depletion region of the PN junction is
thinner than one for PIN diode. Thus, a combination of PIN and PN may result in
a photodetector with the advantages of both topologies and even more.

A simple APD structure is made of four sections, PþpPNþ, where the p region
is a very lightly P-doped region is as shown in Fig. 8.22. This way it guarantees a
long absorption region and a high responsivity. However, the electric field in that
region is uniformly similar to a PIN I region. In this region, carriers gain speed.
The other section of the APD is the PNþ, which is a narrow PN junction with a stron-
ger field. Hence, at that region, the carriers’ velocity is increased. Because of this, the
carriers have higher kinetic energy than in thep region. If the carriers’ energy is high
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Figure 8.22 APD structure of a SAM device showing the absorption and gain regions’
doping profile, charge, multiplication, and field.
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enough, they can kick new electrons or holes from the valence level to the conduc-
tion band. This is a process of gain creating an electron-hole pair, as demonstrated in
Fig. 8.23. At the PNþ region, the acceleration is higher than in the p region because
the field is stronger with a larger gradient as well; thus, the force is stronger, resulting
in higher acceleration values, according to the second law of Newton. There is a
limitation for the carrier velocity. It cannot accelerate to an unlimited value. Even-
tually, the carrier will reach saturation due to lattice scatterings.

Accordingly, the PNþ region is called a multiplication region, whereas the p

region is the absorption region. The process of energy increase in the PNþ region
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can create a chain reaction of ionization or feedback in which each hole and
electron creates more electron and hole pairs. These new pairs may create new
pairs by the same process. Thus, the higher the gain, the more time it takes to
build the avalanche. Consequently, the BW is reduced or the speed of the APD
becomes lower. The structure of APD described above is called a separate absorp-
tion and multiplication region (SAM). As a conclusion from the above description,
APDs are biased at very high reverse voltage in order to achieve strong fields and
high acceleration, resulting in high speed and momentum to kick electrons or holes
to the conduction level.

The abilities of electrons and holes to impact and ionize are characterized by the
ionization coefficients ae and ah. These values represent the ionization probabilities
per unit of length. The inverse coefficients, 1/ae and 1/ah, represent the average dis-
tance between consecutive ionizations. These coefficients increase with the depletion
electric field due to the acceleration. However, these factors decrease with tempera-
ture, since more collisions occur. Thus, the carriers do not gain enough speed and
energy to ionize. Hence, the APD gain decreases versus temperature.

One of the factors characterizing the APD performance and defines the APD
nature of ionization is the ionization ratio k:

k ¼
ah

ae

: (8:70)

The value of k defines the avalanche direction; an avalanche can be caused by
holes or electrons. If k , 1, it means that the electrons generate most of the ava-
lanche, and if k . 1, it is mainly due to the holes. Hence, for k , 1, the avalanche
direction is from left to right. A special case is when k ¼ 1. In this situation, both
holes and electrons ionize, creating an ionization chain reaction, which is a posi-
tive feedback as described before. For this reason, the APD is designed for k , 1
or k . 1. The other disadvantages of k ¼ 1 include noise created by this random
process and the uncontrolled avalanche and generation of hole-electron pairs
that lead to unstable gain and avalanche breakdown. APD gain is a multiplication
process that creates noise. This noise can be reduced conceptually by use of a mul-
tilayer APD. One such structure is called a staircase.18 The bandgap is composi-
tionally graded from a low value Eg1 to a high value Eg2. Because of the
material properties, the hole-induced ionizations are depressed. Thereby, the
value of the ionization factor is reduced.

8.3.2 APD parameters

When considering selection of an APD, there are several parameters that are
important in order to achieve desired performance. These parameters are fre-
quency response, QE gain, gain-BW product, noise, and noise multiplication.
All these parameters are related to each other, and the whole APD design and
structure is a compromise process among all these performances. The goal
however is to achieve them all.
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The avalanche gain is also called the multiplication factor, denoted as M. The
low-frequency avalanche gain is given by15,20

M ¼ 1�

ð

W

0

an exp �

ð

x

0

an � ahð Þdx

2

4

3

5dx

8

<

:

9

=

;

�1

, (8:71)

where w is the depletion layer width (see Fig. 8.24).
The above equation is valid for pure electron injection from x ¼ 0 and is hard

to solve, since the ionization coefficients depend on location and field values. For
example, the electron ionization coefficient is given by21,22

a xð Þ ¼ A exp �
E0

E xð Þ

 �m	 �

½1=cm�, (8:72)

where E(x) is the applied field in the multiplication layer and the width-indepen-
dent fitting parameters E0, A, and m are given in Table 8.1.27 For uniform field
profile position-independent ionization coefficients, as in PIN, the multiplication
electrons are injected into the high field region at x ¼ 0, and the M expression is
reduced to a simpler one:15,20

M ¼

1�
ah

an

� �

exp anW 1�
ah

an

� � �

1�
ah

an

exp anA 1�
ah

an

� � � : (8:73)

For equal ionization coefficients 1/ae ¼ 1/ah or k ¼ 1, the multiplication
factor M given in Eq. (8.71), which becomes

M ¼
1

1� anW
: (8:74)
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Figure 8.24 1D model of a SAM APD.20 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1996.)
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From that equation, it is obvious that oscillations and instability are at Wae ¼ 1.
This point corresponds to the breakdown voltage. Thus, one of the design con-
siderations makes the term Wae = 1. Conventional InGaAs APDs have limited
gain-BW product and poor noise figure because of the small difference between
the hole and electron ionization coefficient.20,28,29 Si APDs are well known for
low excess noise and high gain-BW product, the due to the large difference
between the hole and the electron ionization coefficient.20 However, the QE of
Si APDs is negligible at 1.3–1.55 mm; thus, cannot be used for fiber communi-
cation systems. To take advantage of the Si low excess noise of the multiplication
process and high gain-BW product, and to obtain high QE, a structure based on
fusing silicon to InGaAs has been suggested and demonstrated.30 Si is used as the
multiplication material, and InGaAs is used as the absorption material, since its
bandgap energy is excited by long wavelengths. This APD structure is called a
silicon heterointerface photodetector (SHIP). The other parameter to be optimized
in an APD for high data rate is the gain-BW product. This is accomplished by
growing a narrow multiplication region,20,22 where SHIP structures have 500 GHz
of gain-BW product. As in other types of photodetection diodes, the BW limitations
are due to the inherent capacitance and resistance of the detector, the transit time,
and the average avalanche multiplication build-up time, tm.15,18,20 Photons detected
by a PD generate an electron-hole pair. These drift by the electric field in a saturation
velocity. Hence, the overall response time is given by the history of absorption time
at the edge of the intrinsic region’s depletion and multiplication time:

t ¼
Wd

ve

þ
Wd

vh

þ tm: (8:75)

In most APDs, the gain region is thinner compared to the absorption region and
can be ignored. An approximation for the build-up time and ionization coefficients is
given by18,20

tm ¼ k1M
ah

ae

�
Wg

ve

þ
Wg

vh

, (8:76)

where k is a correction factor for the ionization factor ratio and slowly varies with
the ratio change. Wg is the gain-region width. For equal ionization coefficients
and M ! 1, the current gain-BW product is given by15

GBW ¼
3

2ptave

, (8:77)

where tave is the average sum of the electron and hole transit time. An approximation
for APD gain versus frequency is provided by13,14

M vð Þ ¼
M0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
v

vc

� �2
s , (8:78)
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where M0 is the dc gain of the APD, and vc is the multiplication cutoff frequency
denoted by Eq. (8.75). In practical APDs, the maximum achievable dc multipli-
cations at high light intensities are limited by the series resistance and the space
charge effect. All these factors are combined into an empirical relationship:15

M0 ¼
I � IMD

IP � ID

¼
1

1�
VR � IR

VB

� �n � , (8:79)

where I is the total multiplied current, IP is the primary unmultiplied current, and ID

and IMD are the primary and multiplied dark currents, respectively. VR is the reversed
biased voltage and VB is the breakdown voltage. The exponent n is a constant
depending on the semiconductor material and doping profile. For high optical inten-
sities, IP .. ID and VB .. I � R; thus, VR approaches the value of VB. Hence,
Eq. (8.79) becomes

M0 MAX ¼
VB

nIR
or M0 MAX ¼

ffiffiffiffiffiffiffiffiffiffi

VB

nIPR

r

: (8:80)

In practical transceiver designs, in order to avoid breakdown and damage to the
photodetector, a current limit protection circuit is provided in series with the APD.
This way the voltage across the APD drops to a lower value at high optical levels.

8.3.3 APD-equivalent circuit

The APD-equivalent circuit is similar somewhat to a regular PIN or PN photode-
tector. Both these circuits exhibit the same parasitic concepts of junction capaci-
tance and junction resistance, which is high due to the potential barrier, series
resistance, and other packaging interface inductances and capacitance. However,
in APD, the equivalent small signal circuit is divided into three main blocks as
shown in Fig. 8.25. The first section is the photodetection region. This refers to
the absorption process at the lightly doped or intrinsic region of the APD.

Thus, the equivalent transconductance of the current source is given by
Eq. (8.15) of the primary current. After detection, the carriers reach the gain
section or the so-called multiplication section. The output of this process is
current multiplication. Thus, a transformer can be used to symbolize that.
The turn ratio of such a transformer is given by the gain Eq. (8.74), showing the
ratio between primary and multiplied currents.

These two models provided in Figs. 8.9 and 8.25 can be expended for noise
modeling, which will be discussed later on in Chapter 11. Moreover, these small
signal concepts are very useful in simulation tools for analog transport design.
Distortions analysis using harmonic balance methods can be used here as well
by separating the circuit into linear and nonlinear networks. It is clear that the
current source impedance values, Cj and Rj, are functions of biasing point and
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signal. A different way to explain distortions is by observing the effects of a
strong signal on these parameters. The same observation can be made on the
gain factor M.

8.4 Bias Considerations

Optoelectronics PDs are reverse biased and thus operating at the third quadrant of
the IV chart in Fig. 8.6. The current across the junction at a given voltage V is the
sum of two currents. The first one is the photocurrent Iph, generated by the photons
incident to the PD, and the other is the reversed bias leakage current I0. Thus, the
PD current at reversed bias is given by1,16

I ¼ I0 exp
qV

nKT

� �

� 1

 �

� Iph: (8:81)

At reverse bias V , 0, the dc current is the leakage dark current of the PD I0. It
is as much a minority current as it is a reverse current. Hence, the PD under
reversed bias at the third quadrant provides the total current of

I ¼ �I0 � Iph: (8:82)

Increasing V to zero operates the PD at a short region, canceling the
dark current I0. However, the PD junction RC increases, reducing its BW. The
dark current of the photodetector defines the shot-noise limit of a receiver
as explained in Chapter 11. Both reversed bias and zero bias are called photo-
conductive modes. The other mode of operation is as a solar cell with I ¼ 0.
This mode is called photovoltaic. The load resistance goes to infinite since

Cj Rj

Rs

Cb bond Cp package 

Lb bond L1 lead

Absorption Package 
Gain-Section 

Iph 

M:1 

MxIph

Figure 8.25 APD-equivalent circuit showing the photonic current-gain process without
the effects of noise.
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I ¼ 0. Hence, the detected voltage is proportional to the light. In that case,
Eq. (8.81) is modified into

V ¼
nkT

q
ln

Iph

I0

þ 1

� �

: (8:83)

8.5 Photodetection and Coherent Detection

From Eqs. (8.1) and (8.15), it is clear that the photodetector reacts to the square of
the electric field. In other words, it is a square law device. Hence, using Eqs. (8.1)
and (8.15) with some trigonometric identities, the dc photocurrent of the unmodu-
lated beam of light is given by

iph ¼
hq

hn
Ps 1þ cos 2 vct þ wð Þ½ �: (8:84)

Since the nature of the photodetector is a low pass, the high-frequency com-
ponent is filtered out and only the dc argument remains. This characteristic of
photodetection is useful for heterodyne in a coherent detection and optical modu-
lation schemes. Assume two lasers emitting two wavelengths denoted as local
oscillator (LO) and signal (S):

ELO tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2PLO-AveZ0

p

cos 2pnLOtð Þ, (8:85)

ES tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2PS-AveZ0

p

cos 2pnSt þ fð Þ: (8:86)

Then, in coherent detection, maximum correlation occurs when both frequen-
cies are in the same phase and are coherent. In other words, both signals are locked
on each other as detection criteria. Assume now that the mixing system contains a
beam splitter with reflection index G and a PD with QE h as drawn in Fig. 8.26.
Thus, the incident field at the PD surface is given by

E(t) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2PLO-AveZ0

p

cos 2pnLOtð ÞGþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2PS-AveZ0

p

cos 2pnSt þ fð Þ

� 1� Gð Þ: (8:87)

Since the detector responds to the field square, i.e., photons flux, the detected
optical current is given by

i(t) ¼
hq

hn
�

1

Z0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2PLO-AveZ0

p

cos 2pnLOtð ÞG
h

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2PS-AveZ0

p

cos 2pnSt þ fð Þ 1� Gð Þ

i2

: (8:88)

The idea here is to calculate the heterodyne low frequency and dc current
components. The other square values result in a frequency multiplication that
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is above the PD BW. Thus, these values are omitted. Hence, after using some
trigonometric identities, it becomes

i tð Þ ¼
nq

hy
PLO-AveGþ Ps�Ave 1� Gð Þ½

þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PLO-AvePS-AveG 1� Gð Þ
p

cos 2p ns � nLOð Þt þ f½ �

i

: (8:89)

The first two terms in Eq. (8.89) are the dc components. The second dc term
resulting from the signal received is relatively low compared to LO dc and thus
can be neglected. The third term is an ac component that is the intermediate
frequency (IF). Hence, i(t) is composed from a dc level, and an RF level is the
IF frequency. It is obvious that i(t) is at its maximum value when f ¼ 2kp,
where k ¼ 0, 1, 2 . . . , n and when both frequencies of the LO and signal are
equal. As a conclusion, coherent detection contains information about the phase
and frequency of the received signal. These parameters, which were reviewed in
previous sections, are not detected directly. One of the major advantages of coher-
ent detection is better CNR, which will be reviewed later on in Chapter 11.

8.6 Main Points of this Chapter

1. A fiber optical communication wavelength of 800–1600 nm is within is
the infrared region.

2. The most popular photodetectors for optical communication wavelength
are PIN and APD.

3. Photodetection is a process where a photon excites a hole and electrons
are elevated from their valence band to the conduction band.

TIA
Gain = R

iph(t)

V(t)Out = iph(t) × R

Photodetector 

Beamsplitter
with reflection factor Γ  

Local
Oscillator

Laser
E(t)LO, υLO

Signal
Laser

E(t)S, υS 
E(t)i

Figure 8.26 Coherent detection concept. The front end contains a beamsplitter with
reflection factor G, LO laser, and TIA with transimpedance gain R [V].
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4. The cutoff wavelength is defined by the bandgap energy depth.

5. Flux is the amount of photons per second.

6. Power flux is the amount of photon energy per unit of time per unit of area.

7. QE, probability function h is defined as the probability that a single
photon incident to the device would generate a photocarrier, pair of
hole and electron, which contributes to the photocurrent.

8. Since QE is a probability function, it is limited to 0 � h � 1.

9. The complementary probability of failing to generate hole and electron is
1 2 h.

10. QE depends on the reflection coefficient of the detector surface, absorp-
tion coefficient a, and absorption region length. See Eq. (8.4).

11. Photodetector responsivity is a measure that defines the amount of photo-
current generated in a PD by a given optical power.

12. Responsivity units are in A/W, mA/mW, or any other factor of current-
to-power ratio that has the same order of magnitude for both power and
current. See Eq. (8.7).

13. Responsivity of a PD linearly depends on the wavelength l0. The wave-
length should satisfy the bandgap range. See Eq. (8.8).

14. Photodetection is a process in which the semiconductor conductivity
increases as a result of the carriers’ concentration increment due
to light. Thus, the current through the PD increases. It is a “light-
controlled register.”

15. A photodetector frequency response indicates ability to change its con-
ductivity with respect to the modulated light incident to the semiconduc-
tor surface.

16. Photodetector noise results from several reasons: the random process of
detection, which is called photon noise; photoelectron noise resulting
from failure to create an electron-hole pair, which creates a phonon and
vibration in the lattice; dark current shot noise resulting from the junction
leakage current; gain noise resulting from the multiplication and impact
ionization process as in APD; and, finally, the added receiver’s elec-
tronics noise. (This is not an inherent noise of the PD but referred to as
a limitation affecting the carrier-to-noise ratio, known as CNR.)

17. Transit time is the time it takes the hole or electron to travel through the
semiconductor until it recombines. In PN and PIN, it refers to the time to
pass the depletion region.
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18. Gain process of a photodetector is defined as the ratio between carrier
lifetime and its transit time until recombination.

19. Drift current results from the electric field attraction of a charge applying
a force, providing acceleration to the charge. The charge reaches its sat-
uration velocity, and the drift current is given by q � v, where q is the
charge and v is the saturated velocity.

20. A junction photodetector is made of P- and N-type materials or Schottkey
metal semiconductor.

21. There are several types of junction detectors: PN, PIN, MSM, and APD.

22. The reason for creation of the depletion region in a PN junction is the
doping concentration gradient between P and N. This results in diffusion
and creation of an internal potential barrier on the junction and thus an
electric field that generates a depletion region.

23. The thickness of the depletion region and the junction cross section
defines the junction capacitance.

24. Einstein’s law claims that the thermodynamic potential equals the ratio
between diffusion coefficients and mobility factors. This ratio is constant
for the hole and the electron, indicating thermodynamic equilibrium.

25. The junction build in potential depends on the donors’ and acceptors’
doping. This doping is a multiplication factor of the thermodynamic
voltage. See Eqs. (8.21) and (8.22).

26. Depletion depth will be maximal at the region of low-doping concen-
tration.

27. The absorption region of a photodetector is in its depletion region. The
longer it is, the higher the QE of the detector.

28. PIN detector has wider depletion region than an ordinary abrupt PN
junction.

29. The advantage of a PIN over a PN detector is its lower junction capaci-
tance and higher QE.

30. BW limitation and trade-off in a photodetector results from the transit
time of the depletion region and junction capacitance.

31. The reason for reverse biasing a photodetector is to increase its depletion
region, increase the electric field across the junction, and reduce the shot
noise by operating the PD at dc leakage current.

32. Small signal model of a photodetector composed of a current source rep-
resents the photocurrent, junction capacitance, resistance Cj and Rj
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parallel to the current source, series contact resistance Rs, package and
bond capacitances, and bond and lead inductances.

33. The RF S parameters of a photodetector at low frequency are at the left
side of the Smith chart, representing high impedance.

34. The NLD of a PD results from electron-hole traps, space charge, absorp-
tion, velocity fluctuations affecting the drift current, and responsivity
fluctuations.

35. One of the methods to improve NLD performance without reducing the
responsivity is by defocusing and using the aberration properties of a
spherical lens. This results in a larger spot on the active area, making
more uniform absorption and photocurrent, less lateral diffusion, and
much more homogeneous drift velocity.

36. An APD is a photodetector exhibit gain.

37. APD gain results from the impact ionization due to high velocities of the
carriers.

38. An APD is composed of two sections absorption section, which is a
depletion region with low doping. This region defines the QE of the
APD and gain section that is a PN junction with a much stronger field
than the absorption region. This structure is called SAM.

39. The electric field in a PN junction is stronger than the one in PIN, since it
has a thinner depletion region between the P and N sides and larger
charge a concentrations.

40. APD BW limitations result from the gain build-up process and depletion
transit time.

41. The ability of holes or electrons to create impact ionization is called ion-
ization factor ae and ah. The ratio between these values, k ¼ ah/ae,
defines whether the electron is ionizing, the hole is ionizing, or both
are ionizing. The ionization depends on the semiconductor.

42. APD gain buildup is a feedback process.

43. By using the fusing grow method, an APD can be fabricated for
long wavelengths. This structure of an APD is called silicon hetero-SHIP.

44. Coherent detection is done by heterodyne, the input signal with an LO
signal, and by detecting the IF frequency.

45. A PD is a square-law device, which reacts to optical power, i.e., the square
value of the electric field. Thus, a photodetector can be used as a mixer.
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46. A PD detects dc and the low frequencies of optical wavelength beats.
Higher-order harmonics are filtered out due to the LPF characteristics
of the photodetector.

47. The main advantage of the coherent detection method is better CNR
compared to direct detection.
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Chapter 9

Basic RF Definitions and IMD
Effects on TV Picture

9.1 Distortions and Dynamic Range

Any active network can be described by the power series. This term is correct in
the first approximation, when the system has no memory. Memory effects of an
active system are caused by a time-varying phase response, which is, in turn,
manifested in the frequency response. This phase response is referred to as the
amplitude modulation (AM) to phase modulation (PM) characteristic. This
phenomenon describes how the phase response is affected by input power. Under
these terms of memory, the system is described by a Volterra series.15– 18

The power series presentation here considers AM- to-PM effects only and the
associated calculation is scalar only, which means a simple polynomial with real
coefficients.

Assume an RF device such that its output voltage performance is described by
power series at the operating frequency v as follows:6,4

A(x)j@v¼ a0 þ a1xþ a2x2 þ a3x3 þ � � � þ anxn, (9:1)

where a0 describes the dc component, (in ac coupling, this can be neglected) a1x
describes the linear gain, a2x2 describes the second-order distortion, a3x3 describes
the third-order distortion, and anxn describes the nth-order distortion.

Since the transfer function is not linear, intermodulation interference occurs,
In fact, this power series can be referred to as a sum of transfer functions,
where each one generates distortions of a different order. Presenting these
arguments in a log scale would result in a linear function where its slope is the dis-
tortion order (the Y axis represents power in dBm, since 20 log of the voltage is
measured, and the X axis is the input power). Thus, it can be written as

Y1(v) ¼ 20 log (a1)þ 20 log x ¼ A1 þ X: (9:2)

The variable A1 is the linear gain G.
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In the same manner, the other terms of the power series are derived:

Y2(v) ¼ 20 log (a2)þ 20 log x2 ¼ 20 log (a2)þ 2 � 20 log x ¼ A2 þ 2X, (9:3)

Y3(v) ¼ 20 log (a3)þ 20 log x3 ¼ 20 log (a3)þ 3 � 20 log x ¼ A3 þ 3X, (9:4)

Yn(v) ¼ 20 log (an)þ 20 log xn ¼ 20 log (an)þ n � 20 log x ¼ An þ nX: (9:5)

System performance for linearity and dynamic range (DR) is measured by the
two-tone test predicting the second-order intercept point (IP2) and third-order
intercept point (IP3). The intercept point (IP) is a virtual point at which the dis-
tortion order line intersects the linear gain line, as shown in Fig. 9.1. Hence, IP2
is the virtual point where the second distortion line intersects the first-order
linear gain line. In the same way, IP3 and IPn are defined. Spectrumwise, this
means that at the IP, the power level of the spurious intermodulations (IMDs)
are equal to the fundamental signal power.

In community access television (CATV), third-order IMDs are problematic,
since they are at the same frequency of the carrier. In a narrow-band system,
they fall within the intermediate frequency (IF) band. As for a second-order
IMD, in a narrow-band system, they are filtered out; but in CATV system, they
are within the band, with an offset of +1.25 MHz from the channel carrier.
The composite second order (CSO) at þ1.25 MHz is called CSO_H, and the
one at 21.25 MHz is CSO_L. Observing the NTSC frequency plan given in
Sec. 3.4, it is understood that CSO distortions are denoted as within the CATV
band. When the bandwidth (BW) of the system is less than octave, second-order
distortions can be filtered out; in fact, even each second-order intermodulation
product can be filtered out in some cases. Generally, intermodulations and
spurious-free dynamic range (SFDR) are tested by two tones, while IP2 and IP3
are evaluated by two tones as well.

The goal is to find the general expression for intercept point IPn, as described
in Fig. 9.1. From Fig. 9.1, it is observed that in any system design, the goal is to
have the maximum input power at which its IMDs are within the system noise
floor. The SFDR of a system is defined by the maximum allowable power limit
that generates IMDs that are within the noise floor of the system. For that condition
of SFDR, there is a need to solve the two sets of linear line equations describing the
gain and the IMD, to relate the equations’ solution to the IP point, and then to
constrain the IMD level to be within the noise floor:

Y ¼ A1 þ X, (9:6)

Y ¼ An þ nX: (9:7)

At the IPn point, both terms are equal to the linear power given by Eq. (9.6) and the
distortions given by Eq. (9.7); therefore, the solution for X is

X ¼
An � A1

1� n
¼

A1 � An

n� 1
¼ PIN: (9:8)
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Hence, the maximum input power at the IMD intercept equals

IPn ¼ A1 þ
A1 � An

n� 1
: (9:9)

For easier identification, the notation will be as follows for fundamental tone
and IMD, respectively:

POUT ¼ A1 þ PIN, (9:10)

PIMD ¼ An þ nPIN: (9:11)

Thus, the power difference D between a fundamental signal and the nth-order IMD
is defined as

POUT � PIMD ¼ D ¼ A1 � An þ (1� n)PIN: (9:12)

Solving Eq. (9.12) for PIN with respect to D and then substituting it in Eq. (9.6)
results in Y ¼ POUT. Equation (9.13) provides a ratio between POUT and the

Y = An + nX 

Y = A1 + X

Dynamic
Range 

Dynamic
Range 

IPn

NOUT = 10 log KTBF + A1

POUT_ MAX 

PIN_ MAX

Y = An  x = 0

Y = A1 x = 0

PIMD_OUT Max ≤ N

NIN = 10 log KTBF 

Figure 9.1 Distortion line vs. linear gain and dynamic range.
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power series AM-to-AM curve coefficients, A1 and An:

POUT ¼ A1 þ
D� (A1 � An)

1� n
¼ A1 þ

D

1� n
�

(A1 � An)

1� n

¼ A1 �
D

n� 1
þ

(A1 � An)

n� 1
:

(9:13)

From the IPn expression given in Eq. (9.9), POUT at IP equals IPn when PIN

satisfies the conditions given by Eqs. (9.8) and (9.10). Hence, after some algebra,

IPn ¼ POUT þ
D

n� 1
: (9:14)

Therefore, second IP2 and IP3 are given by

IP2 ¼ POUT þ D, (9:15)

IP3 ¼ POUT þ
D

2
: (9:16)

Now, when the relations between distortions and signal are known, DR terms
can be calculated as shown in Fig. 9.1. At maximum input power case, the IMD
level constraint is that it should be within the noise floor at a given system BW.
Hence, the following terms are given when the IMD should be equal to the
system’s noise:

POUT ¼ A1 þ PIN MAX, (9:17)

PIMD ¼ NOUT ¼ 10 log KTBFþ A1 ¼ An þ nPIN MAX: (9:18)

Therefore, the DR is given by

DR ¼ POUT MAX � NOUT ¼ A1 � An þ (1� n)PIN MAX, (9:19)

DR� A1 � Anð Þ

1� n
¼ PIN MAX: (9:20)

But, from the noise constraint in Eqs. (9.18) and (9.20), the result is

DR� A1 � Anð Þ

1� n
¼

N � An

n
¼

10 log KTBFþ A1ð Þ � An

n
: (9:21)

Hence,

DR ¼ A1 � Anð Þ þ 1� nð Þ
10 log KTBFþ A1ð Þ � An

n

¼ A1 � Anð Þ � 1� nð Þ
An

n
þ 1� nð Þ

10 log KTBFþ A1ð Þ

n
:

(9:22)
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Rearranging the expression above results in

DR ¼ A1 þ
�nAn � 1� nð ÞAn

n
þ 1� nð Þ

10 log KTBFþ A1ð Þ

n

¼ A1 þ
n� 1ð ÞAn � nAn

n
þ 1� nð Þ

KTBF

n
,

(9:23)

DR ¼ A1 �
An

n
þ 1� nð Þ

10 log KTBFþ A1ð Þ

n
¼

nA1 � An

n

þ 1� nð Þ
10 log KTBFþ A1ð Þ

n
¼

(n� 1)A1

n
þ

A1 � An

n

þ 1� nð Þ
10 log KTBFþ A1ð Þ

n
;

(9:24)

DR ¼
(n� 1)A1

n
þ

A1 � An

n
�
n� 1

n� 1
þ 1� nð Þ

10 log KTBFþ A1ð Þ

n

¼
n� 1

n
A1 þ

A1 � An

n� 1

� �

þ 1� nð Þ
10 log KTBFþ A1ð Þ

n
:

(9:25)

Replacing the expression in the parenthesis by an expression for IPn given in
Eq. (9.9) results in

DRn ¼
n� 1

n
IPn � 10 log KTBFþ A1ð Þ½ �: (9:26)

Hence, the DR for second order and third order are given by

DR2 ¼
1

2
IP2 � 10 log KTBFþ A1ð Þ½ �, (9:27)

DR3 ¼
2

3
IP3 � 10 log KTBFþ A1ð Þ½ �: (9:28)

As a general conclusion, the higher the IP and the lower the noise floor, the higher
the DR.

From the plot at Fig. 9.2, it is observed that any system is linear up to a point
where the gain starts to fall off its linear gain. This drop is marked as a compression
point where the gain drops by 1 dB from its linear line. The reason for that is seen
at the polynomial description in Eq. (9.1). In fact, the higher the signal power is,
the higher is its swing. Hence, it reaches a point of clipping and rectifying.
Additionally, the signals start to affect the dc bias operating point. Hence, for
highly linear system designs, such optical video receivers, a class A amplifier
bias approach is preferred.
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9.2 1-dB Compression Point and IP3 Relations

The distortion created by the third-order term in Eq. (9.1) is interesting since it
relates to the composite triple beat (CTB) in a multitone loading and creates the
1-dB gain compression or reduction.8 Assuming a harmonic signal,

V(v) ¼ A � cosvt, (9:29)

its third-order value after some trigonometric manipulations is given by

a3V3(v) ¼ a3(A � cosvt)3 ¼ a3A3 �
3

4
cosvt þ

1

4
cos 3vt

� �

: (9:30)

If a3 is a negative, then the third-order contribution at the fundamental fre-
quency decreases the signal level and the gain is compressed. The reason is
given by observing the curve IOUT versus VIN of the device; a large signal
creates clipping. The energy used to create the harmonics is taken from the
given constraint of the dc bias point. Hence, the energy of the fundamental tone
is reduced due to the generation of harmonics. Ignoring the high-order
harmonics, the power-compression point can be defined by the following equation:

20 log
a1V vð Þ �

3

4
a3V vð Þ

a1V vð Þ
¼ �1 dB: (9:31)

Y = A3 + 3X 

Y = A1 + X 

P1dB ∼10 dB Lower than IP3

IP3

Saturation, over drive

P1dB Compression
Point

PIN_1dB

Y = An x = 0

Y = A1  x = 0

Figure 9.2 Distortion line vs. linear gain and P1dB line.
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The reason for looking at the fundamental frequency term in Eq. (9.30) and
substituting it in Eq. (9.31) is that its frequency equals the fundamental level
and its amplitude is the distortion level. That distortion product creates the com-
pression. It can be seen that the third-order distortion is within the signal BW.
Thus, it is hard to filter it out. Equation (9.31) can be written as the ratio of the
AM-to-AM polynomial argument coefficients according to Eq. (9.32) where the
coefficients are given in Eq. (9.1). In this manner, the 1-dB compression point
can be evaluated analytically:

V(v)2
1dB
¼

4a1(1� 10�1=20)

3a3

: (9:32)

In the two-tone test, the input signal is given by

V(v) ¼ A � cosv1t þ cosv2tð Þ: (9:33)

Both tones are equal in amplitude; when substituting this value in Eq. (9.1)
and solving the third-order term using some trigonometric identities, a fundamen-
tal tone is generated by the third-order term with an amplitude of 2.25a3A3. The
third harmonic generated for each frequency is with an amplitude of 0.25a3A3,
as in the case of a single tone. Additional terms of 2f1 2 f2 and 2f2 2 f1 are gener-
ated with an amplitude of 0.75a3A3. At the IP, the third-order IMD amplitudes of
2f1 2 f2 and 2f2 2 f1 are equal to the fundamental level. That means that VIP3

satisfies both the linear and the third-order IMD terms of Eq. (9.1). Thus, the fol-
lowing condition is valid:

a1V vð ÞIP3¼
3

4
a3V vð Þ3IP3: (9:34)

Hence, the relation between a1 and a3 is given by

V vð Þ2IP3¼
4

3

a1

a3

: (9:35)

Substituting the relation given by Eq. (9.35) in Eq. (9.32) would provide the power
ratio between the IP3 and the 1 dB compression point:

V vð Þ2IP3

V vð Þ21dB

¼
1

1� 10�1=20
¼ 9:6 ¼)10 log 9:6 ¼ 9:636 dB: (9:36)

Hence, the relation between IP3 compression point and 1 dB is ~10 dB at first
approximation.

For HBT devices, this difference ranges between 15 dB and 20 dB.
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9.3 Amplifier Gain Reduction Due to Third-Order
Nonlinearity

The purpose of this section is to provide a method for predicting the gain changes
due to a strong signal interferer caused by third-order phenomena (CTB).13 The
analysis will refer to the two-tone case. Using a Taylor series from Eq. (9.1),
the output voltage V0(t) of the gain stage as function of input voltage Vi(t) is
expressed as in Eq. (9.1). For two-tone inputs, the input voltage is expressed by

x ¼ Vi(t) ¼ A cos(v1t)þ B cos(v2t): (9:37)

Using the cubic formula of (Aþ B)3 ¼ A3 þ B3 þ 3A2Bþ 3B2A and substituting
Eq. (9.37) in Eq. (9.1) yields

V0(t)third order ¼ a3½A cos(v1t)þ B cos(v2t)�3

¼ k3½A
3 cos3(v1t)þ B3 cos3(v2t)

þ 3A2B cos2(v1t) cos(v2t)þ 3AB2 cos(v1t) cos2(v2t)�: (9:38)

Using the trigonometric identities for cos3(vt) ¼ 1
4

cos(3vt)þ 3
4

cos(vt)14 and for

3 cos2(v1t) cos(v2t) ¼
3

2
cos(v2t)þ

3

4
cos(2v1t þ v2t)þ

3

4
cos(2v1t � v2t),

the output voltage is expressed by

V0(t)third order ¼ a3

3

4
A3 cos(v1t)þ

3

4
B3 cos(v2t)þ

3

2
A2B cos(v2t)

�

þ
3

2
B2A cos(v1t)þ

3

4
A2B cos(2v1t � v2t)

þ
3

4
B2A cos(2v2t � v1t)

�

:
(9:39)

Cos(3vt) is a high frequency that filtered out due to the CATV high-band limit of
operation, but it falls within the band when f � 1/3 fmax. From the power series
given by Eq. (9.1), the gain for the first-order term is a1. In the case of
VIN ¼ A cos(v1t), VOUT ¼ k1A cos(v1t). Hence, the linear voltage gain can be
written as

Gv ¼
VOUT

VIN

¼
a1A cos(v1t)

A cos(v1t)
¼ a1, (9:40)

where 3
4

A2B cos(2v1t � v2t) and 3
4

B2A cos(2v2t � v1t) are the IIP3 (input IP3)
products. According to the IP3 definition as a virtual IP at which the fundamental

372 Chapter 9



signal is equal to the third-order product, and assuming equal tones, where A ¼ B,
it can be written

3

4
A2B cos (2v1�v2)t ¼

3

4
A3 cos(2v1�v2)t ¼

3

4
A3 cos(2v2�v1)t: (9:41)

The goal is to find the small signal gain compression due to a strong signal A = B
and A , B. It is known that the output voltage at the IP for equal tone levels is
given by

VOUT ¼ Gv � VIN ¼ a1 � A ¼ a3 �
3

4
A2B: (9:42)

The attention is on the low IMD product, since A , B. At the IP level, the input
power for the intercept level is given by

PIN ¼
V2

RMS

RIN

¼ IIP3: (9:43)

Thus, for the strong sinusoidal signal B, the input IP3 power is given by

IIP3 ¼
B
ffiffiffi

2
p

� �2

�
1

RIN

¼
B2

2RIN

½watt�, (9:44)

where B2 ¼ 2 � RIN � PIN. Thereby, it yields

VOUT ¼ Gv � B ¼ a3 �
3

4
� AB2, (9:45)

where Gv ¼ a3 �
3
4

B2. Knowing that a3 is always negative, a3 can be written as

a3 ¼ �
Gv

B2
�
4

3
¼ �

Gv

2 � RIN � IIP3
�
4

3
¼ �

Gv

RIN � IIP3
�
2

3
: (9:46)

Assume A ,, B, which is the case of two highly unequal signals at the amplifier
input. Then, from Eq. (9.38), the fundamental frequency component of the smaller
signal, of V0(t), arising from the third order term is a3

3
2
B2A cos (v1t). Recalling that

a3 , 0, it can be said that the small signal A is compressed by the strong signal B
relative to the linear gain a1 as denoted by

GvA ¼
VOUT

VIN

¼

a1A cos(v1t)þ a3 �
3

2
B2A cos(v1t)

A cos(v1t)
¼ a1 þ a3

3

2
B2: (9:47)
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This is an important conclusion, showing that signal gain is affected by fluctuations
of a strong interfering signal. Substituting Eqs. (9.44) and (9.46) for Eq. (9.47)
results in

GvA ¼ Gv�
2

3

Gv

RIN � IIP3
�
3

2
� 2 � RIN � PIN ¼ Gv� Gv � 2

PIN

IIP3
: (9:48)

Thus,

GvA ¼ Gv 1� 2
PIN

IIP3

� �

: (9:49)

The power gain is given by

Gp ¼ Gv2 �
ROUT

RIN

: (9:50)

Assuming RIN ¼ ROUT, then Eq. (9.49) becomes

GpA ¼ Gv2 1� 2
Pin

IIP3

� �2

¼ Gp 1� 2
Pin

IIP3

� �2

: (9:51)

Thus, the small signal compression can be written as

GpA(dB) ¼ 10 log Gpþ 20 log 1� 2
Pin

IIP3

� �

: (9:52)

In the same manner, strong signal compression is evaluated. Observing Eq. (9.39),
the term 3

4
B3 cos(v2t) is the compression of strong signal. Hence, it can be

written as

GvB ¼
VOUT

VIN

¼
a1B cos(v2t)þ a3 �

3
4

B3 cos(v2t)

B cos(v2t)
¼ a1 þ a3

3

4
B2: (9:53)

Using the relation from Eq. (9.44) for IP3 and the identities from Eq. (9.44), and
substituting it in Eq. (9.53) results in

GvB ¼ Gv�
Gv

Rin � IIP3
�
2

3
�

3

4
� 2RIN � PIN ¼ Gv� Gv

PIN

IIP3

¼ Gv 1�
PIN

IIP3

� �

: (9:54)

Using the same relation for Gp, given by Eq. (9.50) while assuming RIN ¼ ROUT,
results in

GpB ¼ Gv2 1�
PIN

IIP3

� �2

: (9:55)
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Hence, the strong signal compression with respect to IP3 is given by

GpB(dB) ¼ 10 log Gpþ 20 log 1�
PIN

IIP3

� �

: (9:56)

Here, it can be observed that compression and 1 dB reduction results from the a3

coefficient. Figure 9.3 demonstrates this phenomena.

9.4 Cross Modulation Effects

One of the major distortion effects in a multichannel CATV transport is the cross-
modulation (X-mod) effect that occurs as the AM-vestigial side band (VSB) tones
are AM modulated for the image. All tones are assumed to be equally modulated
and equal in power. X-mod results from a third-order distortion level. It is a
phenomenon in which the modulation of a strong carrier, in this case all are of
the same power, is transferred to a nearby interfering signal. For the sake of argu-
ment and simplicity of analysis, assume the case of two CW tones and an AM
modulated tone. Assume the following scenario of input tones: desired CW
signal given by V1 cosv1t, near by tone V2 cosv2t, and an AM modulated tone
V3 1þ m cos vmtð Þ½ � cosv3t. The goal is to see how the X-mod falls in the band of
v1. Observing the third-order component under this assumption, it can be written

VOUT ffi V1a1 cos v1tð Þ þ 3a3V2V2
3 1þ m cos vmtð Þ½ �

2cos2 v3tð Þ cos v2tð Þ: (9:57)

After using some trigonometric manipulations, the result is as follows:

VOUT ffi V1a1 cos v1tð Þ þ 3a3V2V2
3 1þ

m2

2
þ 2 m cosvmt þ

m2

2
cos 2vmt

� �

�
1

2
cosv2t þ

1

4
cos 2v3 � v2ð Þt þ

1

4
cos 2v3 þ v2ð Þt

� �

: (9:58)

IP3 gain compression
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Figure 9.3 Test results vs. theory for P1dB compression affects small and large
signal gain.
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Assume that the delta is 2v3 � v2ð Þ � v1. Then, this third-order IMD product will
transfer the modulating tone is side bands into the channel under test and, thereby,
reduces its carrier to noise ratio (CNR). Additionally, it would be transferred as a
CW multiplied by the factor 1þm2/2. The same applies with 2v3 þ v2ð Þ � v1 in
the case of high frequency. The channel with the frequency of v2 will have CNR
reduction by the quantity of the CW IMD given by 1þm2/2 and would have
modulated distortions from 2 m cosvmt and m2=2

� �

cosvmt. Furthermore, the
channel adjacent to v2 would have m2/2 due to 2vm in case the channel
spacing is at that value. Note that when m ¼ 0, the channel v1 suffers the beat
note 2v3 � v2ð Þ only and v2 is affected by CW IMD.

9.5 AM-to-PM Effects

When taking the IP3 two-tone test, sometimes it can be observed that the IMD dis-
tortion levels are not equal in amplitude as shown in Fig. 9.4.

The reason behind this phenomenon is the AM-to-PM conversion resulting
from memory effects and fifth-order terms beats. As a consequence, the IMD pro-
ducts are not added in phase versus frequency. Thus, the characterization of the
device has to be both, by measuring its AM-to-AM curve and by AM-to-PM,
curve showing the amount of change in the transfer phase of the device as a func-
tion of power. Hence, the power series representing such a case at the operating
frequency v is given by

A(x,w)j@v ¼ a0 exp(w0)þ a1x exp(w1)þ a2x2 exp(w2)

þ a3x3 exp(w3)þ � � � þ anxn exp(wn): (9:59)

The above relation affects the equality of second-order IMDs as well. Hence, when
dealing with the two-tone test, it can appear that for a given channel, there are differ-
ences between its discrete second-order high (DSO), which is above the high-
frequency test signal carrier and its DSO low, which is below the low-frequency
test signal carrier at a given frequency test, when the input power is varied. This
analysis type related to memory effects is called Volterra series analysis.

ΔdBc 

2ω2 – ω12ω1 – ω2
ω1 ω2 2ω2 – ω12ω1 – ω2

ω1 ω2

ΔdBc 

(a) (b)

ΔdBc

Figure 9.4 AM to PM affects IP3 IMDs; (a) no AM to PM effects, (b) with AM to PM
effects.
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9.6 Multitone CTB Relations

When more than two carriers are present in a channel, third-order interference can
be created by the multiplication of three fundamental carriers. In CATV systems, it
is generally used to measure the distortions with more than two signals. Hence, IP3
corresponds to CTB, and IP2 corresponds to CSO. These CTB spurious signals
are generally 6 dB higher than the regular two-tone test products defined as
discrete two-tone, third-order beat (DTB). The level of CTB is further enhanced
by the fact that multiple CTB signals can occur in the same frequency band.
The number of CTB signals being superimposed on any particular channel is
related to the number of desired carriers present. Statistics shows that more
CTB interference occurs in the central band.

It is assumed that the system is fed by three tones with the following ampli-
tudes and frequencies, respectively: E1sin v1t, E2sin v2t, and E3sin v3t, while
E1 ¼ E2 ¼ E3 ¼ E.

Using the polynomial transfer function, the condition in Eq. (9.1), and the
condition for the input signal per Eq. (9.60), the input signal is2,3,5

x ¼ E1cosv1t þ E2cosv2t þ E3cosv3t: (9:60)

Solving the third-order condition would result in the following terms:
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(9:61)

The resultant frequencies are third order and CTB with relative amplitudes
3/4E3 and 6/4E3, respectively. The result shows that the CTB triple beat terms
v1 + v2 + v3 are two times higher than the two-signal, third-order terms
2v1 + v2 and 2v2 + v1, as given in Eq. (9.62).
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Hence, the triple beat is 6 dB higher than the two-tone, third-order inter-
modulations.

Third IMD IP3 ¼ A3E3
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The cubic arguments generate gain compression. The resultant frequencies are
a third harmonic signal and an additional fundamental frequency:

cos v1tð Þ½ �
3
¼

3

4
cos v1tð Þ þ

1

4
cos 3v1tð Þ: (9:63)

In both cases, the gain compression argument generates the third harmonic and
contributes an equal level of the fundamental frequency. As a result, the relation
between the triple beat and IP3 is given by Eq. (9.64), where D is the difference
in dBc between the test-tone output and the IMD levels:

2 IP3 � POUTð Þ � 6 ¼ D� 6 ¼ CTB: (9:64)

That means CTB can be measured indirectly by the two-tone test. First, IP3 is
evaluated as described by Eq. (9.16). Then, the IMD of the two-tone test is
measured in reference to the test tones. The CTB is the two-tone, third-order
IMD plus 6 dB. Figure 9.5 illustrates the two-tone, third-order test, and the
carrier triple-beat test. Figure 9.5 describes CSO and CTB products of a CATV
link bearing 110 channels.

In reality, there are more than three channels, and CTB is evaluated under full
CATV OMI loading, which consists of 79 AM-VSB tones with an OMI of 3.5–4%

ΔdBc 

2ω2 – ω12ω1 – ω2 ω1 ω2

ΔdBc – 6 dB 

ω2 + ω3 – ω1ω1 ω3ω2ω1 + ω2 – ω3

ω1+ ω3 – ω2

Figure 9.5 Two-tone IP3 test vs. triple-beat CTB test.
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and 31 tones for QAM digital channels with an OMI of 1.75–2%, respectively, and
thus 110 tones.12 Eventually, nonlinear distortions (NLD) are generated by the
laser due to clipping as well as by the receiver. Unlike third-order intermodulation
interference, CTB signals can overlap each other and add none coherently. This
considerably increases the overall spuriousness in any given channel. The total
spurious interference is related to the number of carriers and the position of the
carrier within the BW of operations. From Eq. (9.61), it is clear that there are
three groups of CTB: Aþ Bþ C, A 2 Bþ C, and 2 Aþ Bþ C, generally pre-
sented by A + B + C. Thus, at any given CATV channel, there are different
product counts or beat counts. That means carriers that are at the end of the BW
have less interference products than those at the midband. The expression in
Eq. (9.65) can be used to find the number of beats in any channel with very low
error.9 The full analysis is provided by Fig. 9.6 illustrates the CSO and CTB
bean count versus frequency:

beats ¼
N2

4
þ

N �Mð Þ M � 1ð Þ

2
; (9:65)

where “beats” is the number of interference carriers in the measured channel, N is
the total number of channels, and M is the channel under test and being measured,
1 � M � N.

Performing the derivative of (dbeats/dM) ¼ 0 results in the max beats being at
M ¼ N/2þ 1. The conclusion is that maximum number of interference occurs at
the midband.

In case N .. 1, then M � N/2. The maximum number of beat notes is

beatmax ¼
3N2

8
: (9:66)

At the BW edges where M ¼ 1 or N, the minimum beat note is

beatmin ¼
N2

4
: (9:67)

In the same manner, two-tone tests an be used to estimate the midband CTB of
multitone as

CTBmax ¼ 2 IP3 � POUTð Þ � 6� 10 log
3N2

8
: (9:68)

For BW edges, CTB is given by

CTBBW edge ¼ 2 IP3 � POUTð Þ � 6� 10 log
N2

4
: (9:69)
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In the previous discussion, CSO and CTB calculation was presented in
time domain. The concept is straightforward, applying the sum of cosines
Pn

k¼1 cos vktð Þ through a nonlinear transfer function. This transfer function is
the polynomial characterization of the receiver’s amplifier and other nonlinear
building blocks. It is clear that second-order distortion is a result of the
second-order term in the polynomial with the weight of the coefficient a2.
However, a more intuitive explanation for CSO spectral shape is by observing
the frequency domain. Second-order distortion and polynomial calculation in the
time domain is transformed the to convolution of the Fourier transform (FT) of
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Figure 9.6 Second-order (a) and third-order (b) distortion products for 42 channel
AM-VSB. The maximum number of second-order products occurs at the lowest
frequency channel, where 30 products contribute to CSO. The maximum number of
third-order products occurs near the center channel where 530 products contribute
to CTB.
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the cosine frequencies’ sum, which becomes discrete convolution of a train of
Pn

k¼1 d v� vkð Þ in the frequency domain by itself. Thus, the CSO spectrum can
be written as

X

n

k¼1

d v� vkð Þ 	
X

n

k¼1

d v� vkð Þ

" #

� a2: (9:70)

Frequency domain
convolution 

x k2 ⇒ CSO

Frequency convolution
result times polynomial

coefficient of second order
provides
CSO   

(a)

Frequency domain
convolution 

x k3 ⇒ CTB

Convolution result
multiplied by polynomial

coefficient of second order
provides
CSO   

(b)

Frequency domain
convolution 

Second frequency
convolution result

multiplied by polynomial
coefficient of third order

provides CTB    

Frequency convolution result of CSO
prior to multiplying by the polynomial coefficient of
second order is used again for second frequency

convolution in order to calculate the CTB    

Figure 9.7 CSO and CTB calculation using frequency domain convolution.
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For the same reason, the CTB shape can be evaluated as

X
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d v� vkð Þ 	
X
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d v� vkð Þ

" #

	
X

n

k¼1

d v� vkð Þ

( )

� a3: (9:71)

Figure 9.7 graphically illustrates this calculation approach. It can be said that
the second-order distortion is convolution of the signal by itself, and third-order
distortion is the second-order convolution result convolved again with the input
signal.

9.7 RF Lineups, NF Calculations, and Considerations

RF chain lineup is an important stage when designing any kind of RF or analog
optical receiver. The correct lineup will provide the desired noise figure 10 log(F)
(NF) for the system and thus satisfies CNR performance, gain, and low distortion,
which create low IMD levels that define the system DR to be high. When
designing an RF lineup, there is a need to know the input power range to the
RF chain, the required output power from the receiver at its minimum input
power, and the CNR at that point. The CNR requirement defines the RF chain
max NF. In the case of an optical receiver, as will be discussed later on, there
is a need to know the OMI and the optical power range, the responsivity of
the photodetector (PD), as well as the input impedance at the PD output port
in order to derive the input power.

Generally, when designing any kind of receiver, the first stage at the RF
front end (RFFE) should be a low-noise amplifier (LNA), with high-output P
and IP3. These requirements contradict each other, and a compromise
between NF and P and IP3 is made. The first stage in the RF chain defines
the RF chain NF P1dB and IP3, which results in the receiver’s DR. A typical
lineup of a CATV receiver with an automatic gain control (AGC) attenuator,
voltage variable attenuator (VVA), or digital controlled attenuator (DCA) is
given in Fig. 9.8.

G1 G3G2 = 1/L

F1 F2 = L F3P.D

Figure 9.8 Receiver lineup with AGC.
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The noise figure of the RF chain is given by7

F ¼ F1 þ
F2 � 1

G1

þ
F3 � 1

G1G2

: (9:72)

However, the second stage is a loss (see Fig. 9.8) or attenuation; hence, Eq. (9.72)
becomes

F ¼ F1 þ
L� 1

G1

þ
L(F3 � 1)

G1

: (9:73)

From Eq. (9.73), it can be observed that the attenuation affects the system NF by
multiplying all the consecutive stages of NF by the value of its attenuation state.
Furthermore, Eq. (9.73) shows that the first-stage gain compensates for the rest
of the RF chain NF and losses. However, there is a limit that is defined by the
value of the attenuation L. At the instance that the second NF term in Eq. (9.73)
equals the first-stage noise factor, F1, as given by Eq. (9.74), the system NF will
degrade by 3 dB:

F1 ¼
L� 1

G1

) Lmax , G1F1 þ 1: (9:74)

That condition is valid in case L(F3 2 1) , L 2 1
For high gain G1 and a low loss-over-gain ratio, as in Eq. (9.75), the system NF

will be approximately equal to the first-stage LNA noise factor F1, with a slight
degradation of 0.4 dB:

L� 1

G1

� 0:1 � F1: (9:75)

Assuming an RF lineup with N identical blocks, i.e., equal noise factors and gains
in cascaded stages, the overall RF chain NF is given by

FTOT ¼ F1 þ
F2 � 1
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: (9:76)

Using a geometric sum, Eq. (9.76) becomes

FTOT ¼ F þ (F � 1)
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(9:77)
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Hence, the NF of N cascaded identical amplifiers is given by

NFTOT½dB� ¼ 10 log F þ (F � 1)
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: (9:78)

For high gain and K! 1, the noise figure limit is given by

NFTOT½dB� ¼ 10 log F þ
F � 1

G� 1

� �

; (9:79)

and the noise factor is given by

FTOT ¼ F þ
F � 1

G� 1
: (9:80)

The CNR at the output of the first stage is given by

CNR1 ¼
PIN � G

KTBFG
¼

PIN

KTBF
: (9:81)

The CNR at the output of the N stage is given by Eq. (9.82):
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Hence, the CNR degradation limit referenced to the first-gain stage is given by

CNRN

CNR1

¼
F

F þ
F � 1

G� 1

, 1: (9:83)

When the CNR is referenced to the input, the first-stage noise factor is not
included.
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Hence, the CNR degradation limit referenced to the input is given by

CNRN

CNRi

¼
1

F þ
F � 1

G� 1

, 1: (9:84)

As expected, the CNR performance is reduced throughout the RF chain.
Assume an RF chain that consists of RF amplifiers with a gain of G, noise

factor F, and coax cables with loss L equal to 1/G in alternate lineup, as given
in Fig. 9.9.

The value of L , 1, since it is attenuation. Hence, the noise factor for an
attenuator is 1/L. As a consequence, the noise figure of the RF chain from Fig.
9.9 would be

F ¼ F1 þ
1=L2 � 1

G1

þ
F3 � 1ð Þ

G1L2

þ
1=L2 � 1

G1L2G3

þ � � � þ
Fi � 1ð Þ

Qn
i¼1 GiLi�1

: (9:85)

Since 1/L 
 1 and the GL ¼ 1, Eq. (9.85) becomes

F ¼ F1 þ 1þ (F3 � 1)þ 1þ (F5 � 1)þ � � � þ 1þ (Fn � 1) � nF: (9:86)

Therefore, the cascaded noise factor at the nth stage output equals to nF. This
result indicates that the CNR after n stages degrades by 10 log n. As a conclusion,
the CNR of RF chain with long enough cables, with losses on the order of the RF
amplification, is given by

CNRn � CNR1 � 10 log nð Þ: (9:87)

The noise figure is approximately given by

NFn � 10 log nð Þ þ NF1: (9:88)

The aforementioned analysis provides the system constraints with respect to
CNR, CSO, and CTB products. When deploying a system in a cascade, each
active device adds small distortions and noise. Even passive devices contribute
noise. The distortions and noise compound are such that with each additional

G1 G3 G5
Gn

L2 L4 L6
Ln –1

Figure 9.9 Typical trunk of RF amplifiers and coax cables.
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device, the signal is degraded and becomes less perfect. As mentioned in
Sec. 1.2.2, any bimetallic junctions cause distortions.

In real scenarios, hybrid fiber coax (HFC) deployment of the coaxial distri-
butions requires cascaded amplifiers and coax cables. The amplifiers boost the
signal power and build gain in the line. The coax cable adds attenuation and
loss. The amplifiers’ gain reduces the channel DR since buildup of a gain increases
distortions. On the other hand, amplifiers’ NF and gain compensate the coax loss.
Hence, there is a maximum number of trunk amplifiers that can be cascaded
against the specifications of CNR and CTB.19

Figure 9.10 illustrates the noise floor and distortions ceiling as a function of
amplifiers in cascade for a system at 300 MHz. The plot shows that a cascade of
46 trunk amplifiers is possible while realizing a 46-dB CNR and a 53-dB CTB.
Nevertheless, other operating realities dictate that substantially more headroom
for both distortion and noise be incorporated into the design. The factors to be con-
sidered are change in cable attenuation and noise with temperature, AGC for
increasing DR as mentioned in Chapter 12, automatic slope control (ASC)
tolerances, system frequency response, accuracy of field test equipment, design
anticipation, and maintenance probabilities. In this example, allowing a tolerance
of for AGC/ASC, a 3-dB peak to valley, and 2 dB of test equipment results in a
6 dB tolerance. Limiting distortions, CTB implies that the cascade should only
be half the length predicted in the plot or 23 amplifiers.

The above discussion is applicable only to a trunk portion of the system. As
signal levels are increased in distribution sections, additional allowances must
be made in the system design. As a rule of thumb, CNR is determined primarily
by the conditions of trunk operation and signal-to-distortion ratio (SDR) is deter-
mined primarily by the conditions of distribution operation.

The other factor mentioned above is channel loading; the higher it is, the
greater the distortions.

Figure 9.10 CTB distortions and CNR in a cascade.19 (Reprinted with permission from
CableLabs # CableLabs, 1995.)
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9.8 RF Lineups, P1dB and IP3 Calculations, and
Considerations

The DR of an amplifier, receiver or, more generally, any chain of cascaded
two-port networks extends between noise level and the nonlinearity threshold.
This is defined by compression point and IP as was analyzed in Sec. 9.1 and
shown in Figs. 9.1 and 9.2. The noise figure of the system is mostly affected by
the performance of first amplifying stage and by the performance of the negative
gain two-port networks preceding it. Similarly, the gain compression level is
affected mostly by the last amplifying stage and by the negative gain of the two
ports following it. As was explained in Secs. 9.1 and 9.6, noise and DR are optimized
under noise and distortion considerations. The goal is to find an expression for IP and
compression point of an RF cascade. Consider the RF chain provided in Fig. 9.11.

In Sec. 9.1, an expression of the nth order IP was derived by Eq. (9.14). There-
fore, the IMD power of the nth order is given by Eq. (9.89):1

PIMD�n,k ¼ nPOUT,k � (n� 1)IPn,k; (9:89)

where k designates the two-port network considered in the cascade and n, the order
of distortion. In order to combine nonlinear effects of different two-port networks,
it is convenient to refer the intermodulation products created by each of them to a
unique point of the chain, such as the chain input. This is done by replacing the
power of these products, PIMD�n,k, created by each two-port network with an equiv-
alent input signal power at the intermodulation frequencies, ~PIMD�n,k, which is
amplified by the consecutive networks 1, 2, . . ., k, producing the same effect:

~PIMD�n,k ¼ PIMD�n,k �
X

k

j¼1

GLj; (9:90)

where GL is the linearized gain for each two port. A similar transformation is
applied to the n-order IP and signal power by

~IPn,k ¼ IPn,k �
X

k

j¼1

GLj (9:91)

~PIN ¼ POUT,k �
X

k

j¼1

GLj: (9:92)

G1
IP1

P1dB-1

L1 L2 Lj
LK – 1

G2
IP2

P1dB-2

Gj
IPj

P1dB-j

GK
IPK

P1dB-K

Figure 9.11 Cascade connection of n two-port networks.
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With these transformation equations, similar expressions to Eq. (9.89) can be
written for the equivalent input signals:

~PIMD�n,k ¼ n ~POUT,k � (n� 1)ĨPn,k: (9:93)

Assuming the worst case, the voltage amplitudes ~eIMD�n,k of these spurious signals
can be added in order to obtain the total ~eIMD�n. Hence, the voltage can be written
using Eq. (9.89) as

~eIMD�n,k ¼ e0 � 10PIMD�n,k=20 ¼ e0 � 10n ~Pin�(n�1)~IPn,k=20: (9:94)

Using the relations given by Eqs. (9.90) to (9.94), the equivalent voltage of all inter-
modulations created by all of the RF chain two ports is given by

~eIMD ¼
X

k

j¼1

~eIMD�n,k ¼e0 � 10n ~Pin=20 �
X

k

j¼1

10�(n�1)~IPn,k=20: (9:95)

However, because of the transformation to the chain input showing the IP result
at the input as given by Eq. (9.93), Eq. (9.95) should be equal to the condition
given by

~eIMD�n ¼ e0 � 10n ~Pin�(n�1)ĨPn,k=20: (9:96)

Hence,

10�(n�1)ĨPn,k=20 ¼
X

k

j¼1

10�(n�1)ĨPn,k=20: (9:97)

Since the relation between the power in dBm and the power in mW is

P½mW� ¼ 100:1PdBm: (9:98)

Then the cascade n-order IPn is given by

1

IP̃n½mW�n�1=2
¼
X

k

j¼1

1=IP̃n,k½mW �n�1=2: (9:99)

Transferring the IP to the output results in the equivalent output IP, including the
gain values of the cascade as

IPOUT�n½mW � ¼
1

1

IPn,1½mW�
Q

k

j¼2

gj

� �(n�1)=2þ
1

IPn,2½mW �
Q

k

j¼3

gj

� �(n�1)=2þ���þ
1

IPn,k½mW �
� �(n�1)=2

:

(9:100)
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In the case of second order, n ¼ 2; and n ¼ 3 in the third order. A similar expression
holds for compression power:

P1dBOUT½mW � ¼
1

1

P1dBOUT,1½mW �
Q

k

j¼2

gj

þ
1

P1dBOUT,2½mW �
Q

k

j¼3

gj

þ�� �þ
1

P1dBOUT,k½mW �

(9:101)

In the case of a cascade (as shown by Fig. 9.9), where g ¼ 1/L, and assuming all
gain stages have the same compression point and IP, the compression point and
IP are degraded by 1/k. In the case of a cascade with k identical consecutive gain
blocks with no loss, the overall equivalent IP and compression point are calculated
by a geometric series:

P1 dB½mW �OUT ¼ P1 dB½mW �
1� 1=g

1� 1=gk
: (9:102)

When k goes to infinity, it can be seen that the compression point is reduced by 1/g,
where g ¼ antilog G.

9.9 Mismatch Effects

Mismatch loss is one of the ripple contributors. Having a device or network with a
low return loss or reflection coefficient does not imply low ripple or mismatch loss.
Assume the following case of a low GL or perfectly matched load device to 50 V.
Also, assume a source with an unperfected reflection factor GS. The mismatch loss
is not zero, even though the load is perfectly matched to 50 V. The system should
be transformed to the source plane. Thus, a new reflection coefficient is defined for
the load GSL:

GSL ¼
ZS � ZL

ZS þ ZL

�

�

�

�

�

�

�

�

: (9:103)

This value will be used in Chapter 11 for noise factor and noise parameter analysis.
It is well known that the mismatch loss is the average of the peak-to-peak

ripple generated by the voltage standing wave ratio (VSWR) mismatch between
the source and load. Peak-to-peak ripple as of mismatch loss is given by

MMloss�ripple ¼ 1 + GSLj j
2: (9:104)
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This notation shows destructive and constrictive interference. Hence, the peak-
to-peak ripple is given by

MM PTPloss�ripple ¼ 10 log
1þ GSLj j

2

1� GSLj j
2

� �

. 0: (9:105)

Note that return loss is given by

RL½dB� ¼ 20 logG ¼ 20 log
VSWR� 1

VSWRþ 1
; (9:106)

and the impedance is given by

Z ¼
1� G

1þ G
Z0: (9:107)

The following plots in Figs. 9.12 and 9.13 describe ripple created between source
and load as a function of the source VSWR, while load VSWR mismatch is a par-
ameter. When both source and load VSWR are equal in magnitude and phase, the
ripple is at a minimum in the GSL plane.

The next question describes the ripple of a cascade. There are two ways to
calculate it. The first is an rms decibel ripple assuming, low probability of coherent
ripple addition, generally related to narrow band systems. The second approach is
the worst case where, at a certain frequency, all ripples are added in phase. This

Figure 9.12 Ripple as a function at source load plane of reflection coefficient
with respect to the source impedance at 50 V system, while the load VSWR at 50 V

system is a parameter. Note that the minimum ripple minima refer to the VSWRs;
resolution 0.5.
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refers to very wide band systems and provides an upper limit of performance. Note
that losses between stages minimize the effects of mismatch loss due to the final
load-to-source reflections attenuation. Equation (9.108) provides the decibel rms
ripple:

riprms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i¼1

ripplei

� �2

s

: (9:108)

9.10 CSO and CTB Distortion Effects on TV Picture

Section 3.2.1 provides, by Eqs. (3.2)–(3.4), the basic concept of scanning, which
is bidimensional Fourier transform (FT) presented by Fig. 3.6. In the aforemen-
tioned sections, it was mentioned that the CATV transport induces NLD beats.
The goal is to understand how the NLD beat affects the image on the screen.11

When the RF signal is received, it is demodulated and converted into a two-dimen-
sional screen by a raster scanner. The screen is scanned horizontally by a triangle
signal, as demonstrated in Figs. 3.4 and 3.5.

When a TV receiver receives an AM-VSB RF signal, it is composed of the
desired signal [called the victim signal f(t)] and an interferer denoted as
Acos(vIMDtþ f0). IMDs such as CSO and CTB can be added coherently or ran-
domly, which is the most likely case. For further analysis, the RF received
signal is marked f 0(t), and the demodulated signal as f(t).

Figure 9.13 Ripple as a function at source load plane of reflection coefficient with
respect to the source impedance at 50 V system while the load VSWR at 50 V

system is a parameter. Note that the minimum ripple minima refer to the VSWRs;
resolution-1 for a higher mismatch.
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The triangle signal scan time will be marked as TP, and the flyback to the next
scan row is marked as DT. Thus, one triangle period equals T ¼ TPþ DT. As
was explained in Sec. 3.2.1, in NTSC, the frame rate is 30 frames per second,
where each frame corresponds to L ¼ 525 horizontal lines. Since each triangle
corresponds to a row, the period T is given by

T ¼ TP þ DT ¼
1

30L
: (9:109)

Recalling Sec. 3.2.1, only the DT part results in the active part of the demodulated
RF on the screen. That is the only time the signal f (x,y) in Eqs. (3.2)–(3.4) active.
Assume the screen consists of a horizontal active dimension marked as X, an
additional DX for the flyback time, the same for the vertical marked as Y,
and an additional DY. Thus, the screen is larger and marked as X0 and Y 0.
Figure 9.14 illustrates this model. Based on those assumptions, it can be written
that the excessive length in X is proportional to the flyback according to

DX

X
¼

DT

TP

: (9:110)

In the same manner, based on previous data, it can be noted that the vertical ratio
provides

DY

Y
¼

lines corresponding to the vertical retrace time

lines appearing in f (x,y)
¼

41

484
: (9:111)

The value of Y 0 is given by

Y 0 ¼ Y þ DY ¼ 525Dy ¼ LDy; (9:112)

where Dy is the distance between any two horizontal lines. Due to interlacing, the
odd lines appear first on the screen, followed by the even lines. Note that only the
first half of line L appears on the screen as well as the second half of line zero, as
shown in Fig. 9.14. It is also assumed that the retrace time from any line to the one
that follows it is zero; recall that a frame consists of two fields, odd and even.
For ease of analysis, 30 frame-lines’ time coverage on screen is defined as S.
This parameter describes the screen area scan progress and is given by

S ¼ 30X0Lð Þt: (9:113)

Hence, the demodulated signal ft(t) in the time domain becomes

ft Sð Þ ¼ ft
S

30X0L

� �

: (9:114)

Since the frame rate is 30 frames per second, t satisfies 0 � t � 1/30. The S para-
meter corresponds to where the scanning beam is on the screen. For odd field (x,y),
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S is given by

S ¼ xþ
X0 y� Dyð Þ

2Dy
: (9:115)

And in case (x,y) lies at the even field, S is given by

S ¼ xþ
X0y

2Dy
þ

X0 L� 1ð Þ

2
: (9:116)

Hence, the sampled version of f(x,y) for the received signal ft(t) is given by the FT
of Eq. (9.117), which describes the sampled picture for even and odd fields:

f x,yð Þ ¼ ft xþ
X0 y� Dyð Þ

2Dy

� �

rect0,X xð Þrect0,Y yð Þ

�
X

k, j

d x� kDxð Þ y� 2jDy� Dyð Þ

" #

þ ft xþ
X0y

2Dy
þ

X0 L� 1ð Þ

2

� �

rect0, X xð Þrect0,Y yð Þ

�
X

k, j

d x� kDxð Þ y� 2jDy� Dyð Þ

" #

;
(9:117)

ΔX

ΔY

X ′ΔX ′

X ′

Y ′ Y

X

0
1
2
3
4

L

Figure 9.14 NTSC screen scanning process.11 (Reprinted with permission from IEEE
Transactions on Broadcasting # IEEE, 1992.)
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where y ¼ 2jDy and the following rect sub functions describing the illumination
scan beam within the X Y active screen area are defined as follows:

rect0,X xð Þrect0,Y yð Þ ¼
1 8 0 � x � X and 0 � y � Y

0 otherwise:

	

(9:118)

So far, the relationship between the picture f(x,y) and the received signal
were established. The next step is to find the effect of the distortion signal,
A cos(vIMDtþ f), on the victim signal, f(t). For that, the variable change would
have to be made from t to S based on the same strategy mentioned above.
Hence, vIMDt becomes

vs ¼
vIMD

30X0L
: (9:119)

Using this notation and replacing ft(s) by A cos(vstþ f) in Eq. (9.117) and
performing the FT results in11
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(9:120)

The peaks resulting from the IMD are defined by the four-sin c functions within
Eq. (9.120). Investigating the zero conditions of those sincs would provide the
impulse locations for the IMD in the U, V plane. For instance at n, m equal to
zero u ¼+vs, the peak magnitude is calculated from F u,vð Þ

�

�

�

�. Each pair of
peaks is symmetrical around the (0, 0) point. Moreover, the vertical distance, v
axis, between any two vertically adjacent peaks is p/Dy. When the discrete
Fourier transform (DFT) of size N � N is used, N ¼ X/Dx ¼ Y/Dy. There
would be four peaks where the vertical distance between the two vertical peaks
equals N/2. Figures 9.15 and 9.16 describe the peak locations for solving the
sin c function in Eq. (9.120).
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Because 2p/Dx in the FT at Fig. 9.15 corresponds to N in the DFT as it appears
in Fig. 9.16, the horizontal distance D between the peaks in Fig. 9.16 satisfies

D

2vs

¼
NDx

2p
¼)D ¼

NDx

p
vs ¼

X

p
vs: (9:121)

Hence, if the peak location is found, vs is determined. Since the values of the
DFT are proportional to the sampled values of the FT, the location of the peaks
cannot be precisely determined unless they happen to lie exactly on the points
where the samples are taken. The calculation goal is to find out in what resolution
the location of the peaks can be determined.

The rectangular function (9.122) (also known as the rectangle function, rect
function, unit pulse, or the normalized boxcar function) is defined as,

rect ðtÞ ¼ uðtÞ ¼

0 if jtj .
1

2
1

2
if jtj ¼

1

2

1 if jtj ,
1

2

8

>

>

>

>

>

<

>

>

>

>

>

:

ð9:122Þ

x
x
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y

y
2

s

2/,'X, ss

Figure 9.15 Peak location n ¼ m ¼ 0 and n = 0.11 (Reprinted with permission from
IEEE Transactions on Broadcasting # IEEE, 1992.)
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Because the accuracy of measuring the location of the point in the DFT is half the
index, this corresponds to vs ¼ 2p=2X. In turn, this corresponds to
vt ¼ 30X0L=2Xð Þ2p ¼ 9025 Hz, which is the resolution at which vt can be
determined. Assume a peak n ¼ m ¼ 0, where u ¼ vs and v ¼ vsX

0=2Dy with
the locus of this peak being vs, it increases from the value of zero in the line
v ¼ uX0=2Dy. For n ¼ 0, m ¼+1, the loci are the lines v ¼ uX0=2Dy + p=Dy.
Thereby, the horizontal distance between any two adjacent loci lines is 2p/X0,
which in the DFT corresponds to X/X0 ¼ 53/64 ¼ 0.83. In the DFT, these loci
will be parallel lines as shown in Fig. 9.17. The slope of any of these loci lines
is N0/2, where N0/N ¼ X0/X, and the horizontal distance between any two lines
equals 0.83. In Fig. 9.17, a is the point (N/2, N/2), b is (N/2þ 0.83, N/2), etc.

N

N(0,0) h'

l

g'h g

h' g' g h

P1

P’1

P2

P’2

a b c dd' c'   b'

Figure 9.17 Effect of IMD on screen.11 (Reprinted with permission from IEEE
Transactions on Broadcasting # IEEE, 1992.)

D

N

N(0,0)
k

l

2
N 2

N

Figure 9.16 n ¼ m ¼ 0 N � N DFT shows four peaks.11 (Reprinted with permission
from IEEE Transaction on Broadcasting # IEEE, 1992.)
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Since each pair of pulses are symmetrical, if a pulse occurs at b, the corre-
sponding will be at b0 and so on. In this case, the other pair will be at points
(g 2 1) and (gþ 1). It can be shown that if a pair of pulses occurs on the
middle horizontal line passing through point a, then their amplitudes will take
the maximum value possible. In this case, the pulses of the corresponding pair
will have amplitudes equal to zero.

At vs ¼ 0, p1 and p10 are both at point a. As vs increases, p1 travels toward g.
When p1 is at g, p2 is at b. As the pulse p1 goes to gþ 1, its alias will appear at
g’þ 1 and so on. p1 reaches g at vs ¼ 2p=X, which corresponds to
vt ¼ 2p30L ¼ 15:750 KHz. At this instant, p2 reaches b. As a consequence,
IMD will create tilted lines on screen, while their slope determined by the
IMD frequency.

9.11 Main Points of this Chapter

1. Any active device can be described by a AM to AM polynomial, which
approximates its linear and high-order distortion term.

2. The second-order term in the polynomial describes second-order distor-
tions, which results in CSO.

3. The third-order term in the AM to AM polynomial describes third-order
distortions, which results in CTB.

4. System linearity is measured by three ways: P1dB, IP2, and IP3.
5. IP3 is a virtual point at which the third-order distortion terms are equal to

the fundamental tone.
6. IP2 is a virtual point at which the second-order distortion terms are equal to

the fundamental tone.
7. P1dB is defined as a compression point at which the gain drops by 1 dB

where a clipping event occurs at a large input signal swing. P1dB is
affected by a bias point.

8. A third order distortion in a multitone environment falls in the band of the
fundamental tone.

9. Composite triple beat (CTB) is a result of three tones compared to two test
tones for IP3, and it is higher by 6 dB than the IP3 products.

10. System DR is traditionally defined as the maximum input power allowed,
at which the resultant distortion products are within the noise. Thus, a
higher IP3 and a low noise figure guarantee high DR.

11. Noise factor F is a figure of merit of CNR degradation caused by the
system and is expressed as the ratio between input CNR and output
CNR. NF ¼ 10 logF.

12. When cascading RF blocks, the NF performance of the cascade degrades.
Thus, it is important to have at the head of the cascade LNA with a low NF
and a high P1dB to have high a high enough DR and low-noise figure.

13. When having an amplifier with a gain of G followed by a loss L equal to
the amplifier gain as L ¼ 1/G, the noise figure is not compensated for
during the next stage and is added directly.
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14. A high-gain cascaded amplifier would have a low equivalent IP3 and
P1dB.

15. A high-power interferer tone would increase the system noise figure.
16. There are three types of CTB: A þ B þ C, A 2 Bþ C, and 2 Aþ Bþ C

(generally presented by A + B + C). Each CATV channel has its own
beat-counts statistics.

17. When an LNA receives a CATV channel, all other channels that are equal
to an equivalent tone compress the weak channel gain; thus, CNR is
reduced at that channel.

18. Compression results at the first approximation from the negative coeffi-
cient a3 of the third-order term.

19. Cross modulation results when an AM tone accompanied by CW tones
exhibits third-order distortion.

20. A cross-modulation signal transfers its AM to the channel under test by the
third-order products. Additionally, it adds CW tone proportional to the
square of the AM index m.

21. When describing cascade mismatch, it is important to transfer the reflec-
tion coefficient of the cascaded stage GL to the source impedance plane GS.
This reflection coefficient is marked as GSL.

22. Mismatch in VSWR results in loss and ripple.
23. The case of a two-tone IP3 test showing two unequal third-order IMD is

due to AM-to-PM effect of the RF.
24. AM-to-PM effect of RF chain is due to memory effect. The regular poly-

nomial describes scalar approximation. Memory effect can be described
by the Volterra series.

25. In the case of cascading RF amplifiers with a gain of G and losses equal to
the gain of the amplifier, i.e., GL ¼ 1, the overall NF is degraded by
10 logN, where N is the number of staggered stages of gain and loss.

26. CTB and CSO result in distortions appearing on the CATV screen by tilted
lines. Analysis is done by DFT.

27. CSO is a second-order distortion, which in time domain multiplies the
signal by itself. In a frequency domain, using (FT) second-order distor-
tions is a convolution of the signal on itself.

28. CTB is a third-order distortion and is a cubic term. In frequency domain, it
is the convolution of the signal on itself twice. Hence, the CSO convolu-
tion result is convolved again on the signal to provide the CTB shape.

29. The polynomial coefficients, a2 and a3, are scalars that multiply the
second-order convolution result and third-order convolution result,
respectively. The product of it is the CSO and CTB voltage levels.
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Chapter 10

Introduction to Receiver
Front-End Noise Modeling

The goal of all communications systems is the same: to produce a signal that was
applied at the transmitter as input, suffered the link losses and distortions (such as
cable attenuation, dispersion, fading, and reflections), and then was recovered by
the demodulator or detector in the receiver section. When the signal reaches the
detection stage, it is accompanied by an additional signal voltage that varies in
time in an entirely unpredictable manner. This unpredictable voltage waveform
is a random process called noise. All signals accompanied by such a waveform
are described as contaminated or corrupted by noise. Therefore, one of the
parameters that needs to be kept in mind when designing any kind of receiver is
its noise performance. The noise performance of a system is defined by the
system’s noise figure; 10 log(F) ¼ (NF). This affects the receiver’s C/N (carrier
to noise), or Eb/no bit energy per noise, which directly affects the detection
quality carrier-to-noise ratio (CNR) and bit error rate (BER), respectively.

In fiber optics receiver design, there are several noise sources that affect the
overall C/N result of a link and receiver performance, affecting the receiver’s
NF and system CNR. Since there is no way to access the optical receiver RF
front end (RFFE) due to its connection and matching to a photodetector, other
methods to measure noise performance and other definitions are used, which
will be reviewed below.

There are several circuits noise models; once these models are established,
the noise expression for noise density can be determined, enabling us to analyze
the receiver’s performance in the presence of noise. Moreover, the modern-
communications-theory models can be used to predict the system’s performance
in case of random signal and random noise inputs. In addition, there are models
that are used in random signal analysis to analyze and predict system performance
in the presence of random distortions and different noise mechanisms, such as
white noise. This type of process has an equal power versus frequency spectrum;
in other words, its density is a frequency-independent function.

Noise densities of the type 1/f n are sometimes defined as colored noise
because of their frequency dependency, or as a phase noise component in the
case of oscillators and synthesizers. Distortions, however, are not referred to as
noise and have their own statistical modeling. Other electrical sources of noise
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can be due to the bias current of a device or optical current generated by the photo-
detector. This kind of noise is defined as shot noise.

Additional noise sources that should be attended to are mechanical and acous-
tical, which are generated by mechanical resonance due to the vibrations created
by a cooling fan or any other environmental condition that creates vibrations.
Assume the following case of a vibration resonance, which vibrates an radio fre-
quency choke (RFC). The RFC coil would have therefore variable impedance,
which is dependent on the mechanical vibration frequency. This would result in
small fluctuations over the signal amplitude, inducing amplitude modulation
(AM) at the mechanical resonance frequency. The modulation depth is directly
related to the vibration energy. The worst vibrations are random vibrations with
a wide spectrum.

Another example are acoustical effects over an SAW filter. Optical modules
such as OTP (optical three port) can be affected by modulating the fiber alignment
distance to a detector surface by creating reflections and changing the optical
power hitting the detector surface; this would create undesired residual AM over
the input signal. This type of noise sometimes is referred to as microphonics.
One more noise source can be X-talk due to fast-switching logic or desensitization
of one receive channel by another receive channel. This case is well investigated
in Chapters 17 and 20.

Noise sources in a receiver can be divided into two main categories. The first
mechanism is intrinsic noise, which arises from the physical structure of the
semiconductor. This category includes thermal noise, shot-noise, 1/f n noise,
and quantum noise from the photodetector. The other group includes noise mech-
anisms that are coupled into the receiver from the surrounding environment. This
includes X-talk, microphonics, switched power supplies, solar noise in case of free
space, adjacent-channel interference, and laser relative intensity noise (RIN).
Laser RIN is an intrinsic noise source of a laser device, and it is not a part of
noise that is generated in the receiver. Hence, it is considered as coupled noise
source to the link. When referring a link budget calculation and CNR
estimation, RIN is treated as the link intrinsic noise.

The following paragraphs provide a basic introduction to different noise
source mechanisms and modeling related to the first group, which are commonly
used to analyze optical receivers performance and system link performance.
They also serve as a brief introduction to random signal processes.

10.1 Noise Analysis Basics

Noise is a random process variable. As such, it cannot be presented and predicted
by an exact deterministic function. Since the process is random and is statistical in
value, it does not matter how many observations were made on the random vari-
able. Another method for a good estimation is required, using the aid of probability
theory and random signals. Assuming the random noise power or voltage as an
event, it can be measured by mean and variance, or characterized by the energy
integral over its density function. This way, the average power and rms voltage
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of the event can be evaluated during the event period of occurrence. Assume a
random noise voltage process with a density function n(t). Additionally, assume
that the noise density function is a continuous-wave-shape function and the
event is sampled within the time interval 0 � t � T. Therefore, the observed
noise process would have the following average energy:

kn tð Þ2l ¼
1

T

ðT

0

n2 tð Þdt, (10:1)

where the horizontal bar symbolizes average value and the k l parenthesis indicates
a statistic value average. One conclusion is that when dealing with random signals,
the average power is investigated. The average power is proportional to the voltage
square. Therefore, the rms noise voltage can be evaluated by

Vnrms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi

kn tð Þ2l
q

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

T

ðT

0

n2 tð Þdt

s

: (10:2)

The random variable n(t) is a function that satisfies the condition t [ T at the
event domain in such a way that for any real value of V, {t: n(t) � V}is an event.
The total average energy of random processes is given by

Ne ¼ kn2
Tot tð Þl ¼ kn tð Þ21lþ kn tð Þ22l

� �2
¼ kn2

1 tð Þl

þ 2gkn tð Þ1lkn tð Þ2lþ kn2
2 tð Þl ¼ kn2

1 tð Þl

þ 2g

ffiffiffiffiffiffiffiffiffiffiffiffiffi

kn2
1 tð Þl

q ffiffiffiffiffiffiffiffiffiffiffiffiffi

kn2
2 tð Þl

q

þ kn2
2 tð Þl: (10:3)

The amount of statistical event correlation or independency is defined by the
correlation factor g. In case of two independent events or processes, g ¼ 0. This
means that the two processes are orthogonal or statistically independent. Noise
can be analyzed in the frequency domain as well. Generally, this is the preferred
method to analyze systems. In this case, the random variable n(v) is defined by
the condition v [ V and the event domain {v: n(v) � V}. In this case, the
noise process n(v) is described by its power spectral density (PSD). The total
noise power is given by

N vð Þe W=Hz½ � ¼ kn2
Tot vð Þl

�

�

�

�

�

�
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1 vð Þl
�

�

�

�

�

�

þ 2g vð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kn2
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�
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r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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�

�

�

�

�

�

r

þ kn2
2 vð Þl

�

�

�

�

�

�
: (10:4)

The notation in Eq. (10.4) is commonly used when analyzing two-port net-
works such as transistor noise performance, noise impedance, and noise matching.
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The method used involves creating an ideal quiet device whose intrinsic noise
sources are represented by thermal noise voltage and noise current. Hence,
kn2

1 vð Þl represents the noise voltage e2
n, and the second term kn2

2 vð Þl represents i2
n.

It is obvious that when the two noise sources are fully correlated, they would
produce the maximum correlated power, since their covariance is the geometric
average of each term’s variance multiplication result. This leads to the definition
of the correlation term g given by

g vð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kn2
1 vð Þlkn2
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The value range of the correlation factor is limited between 2 1 � g(v) � 1.
In noise analysis, it is common to use the terms “correlation impedance” and
“admittance,” which are described by

Zc vð Þ ¼ g
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(10:6)

The correlation definitions are used for investigating the optimum-matching
transformer at the RFFE and extracting the minimum noise factor–matching
expression as presented in Secs. 10.9 and 11.2. An intuitive way to understand
the correlation factor is by the diagram given in Fig. 10.1.

In the case of linear dependency between the two random variables, the scalar
multiplication is not a zero value. If both events are fully correlated, this means the
two vectors are parallel and are linear combinations of each other, and are there-
fore defined as fully linear dependent vectors. In the case of no correlation, the
vectors are orthogonal and the covariance of the two events is zero. Two events
that have no statistical dependency require that they are not linear combinations
of each other. The reverse claim is not always correct. Another way to observe
the correlation factor is as the value of cos u between the two phasors.

In Fig. 10.1, the current vector in, composed of two components, one in full
correlation with the thermal voltage en, marked as i c, and one orthogonal, is out
of correlation with en, marked as iu; hence, the following relation is applicable
in a vector notation:

ic ¼ in � iu: (10:7)

The relation between the noise voltage en and the noise current components
provides the correlation impedance, none-correlated impedance, and the optimal
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impedance is

Rc ¼
en

ic

,

Ru ¼
en

iu

,

Ropt ¼
en

in

:

(10:8)

In the same manner, correlated, none-correlated, and optimal noise conduc-
tance are defined as

Gc ¼
ic

en

,

Gu ¼
iu

en

,

Gopt ¼
in

en

:

(10:9)

These variables will be used later in Chapter 11 and when analyzing minimum
noise figure matching. However, it is obvious that Gc is orthogonal to Gu and Rc is
orthogonal to Gu. Hence, the following relations are applicable:

Gc �Gu ¼ 0,

Rc � Ru ¼ 0,

en � iu ¼ 0,

ic � iu ¼ 0,

nc ¼ en � ic,

ic ¼ en �Gc:

(10:10)

In some cases, Gc is noted as Yc. Since the symbol represents admittance, it
consists of a real part and an imaginary part; hence, Yc ¼ Gcþ jB.

Each network is characterized by a transfer function H( f ). In case there is
power gain, then the transfer function is G( f ). Therefore, in case of white Gaus-
sian noise, the output noise would be according to the network shape factor:

N ¼ nin �
1

G0

ð1

0

G fð Þdf ¼ nin � NEB, (10:11)

where G0 is the network gain at dc or the peak gain, G(f ) is the network gain versus
frequency, and NEB is the noise equivalent bandwidth, which is the integral result
of Eq. (10.11) in units of Hz.

A different definition would be through observing the LPF response H( jv).
This transfer function is a voltage or current transfer versus frequency. Since
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power is proportional to the amplitude square power, the following notation is
applicable for power transfer:

H jvð Þ
�

�

�

�

2
¼ H jvð Þ
�

�

�

�� H jvð Þ
�

�

�

�

�
¼ H jvð Þ
�

�

�

�� H �jvð Þ
�

�

�

�, (10:12)

where the sign � marks the complex conjugate and jv ¼ j2pf. Assume a single pole
LPF function of the type

H jvð Þ ¼
1

1þ j f =f0ð Þ
, (10:13)

where f0 is the 3 dB BW and H(0) ¼ 1. Within the same approach, the equivalent
noise BW at the 3 dB frequency can be defined as

NEB ¼
1

2

ð1

�1

H fð Þ
�

�

�

�

2
df ¼

f0

2

ð1

�1

df =f0

1þ f =f0ð Þ
2
¼

p

2
f0: (10:14)

Several interesting conclusions can be made from this discussion. The NEB
of a single pole LPF with 20 dB per decade roll-off is 1.57 times greater than
the 3 dB BW (an increase of 1.95 dB in noise power), i.e., NEB ¼ 1.57f0. In
order to equalize between NEB and 3 dB BW, there is a need to get the multipole
LPF network closer to the ideal shape of a rectangular LPF or use elliptic multipole
response. It can be observed that any colored noise with spectral density S( f ) is
generated by white noise and transfer function H fð Þ ¼

ffiffiffiffiffiffiffiffiffi

S fð Þ
p

. In addition, it
can be proved by the Paley-Wiener criteria16 that, if the condition in Eq. (10.15)
exists,

ð1

�1

log S( f )
�

�

�

�

1þ f 2
df , 1, (10:15)

then there is a causal transfer function H( jv) that provides at its output the spectral
density S( f ) while exhibiting a white noise at its input. Figure 10.2 illustrates the

2
ne

i n
2

θ 

R e

Im

Figure 10.1 Random noise sources phasors in the complex plan.
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equivalent noise BW in the case of LPF and BPF. It can be observed that the actual
filter is not as sharp as the ideal filter. Its shape factor has no infinite rejection.
Hence, due to equality of filter energy integrals, both marked areas are equal.

10.2 Noise Sources in an Optical Receiver

When designing an optical receiver or a gain block, it is common to separate the
receiver from its intrinsic noise and coupled noise, and refer to the receiver as an
ideal one. Optical modules such as triplexers [optical triple port (OTP)], duplexers
[optical dual port (ODP)], and detectors have wide wavelength responses.
For instance, in a 1550 nm receiver, its detector would respond to 1310 nm.
Hence, in the vicinity of several wavelengths, the amount of isolation defines
the optical X-talk and optical background interfering noise to the desired wave-
length. The photodiode bias current or the gain-block devices contribute shot
noise. In a free space link, there is background noise too. Figure 10.3 illustrates
the main noise sources of an optical receiver.

As was explained previously, some of the noise mechanisms are not corre-
lated; hence, the overall power would be the sum of the squares of the noise
voltages and currents.

10.3 Thermal Noise (Johnson Noise)

The Johnson noise (named after Johnson and Nyquist’s 1928 work on a metallic
resistor; it is also called resistance noise or white thermal noise, due to its equal
power density over the spectrum17) represents resistive losses generated by
the active device’s internal resistance or by the passive components’ losses. A
random cloud of electrons, which move in all directions without the applying
voltage, generates Johnson noise. When voltage is applied, the average random
motion is in the direction of the E field, which is generated by the voltage;
hence, the random electron cloud moves toward the positive potential. The
energy of the electron is temperature dependent.

Hence, when a metallic resistance R is at a temperature T, the random electron
motion produces a noise voltage en(T) at the open circuit terminals. Consistent with
the central limit theory, en(T) has a Gaussian distribution with zero mean and variance.

The average power is related to the voltage square; thus, any component can
be described as a noise-free device with a noise voltage source. From quantum
mechanics:

dkene�nl
dn

¼ 4R
hn

2
þ

hn

exp hn=kTð Þ � 1

� �

, (10:16)

dkini�nl
dn
¼

4

R

hn

2
þ

hn

exp hn=kTð Þ � 1

� �

, (10:17)
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where k is Boltzmann’s constant, 1.38 � 10223 J/K, T is temperature in Kelvin, h
is Planck’s constant, 6.62 � 10234 J sec, R is the resistance, and n is the optical
frequency. Sometimes this symbol is replaced by f to represent electrical signal fre-
quency.

For the case of hf � kT using Taylor expansion of exp(x) or the L’Hopital
limit for hn! 0, Eqs. (10.16) and (10.17) become:

dkene�nl
dn

¼ 4kTR, (10:18)

dkini�nl
dn
¼

4kT

R
, (10:19)

where k is the Boltzmann’s constant, 1.38 � 10223 Joule/K,T is temperature in
Kelvin, h is Planck’s constant, 6.62 � 10234 J sec, R is resistance, n is the
optical frequency. Sometimes this symbol is replaced by f to represent electrical
signal frequency.

Thus, any thermal noise can be represented by a network and equivalent noise
voltage, or noise current and noise resistance, as shown in Fig. 10.4.

Quantum mechanics shows that the spectral density of thermal noise is given
by Eq. (10.20) when hf� kT:

n2( f ) ¼
2Rh f

�

�

�

�

exp h f
�

�

�

�=kT
� 	

� 1
: (10:20)

Since the system is causal, only the positive frequency is taken under account;
hence, the factor of four was changed to two, since only half spectrum is observed.
At optical frequencies, Eq. (10.20) becomes

n2(n) ¼
hn

exp hn=kTð Þ � 1
þ hn: (10:21)

Equation (10.21) defines the noise limits for optical receivers compared to
electrical signal receivers. In optical receivers, f ¼ n and hn	 kT, and this
governs the noise density; thus, at high frequencies, n2(n) becomes a linear line,
and Eq. (10.21) becomes quantum energy noise:

n2 nð Þ ¼ hn: (10:22)

The first term in Eq. (10.21) under an optical frequency regime goes to zero;
hence, at high frequencies, the noise energy is not equally distributed and becomes
frequency dependent.

From Eq. (10.18), the noise voltage square or power in a given system BW is
given by Eq. (10.23):

�e2
n ¼ 4kTBR, (10:23)
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where k is the Boltzmann constant, 1.38 � 10223 J/K, T is temperature in Kelvin,
B is bandwidth, and R is resistance. Equation (10.24) provides the noise voltage
source:

�en ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4kTBR
p

: (10:24)

For a system impedance Z0 and load impedance ZL, the equivalent matched
noise source is described by Fig. 10.5.

The maximum power and noise transfer occurs when R0 ¼ RL ¼ R. Hence,
using voltage divider relations and power relation results in

Pave ¼
R0=(R0 þ RL)ð

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4KTR0

p� 	2

RL

¼

1
2

ffiffiffiffiffiffiffiffiffiffiffiffi

4KTR
p

� 	2

R
¼

KTR

R
¼ KT: (10:25)

This is a fundamental relationship. All resistors have equal available noise
power. Any component under thermal equilibrium, meaning no bias or current,
satisfies the above condition. The noise power density in dBm/Hz units is given by:

10 log KT þ 30 dB ¼ �174½dBm=Hz�: (10:26)
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Figure 10.2 Noise equivalent bandwidth plots: (a) low-pass, (b) band-pass.
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Figure 10.3 Noise sources in an optical receiver.
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In conclusion, it is a good engineering practice to increase the impedance at the
receiver input in order to minimize white-noise amplification and improve CNR;
however, it affects distortion performance. In the case of optical receiver front
ends, increasing the input impedance improves gain as well, as was explained in
Sec. 8.2.3. Moreover, in this scenario, any component under thermal equilibrium
satisfies the following conditions:

dkene�nl
df
¼ 4kT Re Zð Þ, (10:27)

dkini�nl
df
¼ 4kT Re Yð Þ; (10:28)

dkPave�noisel
df

¼ kT : (10:29)

These relations are useful for modeling and analyzing noise in electrical
networks, such as modeling of transistors and matching networks. For instance,
consider the following problem to find noise on a capacitor, per Fig. 10.6.

Using the definition given by Eq. (10.27), and finding the voltage across the
capacitor using voltage divider calculation, we get,

dkvc nv�c nl
df

¼
1

1þ j2pfRC

1

1� j2pfRC

dkvnv�nl
df

¼
1

1þ f 2 2pRCð Þ
2

dkvnv�nl
df

:
(10:30)

Thus, the energy stored on the capacitor is

ð1

0

1

1þ 4p2 RCð Þ
2f 2

dkvnv�nl
df

df ¼
1

2
CV2

C ¼
1

2
kT : (10:31)

Note that the second term in the integral is the noise density in the circuit,
which is given by Eq. (10.27). The same solution approach goes for resistor induc-
tor (RL) and resistor inductor capacitor (RLC) circuits.

10.4 Shot Noise

Shot noise is sometimes called Schottky noise. The flow of an electrical current
across a semiconductor junction is not smooth and continuous. The current is com-
posed of charge carriers with q Coulombs flowing across the circuit. The current
flow across the junction’s potential barrier is determined by a statistical function
that describes the noise process associated with that process. If the current
flow across the barrier follows a periodic, predictable way, the current flow is
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uniform, and noise is not generated. That kind of noise is called shot noise. It is a
Poisson distribution, since the arrival of each electron is statistically independent
of every other electron. When large observations are made, it becomes a Gaussian
process. Shot noise is generated by bias current fluctuations IO in a semiconduc-
tor’s junction. It is represented by a current source parallel to the device (Fig.
10.7):

�i
2

n½W=Hz� ¼ 2qIOB (10:32)

or

dkInI�n l
df
¼ 2qI: (10:33)

In conclusion, lower bias minimizes the noise; hence, transistors’ S parameters
for Gopt for noise matching are provided at low current. At higher currents, the
noise performance of the device degrades. The noise density current is given by

�in½W=
ffiffiffiffiffiffi

Hz
p
� ¼

ffiffiffiffiffiffiffiffiffiffiffiffi

2qIOB
p

: (10:34)

10.5 1/f Noise

1/f noise has been observed in many physical systems. Low-frequency fluctuations
in the resistance of a semiconductor create 1/f noise. In vacuum tubes, this type of
noise was described as flicker noise. In a resistor, it is called excess noise. One
of the variants of 1/f noise is a component of phase noise in oscillators. Further
analysis will be given in Chapters 14 and 15 while discussing jitter analysis.

in R

vn

R

+

−

Figure 10.4 Noise current and noise voltage with noise resistance R.
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The 1/f power spectral density (PSD), known also as flicker noise, is given by

n( f ) ¼
a

f b
½W=Hz�, (10:35)

where a is a constant defining the absolute level of n( f ), and b is an exponent gen-
erally close to one. In many semiconductors, the 1/f noise is related to the bias
current flow in the device; hence, Eq. (10.35) is modified to

n( f ) ¼ Id
DC �

a � fc

f b
½W=Hz�, (10:36)

where d is a constant that sets the relation between the dc current and the 1/f noise
level, and fc is the corner frequency. For classic 1/f noise, b ¼ 1. It can be seen
that the 1/f noise rolls off versus frequency with a slope of –10 dB/decade. The
total 1/f noise power at a given BW is given by

N ¼

ðf2

f1

IDC

a

f
df ¼ IDC � a � ln

fc

f1


 �

½watts�: (10:37)

The overall noise near the carrier and the noise measured with some frequency
offset from the signal carrier is given by the sum of two noise sources. Since both
noises are not correlated, it is a sum of squares of the currents:

N ¼ i2n þ i2n
fc

f1


 �

½A2Hz�: (10:38)

The first term has a constant power versus frequency, i.e., equal power over the
spectrum. The 1/f gets higher near the carrier, adding jitter and rolls off at a rate of
–10 dB/decade, until it gets below the constant-density-region noise; therefore, 1/f
is called colored noise. The noise presentation of N versus frequency is given by
Fig. 10.8.

1/f noise becomes a concern in optical receiver design when the low cut-off
frequency becomes a few tenths of MHz. This case is more relevant to digital
transport, where the data occupies the low-spectrum frequencies as well. In

R L

R0

kTBR4ne =∼

Figure 10.5 Noise free load RL ¼ R and noise source.
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analog return path transport, the BW is 5 to 50 MHz, and in CATV, it is between
47 and 870 MHz; hence, in digital designs, TIA (transimpedance amplifier) choice
is vital for proper receiver BER performance. In silicon devices, 1/f corner fre-
quency is tens of kHz, while in gallium arsenide (GaAs) metal Schottky field
effect transistors (MESFETs), it can reach 100 MHz.

10.6 Carrier to Noise Ratio

10.6.1 CNR and noise figure

The ratio between (C/N)IN to (C/N)OUT or CNRIN to CNROUT is called F or noise
factor. The logarithmic value of this figure of merit is called noise figure, NF[dB].

Any receiver would degrade C/N; hence, F . 1. Assuming all the parameters
are normalized to the input, the following expressions are applicable:

F ¼
(C=N)IN

(C=N)OUT

¼
C=KTB

CG=KTBFG
¼

C=KTB

C=KTBF
¼

NOUT

NIN

. 1, (10:39)

NF½dB� ¼ 10 log F ¼ CNRIN½dB� � CNROUT½dB�: (10:40)

A different notation is to define the system as a block with excess noise Ne;
thus, the output CNR to input CNR ratio would be

F ¼
C=N0

C=(N0 þ Ne)
¼ 1þ

Ne

N0

: (10:41)

In conclusion, F is a figure of merit showing the system additive noise with

Vn

C
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–

Figure 10.6 Noisy RC network.
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respect to the input reference noise. Assume a simple case of shot noise:

C

NOUT

¼
C

Nshot þ N0

: (10:42)

Hence,

1

N=COUT

¼
1

(Nshot þ N0)C
: (10:43)

Thus, based upon the above, the total CNR of a CATV optical receiver or any
type of optical receiver is given by

1

1=CNRtot

¼
1

1=CNRshot

þ
1

1=CNRJohnson

þ
1

1=CNRshot det

: (10:44)

Equation (10.43) represents the receiver CNR when the photodetector is not
illuminated; i.e., the receiver-intrinsic noise appears only when the shot noise
stands for the photodetector dark current. A general conceptual block diagram
of an analog receiver is given in Fig. 10.9.

The noise figure and CNR tests are done when the receiver is in its maximum
gain state. This means the automatic gain control (AGC) is in its minimum attenu-
ation state or at its threshold state; thus, the RF chain produces its minimum NF
value, as was explained in Eq. (9.71) in Chapter 9. Noise figure measurement
refers to Johnson noise; therefore, the Johnson CNR term in Eq. (10.44) will
govern the overall CNR at high attenuation levels. As the AGC loss increases,
the NF and Johnson CNR becomes dominant and determines the system’s total
CNR. When analyzing the system noise figure or CNR, tests are done at dark con-
ditions; thus, the shot noise originating from the photodetector relates to the
leakage of photodetector dark current. Illuminating the fiber would increase the
photodetector shot noise, and the overall system CNR may degrade by 1 dB to
2 dB with respect to the dark CNR state.

∼

dn qI2i =

sn kTBR4e =

Rs

(a) (b)

Figure 10.7 Shot noise and thermal noise equivalent circuit. (a) Ideal diode. (b) With
shot noise current source and thermal noise voltage.
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10.6.2 Quantum CNR limit

Based upon Eqs. (8.7) and (8.44), the dc level and RF level of a received signal at
the output of the photodetector is given by

IO ¼ Popt in � r, (10:45)

IRF peak ¼ OMI � Popt in � r, (10:46)

PRF ¼
OMI � Popt in � r

ffiffiffi

2
p


 �2

�Rin, (10:47)

where r is the photodetector responsivity.
However, on the other hand, the shot noise current is given by

�i
2

n ¼ 2qIOB: (10:48)

Thus, CNRshot is given by

CNRshot ¼
I2
RF peak � Rin

� 

=2

2qIOB � Rin

¼
I2
RF peak

� 

=2

2qIOB
¼

I2
RF peak

4qIOB
; (10:49)

but from OMI expression is

OMI ¼
IRF peak

IO

: (10:50)
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Figure 10.8 Equal density noise sources and 1/f noise source. (a) Noise equivalent
circuit. (b) Noise characteristic vs. frequency note that the thermal noise can be
presented as a current source using Norton theory.
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As a result, the quantum CNR limit is given by

CNRshot ¼
OMI2IO

4qB
(10:51)

or

CNRshot ¼
OMI2r

4qB
Popt in: (10:52)

In conclusion, it is recommended to have a high-responsivity photodetector at
the receiver front end. This way, the photodetector noise contribution to the recei-
ver’s overall CNR is minimized [see Eq. (10.52)]. Obviously, CNR is highly depen-
dent on the OMI modulation index. Moreover, it is linearly improving when power is
increased. This describes a system CNR test where there is light at the detector input.

The receiver noise performance is evaluated when there is no illumination on
the photodetector. In this case, the AGC is set to the maximum gain, the receiver
noise figure is at its minimum. The photodetector shot noise in this case is due to
dark current and reverse bias leakage current. It is very easy to derive the dark
CNR formulation at the AGC threshold state. IO in Eq. (10.48) is replaced by
the dark leakage current, while the signal level is evaluated per the optical level
at the AGC threshold state as in Eq. (10.46); hence, the overall noise power at
the receiver input is the RMS sum of all the noise sources. Knowing what the
CNR results are under its optical state at its sensitivity level, and what the photo-
detector’s dark leakage current and responsivity are, and controlling the OMI
allows the extraction of illumination noise and the calculation of the dark CNR
from test results are done by using Eq. (10.44). It is important to emphasize that
the AGC should be at threshold state, which will be explained in Chapter 12.

10.6.3 Equivalent input noise current density

When measuring the receiver front-end noise performance, it is typical to present
its noise performance by an equivalent input noise current, EiNC. The receiver
output-measured noise can be transformed into the input and represented by two
noise mechanisms: Johnson and shot noise. The rms summation of the Johnson
noise power and shot noise power, transformed to the receiver input noise,
can be represented as an equivalent density noise as given by Eq. (10.53). The
reference here to Nshot is to the photodetector dark current:

Neq½W=Hz� ¼ kTF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nshot þ NJohnson

p

: (10:53)

Assuming that the receiver’s input impedance Z0 is known, then the noise can
be presented as an equivalent input noise current density, creating the noise power
at the receiver’s input:

Neq½W=Hz� ¼ kTF ¼ i2n rms eq � Z0: (10:54)
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Therefore, the equivalent input noise current density is given by

in rms eq½A=
ffiffiffiffiffiffi

Hz
p
� ¼

ffiffiffiffiffiffiffiffi

kTF

Z0

r

: (10:55)

The value kT equals 2174 dBm/Hz or 2204 dBW/Hz; hence, Eq. (10.55) can
be written with reference to an input noise current density in ½ pA=

ffiffiffiffiffiffi

Hz
p
�:

in rms eq½pA=
ffiffiffiffiffiffi

Hz
p
� ¼

10�204NF=20 � 1012

ffiffiffiffiffi

Z0

p ¼ 63:095
100:1NF

ffiffiffiffiffi

Z0

p : (10:56)

Assuming an impedance matching transformer with a turn ratio of N:1, then
the equivalent noise current density transformed to the photodetector output
ports is given by

iEiNC½pA=
ffiffiffiffiffiffi

Hz
p
� ¼

10�204NF=20 � 1012

N
ffiffiffiffiffi

Z0

p ¼ 63:095
100:1NF

N
ffiffiffiffiffi

Z0

p : (10:57)

In conclusion, the higher the input impedance of the receiver’s first stage, the
lower the noise current. Matching the transformer with a high turn ratio would
increase the receiver’s input impedance even further. However, there is a limit
and optimum value. Too high an input impedance results in too high a signal
and reduces the distortion performance. Moreover, since the input impedance
observed from the photodiode is higher, this limits the front end BW, since the
RC time constant is higher, where C is the photodiode’s stray capacitance.
Figure 10.10 depicts the receiver’s input noise.

10.6.4 Equivalent input noise current density derivation
from CNR test

As shown by Figs. 10.9 and 10.10, it is almost impossible to directly measure the
optical receiver noise figure using a noise figure meter. There is no way to access
the RF input. Additionally, there is no way to directly measure the RF-to-RF gain.

Photo Det 

Input 
Matching 

AGC
Attenuator

1st  Gain Stage 2nd  Gain Stage 

Figure 10.9 Top level block diagram of an analog CATV receiver.
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Hence, a different approach is used to evaluate the receiver noise figure: measuring
CNR at the output when there is no illumination at the photodetector input. This
test provides information about the receive section performance. It is not affected
by additional parameters of the whole link, such as RIN, modal noise, etc.;
however, it provides some envelope limits for the receiver.

Input noise density to a CATV receiver is measured indirectly by measuring
CNR. CNR, or (carrier-to-noise ratio) is the ratio between the carrier signal and
the noise at a given BW optical level, and modulation index. The receiver, input
CNR is given by:

CNR ¼
PIN

kTBF þ Nshot

, (10:58)

where k is Boltzmann’s constant, T is the temperature in Kelvin (generally 290 K),
and B is the bandwidth of interest (generally the last IF section BW; in our case
4 MHz). F is the overall equivalent noise figure of the receiver. Nshot is the photo-
detector shot noise at dark current. Referring to the output, and assuming the recei-
ver gain is G, gives

CNR ¼
PING

(KTBF þ Nshot)G
¼

PIN

KTBF þ Nshot

: (10:59)

As was expected, CNR is not dependent on the gain of the device. Both noise
mechanisms can be represented by an equivalent noise current density IEiCN for all
noise sources per BW of 1 Hz. Since the current square is proportional to power,
and the noise power is dependent on the BW of operation, the following notation is
applicable:

N ¼ I2
EiNC � Z0, (10:60)

where N is the overall noise power per 1 Hz, and Z0 is characteristic impedance.
Using the Norton theorem thermal voltage, �en is converted to a current source.
In this case, the goal is to find the overall current density IEiNC. The overall
noise power density is Nshotþ NJohnson; hence, the equivalent current density
will be

IEiNC½ pA=
ffiffiffiffiffiffi

Hz
p
� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2
shot þ I2

Johnson

q

: (10:61)

Hence, the CNR term at 1 Hz BW is given by

CNR@1 Hz
PRFOUT

NOUT1 Hz

¼
PRF�IN

NIN�1 Hz

¼
PRF�IN

I2
EiNC � Z0

¼
(OMI � r � P)2 � Z0

I2
EiNC � Z0 � 2

¼
(OMI � r � P)2

I2
EiNC � 2

;

(10:62)

where P is the optical power, r is the responsivity, and OMI is the optical
modulation index.
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Moreover, it can be observed that Z0 does not affect the CNR result. From
the above notation, noise current density is evaluated in pA=

ffiffiffiffiffiffi

Hz
p

; as shown in
Fig. 10.11.

In CATV, the BW per channel is 4 MHz, and the OMI is 3.5%/Ch. The
ultimate CNR test is done at the receiver minimum noise level: the AGC is at
the threshold level, which means minimum noise figure and maximum gain.
These test conditions provide information regarding the noise density current at
the receiver input. In this way, the system noise figure can be estimated. According
to the NCTA standard, CNR is measured at 4 MHz BW. Equation (10.62) is
modified to

CNR@BW½MHz� ¼
PRFOUT

NOUT1 Hz

¼
PRF�IN

NIN�1 Hz

¼
PRF�IN

I2
n � Z0 � BW

¼
OMI � r � P � 1=

ffiffiffi

2
p

� 	2

I2
n � BWMHz � 106

: (10:63)

CNR@BW ¼ 4 MHz ¼
PRFOUT

NOUT1 Hz

¼
PRF�IN

NIN�1 Hz

¼
PRF�IN

I2
n � Z0 � BW

¼
OMI � r � P � 1=

ffiffiffi

2
p

� 	2

I2
n � 4 � 106

: (10:64)

In case the noise current is in pA units and optical power in dBm, Eq. (10.64)
becomes

CNR½dB�@4 MHzBW ¼ 20 log POPTICAL½mW�

þ 20 log
OMI
ffiffiffi

2
p þ 20 log r � 20 log In þ 114: (10:65)

Using Eq. (10.64), at 24 dBm and 26 dBm optical input power, OMI ¼ 3.5%
(0.035); CNR is calculated for different photodetector responsivities r shown
as parameter r ¼ 0.7 mW/mA, r ¼ 0.8 mW/mA, r ¼ 0.9 mW/mA, and

Ishot  IJohnson  ZO

Figure 10.10 Input noise at the receiver front end.
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r ¼ 1 mW/mA in Figs. 10.11 to 10.14. Hence, noise current in pA=
ffiffiffiffiffiffi

Hz
p

can be
estimated from the CNR test at maximum gain. Noise level should be measured
at dark without light and signal.

Signal level and noise density should be tested at AGC threshold, meaning
high gain and minimum attenuation. The assumption of the calculated plots is
that 24 dBm and 26 dBm are the minimum optical level, generating the
minimum RF level that brings the AGC to its threshold point. In case this test is
done under illumination, the CNR should be corrected by subtracting the shot
noise contribution using Eq. (10.61). It is important to know the photodetector
responsivity in order to predict the correct input noise current. These tests are
controlled measurements where OMI is calibrated, the optical level is monitored,
and the photodiode responsivity is a known parameter. A typical FTTX CATV
receiver’s performance is 5.5 pA=

ffiffiffiffiffiffi

Hz
p

. For this purpose, the receiver’s front
end utilizes PHEMT technology or HBT devices. The matching techniques vary
from transformer matching to resonance matching methods, as will be explained
in Chapter 11. By measuring the equivalent input noise current, it is possible to
estimate the receiver’s noise figure using Eqs. (10.55) and (10.56). It is assumed
that Z0 is known and is a fixed value.

However, to have the correct estimation of the noise figure, there is a need to
map S11, which is the receiver’s input reflection parameter, and then extract the
value of Z0 versus frequency; this can be done by microwave simulation tools.
The next step would be CNR measurements at several frequencies. In this
manner, the noise figure of an optical receiver can be estimated.

An additional parameter used to define the thermal noise level threshold for
CNR ¼ 1 is NEP (noise equivalent power). Using the CNR definitions,
NEP ¼ (1/r) � in, where in

2 is given by Eq. (10.19), and r is responsivity. This
figure of merit defines the signal threshold for a given receiver noise factor
F, meaning for CNR . 1, it should satisfy in ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4kTF=R
p

, isig, where isig is
the signal current given by isig ¼ OMI� Popt � r=

ffiffiffi

2
p
:

10.6.5 Laser relative intensity noise

In system testing, the link performance is examined. The system CNR test is differ-
ent from the receiver CNR test, since it takes into account noise generated by
illuminating the photodetector of the receiver. As a result, additional parameters
are added to the CNR budget equation:

1

CNRtot

¼
1

CNRRIN

þ
1

CNRshot p:d:
þ

1

CNRreceiver

: (10:66)

The output amplitude of the transmitter’s laser is not perfectly constant. It
fluctuates randomly around its average level (analog to oscillator AM noise),
which was explained in Chapter 7. The reason for this phenomenon is tempera-
ture, acoustic disturbances, and quantum mechanics considerations. In the long
term, the power level is the average, but in the short term, it is a sum of the constant
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term and the time-varying term. This was explained in detail in Sec. 7.4.4. Thus,
the instantaneous power P(t) is written by

P(t) ¼ PO þ DP(t): (10:67)

The optical current signal is described by Eq. (8.7) and can be written as

iphoto(t) ¼ rP(t) ¼ rPO þ rDP(t) ¼ Idc þ iac(t): (10:68)

This means that the photocurrent, when no modulation is applied on the laser,
consists of dc and ac terms; hence, this noise source would have spectral density
and an average rms value. RIN is defined as the ratio between the average
fluctuation and the average power:

RIN(v) ¼
DP(v)j j

2

P
2

: (10:69)
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Figure 10.11 CNR[dB] vs. noise density in pA=
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at 24 dBm optical signal and 1 Hz
BW OMI ¼ 3.5%. Responsivity codes: solid-1, dotted-0.9, dashed-0.8, dash-dot-0.7.
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In terms of measured photocurrent, RIN is expressed by

RIN(v) ¼
i2
n(v)

I2
dc

, (10:70)

where i2
n(v) is the measured noise current PSD in amps2/Hz that is associated with

the average dc photocurrent Idc. Usually RIN is expressed in terms of [dB/Hz];

RIN(v)½dB=Hz� ¼ 10 log
i2
n(v)

I2
dc


 �

: (10:71)

Since an inherent quantum shot noise is associated with the generation of
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Figure 10.12 CNR[dB] vs. noise density in pA=
ffiffiffiffiffiffi

Hz
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at 24 dBm optical signal and 4 MHz
BW OMI ¼ 3.5%. Responsivity codes: solid-1, dotted-0.9, dashed-0.8, dash-dot-0.7.

422 Chapter 10



photocurrent, the quantum shot noise will be the lowest RIN limit:

RINQL

1

Hz

� �

¼
i2
n(v)

I2
dc

¼
2qidc

I2
dc

¼
2q

Idc

¼
3:2 � 10�19

Idc

: (10:72)

At a photocurrent of 0.1 mA, the RIN limit is –145 dB/Hz. Using Eq. (10.72)
and the responsivity equation given in Sec. 8.15, assuming an ideal detector with
quantum efficiency g ¼ 1 provides the RIN quantum limit as a function of wave-
length and optical power:

RINQL ¼
2q

IDC

¼
2q

rPOPT

¼
2q

(gq=hn)POPT

¼
2 hn

POPT

¼
C

l
�

2 h

POPT

¼
3:96 � 10�16

l(mm) � POPT(mW)
:

(10:73)
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Figure 10.13 CNR[dB] vs. noise density in pA=
ffiffiffiffiffiffi

Hz
p

at 26 dBm optical signal and 1 Hz
BW OMI ¼ 3.5%. Responsivity codes: solid-1, dotted-0.9, dashed-0.8, dash-dot-0.7.
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Hence, for a 1550-nm laser at 1 mW (0 dBm), the RIN is –156 dB/Hz. The
higher the power of the laser, the higher the RIN. From Eq. (10.70), RIN noise
is derived for a given BW:

i2
n(v) � BW ¼ RIN � I2

dc � BW: (10:74)

Using Eq. (8.45) for the rms RF power, RIN CNR is calculated. If it is assumed
that there are no other effects, then the system CNRRIN upper limit is given by

CNRRIN ¼
PRF

PRIN

¼
(OMI2 � P2

opt � r
2)=2

� 

ZL

RIN � P2
opt � r

2 � BW � ZL

¼
OMI2

2 � RIN � BW
: (10:75)

It can be observed that the value is not dependent on the current but is related to
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Figure 10.14 CNR[dB] vs. noise density in pA=
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at 26 dBm optical signal and 4 MHz
BW OMI ¼ 3.5%. Responsivity codes: solid-1, dotted- 0.9, dashed-0.8, dash-dot-0.7.
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modulation depth; hence, the higher the OMI, the better the CNR performance. The
impact of RIN on the receiver noise is accompanied with shot noise; thus, the latter
should be subtracted from the overall noise:

i2
RIN vð Þ ¼ RIN vð Þ � I2

P � 2q� IP: (10:76)

From Eq. (10.76), it can be seen that RIN is a signal-dependent noise: the higher
the signal, the higher the noise; hence, it reduces the receiver’s CNR. In digital
designs, the RIN limit for quality of service is 2120 dB/Hz, up to 2100 dB/Hz.
It is more forgiving than the analog design.

10.6.6 System CNR limits

The link CNR budget is described by Eq. (10.77). Substituting the above relations
from Eqs. (10.19), (10.49), and (10.74) provides a measure to estimate the system
CNR performance and limits:

CNR ¼
OMI � Idcð Þ

2

2BW I2
dc � RINþ 2q(Idc þ Idark)þ 4kTF

RL

�  : (10:77)

Figure 10.15 provides the CNR limits for an analog CATV receiver taking under
account thermal noise (Th), RIN, and shot noise.
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Figure 10.15 Analog receiver CNR limits of shot noise, RIN and Johnson (Th) noise as
function of optical power. Responsivity is 1A/W, transformer turn ratio is 2:1,
Z0 ¼ 50V, dark current is 5 pA. RIN ¼ z2155 dB/Hz, OMI ¼ 4% and BW ¼ 4 MHz.
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10.7 PIN Photodetector Noise Modeling

In Chapter 8, the PIN photodiode was reviewed, and a small-signal equivalent
model circuit was provided in Fig. 8.9. This schematic should be modified to
include noise sources of the photodiode. There are several noise sources that are
inherent to the photodiode.10 – 12,14 The first is the dark current noise source,
which is the dc reverse current leakage noise. This noise source is parallel to the
signal source. The second one is the shot noise current source. This current
source value varies with optical power and is in parallel to the signal current
source. This shot noise is also called Schottky noise. These two current sources
are referred to as shot noise sources. The next two noise sources are thermal
noise sources of the photodiode resulting from ohm resistance build-up in the photo-
detector. These resistances are the junction resistance and the bond contact resistance.
These thermal noises are called Johnson noise sources. The fifth noise source results
from the carriers’ recombination process. This noise source is called generation
recombination (GR) noise. This noise statistics is similar to thermal noise rather
than shot noise. Despite this similarity, it is a totally different noise mechanism. In
GR noise, the conductance of the material fluctuates as the number of carriers ran-
domly changes. On the other hand, in thermal noise, the instantaneous velocity of
the carrier changes, but the number of carriers is relatively constant. Hence GR
noise is AM of the semiconductor conductance.

For a photodiode operating at constant bias voltage point and an average dc
current of photocurrent plus dark current, the random fluctuations in conductance
due to recombination and trapping of carriers will induce random fluctuations on
the dc current. In Chapter 8, it was explained that a photodetector is a photo-
conductive detector. This noise adds somewhat to the average AM noise. This
can be modeled as an additional parallel current source whose value is given by:14

i2GR ¼ 4qIDC

tcarrier

ttransit


 �

1

1þ v=vcð Þ
2
ffi 4q G vð Þ

�

�

�

�

2
RPOP�Rx, (10:78)

where, from Chapter 8, the cut-off frequency is vc ¼ 1=tcarrier, the optical gain is the
ratio between the carrier lifetime to its transit time G vð Þ ¼ tcarrier=ttransit, R is respon-
sivity, POP�Rx is the received optical power, and the dc current is the sum of the dark
current and the photocurrent. Remember that the photodiode is in reverse bias.

The intrinsic photodiode equivalent circuit after taking these noise sources into
account in shown in Fig. 10.16.

From this schematic, the CNR can be calculated as the ratio between the
photocurrent delivered to the load RL and the sum of all noise power delivered
to the load.

10.8 APD Photodetector Noise Modeling

In Chapter 8, it was explained that APD gain is a result of ionization process due
to the impact of carriers accelerated in the absorption and gain regions. The
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ionization process depends on the electron ionization coefficient factor. However,
this process is random; thus, the APD gain is the root mean square value kM2l11

and is a statistical variance. Since this is a random process, there is a mean gain
value as well, denoted as M ¼ M, that is given by Eq. (8.74) and is a statistical
average. The power detected by an APD is related to the average gain square.
The shot noise is related to the APD gain variance; hence, the power and noise
can be written as:

Psig ¼ i2
DCM

2
: (10:79)

Pnoise ¼ 2qidckMl2
BW: (10:80)

Hence, the SNR for an APD is given by the ratio of Eq. (10.79) to Eq. (10.80):

SNR ¼
i2DCM

2

2qiDCkMl2
BW

: (10:81)

The ratio of the gain average to its variance in Eq. (10.80) is called excess
noise factor F(M).

In a deterministic process, the expected value of the mean is the same as the
expected value of the variance. This means that both the noise and the signal
are multiplied by the same factor. In other words, the SNR at the input of the
APD is the same as at the output of the APD. Because of this gain fluctuation,
there is an excess noise factor F(M) that is related to the mean gain and the ioniz-
ation ratio k, which is discussed in Sec. 8.7.2. Hence, the shot noise in Eq. (10.80)
can be descsribed by the excess noise factor that describes the SNR degradation
due to the APD gain process:

Pnoise ¼ 2qiDCM2F(M): (10:82)

Here, it is clear that F(M) � 1. Sometimes the approximation of F Mð Þ ¼ Mx is
used for Eq. (10.82), where 0.1 , x , 1. The excess factor can be represented
with respect to the effective ionization factor keff and the mean gain M by

F Mð Þ ¼ kM þ 1� kð Þ 2�
1

M


 �

: (10:83)

Equation (10.83) is valid when the electrons are injected at the edge of the
depletion layer. This expression describes a process of noise gain due to both
holes and electrons. In the case of only the holes generating the impact multi-
plication, k is replaced by 1/k. The noise gain per F(M) [Eq. (10.83)] for holes
is minimized by injecting carriers with a higher ionization coefficient k so that
1/k goes lower, and fabricating a structure with lowest k value, if electrons
are injected. Moreover, Eq. (10.83) is claimed to be valid even for single
carrier–initiated double multiplication. This is since both types of carriers have
the ability to ionize. In cases where both types of carriers are injected simul-
taneously, electrons and holes, then the overall response is the sum of both
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partial results per Eq. (10.83). Equation (10.83) is plotted in Fig. 10.17 for elec-
trons, where k is a parameter between 0 and 1. It can be seen that for k ¼ 0 and
a high value of M, F(M) reaches the value of 2. For k ¼ 1, the excess noise
increases linearly. Therefore, the optimum k value for minimum F(M) ¼ 2 is
k ¼ 0.

From the above discussion, it is possible to estimate the SNR of APD front end.
The noise at the APD front end is composed of shot noise enhanced by the excess
factor F(M) as well as thermal noise. Therefore, APD SNR is given by11,12,14

SNR ¼
MRPopt

� 	2

2qM2F Mð Þ RPopt þ Idark

� 	

BWþ 4 kT
RL

� 

FnBW
, (10:84)

where RL is the load resistance, k is the Boltzmann constant, R is responsivity, and q is
the electron charge. APD gain can be optimized to achieve maximal SNR by setting
@SNR/@M ¼ 0.12 Thus, the optimal APD gain for maximal SNR is given by

kM3
opt þ 1� kð ÞMopt ¼

4 kBTFn

qRL RPopt þ Idark

� 	 , (10:85)

where k is the ionization coefficient, kB is the Boltzmann constant, and Fn is the noise
figure of the electronics following the APD. This expression can be approximated for
large M values, and for M . 10 it is approximated to

Mopt �
4 kBTFn

kqRL RPopt þ Idark

� 	

 !1=3

: (10:86)

It can be seen that the optimal gain is sensitive to k.
Now there is enough information to construct the APD noise equivalent circuit

with respect to the intrinsic model provided in Fig. 8.25. However, not all shot
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I dark IGR
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Figure 10.16 Equivalent photodetector circuit including thermal noises, shot noises
and generation recombination noise. The symbols in Fig. 10.6 are as follows; I photo
is the received signal Iphoto ¼ RPOP�Rx. Dark current shot noise is Idark ¼

ffiffiffiffiffiffiffiffiffi

2qId
p

. Shot

noise current is Ishot ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2qIphoto
p

thermal noise current is ITh ¼
ffiffiffiffiffiffi

4kT
Rj

q

. Thermal noise

voltage Vn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

4kTRS
p

. The generation recombination current, IGR, is given by Eq. (10.78).
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noise currents are multiplied; therefore, the noise currents consist of a multiplied
current source and a nonmultiplied current source; the current has two leakage
mechanisms. The first is from the surface, which is not multiplied (idnm), and
the other comes from the bulk and is multiplied (idm). The signal shot noise is
fully multiplied. Similar to a PIN diode, there is thermal noise related to the
APD ohmic losses. Therefore, the following shot noise relations with respect to
the APD output are valid:14

isig�out ¼ M vð ÞRPopt vð Þ ¼ M vð Þ
hq

hn
Popt vð Þ, (10:87)

idark�out ¼ idnm þ idmM, (10:88)

i2
n�out vð Þ ¼ 2q idnm þ idmM2 vð ÞF Mð Þ

� �

þ ishotM
2 vð ÞF Mð Þ, (10:89)

ishot ¼ M vð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2qRPopt

p

, (10:90)

ishot�dm ¼ M vð Þ
ffiffiffiffiffiffiffiffiffi

2qid

p

¼ M vð Þidm: (10:91)

There are several important conclusions from these noise relations. First, the
shot noise is amplified by M2 due to the relation given by Eq. (10.90). The
amplified noise is increased also by the excess factor F(M). The shot noise of
the multiplied dark current is given by Eq. (10.91), where id is the dark current.

In conclusion, the APD noise equivalent circuit in Fig. 10.18 is presented with
the multiplied noise sources at the primary of the transformer, while the nonmul-
tiplied dark current noise sources are at the secondary. The transformer represents
the gain M and excess noise F(M). Normalizing Eqs. (10.87) to (10.91) by M(v)
would provide the values for the noise sources with respect to the input.

The upper section of Fig. 10.18 shows the coupling of the multiplied and
nonmultiplied shot noise. This shot noise is made of dark current, which has
two contributors: the multiplied and unmultiplied leakage. In addition, there is a
shot noise current source related to the received signal. The noise-multiplying
gain is made of the APD current gain represented by a transformer of M:1, and
the excess noise factor gain factor is represented by the cascaded transformer
with a turn ratio of F(M):1. These noises are in parallel to the signal gain transfor-
mer at the lower section of this circuit. At the secondary of these transformers,
there is a thermal noise voltage source related to Rs, and in the upper part of
this schematic, there is a thermal current noise source related to Rj. For CAD simu-
lation, in order to have directivity on the coupling of noise and signal with high
reverse isolation, it is useful to have a unity operational amplifier at the secondary
of the signal gain transformer and the output of the F(M) transformer.

10.9 Receiver Front-End Design Considerations

Generally speaking, the design considerations of an optical CATV receiver can be
divided into two parts:
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A. The interface matching between the PIN diode and the first stage of the
receiver

B. RF stages, inter-stage matching, and AGC (RF lineup architecture)

The first part is the most critical one in aspects of NF. High NF affects the
noise floor, which defines CNR. The second part of the process affects the receiver
dynamic range and ripple. Step A involves several considerations:

1. Minimizing the total stray capacitance to GND from any element in the
interface circuitry, and any input capacitance of the first stage that is trans-
lated back by the transformer across the PIN diode output ports. The result

1
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Figure 10.17 Excess noise factor F(M) for an APD as a function of the mean gain M
under electron injection, while k is a parameter.
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of this matching is to increase the PIN photodetector frequency response.
Sec. 8.2.3 provides some insight into matching.

2. Minimizing white noise current by increasing noise resistance at the photo
detector port output (receiver’s input). This achieves two goals: noise and
impedance matching.

3. Improving dynamic range by canceling distortions.

Usually an impedance transformer with a 2:1 turn ratio is used18 (with some
matching between the photodetector and the transformer) as the interface circuit
between the first stage and the photodetector. This approach is efficient since it
has to operate within a BW of 50 MHz to 1 GHz, and conventional RF transfor-
mers are available.3 A higher-turn-ratio transformer will improve noise perform-
ance, since the impedance at the photodetector port would be higher; thus,
Johnson, noise would be lower and power transfer would be optimal. However,
it would result in BW degradation due to the transformer stray capacitance and
the photodiode output capacitance.

Figure 10.19 illustrates several typical receiver front ends. Figs. 10.19(a) and
(b) present a tapping connection. The input impedance of the first gain stage, which
is an LNA, is reflected in the transformer primary. Assuming the first stage is per-
fectly matched to the characteristic impedance Z0, the reflected impedance at the
primary is N2Z0, denoted as R.

The bearing signal photocurrent is divided between the bias resistors, marked as
R3 in Fig. 10.19(a) or R1 in Fig. 10.19(b), to the primary impedance R, according
to the current divider. For simplicity R3 and R1 are denoted as dc bias load RL.
Thus, for maximum RF power transfer, it is desired to have RF load RL_RF ¼ R ¼
N2Z0 ¼ Ro, where Ro is the photodetector output impedance. However, the
disadvantage in this method is the loss in the dc bias load parallel to the RF load
RL_RF. This is because the photodetector output resistance Ro is in parallel to
both R and RL.

The optimized solution is provided in Fig. 10.19(c) by using a 2:1 auto-
transformer. In this way the reflected load, N2Z0, is in parallel to the photode-
tector output resistance Ro without having an additional dc bias load loss.
Moreover, this would improve noise performance, since the thermal noise
current 4kTB/RL, contribution of the dc bias resistor RL is omitted. It looks
as if increasing the transformation ratio would improve performance and
power transfer. However, the penalty would be a decrease in BW, which is
demonstrated in Sec. 8.2.3; this is because of the photodetector’s stray output
capacitance and the nonideal transformer impairments, such as parasitic stray
capacitance and increased losses versus frequency. Assuming an ideal trans-
former and photodetector with Ro! 1 and Z0 ¼ 75 V, then the RFFE (RF
front end) BW proportion limits at first approximation are provided by
Eq. (10.92) for Figs. 10.19(a) and (b), while Eq. (10.93) provides the limit
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for the autotransformer in Fig. 10.19(c):

BW /
1

2p
RL � N

275

RL þ N275
C

, (10:92)

BW /
1

2pN2 � 75 � C
, (10:93)

where C represents the photodetector depletion capacitance and other stray capaci-
tance of the front end. The approximation assumption in this case is an impedance
level of 75 V at the receiver input stage, but one should remember that the general
purpose or medium power MMICs available are 50 V matched and dedicated CATV
power stages are 75 V matched. From Eqs. (10.92) and (10.93), it can be seen that
the configurations in Figs. 10.19(a) and 10.19(b) may have wider BW, since the
equivalent resistance at the primary is lower compared to the direct current sampling
in Fig. 10.19(c). Nevertheless, the thermal noise would be higher due to RL.

Increasing the value of RL in order to reduce the thermal noise and improve
power transfer in the case of tapping configurations of Figs. 10.19(a) and
10.19(b) would increase distortions. As was explained previously using Eqs.
(8.63) and (8.64) in Sec. 8.2.7, as the optical power increases, the dc voltage
drop over RL increases. As a consequence, the photodetector reverse bias
decreases, and its stray capacitance and distortions eventually increase. Hence,
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Figure 10.18 Equivalentnoisecircuit forAPDshowingexcessnoisecoupling for shotnoise.
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the role of RL is dc protection of the photodetector against optical current overd-
rive. Adding an inductor marked as L1 in series to the photodetector may resonate
the photodetector capacitance, which was reviewed in Sec. 8.2.3.

10.9.1 Optimum matching with optimal transformer

As was explained in Sec. 10.7, there are several noise and current sources at the
receiver front end. The design goal is to define the optimal receiver matching
for gain and a minimum noise figure. Minimum noise figure is minimum noise
energy and better CNR. This section will discuss the matching between the
photodetector and the receiver’s front-end LNA.

Photodiode noise sources are provided in Fig. 10.20, which describes its equiv-
alent circuit, including noise sources.

The photodiode equivalent circuit contains a signal current source and noise
sources of a photodiode composed of shot and thermal noise generators, which
are also marked as current sources as per the following equations. The RF
signal photocurrent, iL, resulting in the photodetector is given by

iL ¼
IL � OMI � r

ffiffiffi

2
p : (10:94)

The noise generators in a photodetector are described below.

1. Shot noise current, iSL, as a result of the photoelectric dc current IL:

i2
SL ¼ 2qILB: (10:95)

2. The dark current of photodetector, iD. This is the reverse leakage current at
no illumination:

iD ¼ IS exp(�qv=kT): (10:96)

3. The dark current shot noise, isd. This noise current results from the leakage
current, and the CNR dark test is also referred to this noise level:

i2
Sd ¼ 2qiDB: (10:97)

4. The Johnson noise resulting from RP, where RP is the photodetector output
resistance. The contact resistance noise voltage of the photodetector is
omitted in this analysis and is assumed to be very low:

i2JP ¼ 4kTB=RP: (10:98)

To measure the dark CNR value of an optical receiver when the receiver input
has no light, the equivalent noise current ieq is measured. This value represents the
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receiver’s intrinsic noise. Thus, the relevant noise sources are the dark current shot
noise isd, the white noise iJP, and the two equivalent noise sources of the front-end
input amplifier, which is the LNA. The front-end LNA noise components en and in
are the uncorrelated noise sources. The assumption is that noncorrelated noise
sources do not reduce the general presentation of the problem but simplify the cal-
culations to some extent. That assumption is not far from reality in the case of low-
frequency amplifiers.

The CNR is calculated by the method of superposition while shorting
the output of the secondary for calculating the short noise current at the input as
per Fig. 10.21. The turn ratio of the RFFE transformer is N:1. The signal S is
given by:

i2L ; S ¼
IL � OMI � r

ffiffiffi

2
p


 �2

� N2: (10:99)

It is clear that the signal is independent of RP, the photodetector equivalent
resistance, since the load at the secondary is short. This is due to checking the
photodetector as a current source of signal and noise by using the superposition
method. The noise Ne at the secondary is given by

Ne ¼ i2
sd � N

2 þ i2
JP � N

2 þ e2
n �

N4

R2
P

þ i2
n: (10:100)
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Figure 10.19 Typical CATV receivers RF front ends. (a) Tapping the anode of the
photodetector, (b) tapping the Cathode of the photodetector, (c) direct Serial Current
Sampling.
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Note that the noise voltage develops a noise current across the imaged RP at
the secondary in Eq. (10.100), while outputs are not shorted; hence, the CNR
observing the primary is given by

S

N
¼

i2
L

i2
sd þ i2

JP þ e2
n � N2=R2

P

� 	

þ i2n=N
2

� 	

;
i2L
M
: (10:101)

The maximum value of CNR (S/N) occurs when M is at its minimum value;
hence, there is an optimum value of turns ratio for N:

@M

@N
¼ 2 N

e2
n

R2
P

� 2 N�3 � i2
n ¼ 0, (10:102)

which results in

N4
opt ¼

i2
n

e2
n

R2
P: (10:103)

But the ratio e2
n=i

2
n is the optimal noise resistance Ropt; therefore, the optimal

matching turn ratio is given by

Nopt ¼

ffiffiffiffiffiffiffiffi

RP

Ropt

s

: (10:104)

In conclusion, the photodetector noise sources isd and iJP do not affect and
define the transformer turns ratio in order to achieve maximum CNR value. The
transformer impedance transformation guarantees that the RFFE LNA would
have the optimal noise impedance Ropt at its input port. If we neglect the photode-
tector noise sources, the maximum CNR is given by

S

N
¼

i2L

i2sd þ i2
JP þ e2

n � 1=(RP � Ropt)
� �

þ i2
n � Ropt=RP

� 

�
i2
L

2 � Ropt=RP

� 	

� i2
n

: (10:105)
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Figure 10.20 Noise sources of the photodetector.
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The denominator value is called the equivalent noise density:

ieq pA=
ffiffiffiffiffiffi

Hz
ph i

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 �
Ropt

RP

� i2n

r

� 1012: (10:106)

10.9.2 Numerical example

Consider a commercial MOSFET or transistor used as an amplifier with the
following parameters:

Fmin ¼ 3 dB noise figure, (10:107)

en, equivalent impedance, Rn ¼ 25 V, (10:108)

e2
n ¼ 4kTBRn, (10:109)

in, equivalent conductance, Gu ¼ 0:01½1=V�, (10:110)

i2
n ¼ 4kTBGu: (10:111)

From the above data and previous relations, the optimal noise resistance is
given by

Ropt ¼

ffiffiffiffiffiffi

e2
n

i2
n

s

¼

ffiffiffiffiffiffi

Rn

Gu

r

¼

ffiffiffiffiffiffiffiffiffi

25

0:01

r

¼ 50 V: (10:112)

The output parallel resistance of the photodetector is RP	 Ropt. For the sake
of discussion, it is assumed to be Ropt ¼ 10 KV. The equivalent noise current in
this case would be

ieq pA=
ffiffiffiffiffiffi

Hz
ph i

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 �
Ropt

RP

� i2
n

r

� 1012 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 �
50

104
� 4kTGu

r

� 1:26 pA=
ffiffiffiffiffiffi

Hz
p

: (10:113)
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Figure 10.21 Noise sources of an optical receiver.
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The result shows a very low noise current due to a high transformation ratio:

Nopt ¼

ffiffiffiffiffiffiffiffi

RP

Ropt

s

¼

ffiffiffiffiffiffiffi

104

50

r

¼
ffiffiffiffiffiffiffiffi

200
p

� 14: (10:114)

Practically, such a ratio is impossible to achieve due to the photodetector’s
parasitic capacitance C as well as the transformer’s limitation over BW, such as
parasitic capacitance and losses.

10.9.3 Photodetector shunt capacitance

Assume a stray capacitance C at the photodetector output parallel to RP. The sol-
ution to this problem follows the method presented in Sec. 10.9.1. Equation
(10.115) is evaluated under the same approximation taken for Eq. (10.105),
which neglects the photodiode noise sources. Figure 10.22 illustrates the equival-
ent circuit in this discussion. The signal level is given by Eq. (10.99). Under these
conditions, the noise power at the secondary is given by

Ne ¼ i2
sd � N

2 þ i2
JP � N

2 þ e2
n �

N4

R2
P �

1

v2c2
=R2

P þ
1

v2c2


 �þ i2
n

�
(1þ v2c2R2

P)e2
n � N

4

R2
P

þ i2n: (10:115)

Assuming the quality factor satisfies Q ¼ vcRP 	 1, the CNR is given by

S

N
¼

i2
L

e2
n �

N2

1=v2c2
þ

i2n
N2

;
i2
L

M
: (10:116)

This result is similar to Eq. (10.100), and 1=v2c2 replaces R2
P. The optimal

transformer is evaluated as for Eq. (10.102) and is given by

Nopt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

Ropt � vc

s

: (10:117)

The equivalent noise current is given by

ieq pA=
ffiffiffiffiffiffi

Hz
ph i

¼

ffiffiffiffiffiffiffiffiffiffiffiffi

2 �
i2
n

N2

s

� 1012 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2vcRopti2
n

q

: (10:118)

Using the above numerical example, and assuming a photodetector with shut
capacitance of 1 pf, and a receiver with a maximum operating frequency of
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860 MHz, the optimal transformer would be calculated at the maximum
frequency as

Nopt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2p � 860 � 106 � 10�12 � 50

r

� 1:924: (10:119)

Hence, the equivalent noise density is given by

ieq pA=
ffiffiffiffiffiffi

Hz
ph i

¼

ffiffiffiffiffiffiffiffiffiffiffiffi

2 �
i2
n

N2

s

� 1012 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

1:9242
4kTGu

r

¼ 9:3 pA=
ffiffiffiffiffiffi

Hz
p

: (10:120)

The noise result is a bit higher and the transformer is ideal. This noise current
can be reduced by using a series inductor between the photodetector and the
transformer. This kind of matching inductor is called a peaking inductor. Interest-
ingly, the transformer turn ratio is commonly used in practical receivers.

10.9.4 The matching inductor for noise reduction

The next step in this front-end transformer analysis is adding inductive matching,
such as the pickup inductor L illustrated in Fig. 10.23. The circuit can be analyzed
in two ways, by using the Norton equivalent circuit, as in Fig. 10.24, or the Norton
identities, shown in Fig. 10.25.

By using the Norton equivalent, the current source at the primary, shown in
Fig. 10.24, can be converted into a current source with the output reactance Ye

and equivalent current ie. The equivalent reactance of the photodetector is
solved by looking from the inductor port shown in Fig. 10.24 leftside into the
photodiode series inductor and parallel capacitor and resistor pair. So there is an
inductor in series to the parallel pair of C and RP, after calculating the impedance
Z seen from the port the reactance is the 1/2 value given by Eq. (10.121).

Ye ¼

1

jvL

1

RP

þ jvC


 �

1

jvL
þ

1

RP

þ jvC

¼
1þ jvCRP

RP 1� v2LCð Þ þ jvL
: (10:121)

The equivalent current is calculated by current divider when the output of the
photodetector is shorted. This is because the short current test is performed while
the secondary of the transformer is shorted, as was explained for Figs. 10.21 to
10.23; hence, ac-wise, it is reflected at the transformer primary as a short:

ie ¼ iL �
1=jvL

(1=jvL)þ (1=RP)þ jvC
¼

iL

1� v2LC þ j(vL=RP)
: (10:122)
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Hence, the signal current square at the primary, which is proportional to
power, would be

S ¼ i2
e ¼

i2
L

1� v2LCð Þ
2
þ vL=RPð Þ

2
: (10:123)

The noise power reflected to the primary would be

Ne ¼
i2
n

N2
þ N2e2

n

1þ v2C2R2
P

R2
P(1� v2LC)þ v2L2

: (10:124)

Thus, the signal-to-noise ratio is given by

S

Ne

¼
i2
L

i2
n

N2 (1� v2LC)þ v2L2

R2
P

� �

þ
N2e2

n

R2
P

1þ v2C2R2
P

� 	

¼
i2
L

M
: (10:125)

The CNR is maximal when M is minimal. For this reason, the optimal L is cal-
culated by

@M

@L
¼

i2n
N2
�2vLC(1� vL2C)þ 2

v2L

R2
P

� �

¼ 0: (10:126)

The result for the optimal L is given by

LOPT ¼
R2

P

1þ v2c2R2
P

: (10:127)

For a high Q, the optimum L value is given by

LOPT ¼
1

v2c
: (10:128)
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Figure 10.22 Photodetector with shunt capacitor equivalent circuit.
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At high Q case, the CNR is given by

S

Ne

�
i2
L

i2n
N2

v2L2

R2
P

þ N2e2
nv

2C2

¼
i2
L

M
: (10:129)

In the same case, S/Ne is maximal when M is minimal; thus, the optimal turns-
ratio N is defined by

@M

@N
¼ �2

i2
n

N3

v2L

R2
P

þ 2 Ne2
nv

2C2 ¼ 0: (10:130)

Knowing that the ratio e2
n=i

2
n ¼ R2

opt, and by substituting the value of LOPT, the
optimal transformation ratio is given by

NOPT ¼
1

vC
ffiffiffiffiffiffiffiffiffiffiffiffiffi

RpRopt

p : (10:131)

Substituting all those optimal values in the CNR relation results in the

isc
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Figure 10.23 Photodetector noise modeling with peaking inductor compensation.
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Ye 

Figure 10.24 Photodetector with shunt capacitor and matching inductor Norton
equivalent circuit.
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optimum CNR expression:

S

N
�

i2
L

i2n=R
2
P

� 

v4L2C2RPRopt þ RPRopt

� �

¼
i2L

2 i2n=R
2
P

� 

RPRopt

¼
i2
L

2 Ropt=RP

� 	

i2n
: (10:132)

Going back to the numerical example and to examining the results, let us cal-
culate the optimal N value at 860 MHz:

NOPT ¼
1

vC
ffiffiffiffiffiffiffiffiffiffiffiffiffi

RPRopt

p ¼
1

2p � 860 � 106 � 1012
ffiffiffiffiffiffiffiffiffiffiffiffi

10450
p ¼ 0:26: (10:133)

This result looks a bit strange, N , 1, but there is a simple explanation.
Each parallel RC has an equivalent series value of RC, at a discrete frequency
as shown in Fig. 10.26. Observing the parallel RC versus series RC impedance,

N:1

Z Z
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N–1
N

Z
N–1
N2

Z

N:1Z

N–1

Z

Z
N

N(N–1)

Z

Figure 10.25 Norton identities, pay attention that the equivalent network always
contains an element with negative impedance.

CP RP
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Figure 10.26 Series and parallel modeling of a photodetector impedance.
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and comparing coefficients at high Q, results in the following formulas:

RP 1=jvCPð Þ

RP þ 1=jvCPð Þ
¼ RS þ

1

jvCS

, (10:134)

which yields

RP � jvCPR2
P

1þ v2C2
PR2

P

¼ RS � j
1

vCS

: (10:135)

After a comparison of coefficients, it becomes

RS �
1

v2C2
PRP

,

CP � CS:

(10:136)

After resonating the capacitor, there is a very small residual resistance, RS. An
explanation for that can be achieved by using the Smith chart. The series-resonating
LC is equal to a l/4 transformer; hence, there are two impedance transformers ratios:

RP

RS

� v2C2
PR2

P,

N2 �
1

v2C2RPRopt

:

(10:137)

Hence,

RP

RS

N2 ¼
v2C2

PR2
P

v2C2RPRopt

¼
RP

Ropt

: (10:138)

It can be observed that both transformers match the input amplifier to its optimal
noise impedance. Therefore, the same S/N results, as in the first example. The ques-
tion is: Is it practical? The answer is no. First, what is the logic behind doing two trans-
formations opposing each other? Meaning, one ratio to increase the impedance, and
one to reduce it. That would increase the losses due to the finite Q value of the trans-
former. Additionally, this reflects a singular matching at a single frequency, and we are
dealing with wideband matching. Moreover, when dealing with such a high Q impe-
dance value, it is important to consider the transformer parasitic values, such as ferrite
losses, capacitance, etc. It is difficult, if not impossible, to find transformer vendors
who provide a wide band equivalent circuit to their transformers.

The best way is to characterize the transformer is by using a vector network
analyzer (VNA) and a deembedding technique to derive the equivalent transformer
circuit after getting the scattering parameters of the transformer. This way, the
optimum inductor value L can be estimated.
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10.10 Main Points of this Chapter

1. Noise is a random process of an interfering signal accompanying the
information signal.

2. There are several noise statistics: thermal noise (known as Gaussian
white noise or Johnson noise) shot noise (or Schottky noise) related to
the dc current across a semiconductor junction, generation recombination
noise related to a carrier’s generation recombination process, and the
laser’s relative intensity noise (known as RIN).

3. Thermodynamic equilibrium is a condition of no current.

4. In semiconductors, there are two noise sources: commonly analyzed
noise voltage and noise current. The relation between the two is measured
by the correlation factor.

5. Another noise mechanism is colored noise, which is also known as 1/f n

noise or flicker noise, where n ¼ 1, 2.

6. The concept of colored noise is that any white noise can be transformed to
a frequency-dependent noise when passing through a frequency depen-
dent transfer function, that shapes the noise such as a filter. This
concept is known as Paley-Wiener.

7. Noise equivalent bandwidth (NEB) is the noise energy ratio between the
realistic network energy passing through to the half-power BW.

8. CNR or SNR is the ratio of the signal to the corrupting noise power at a
given receivers state.

9. Noise factor F is the ratio of the input CNR and the output CNR.

10. Any series element in a network will reduce CNR.

11. One of the methods to measure noise is to estimate the equivalent noise
current density at the front-end of a receiver in pA=

ffiffiffiffiffiffi

Hz
p

.

12. CNR curves are useful in estimating the equivalent noise current density.

13. Reduction in photodiode responsivity reduces CNR by 20 log(R1/R2),
where R1 and R2 are responsivities; thus, a 10% responsivity reduction
is a 1 dB loss in CNR.

14. In order to reduce the noise density, it is better to have high impedance at
the receiver’s front end.

15. Higher impedance at the front end will reduce BW because of the RC
increase. However, since there is better matching, the power transfer is
maximized and the noise current is minimized.
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16. Dark current and photocurrent generate shot noise; thus, it is important to
have a low-leakage current at the photodetector, which is the dark
current.

17. In analog systems, the RIN requirement is in the range of 2155 dB/Hz. In
digital systems, which are less demanding, the RIN is between 2100
and 2120 dB/Hz.

18. Thermal noise in a photodiode results from ohmic losses. Such losses are
contact resistance and junction resistance.

19. In an APD, the dark current shot noise is composed of multiplied and
unmultiplied leakage currents.

20. Shot noise in APD is multiplied by M2.

21. The excess noise factor is a measure of noise penalty during amplifica-
tion. It results from the random process of noise multiplication and is
dependent on the ionization factor k.

22. The minimum excess noise is k ¼ 0. See Fig. 10.7.

23. In an APD and PIN, photodetector noise source currents are parallel to the
signal current source; thus, it is much more clear that any additional noise
mechanism reduces CNR.

24. RIN is an external coupled noise generated by the laser. This value
defines the input CNR and therefore defines the best-case input CNR.
See Fig. 10.5.

25. The higher the OMI, the better the CNR, since OMI determines the signal
current, while the dc photocurrent defines the shot noise.

26. An additional mechanism of noise and IMD is acoustical noise, which
results in AM residual modulation. This noise is known as microphonics.

27. NEP is a figure of merit defining the thermal noise level for CNR ¼ 1
under a known receiver photodetector responsivity.
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Chapter 11

Amplifier Analysis and
Design Concepts

In the previous chapters, it was explained that the RF front end (RFFE) plays a
major role in defining the receiver performance. It was demonstrated that the
system carrier-to-noise ratio (CNR) performance is significantly dependent on
the front-end input low-noise amplifier’s (LNA’s) NF. Furthermore, it was seen
that there is an optimum matching for NF by an input matching transformer.
It was demonstrated in Chapter 9 that the receiver’s dynamic range is highly
dependent on the RF chain line-up and the location of the automatic gain
control (AGC) attenuator. (Further AGC analysis will be provided in Chapter 12.)
Those factors affect the overall system performance and the link budget. Addition-
ally, the topology of the video receiver defines its linearity and its distortion-free
dynamic range. This section will focus on the design and tradeoffs of gain blocks
and equalizers used as building blocks of a receiver. It will explain how to achieve
good noise performances of gain and ripple. Gain block design is essential to
achieving a receiver with high performance. Emphasis on noise analysis will be
provided in Sec. 11.11 for various design cases and CMOS RF cases.

11.1 Noise Parameters of a Two-Port Device

Noise analysis of such two-port networks was investigated by several authors, and
the results of those analyses are provided in Refs. [1–5,17]. Any linear noise
hybrid network can be represented by a quiet network and two equivalent noise
sources, en and in, at its input, as described in Fig. 11.1. The input signal is
represented by the current source Is and its output impedance Ys ¼ Gsþ jBs.
The dashed line is a virtual short for the calculation of the signal short current
and noise short current in order to derive the signal-to-noise ratio (SNR). The
method of calculation is by superposition, since this is a linear network. In super-
position, current sources are left open, and voltage sources are shorted. The only
remaining connected source to the network is the one being calculated. With
the contributions of every source, they are summed as a full result. This is how
to calculate the noise factor F for an active device, which is explained later.
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The two independent noise sources, en and in, are characterized by four values:

. e2
n and i2

n, which are real numbers that represent the average noise power
density of each noise source.

. en � i�n, which represents the correlation between en and in; it is a complex
number (it is not the correlation factor since it is not normalized).

. e2
n, which is represented by an equivalent noise resistance Rn, according to

the relation presented in Chapter 10 and provided by:

e2
n ¼ 4kT0Df Rn, (11:1)

where, K is Boltzman’s constant, T0 is the absolute Kelvin temperature at room
temperature, and Df is the bandwidth (BW), sometimes noted as B.

The noise current in is composed of two components:
First is Iu, which is the noncorrelated part and orthogonal to en and represented

by an equivalent noise conductance Gu, according to

i2
u ¼ 4kT0DfGu: (11:2)

The second current component is in � iu, which is correlated with en and is
represented by the correlation admittance Yc:

Yc ¼ Gc þ jBc: (11:3)

The correlated current value is given by

ic ¼ in � iu ¼ Ycen: (11:4)

This is a complex vector equation in the complex numbers domain. Addition-
ally, it can be noted that the correlation coefficient between the noise voltage en

and noise current in is given by

g ¼
en � i�n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i2n
�

�

�

� � e2
n

�

�

�

�

q , (11:5)

where the sign * marks a complex conjugate.

is

in

en

ishort
Ys = Gs + jBs

Quite Two Port
Hybrid Network

Figure 11.1 Hybrid network representation with noise.
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Using the correlation ratio from Eq. (11.5) and using Eq. (11.4), the correlation
admittance can be found by

Y�c ¼ g

ffiffiffiffiffiffiffiffi

I2
n

�

�

�

�

e2
n

�

�

�

�

v

u

u

t ¼
en � i�n

e2
n

�

�

�

�

: (11:6)

Hence, by using Eqs. (11.1) and (11.4), it can be noted that

en � i�n ¼ e2
nY�c ¼ 4kT0Df RnY�c : (11:7)

From Eqs. (11.2) and (11.4), and due to the orthogonal condition between
correlated and noncorrelated current, it can be noted that the total noise current
is given by

i2
n ¼ i2

u þ i2c ¼ 4kT0Df Gu þ Rn Ycj j
2

� �

: (11:8)

The noise factor F is defined as the ratio of the input CNR to output CNR.
Since the signal for the input and output CNR is the same but the amount of
noise power contributed by the hybrid network is different, F . 1. The input
noise power is the signal source noise. The output noise referenced to the
device input is the sum of the device noise current power, the noise voltage
power, and the source noise power densities. Hence, the following definition
applies for F:

F ¼
i2
s þ i2

n1

i2
s

¼ 1þ
i2n1

i2
s

; (11:9)

where i2
s is the source noise power, and i2

n1 is the device total noise power at its
input. Using the virtual short in Fig. 11.1, it can be noted that the total noise
current due to noise voltage source and noise current source is given by

F ¼ 1þ
in þ Ysenj j2

i2
s

: (11:10)

Rearranging Eq. (11.10) would result in

F ¼ 1þ
in þ Ysenð Þ in þ Ysenð Þ

�

i2s
¼ 1þ

i2n þ Y2
s e2

n þ Yseni�n þ Y�n e�nin

i2s
: (11:11)

Using the correlation and correlation impedance definitions in Eqs. (11.5) and
(11.6), Eq. (11.11) can be written as

F ¼ 1þ
in þ Ysenð Þ in þ Ysenð Þ

�

i2s
¼ 1þ

i2
n þ Y2

s e2
n þ Yse

2
nY�c þ Y�s e2

nYc

i2s
: (11:12)
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The source impedance Ys is given by

Ys ¼ Gs þ jBs: (11:13)

The correlation impedance Yc is given by

Yc ¼ Gc þ jBc: (11:14)

The term i2
s represents the signal source–thermal noise power, which is

given by

i2
s ¼ 4kTsGsDf if Ts ¼ T0: (11:15)

Taking Eqs. (11.1), (11.8), (11.13), (11.14), and (11.15) into Eq. (11.12)
results the following expression for F:

F¼ 1þ

GuþRn Gcþ jBc

�

�

�

�

2
þRn Gsþ jBs

�

�

�

�

2
þRn Gsþ jBsð Þ Gc� jBcð Þ½

þ Gs� jBsð Þ Gcþ jBcð Þ�

Gs

(11:16)

After some manipulations, it becomes

F¼ 1þ
Gu

Gs

þRn

(GcþGs)
2 þ (BcþBs)

2

Gs

: (11:17)

The partial derivatives of Eq. (11.17) per Gs and Bs provide the optimal load
condition for a minimum noise figure:

@F(Gs, Bs)

@Gs

¼ 0,

@F(Gs, Bs)

@Bs

¼ 0:

(11:18)

Let us assume that Yopt is given by

Yopt¼Goptþ jBopt: (11:19)

The solution for the load condition, given by the Eq. (11.18), results in values
for the real and imaginary part of the optimal impedance Yopt, which is given by
Eqs. (11.20) and (11.21), respectively:

Gopt¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

G2
cþ

Gu

Rn

r

, (11:20)

Bopt¼�Bc: (11:21)
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An expression for minimum noise factor F can be derived by substituting the
results of Eqs. (11.20) and (11.21) into Eq. (11.17), after it has been manipulated
to a convenient set of identities:

F¼ 1þ
Rn

Gs

Gu

Rn

þG2
c

� �

þ2RnGcþRnGs: (11:22)

Knowing that at optimal matching, Gs equals to Gopt, given by Eqs. (11.20) and
(11.22) becomes

Fopt¼ 1þ2Rn(GoptþGc): (11:23)

Hence, the general noise factor given in Eq. (11.17) can be represented with
respect to the optimal noise factor using the relations founded for the optimal
load noise factor:

F¼Foptþ
Rn

Gs

þRn Gs�Gopt

� �2
þ Bs�Bopt

� �2
h i

: (11:24)

The remarkable part of this analysis is shown by the conditions in Eqs. (11.20)
and (11.21). Each device has its noise impedance as a given constraint. The
goal of matching to minimum noise is identical to matching maximum power
transfer to the real part of the noise impedance of the device. By matching
the source signal impedance under this constraint, the output CNR is improved.
The condition of Eq. (11.21) defines that in order to achieve the maximum
power transfer to a load, the reactive part of the load should be neutralized; i.e.,
the signal phasor is parallel to the resistive part of the noise impedance. Since
the resistive part of the noise impedance is composed of correlated and noncorre-
lated resistive components, which are orthogonal to each other, the equivalent is
derived by a Pythagorean summation of the two resistive vectors. The condition
in Eq. (11.20) defines that in order to transfer maximum power to the resistive
value of the noise impedance, the signal source impedance should be equal to
the value given by Eq. (11.20), which is the equivalent noise conductance.
Figure 11.2 provides an illustrative explanation for the above argument in the
phasor domain.

Observing the noise factor function at the 3D axis system, F(Gs, Bs), Gs, and
Bs, it can be seen that the noise factor depends on the loading conditions of the
signal source (Fig. 11.3).

On the GS versus BS plan, it can be seen that equal noise-factor load-circles are
generated, and Fmin is at the center of the load circles. On the F(GS, BS) versus GS

plan and F(GS, BS) versus BS plan, the noise factor function is a parabolic function
with a minimum at Fmin. In reality, there are additional constrains for matching
such as minimum return loss. Return loss scattering parameters are different
from noise-matching parameters and a compromise is made between the two.
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Bopt
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Figure 11.2 Noise impedances, left equivalent noise conductance, and right
neutralization of the noise reactance imaginary part. The equivalent noise
conductance Gequivalent is the Gopt value required as an output impedance from the
signal current source.

Fmin

Fmin

F(Gs, Bs)

Gs

Bs

Equal Noise
Circles

Figure 11.3 Noise factor function F(GsBs).
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A more practical expression for noise factor is given by the noise-scattering
parameters:

F ¼ Fopt þ
RnYo Gs � Gopt

�

�

�

�

2

1þ Gopt

�

�

�

�

2
1þ Gsj j

2
� �

, (11:25)

where, Yo is the characteristic admittance of the transmission line, generally 1/50
V. Rn is the noise resistance and Gopt and Gs are the scattering parameters for the
minimum noise figure and the source impedance, respectively, as

Gopt ¼
Yo � Yopt

Yo þ Yopt

: (11:26)

Gs ¼
Yo � Ys

Yo þ Ys

: (11:27)

Since Gopt provides the minimum value for noise factor F, it is sometimes
called Gm and it has the same meaning Gopt. Henceforth, all the “opt” indexing
will be replaced with “m” indexing.

The parameters Fm, Gm, Rn, and Gm characterize the device noise performance
and are provided by the transistor manufacturers in the data sheets for different
frequencies.

The noise resistance Rn, as mentioned by Eqs. (11.23) and (11.24), does not
necessarily reflect the noise factor dependency on the input source admittance.
The fact that a certain network or device has a low or high Rn value does not
imply strong or weak effects on the noise factor F. New transformation is required
to calculate F with respect to the normalized source impedance reflection coeffi-
cient Gs. This value is Gsm, and is sometimes called the source-scattering
parameter. A preliminary definition of such transformation is provided in
Chapter 9. For transformation purpose, Eq. (11.25) is modified and called the
proportion factor k and is defined as

k ¼
Yo Gs � Gmj j

2

1þ Gmj j
2 1þ Gsj j

2
� � ¼

F � Fm

Rn

: (11:28)

The next step is to transfer the reflection factors Gm and Gs with respect to the
optimal load-plane impedance, which is the optimal impedance of the source,
mentioned before. Hence, the following relation is defined:

Gsm ¼
Ym � Ys

Y�m þ Ys

: (11:29)

Using Eqs. (11.24) and (11.25) the normalized value of source impedance
reflection factor Gsm can be obtained by

Gsmj j
2
¼

k

4Gm þ k
: (11:30)
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Note that according to Eq. (11.27), Gs ¼ 0 for Zs ¼ Zo source impedance, while
Gsm = 0.

Using the value of k and Eq. (11.24), the expression for the noise factor F
refers to the normalized source impedance:

F ¼ Fm þ 4RnGm

Gsmj j
2

1� Gsmj j
2
; (11:31)

which provides a clear relation between the noise factor F to the normalized noise
resistance Rn, the minimum noise conductance Gm, and to the normalized source
impedance reflection factor Gsm. The conclusion is that the minimum noise factor Fm

occurs when the difference between Gm and Gs is 0. The magnitude of Gsm represents
the distance. This can also be seen from Eq. (11.28), since at that point k ¼ 0.

11.2 Two-Port Network Matching to Minimum Noise

Assume that a two-port network is marked as network N with equivalent noise
sources in and en and noise parameters Fm, Gm, Bm, and Rn. When the source impe-
dance, generally Yo, is matched to the optimal impedance Ym, it requires a new
network definition for the matching network and the network N is marked as N1

network. The new network N1 is characterized by new noise sources and noise par-
ameters i1 and en, the noise parameters F1, G1, B1, and R1. Figure 11.4 describes
the two-port matched network. Since the matching network is for minimum
noise factor Fm, it can be concluded that the new noise parameters of N1

network are as follows:

F1 ¼ Fm: (11:32)

Assuming the matching network matches the characteristic admittance Yo to
the optimal admittance Ym, the matching network input admittance is satisfying

G1 þ jB1 ¼ Yo þ j � 0: (11:33)

The value of the input noise resistance R1 can be calculated from Eq. (11.31),
for the case network, N1 is fed by source admittance Ys1 and the results are given as

F ¼ Fm þ 4R1Yo

Gs1j j2

1� Gs1j j
2

, (11:34)

where

Gs1 ¼
Ys1 � Yo

Ys1 þ Yo

: (11:35)
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On the other hand, from Eq. (11.29), it is known that

Gsmj j ¼ Gs1j j ¼
Ym � Ys

Y�m þ Ys

�

�

�

�

�

�

�

�

, (11:36)

where Ys is the source impedance of the network N. By using the equality between
Eqs. (11.31) and (11.34), R1 can be solved by

R1 ¼
Gm

Yo

Rn: (11:37)

Substituting the value of R1 into Eq. (11.34) results in a general expression for the
noise factor of the network N1:

F ¼ Fm þ 4RnGm

Gs1j j
2

1� Gs1j j
2
: (11:38)

Equation (11.38) can be presented in terms of VSWR:

F ¼ Fm þ 4RnGm

r� 1
�

�

�

�

2

r
, (11:39)
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en
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Yo

Yin
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e1
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Yo

Y0

in

i1

Network N1

Figure 11.4 Equivalent noise parameters of two-port matched network.
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where the networks’ VSWR, r, is given by

r ¼
1þ Gs1j j

1� Gs1j j
: (11:40)

The last expression for noise factor is very useful; the values FmGmRn are
known from the noise parameters of the device. The noise factor dependency on
the normalized noise resistance GmRn and the source VSWR, r, is presented
here. Moreover, the optimal admittance of the matched gain stage is a real value
that is equal to the characteristic admittance. As a result, the correlation admittance
provided in Eq. (11.21) is a real value. Thus, the matched stage would have dual
expressions to those in Eqs. (11.8) and (11.20) for the total noise current and the
optimal conductance:

i21 ¼ 4kToDf Gu1 þ R1G2
c1

� �

, (11:41)

Yo ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

G2
c1 þ

Gu1

R1

r

: (11:42)

Taking the last two expressions and solving the noise current a simple
expression for the matched stage noise current energy can be obtained:

i21 ¼ 4kToDf Y2
o R1: (11:43)

11.3 Noise Modeling of MESFET

One of the building blocks for analog receivers is the MESFET (metal semicon-
ductor field effect transistor) device. These transistors are manufactured in
GaAs or AlGaN/gAN PHEMT (pseudo heterojunction transistor) technology.
The advantage of these devices is their high cut-off frequency, high gain of
about 15–18 dB, determined by gm, the transconductance value of the device,
(high gain and fT are resulting due to the high mobility of the semiconductor),
high IP3, high compression point P1 dB, and low noise figure typically of 1.0–
1.5 dB. All these parameters make PHEMT devices suitable for analog front
end LNA. A field effect transistor (FET) is a voltage-controlled current source.
Any voltage change at the input port, called a “gate,” affects the drain source
current. The FET schematics are given in Fig. 11.5.

Assume now the channel current is corrupted by noise. As a result, noise
voltage is induced on the gate in correlation to the channel noise. This is the cor-
related portion of the total noise current density, as explained in the previous
section. The correlation between these two noise parameters increases with
frequency. An FET device is a white-noise mechanism. This is because the
current through the channel is a drift current and not a diffusion current across
a PN junction. However, there is a small shot-noise component caused by the
gate-leakage current from the gate bias to the source. The ohmic losses that are
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internal to the device and are resistive result in thermal noise or Johnson noise. The
noise nature of the FET channel is thermal and the gate-leakage current is shot
noise. Any model of FET involving parasite junctions would add shot noise.
The analysis here is a basic one.

Thus, the small-signal equivalent circuit is modified to the equivalent noisy-
circuit model by adding those noise sources on the basis of the rules previously
presented in Fig. 11.5(c).

Drain

Source
Gate 

Drain
Cgd

Cgs gmVgs Rds

Rgs

Gate

Source

(a) (b)

Gate

Rgs

Cgs

Vn

Drain
Cgd

Source

RdRg

VnG VnD

inDinG

(c)

Cds

gmVgs
Rds

Vns

RS

Cds

Figure 11.5 (a) A basic FET; (b) a small-signal equivalent circuit; (c) noise source
equivalents in an FET model. The resistances Rg, Rs, and Rd are neglected in some
of FET modeling. Note that the current source inG is the gate source leakage shot noise.
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Microwave FET noise models were investigated and approximated by
several researchers and text books6 – 13 and their results are provided by the analy-
sis below. The common topology used in FET devices is common source, which
this model refers to.

As previously explained, any noisy network can be presented by a noiseless
network and with noise currents and voltages per Fig. 11.5(c). FET noise
sources are thermal at the channel and internal resistances. Shot current in a
FET results from the gate source leakage current. The FET channel is a
thermal-noise source since there is no junction barrier that characterizes shot
noise. The short-circuit current from the channel noise source generated in the
drain source path is given by11

inD
2
¼ 4kTBgmP, (11:44)

where P is a factor depending on the device geometry and the dc bias. For
zero-drain voltage, inD characterizes the thermal noise generated by the drain
output resistance or conductance 1/Rds. Thus, P, in this case, satisfies
P ¼ (1/Rds) � gm. For positive-drain voltages, the noise generated in the
channel is larger than the thermal noise that is generated by Rds because of the fol-
lowing reasons: first, the thermal noise voltage generated locally in the channel
modulates the conductive cross-section of the channel and results in an amplified
noise voltage at the drain. Second, the electrons are accelerated in the electric field,
then scattered in all directions due to interaction with lattice phonons. This velocity
increases with the E field. Third, in GaAs, carriers undergo field-dependent tran-
sitions from central valley in the conduction band to satellite valleys and vice
versa. Fourth, in high-drain voltages, the carriers’ velocity is saturated on the
drain side of the channel. Thus, the field has no influence on the drift velocity;
thus this channel section cannot be referred to as ohmic conductance resulting
in a thermal noise like Rds may create.

As previously explained, a noise voltage generated locally in the channel
causes a fluctuation in the depletion layer width. The resulting charge fluctuation
in the depletion layer, in turn, induces a compensating charge variation on the gate
electrode. The total induced gate-charge fluctuation is described in Fig. 11.5 by the
inG noise generator at the gate terminal and is given by

inG
2
¼ 4kTB

(2pCgs)
2f 2

gm

R, (11:45)

where R is a factor dependent on the FET geometry and bias.
The two noise currents inG and inD result from the same noise voltages in the

channel. Hence, they are partially correlated. Thereby, a correlation factor C is
given by

jC ¼
i�nGinD
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i2
nG � i

2
nG

q : (11:46)

458 Chapter 11



The correlation factor is purely imaginary since inG is caused by capacitive
coupling of the gate circuit to the noise sources in the drain circuit.

Other thermal noise sources of FET are due to its resistances at the gate drain
and source:

e2
g ¼ 4kTRg, (11:47)

e2
d ¼ 4kTRd, (11:48)

e2
s ¼ 4kTRs: (11:49)

The shot noise results from the dc-leakage current on the gate to the channel,
which is a junction in reverse bias and is given by

i2shot ¼ 2qIg: (11:50)

In a small-signal low-noise FET, the shot noise values are negligible because
of the low value of the gate leakage current Ig. Thus, the dominant thermal noise
generators come mainly from the gate and the drain. This was presented by Van
Der Ziel in a series of classic papers.14 – 16 This may simplify the calculation
and therefore the thermal voltage vn is given by

v2
n( f )½V2=Hz� ffi 4kTrn 1þ

fc

f

� 	

, (11:51)

where fc is the corner frequency. The effective noise resistance of the FET, rn, is
given by the work of Pucel et al.:10

rn ¼ (Rs þ Rg)
Td

To

þ Kr

1þ (vCgsRgs)
2

gm

� 	

, (11:52)

where Td is the temperature of the FET, Kr is a numerical noise coefficient that
represents the properties of the intrinsic noise generators inG and inD and their
correlation factors. The thermal noise current with the gate-leakage current
causing the shot noise is given by

i2
n( f )½A2=Hz� ffi 2qIg þ 4kTrn(2pCgs)

2f 2: (11:53)

The correlation noise current is given by

i2n�corr( f ) ¼ v2
n( f )Ycorr( f )Ys( f )

¼ 16kTrnCgspf Ys( f ); (11:54)
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where the value Ys( f ) is the source admittance given by

Ys( f ) ¼ 2pfCds; (11:55)

and finally, the noise current energy, including shot noise is given by

i2
n( f ) ¼ 2qIg þ 4kTrn 2pfc(Cgs þ Cds)


 �2
f þ 2p(Cgs þ Cds)


 �2
f 2

n o

: (11:56)

The first term in this equation is the shot noise due to the gate-leakage current,
the second term is 1/f noise, and the third is the thermal noise of the channel coupled
into the gate, as explained previously. Using these relations, the noise factor of an
FET device is given by10

F ¼ 1þ
1

Rrs

rn þ gn Zs þ Zcj j2
� �

, (11:57)

where Rrs is the real part of the source impedance, Zs is the signal source impedance,
Zc is the correlation impedance, and gn is a noise property of the FET given by

gn ¼ Kg

(vCgs)
2

gm

: (11:58)

The correlation impedance is given by10

Zc ¼ Rrs þ Rg þ
Kc

Y11

, (11:59)

where Kg and Kc are numerical noise coefficients, which represent the properties
of the intrinsic noise generators inG and inD and correlation factor and 1/Y11 is
given by

1

Y11

¼ Rgs þ
1

jvCgs

: (11:60)

Substituting these relations in Eq. (11.57) and applying the conditions for
minimum noise-figure matching given by Eqs. (11.20) and (11.21) results in an
expression for Fmin:10

Fmin(v) ¼ 1þ 2
vCgs

gm

� 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Kg½Kr þ gm(Rrs þ Rg)�
p

þ
vCgs

gm

� 	2

Kggm(Rrs þ Rg þ KcRgs): (11:61)
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There are several important conclusions from the Fmin expression of an FET.
Since F is a ratio of input CNR to output CNR, the first term is unity because
this is the ratio between the input noises to itself. The second term in this expression
represents 1/f noise contribution and the third represents the channel thermal noise
contribution coupled to the gate. At high frequencies, the noise is proportional to the
ratio Cgs/gm. Therefore, when selecting an FET, it desirable to have high transcon-
ductance. On the other hand, it is an advantage to have a low gate source capacitance
in order to minimize the stored noise energy or coupling of noise. When designing a
circuit, it is desired to have a low source resistance value of Rrs, since its contribution
is amplified by the gm. The same applies to the gate series resistance Rg. All three
coefficients Kg, Kc, and Kr depend on the gate length.7 Kr is an order of magnitude
lower than Kc and Kg. Generally, in FETs, the bias is expressed in a normalized value
of Ids/Idss, where Idss is the saturated current for Vgs ¼ 0, and Ids is the bias current.
Kg is a strong function of the Ids current; hence, in RFFE, it is required to use a lower
current for low noise performances. Note that the device fT is the cut-off frequency
and is given by

fT ¼
gm

2pCgs

: (11:62)

11.4 Noise Modeling of Bipolar Junction Transistors

In the recent two decades, monolithic microwave circuit (MMIC) technology has
advanced in several directions; PHEMT, which is related to GaAs, and diverse
MESFETs, and other semiconductors such as silicon, InGaP, and SiGe. The last
two semiconductors are used for heterojunction bipolar transistor (HBT) gain
blocks, which belong to the bipolar junction transistor (BJT) family. These
MMICs are commonly used for RF and CATV transport RF blocks. Si bipolar
are used also for digital transports as building blocks of laser drivers for FP and
DFBs, where high current is required, unlike CMOS, which is used for VCSEL
lasers, where low modulation current is needed.

BJT transistors are described by the traditional hybrid p small-signal
approximation circuit.18 This is an approximation of the Ebers—Moll BJT model-
ing.19 Many research works were conducted on BJT noise modeling.20 – 22 Some of
these works were presented by Van Der Ziel and coworkers.23,24 The intrinsic and
noise modeling of a bipolar transistor are given in Fig. 11.6.

Unlike a FET device, which is a drift-current mechanism and the governing
noise is thermal Johnson noise, a BJT device is a diffusion-current device across
semiconductor PN junctions; therefore, the governing noise is shot noise. The
losses across the internal resistor rx of the base port is thermal noise. This resistor
is sometimes marked as rb. The resistances rp, rm, and ro are dynamic resistances
that do not dissipate energy, where the Miller feedback resistance is marked as rm.
The common topology used in BJT devices is a common emitter (CE), which this
model refers to.
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From Refs. [25] and [26], neglecting the Miller feedback effects of rm, Cm, the
following equations describe the noise voltage and current in a BJT device:

v2
n( f )½V2=Hz� ffi

1

2
rxqIB

f

fc

� 	

þ 4kTrx þ 2qICr2
e , (11:63)

i2
n( f ) A2=Hz


 �

ffi 2qIB

fc

f

� 	

þ 2qIB þ 2qIC

f

fT

� 	2

, (11:64)

where IB, and IC are the base and collector bias currents, respectively. The value
re ¼ 1=gm and gm ¼ (q=kT)� IC; note that kT/q is the thermal voltage equal to
0.025 V at T ¼ 290 K; fc is the “1/f” corner frequency, and the cut-off frequency
is given by fT ¼ gm=2pCp.

Equation (11.63) contains 1/f noise in the first term and the second term is
thermal noise, both at the base. The last term is shot noise voltage due to the tran-
sistor transconductance. Equation (11.64) describes the noise current terms. The
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Figure 11.6 Hybrid p small signal modeling and nose modeling. (a) Basic, (b) small
signal, and (c) noise modeling.
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first term is 1/f noise current on the base, the second term is shot noise due to the
base current, and the last term is collector shot noise. Three topologies are used to
build BJT amplifiers,18 CEs, common collectors, and common bases. The most
commonly used is the CE configuration due to its high-gain properties.

The noise voltage and current can be reflected to the transistor input, which is
its base port. The stray capacitance at that port is the PD capacitance Cd. Thus,
the voltage noise develops a noise current on that capacitance, assuming
that admittance is Y ¼ jvCd, jYj2 ¼ (vCd).2 Thus, the total noise current without
1/f noise is the sum of currents from the noise voltage and current source:

i2
n( f ) A2=Hz


 �

¼ 2qIB þ 4kTrx 2pfCdð Þ
2
þ 2qICr2

e 2pf Cp þ Cdð Þ½ �
2: (11:65)

Noise wise, it is an advantage to have a low capacitance PD at the input of the
receiver. Note that the transconductance is increasing as the bias current is increas-
ing. Since 1/re ¼ gm, re is decreasing. Thus, observing Eq. (11.65), the first
term, which is shot current, is not dependent on the collector current or, to be
precise, it is weakly dependent on it. Note that IBb ¼ IC; thus noise current
increases as bias point IC increases. The second term is the thermal voltage that
results from the base resistance rx and has no dependency on the bias point.
This thermal voltage creates noise current on the PD stray capacitance. The last
term is decreasing since, as gain or transconductance increases, the dynamic resist-
ance decreases. This way, it can be seen that transistor gain compensates for noise.
Note that hfe ¼ b ¼ gm � rp ¼ rp/re;

18 this way, Eq. (11.65) can be simplified
with respect to the base current as follows:

i2n( f ) A2=Hz

 �

¼ 2qIB þ 4kTrx(2pfCd)2 þ
2qbIB

g2
m

2pf (Cp þ Cd)½ �
2, (11:66)

or

i2
n( f ) A2=Hz


 �

¼ 2qIB 1þ
b

g2
m

2pf (Cp þ Cd)½ �
2

� 

þ 4kTrx 2pfCdð Þ
2: (11:67)

This means that the input shot noise is composed of the base current as well as
the amplification coupling of the collector current with cut-off frequency fT that is
given by

fT ¼
gm

2p Cp þ Cdð Þ
: (11:68)

Observing Eqs. (11.63) and (11.64), one can see that there are two regions of
noise. The first is when the transistor is operating below the corner frequency fc,
where the 1/f noise is dominant. Up to the corner frequency, the noise rolls off
at a rate of 20 dB/dec. The second region is above the corner frequency, the
noise floor is determined by the shot noise and thermal noise dictated by the
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base parasitic resistor rx. As the transistor operates above its cut-off, the noise
climbs up by 40 dB/dec. From Eq. (11.67), it is desirable to minimize the input
capacitance by two methods: low PD stray capacitance and by selecting a high-fre-
quency performance transistor with high fT. More detailed analysis for BJT noise
figure was provided by Hawkins.27

11.5 MESFET Feedback Amplifier

The idea of a feedback regenerative circuit was introduced first in 1913 by
Alexander Meissner, when he was granted a feedback oscillator patent by the
German patent office. In the same year, Edwin H. Armstrong presented a paper
on regenerative circuits. A year later, Lee DeForest filed a patent on regenerative
circuits. Since then, a great number of new concepts for negative feedback have
emerged. One of the features of great importance is the use of negative feedback
to control gain, gain BW, and input and output impedance of an amplifier. Hence,
it is not surprising that the negative-feedback principle began to be used to control
gain BW flatness and return–loss of GaAs MESFET amplifiers.28 – 30 One of their
advantages is the distortion correction due to the parallel feedback.31

11.5.1 Basic feedback amplifier circuit concept

The GaAs MESFET parasitic elements given in Figs. 11.5 and 11.7 restrict
the amplifier BW. Minimization of these parasitics was a major goal in the
development of microwave devices. Recently, the technology had achieved
high-performance PHEMT devices with a high cut-off frequency fT, low-noise
figure performance, flatness, and a high 1-dB compression point P1dB. However,
there is still a need to extend the BW performance while maintaining a high com-
pression point, a low IMD for high power performance, and a decent noise figure.
As it can be observed from Figs. 11.5 to 11.7, the MESFET BW is limited by the
gate-time constant, tg ¼ RiCgs, and the drain-time constant, td ¼ RdsCds:
Additionally, the Miller capacitance Cdg, between the drain to the gate, limits
the isolation between the output of the device at the drain port to the input at
the gate port. By using MESFET with a high cut-off frequency fT of approximately
6 GHz or higher and optimizing the performance between 50 and 1000 MHz at
first approximation, those parasitics are omitted. Hence, the feedback model for
low frequency is given by [Fig. 11.7(b)], assuming a unilateral FET.32

11.5.2 Low-frequency model

The use of low-frequency model results in several simple expressions for the feed-
back resistor RFB and matching conditions. Assuming the contact resistances at the
gate and the drain Rg and Rd are very small compared to the feedback resistor RFB
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and assuming a load resistor satisfies RL ¼ Zo, the currents are described by the
following conductance matrix:32

I1

I2

" #

¼
GFB �GFB

gm � GFB GFB � Gds

" #

V1

V2

" #

, (11:69)

where

GFB ¼ R�1
FB, (11:70)

Gds ¼ R�1
ds , (11:71)

and

igs ¼ gmVgs: (11:72)
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Figure 11.7 Feedback-FET amplifier small-signal model (a) for high frequency
(b) approximation for low frequency.32 (Reprinted with permission from IEEE
Microwave Theory and Techniques # IEEE, 1980.)
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Using the relation between Y parameters and S parameters, the scattering
parameters matrix is obtained

Si, j ¼
S11 S12

S21 S22

� �

: (11:73)

The resulting scattering parameters are

S11 ¼
1
P

RFB

Z0

(1þ GdsZ0)� (gm þ Gds)Z0

� �

, (11:74)

S12 ¼
2
P , (11:75)

S21 ¼
�2
P gmRFB � 1½ �, (11:76)

S22 ¼
1
P

RFB

Z0

1� GdsZ0ð Þ � gm þ Gdsð ÞZ0

� �

, (11:77)

where

X

¼ 2þ (gm þ Gds)Z0 þ
RFB

Z0

(1þ GdsZ0): (11:78)

Additional assumptions are that the output resistance of the FET Rds� Z0;
i.e., all the output current from the FET is driven into the matched load Z0.
Additionally, it is assumed that the transconductance of the FET gm� Gds, i.e.,
the output impedance of the device does not affect the gain performance. With
these assumptions and the requirement for perfect matching of S11 ¼ S22 ¼ 0,
the following conditions are derived:

S11 ¼
1
P

RFB

Z0

� gmZ0

� �

, (11:79)

RFB

Z0

¼ gmZ0, (11:80)

X

¼ 2þ gmZ0 þ
RFB

Z0

, (11:81)

and by using Eq. (11.80),

X

¼ 2þ 2 gmZ0: (11:82)
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Hence,

S12 ¼
1

1þ gmZ0

, (11:83)

S21 ¼ (gmZ0 � 1): (11:84)

As a consequence, the condition for an ideal match is given by

RFB ¼ gmZ2
0 , (11:85)

and the gain of a feedback GaAs MESFET or PHEMT feedback amplifier is
given by

G½dB� ¼ 20 log (gmZ0 � 1): (11:86)

Figure 11.8 provides a graphic design tradeoff tool between gain, voltage-
standing-wave ratio (VSWR), and feedback value for designing a feedback
FET amplifier.

11.5.3 Noise performance of the feedback amplifier

Several papers were published on the subject of equivalent noise parameters and
figures of parallel feedback amplifiers.33,34 Niclas34 describes an analytical
approach for deriving NF of a parallel feedback amplifier, and Vendelin33

describes the computer-analysis results for amplifiers employing parallel feed-
back. With today’s RF solvers, parallel feedback amplifiers can be easily analyzed
for all performance parameters. The circuit diagram of the basic feedback
amplifier is provided in Fig. 11.9(a). In order to analyze the noise behavior of
the amplifier, the diagram in Fig. 11.9(a) was converted to the equivalent circuit
of Fig. 11.9(b). The latter contains the voltage noise source vT and the current
noise source iT of the MESFET as well as the thermal noise of the feedback resistor
vFB. The feedback noise voltage vFB is not correlated to the transistor’s noise
source. The MESFET itself is represented by a T network with one voltage
source. For simplifying the calculations, the analysis was divided into two parts.
The first calculation is of the noise expressions for the intrinsic MESFET and
then adding the feedback with its noise source. Figures 11.9(b), 11.10(a) and (b)
show the MESFET equivalent circuit with and without the feedback’s noise
effects. The pure MESFET without the feedback, as shown in [Fig. 11.10(a)],
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has the following noise parameters:

Rn ¼
v1j j

2

4kT0Df
¼ RT

n 1þ jXGYT
cor


 �2
þGT

n X2
G, (11:87)

Gn ¼
inj j

2

4kT0Df
¼

GT
n RT

n

RT
n 1þ jXGYT

cor


 �2
þGT

n X2
G

, (11:88)

Ycor ¼
i1v�1

v1j j
2
¼

RT
n YT

cor þ jXG YT
cor

�

�

�

�

2
� �

� jXGRT
n

RT
n 1þ jXGYT

cor


 �2
þGT

n X2
G

, (11:89)
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Figure 11.8 Tradeoffs between feedback value to gain and VSWR at low frequency.
Conditions are Gds ¼ 0 and RFB ¼ gm � Z20:

32 (Reprinted with permission from IEEE
Microwaves Theory and Techniques # IEEE, 1980.)
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Figure 11.9 The basic feedback amplifier. (a) Circuit diagram; (b) equivalent circuit
with noise voltage and current sources.34 (Reprinted with permission from IEEE
Microwaves Theory and Techniques # IEEE, 1982.)
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correlation admittance Ycorr and uncorrelated noise-source impedances Rn, Gn.
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(Reprinted with permission from IEEE Microwaves Theory and Techniques # IEEE,
1982.)
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where k is Boltzman’s constant,Df is BW, sometimes known as B, T0 is the absolute
temperature in K and T is the MESFET parameters.

The optimal noise factor matching conditions of a device are given in
Eqs. (11.20), (11.21), and (11.23). Substitution of Eqs. (11.87), (11.8), and
(11.89) into Eqs. (11.20), (11.21), and (11.23) demonstrates the well-known
fact that the minimum noise figure of a device remains unchanged when it is pre-
ceded by a lossless passive two port. Now the parallel feedback is added as shown
by Fig. 11.11. The following relationship exists between the equivalent voltages
and currents shown in Fig. 11.10(a) and the MESFET’s noise parameters:

v1 ¼ vT þ jXGiT, (11:90)

i1 ¼ iT ¼ iT
n þ YT

corrvT, (11:91)

v1j j
2 ¼ 1þ jXGYT

corr

�

�

�

�

2
vTj j

2 þ X2
G iTn
�

�

�

�

2
, (11:92)

i1j j
2 ¼ iT

n

�

�

�

�

2
þ YT

corr

�

�

�

�

2
vTj j

2, (11:93)

where iTn is the uncorrelated portion of the MESFET’s equivalent noise current.
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Figure 11.11 The equivalent circuit of a feedback amplifier. (a) A two-port representation
including the external noise sources v1, i1 of the open-loop amplifier. (b) A two-port with a
correlation admittance Ycorr-1 and uncorrelated noise-source impedances R1

n , G1
n :
34

(Reprinted with permission from IEEE Microwaves Theory and Techniques# IEEE, 1982.)
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The resulting noise parameters are located outside the noiseless two-port as
shown in Fig. 11.11:

R1
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v1
1
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, (11:94)
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Using the relation of a distributed transmission line, impedance transformation
values of Y21 and Y21þ Y11 are provided:

Y21 ¼
ZT

21

ZT
11ZT

22 � ZT
12ZT

21

� �

cos uþ j ZT
11 þ jXG

� �

ZD sin u
, (11:97)

Y11 þ Y21 ¼
ZT
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11ZT

22 � ZT
12ZT

21

� �

cos uþ j ZT
11 þ jXG

� �

ZD sin u
, (11:98)

where D stands for MESFET drain, G for the gate, and u for the electrical length of
the drain transmission line, or phase change in case of an inductor.

Several important conclusions are derived from the above set of equations.
From Eq. (11.94), it is observed that R1

n can be reduced by proper selection of feed-
back inductance. In addition, since YFB� Y21, pure inductive feedback means
RFB ¼ 0 V, which result in

R1
n ¼

Y21

Y21 � YFB

�

�

�

�

�

�

�

�

2

Rn, (11:99)

G1
n ¼ Gn, (11:100)

Y1
corr ¼ Ycorr 1�

YFB

Y21

� 	

þ YFB 1�
Y11

Y21

� 	

: (11:101)

The influence of a finite parallel-feedback resistor is always shown by increas-
ing the value of R1

n. When using reactive feedback or resistive and reactive feed-
back, proper attention should be paid to stability criterion. The impedance level of
the drain transmission line ZD and its length or phase response u have significant
impact on the noise figure VSWR (return loss) and gain flatness. This phase
response corresponds to the inductor value in a lumped-element design.
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11.6 Distributed Amplifier

The concept of distributed amplifiers is old and was introduced in the 1940s for
very broadband design of vacuum tube amplifiers. However, with the availability
and advanced GaAs and PHEMT technology, distributed amplifiers were
implemented in MIC technology and later on in monolithic microwave integrated
circuit (MMIC) technology, which made it much more reproducible. The relatively
wide BW gain of this topology made these amplifiers suitable TIA for high-data
rate transport such as 9.92 Gb/s OC-19235 and 40 GB/s.36 One of the reasons
for distributed amplifier usage in high data rate traffic is the recent ability to
have BW that covers the low harmonics of the digital data stream. Assuming
PRBS of 2^31-1, the number of spectral lines of 9.92 Gb/s NRZ code is
2147483647 with frequency spacing of approximately 4.62 Hz. Hence, in order
to recover the data properly for having a high-performance eye pattern, the ampli-
fier should have a very low start frequency. This is achieved by proper design of
the distributed amplifier transmission line for the input and output signals as well
as getting as close as possible to dc-coupling performance in both of the amplifier’s
input and output ports. That way, it is assured that the signal harmonics are suffi-
cient to recover the eye diagram. Additionally, due to the same reason a of very
wide digital signal, biasing should have wide-band isolation; hence, the RFC
coil should provide high impedance at low frequencies as well. In MMIC tech-
nology, RFC is realized by an active RFC circuitry based on FETs.

11.6.1 Concept of operation

The distributed amplifier is composed of two main transmission lines: a gate trans-
mission line path for the input signal and drain transmission line path for the output
signal (see Fig. 11.12). Each transmission line is terminated by a load of approxi-
mately 50 V. The idea is to create the path of the gate transmission line by using
the gate source Cgs capacitance and connect the gate with series inductance Lgs:
Similarly, the output transmission line is made by using the drain source capaci-
tance Cds and connecting the consecutive FETs with the serial inductor Lds that
creates the drain transmission line path.37 – 39 On the basis of these concepts, the
gate cut-off frequency is defined as

vg ¼
1

RiCgs

: (11:102)

In the same way, the drain cut-off frequency is defined by

vd ¼
1

RdsCds

: (11:103)
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The other definition refers to the k-derived transmission-line ladder networks
that represent the artificial gate and drain transmission lines (Fig. 11.13). Both
transmission lines should have the same propagation velocity, or in other
words, the phase shift versus frequency between each gate-line section should
be equal to the phase shift between each drain-line section. This way, it is
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Figure 11.12 Distributed FET amplifier concept.
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Figure 11.13 Simplified FET amplifier circuit model showing Cg, Cd, and gate
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assured that the power summation of the traveling wave would be in phase: Hence,
the following constraint is applicable:40

vc ¼
2
ffiffiffiffiffiffiffiffiffiffiffi

LgCgs

p ¼
2
ffiffiffiffiffiffiffiffiffiffiffi

LdCds

p : (11:104)

Additionally, both transmission lines should have the same characteristic
impedance:

Zog ¼ Zod; (11:105)

hence,

Zo ¼

ffiffiffiffiffiffiffi

Lg

Cgs

s

¼

ffiffiffiffiffiffiffi

Ld

Cds

r

: (11:106)

The losses of the transmission line are mainly due to the active device input
resistance at the gate and output resistance at the drain (Fig. 11.14). In fact,
the dominant loss is due to the gate resistance Ri. For that reason, the following
normalized frequency term is defined:

kg ¼
2RiCgs
ffiffiffiffiffiffiffiffiffiffiffi

LgCgs

p ¼
vc

vg

, (11:107)

kd ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LdCds

2RdsCds

r

¼
vd

vc

: (11:108)

The gate transmission line losses are defined by

Ag ¼
kgX2

k

1� (1� k2
g)X2

k

h i
1
2

: (11:109)

The drain transmission losses are defined by

Ad ¼
kd

(1� X2
k)

1
2

, (11:110)

where

XK ¼
vc

v
: (11:111)

Figure 11.15 illustrates the gate transmission line losses versus normalized fre-
quency Xk, where kg is a parameter. Figure 11.16 illustrates the drain transmission
line losses versus normalized frequency Xk, where kd is a parameter. It can be
observed that the drain path has a higher attenuation for the same k parameter.
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It is evident from the figures that the gate-line attenuation is more sensitive to
frequency than drain-line attenuation. Further, unlike attenuation in the gate
line, the drain-line attenuation does not vanish in the low-frequency limit. There-
fore, the frequency response of the amplifier can be expected to be predominantly
controlled by the attenuation on the gate line as can the dc gain by the attenuation
on the drain line.

The design goal is to minimize the value of kg and kd, which means to extend
the gate transmission line frequency response by minimizing the gate input capaci-
tance; this can be done either by a series capacitor to the gate or by an input induc-
tor to the gate. The disadvantage is a voltage divider network that reduces the input
signal amplitude to the FET. The advantage, in the case of a high-power driver
design, is that a larger FET can be used. The same resolution applies to the
drain, where the drain is tapped by a parallel capacitor. However, this reduces
the drain cut-off frequency and the drain transmission-line-frequency response
as well. The gain of the k-derived transmission-line distributed amplifier is
given by

G ¼
gm(ZogZod)

1
2 sin h½n=2(Ad � Ag)� exp(�n(Ad � Ag)=2)

2½1þ (v=vg)2�
1
2½1� (v=vc)

2�
1
2 sin h½(Ad � Ag)=2�

, (11:112)
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Figure 11.14 (a) A distributed FET amplifier gate transmission line; (b) distributed FET
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Amplifiers Analysis and Design Concepts 475



where n is the number of gain cells and Zog and Zod are the gate and the drain
transmission-line characteristic impedances, respectively. The optimum number
of cells for a gain performance at a given frequency is

@G

@n

�

�

�

�

@v¼vo

¼ 0) Nopt ¼
ln (Ad=Ag)

Ad � Ag

: (11:113)
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Practically, there is a limit for n. This is because very little gain improvement
is obtained due to the increase in the losses of the gate and the drain transmission
line paths. Generally, the maximum number of gain cells is not greater than
eight. Different network topology, called constant R, can be used to synthesize
distributed amplifiers. The advantage of constant R over the k-derived network
is that it can achieve approximately

ffiffiffi

2
p

times larger BW. The noise figure of a
k-derived distributed amplifier was calculated by Aitchinson and Niclas43 and is
given by

F ¼ 1þ
sin(nb)

n � sin(b)

� �2

þ
4

n2gmZogZod

þ
Zogv

2C2
gsR

Pn
r¼1 f (r,b)

n2 gm

þ
4P

ngmZog

;

(11:114)

where R and P are numerical factors, given by Ref. [44]. The characteristic
impedance of the gate or drain artificial transmission line versus frequency is
given by

Zp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L=C

1� (v=vc)
2

s

, (11:115)

b ¼ 2 sin�1 v

vc

: (11:116)

Equations (11.104) and (11.116) are the phase constant per gain section. The
design goal is to have equality between the gate transmission-line propagation
factor and the drain propagation factor, i.e., b ¼ bg ¼ bd. This constraint
defines that both the artificial gate and drain transmission lines would have the
same cut-off frequency:

vc ¼
4

LC
; (11:117)

where gm is the FET transconductance, R is the FET noise resistance, P is the FET
noise parameter f(r, b) 	 n3/3.

The noise figure in Fig. 11.17 describes a distributed amplifier with the follow-
ing MESFET parameters and resulted calculation values of Lg, Zod, Ld, and cut-off
frequency fc. The MESFET parameters are given in Table 11.1. The fact that this is
not a minimum noise-figure matching example should be kept in mind.

11.7 Operational Transimpedance Amplifiers PIN TIA

Operational PIN TIA amplifiers are commonly used in digital receivers up
to 10 Gb/s and even 40 GHz using a multipole BW enhancement.45,46 In this
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Table 11.1 Distributed amplifier parameters for min NF.

Value

MESFET parameter symbol
Zog 50 V

Cgs 0.5 pF
Cds 0.2 pF
gm 30 ms
R 0.2
P 0.3

MESFET calculated
Lg 1.25 nHy
Zod 125 V

Ld 3.13 nHy
fc 12.7 GHz
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technique, several passive networks are added. Each network is designed indepen-
dently to control transfer function and improve the frequency response. Parasitic
capacitors between stages are isolated and absorbed into the passive networks,
as will be elaborated later on. For higher data rates, the PIN TIA approach involves
the use of distributed amplifiers and high-power distributed amplifiers as laser
drivers. In analog applications, operational amplifiers (OP-amps) are used for
return-path receiving and transmitting, which occupies the BW of 5–50 MHz.
With recent technology, the high-dynamic range and high IP3 as well as wide
BW operation are available. Since the input signal to the amplifier is the signal
photocurrent, and since the output is signal voltage, the gain ratio of output to
input is transimpedance.

The transimpedance gain is determined by the shunt feedback, connected
between the OP-amp output and the noninverting input of the OP-amp. Since
a transimpedance amplifier uses feedback, it is important to pay attention to
the stability criteria of phase margin and gain margin. As a rule of thumb,
phase margin should be 50 deg and gain margin should be 10 dB at
a minimum.18 Where pure resistive feedback occurs, there is no phase shift
between output and input. The analysis of a regular OP-amp with reactive
feedback will be straightforward.

11.7.1 Analysis and synthesis methods

A typical front-end configuration using an OP-amp PIN TIA is illustrated by
Fig. 11.18. The photodetector PIN diode is considered to be a current source
with output impedance ZPD(v). As was explained previously in Sec. 8.2.3,
the PIN photodetector output impedance is governed by a parallel load of the
output capacitance and resistance. The input impedance of an ideal OP-amp is
Zin(v)! 1. The parallel feedback connection between the output and the invert-
ing input is ZFB(v). The voltage gain of the OP-amp is given by the term AV(v).
Assuming an inversion gain, the transimpedance gain is given by solving the
schematic case in Fig. 11.18(b) and finding the transimpedance gain ZTIA(v) in
Eq. (11.118).17,47 TIA can be based on either bipolar or FET and CMOS
devices46,48,49 or regular MSM (metal semiconductor metal)/HEMT PIN TIA
synthesized in RF methods, and does not have to be a differential amplifier:50

ZTIA(v) ¼
VOUT(v)

IIN(v)
¼

�ZFB(v)

1þ 1
AV(v)

1þ ZFB(v)=ZPD(v)½ �
� �� � : (11:118)

The ratio ZFB(v)/ZPD(v) is a loss ratio that shows the shunt current dissipated
on the photodiode output impedance. Hence not all the photodetection current
flows into the TIA input port. The ideal case is similar to an ideal current
source, where ZPD(v)� ZFB(v) and ZPD(v)! 1. In case of AV(v)! 1, an
ideal OP-amp, the transimpedance gain becomes 2ZFB(v). This is because the
input is a current source to an ideal inverting OP-amp.
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The next step is to find the input impedance of the above-mentioned
TIA, including the shunt output impedance of the photodetector. Since the
discussion here is about a Z-matrix transfer function, where the excitation is
current and the result is voltage, the output of the TIA will be left open. Solving
the ratio of VIN(v)/IS(v) provides the value of ZIN(v) for the circuit in
Fig. 11.18(b):

ZIN ¼
1

1=ZPD vð Þ½ � þ 1 þ AV vð Þ=ZFB vð Þ½ �

¼
ZPD vð ÞZFB vð Þ

ZFB vð Þ þ 1þ AV vð Þ½ �ZPD vð Þ

¼
ZPD vð Þ ZFB vð Þ= 1þ AV vð Þ½ �

� �

ZPD vð Þ þ ZFB vð Þ= 1þ AV vð Þ½ �
� �

) ZIN ¼
ZFB vð Þ

1 þ AV vð Þ½ �
ZPD vð Þ
�

� (11:119)

It is observed that for high gain, the input impedance is ZIN(v) 	 0 since the
current feedback reduces the input impedance of the TIA. This method of match-
ing the photodetector, which is a high-output impedance, to a low-input impedance
TIA is called “cascading” by impedance mismatch. In this manner, the whole
photodetector current is loaded by the TIA input impedance. Having low-input
impedance TIA at the front end minimizes the influence of the photodiode stray
capacitance on the overall BW of the system by having a large BW starting
from dc to its designated BW. On the other hand, having a high-feedback
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Figure 11.18 Operational TIA front-end. (a) Typical application; (b) equivalent circuit;
(c) noise modeling thermal noise due to PD output resistance is ignored but can be
added using Norton identity as current source in parallel to the shot noise of the PD,
as was explained in Chapter 10.
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resistance may increase the transimpedance gain, thus improving the dynamic
range due to a high SNR, consequently resulting a dynamic range that can reach
30 dB. Implementation of designs using avalanche photo detector (APD) and
AGC may exceed a dynamic range on the order of 40 dB.25 Observing ZTIA(v)
and modeling ZFB(v) as a pure resistor with residual stray capacitance CFB, the
TIA gain as function of frequency is given by

ZTIA(v) ¼
VOUT(v)

IIN(v)

¼
{½�RFB(1=jvCFB)=RFB þ (1=jvCFB)�}

1þ ½1=AV(v)�(1þ {½RFB(1=jvCFB)=RFB þ (1=jvCFB)�=(1=jvCPD)})
:

(11:120)

After some simplification of the above expression, the transimpedance gain
is noted as

ZTIA vð Þ ¼
�RFB

1þ
1

AV vð Þ
þ jvRFB CFB þ CFB þ CPDð Þ=AV vð Þ½ �

� �

, (11:121)

or

ZTIA vð Þ ¼
VOUT vð Þ

IIN vð Þ
¼

�RFB

1þ j v=vp

� � , (11:122)

where

vp ¼
1þ 1=AV vð Þ½ �

RFB CFB þ CPD þ CFBð Þ=AV vð Þ½ �
� �

�

�

�

�

�

@AV vð Þ!1

	
1

CFBRFB

(11:123)

In conclusion, at a high gain of AV(v)! 1, the TIA BW is independent of the
photodiode shunt capacitance and is related only to the feedback impedance. This
is clear because the TIA input impedance with a parallel current feedback
tends to zero. However, in real case, there are more parasites that start to affect
high frequencies and add additional frequency rolloff to the transimpedance
gain. For instance, the PIN diode is internal series resistance Rs adds a pole of
t ¼ CPDRs; however it would be insignificant in case of low Rs value. Moreover,
in order to minimize the value of CPD, the PIN photodiode is reverse biased with
high voltage, where the depletion capacitance CPD is minimized even further.
A typical reversed bias 40-mm PIN photodetector has a capacitance at the range
of about 0.5 pF 
 CPD 
 0.6 pF.

The more commonly used network is a T feedback network in order to com-
pensate the rolloff created by CFB (Fig. 11.19). This method is called zero-pole
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cancellation. The T network is not so convenient to analyze and the network is
simplified by using Y to D transformation:51

ZFB vð Þ ¼
Z1 vð ÞZ2 vð Þ þ Z2 vð ÞZ3 vð Þ þ Z3 vð ÞZ1 vð Þ

Z2 vð Þ:
: (11:124)
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Figure 11.19 Zero-pole cancellation T network. (a) T concept, (b) Y to D transformation,
(c) frequency response.
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Using the same technique, the two other impedance values are calculated,
resulting in a p network in the feedback path:

ZFB-in vð Þ ¼
Z1 vð ÞZ2 vð Þ þ Z2 vð ÞZ3 vð Þ þ Z3 vð ÞZ1 vð Þ

Z3 vð Þ;
; (11:125)

ZFB-out vð Þ ¼
Z1 vð ÞZ2 vð Þ þ Z2 vð ÞZ3 vð Þ þ Z3 vð ÞZ1 vð Þ

Z1 vð Þ
: (11:126)

Hence, the first impedance ZFB-in(v) loads the input of the TIA. This load is in
parallel with the photodetector shunt capacitance CPD. The second impedance is
the feedback ZFB(v), which is given by the Y to D transformation and the third
impedance is ZFB-out(v), which loads the output of the TIA and merges with
the load in parallel. The effective transimpedance value is ZFB(v), given by
Eq. (11.125).

Kirchhoff’s mesh equations, or direct solution of voltage divider, can be
obtained from Fig. 11.19(b)—an equivalent circuit. Assuming following time
constraints

RFB .. R3 .. R2 and C2 .. CFB; (11:127)

the following approximated transfer impedance function is given by

ZTIA vð Þ ffi �RFB

1þ j
v

v1

� 	

1þ j
v

vFB

� 	

1þ j
v

v2

� 	 , (11:128)

where

vFB ¼
1

RFBCFB

, v2 ¼
1

R2C2

, v1 ¼
1

R3C2

) v2 . v1 . vFB: (11:129)

Setting the zero frequency to v1 ¼ vFB would achieve an ideal zero-pole
cancellation. This, of course, requires a manual alignment of R3 by setting its
value, which in turn requires a calibration method similar to an oscilloscopic
probe calibration for minimum overshoot or undershoot.52 Such an approach is
problematic in a large-scale production line.

In the above equations the OP-amp-gain approximation is as given by

AV vð Þ ¼
A0

1þ j v=vað Þ
, (11:130)

where va is the pole frequency of the OP-amp, which results in an open-loop-gain
rolloff of 20 dB/dec. Substituting Eq. (11.130) into Eq. (11.123) results in a
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second-order transfer function response for the OP-amp:17

ZTIA ¼ �RTIA

1

1þ j v=Qv0ð Þ � v=v0ð Þ
2

, (11:131)

and the input impedance is given by

ZIN ¼ RIN

1þ j v=vað Þ

1þ j v=Qv0ð Þ � v=v0ð Þ
2

, (11:132)

where, after comparing coefficients53

RTIA ¼ RFB

A0RPD

A0 þ 1ð ÞRPD þ RFB

, (11:133)

RIN ¼
RFB= A0 þ 1ð Þ½ �RPD

RPD þ RFB= A0 þ 1ð Þ½ �
: (11:134)

[See Eq. (11.118).]

Q ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RPDRFB CFB þ CPDð Þ

va A0 þ 1ð ÞRPD þ RFB½ �

s

�
va A0 þ 1ð ÞRPD þ RFB½ �

RPD þ RFB þ vaRPDRFB CPD þ CFB A0 þ 1ð Þ½ �
, (11:135)

v0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

va A0 þ 1ð ÞRPD þ RFB½ �

RPDRFB CFB þ CPDð Þ

s

, (11:136)

A0 ¼ AV(v)j@v¼0 (11:137)

As can be observed, a second-order response is characterized by its resonance
frequency and quality factor Q and damping factor j.47,54,55 The TIA frequency
response is a low-pass response with overshoot at the high-end frequency. When
the quality factor is high the overshoot peak is high and narrow; this means the
circuit has a low damping factor value. The rolloff is steeper than in a low Q
design with high damping factor and low overshoot response.18 The damping
factor is given by

j ¼
1

2Q
: (11:138)

Proper selection of Q-factor values or damping values allows the design
of several transfer functions such as maximally flat amplitude response
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Butterworth,53 equal ripple Chebyshev, or maximally flat group delay Bessel.
In applications where a monotonic step response is required, Q ¼ 0.5 is
recommended; however, with Q ¼ 0.707 a maximally flat frequency response is
obtained at the expense of only 4.3% overshoot in the step response of a two-
pole Butterworth design. Given the desired transimpedance BW v0 and the
values for the total input capacitance, feedback resistance, and feedback capaci-
tance, Eq. (11.135) can be solved. Due to the complexity of the relation
between Q and v0, CAD tools are used to produce design curves.47,53 Moreover,
controlling, individually, the frequency response of each gain section of the TIA
can help to extend the TIA GBW (gain BW product).45 An inspection of the math-
ematical expression describing the transfer characteristic of an amplifier with
lumped components as coupling elements will reveal that the gain and the BW
cannot be simultaneously increased beyond a certain limit. Bode showed that
there exists a maximum GBW regardless of the network used. Fano and
Youla further generalized the theory for a larger class of impedances. The GBW
of such an amplifier was given by Wong:39

GBWMAX ¼
gm

pC
; (11:139)

where gm is the device transconductance and the quantity C is defined as

C ¼ lim
v!1

1

jvZ

� 	

: (11:140)

However, the condition in Eq. (11.139) is not valid for amplifiers where
the load does not satisfy the condition of impedance function in Eq. (11.140).
An impedance function in the complex frequency domain is a ratio between
two polynomials with real coefficients. With no singularities in the interior
of the right half of the plane, the numerator degree is higher than the
denominator by, at most, one degree. In other words, the overall transfer function
of an amplifier is

AV jvð Þ ¼ gmZ vð Þ: (11:141)

Since Z(v) is not an impedance function, the Bode–Fano limit in Eq. (11.140)
is not valid.

The role of multipole BW enhancement45 is to arrange a ladder LC passive
network between the stages to control the transfer-function shape. This method
results in a transfer function that does not satisfy the Bode–Fano impedance func-
tion condition of Eq. (11.140). Figures 11.20(a) and (b) show an equivalent small-
signal-circuit model for a transistor used in a cascaded configuration.

Hence for such an approach, the transistor voltage gain, the cascaded network
gain, and the cascaded load impedance are given by

AVeq jvð Þ ¼ GmZ21 vð Þ (11:142)
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Gm ¼ gm1 � gm2 � gm3 (11:143)

Z21 jvð Þ ¼ Z21,1 jvð Þ � Z21,2 jvð Þ � Z21,3 jvð Þ: (11:144)

It is clear that Z21 jvð Þ is the product of the three interstage network
impedances.

Further, each network can be optimized individually. Z21 jvð Þ is a rational
function; however it can have a numerator one degree higher than the denominator.
Hence, Eq. (11.142) is of the form of Eq. (11.141), but not limited by the condition
of Eq. (11.139).

One design approach is the stagger design. Each low pass ladder network
is optimized to different response (Fig. 11.21). The first ladder rolloff is

Z3(ω)
gm3

Z2(ω)
gm2

Z1(ω)
gm1

gm vin Z ( jω)

vin

(a)

(b)

Figure 11.20 General small signal model of an amplifier with arbitrary interstage
passive matching. (a) Gain block model; (b) cascaded network.45 (Reprinted with
permission from IEEE Solid State Circuits # IEEE, 2004.)

Log(A)

Log(ω)

Av1 Av2 Av3
H1(ω) H2(ω) H3(ω)

Σ

Figure 11.21 Stagger design tuning for designing wide band amplifiers.45 (Reprinted
with permission from IEEE Solid State Circuits # IEEE, 2004.)
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compensated by the second ladder peaking, and the third ladder resonates as a band
pass to compensate the rolloff of the second LPF, which extends the BW even
further. Moreover, Eq. (11.144) demonstrates that the entire transfer function of
the TIA is wholly dependent upon the passive network Z21 jvð Þ characteristics.

The design approach is based on the LPF response-matching-network tech-
nique. In this method, parasitic components of the transistors, such as output
capacitance and input capacitance, are absorbed as a part of the matching. Parasitic
components absorption is used in distributed amplifiers as well.8 The filter element
transformer is designed by standard network synthesis methods.56 The network
order n is a free-design parameter that may improve the network response at a
higher order; however, one has to remember that there is a limit after which
losses begin to affect the performance. As a design example, a Butterworth maxi-
mally flat third order (n ¼ 3) is provided:

C1 ¼
1

R1 1� dð ÞvC

, (11:145)

L2 ¼
2

1� dþ d2
� �

� v2
C � C1

, (11:146)

C3 ¼
1

R2 1þ dð ÞvC

, (11:147)

where d is the impedance transformation ratio between R1 and R2 defined as

d ¼ n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R1 � R2

R1 þ R2

r

, (11:148)

and vC is the 3-dB cut-off frequency of the network. The resulting network is a p

configuration starting with parallel capacitor C1, which absorbs the output
capacitance of the first-stage amplifier and ending with what absorbs C3, the
input capacitance of the next stage amplifier. Note that R1 and R2 are the output
and the input resistance of the first transistor and the second amplifier, respectively.
The general case of an n-order ladder network is presented in Fig. 11.22.

The BW enhancement ratio (BWER) is defined as the ratio between the 3-dB
BW of the amplifier prior to inserting the passive network and the extended BW of
the amplifier with the interstage passive-matching network:

BWER ¼
vC-After

vC-Before

¼
1

1� d
�

R2

R1 þ R2

�
C1 þ C3

C1

: (11:149)

A special case refers to the input stage impedance and the photodiode output
impedance, where there is a large d factor due to the reverse bias high impedance
of the photodiode. The photodiode impedance composed from a high-value
resistance and low-value stray capacitance.
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Since R1� R2 then the BWER expression is modified to

BWER ¼
vC-After

vC-Before

¼
1

1� d
�
R2

R1

�
C1 þ C3

C1

: (11:150)

BWER expressions are used as guidelines for amplifier design and network
synthesis by using CAD tools. Figure 11.23 demonstrates a simplified design approach
of a CMOS TIA. Figure 11.24 depicts the transimpedance multipole performance.

Using a multipole BW enhancement technique enables designs of CMOS
and BiCMOS TIAs with data rates of up to OC-192 and linear-phase response.

L2 L3RF

CPD

VB

Q1

Iin

L1

AV

L4

RD

RL

VB
Q2

Q3

Q4

VOut

Buffer

Stray

Stray

Stray

Stray

Stray

Stray

Figure 11.23 Simplified schematic of TIA with stray parasitic-capacitance absorption
at the front end and at the interstage matching.45 (Reprinted with permission from
IEEE Solid State Circuits # IEEE, 2004.)

Gmvin

vin

L2 L4 L6

C1 C3 C5 CN

R1

R2

Passive Network

Added Network

Figure 11.22 Interstage ladder LPF-type matching network.45 (Reprinted with
permission from IEEE Solid State Circuits # IEEE 2004.)
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Linear phase response is an essential prerequisite for minimum group delay, as a
condition for minimum deterministic jitter.

11.7.2 Noise analysis of operational transimpedance
amplifiers PIN TIA

In Secs. 11.1 and 11.2, noise analysis was demonstrated using methods of super-
position and introducing the noise correlation factor. TIA can be implemented as a

Figure 11.24 (a) Measured transimpedance gain of multipole BW enhancement TIA with
0.5 pF photodetector. (b) Phase response of multipole BW enhancement TIA 0.5 pF
photodetector.45 (Reprinted with permission from IEEE Solid State Circuits# IEEE, 2004.)
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common source57 amplifier or OP-amp. High-speed OP-amp TIAs are used for
high-speed data and are realized in CMOS RF methods.49,58,59 The overall noise
density at the output of an operational TIA is the sum of the squares of all
noise variances at the TIA input. These variances are composed of thermal
noise sources (Johnson white noise is mentioned in Secs. 10.6.3 and 10.6.3), result-
ing from the resistive parts of the feedback and the PD output impedance, as well
as shot noise currents due to the PD photo current, dark current, and TIA
bias. The output noise voltage is given by47

V2
n-out ¼ I2

S þ I2
D þ I2

FB þ I2
PD þ I2

NA

� �

A2
Z þ e2

NAA2
V, (11:151)

where
I2
S; is the shot noise square associated with the PD signal level;

I2
D

, the dark current shot noise square associated with the PD leakage
current;

I2
FB, the thermal noise square resulting from the resistive part of the

feedback impedance;
I2
PD, thermal noise square resulting from the PD resistive part of its

output impedance;
I2
NA, the noise current square resulting from the OP-amp;

e2
NA, the noise voltage square resulting from the OP-amp;

A2
Z, the transimpedance gain square; and

A2
V, the voltage gain square.

The voltage gain for a noninverting case is given by

AV ¼
A ZPD þ ZFBð Þ

A� 1ð ÞZPD þ ZFB

	
A ZPD þ ZFBð Þ

AZPD þ ZFB

: (11:152)

The voltage gain in the inverting case is given by

AV ¼ �
AZFB

ZPD Aþ 1ð Þ þ ZFB

	 �
AZFB

ZPDAþ ZFB

: (11:153)

The transimpedance gain at the inversion is provided by Eq. (11.121) in
Sec. 11.7.1. In the case of a noninverting mode, the transimpedance gain would
be approximately47

AZ ¼
ZFBZPDA

ZPDAþ ZFB

, (11:154)

where A is the OP-amp open-loop gain function given by Eq. (11.129). Substitut-
ing Eqs. (11.130) into (11.154) provides a second-order transimpedance transfer
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function. The second-order function can be written as47

H vð Þ ¼ H0

1

jvð Þ2þ 2jjvvp þ v2
p

, (11:155)

where vp is the natural frequency of the loop and j is the damping factor.
These parameters are solved by comparing coefficients between Eqs. (11.154)

and (11.155). In order to determine the noise dominance, it is a good engineering
practice to examine the ratio of the transimpedance gain to the voltage gain.47

For the noninverting gain configuration, the ratio is given by

AZ

AV

¼
ZFBZPD

ZFB þ ZPD

¼ ZFB ZPD;k (11:156)

and for the inverting case, the ratio would be

AZ

AV

¼
ssZPD ZPDAþ ZFBð Þ

ZPD þ ZPDAþ ZFB

¼ ZPD ZPDAþ ZFBð Þ:
�

� (11:157)

A comparison factor k is then determined to examine which of the TIA noise
mechanisms is dominant:47

k vð Þ ¼
AZ vð Þ � INA

AV vð Þ � eNA

: (11:158)

In the case of a noninverting amplifier configuration, the cut-off frequency is
determined by

vk ¼
1

RFBRPD= RFB þ RPDð Þ½ � CPD þ CFBð Þ
; (11:159)

where, as before, CFB symbolizes the residual parasitic capacitance of the transim-
pedance feedback resistor. The function k(v) is used as a ballpark value to
check which of the noise mechanisms is dominant and which can be ignored. In
the case of jkj . 1 (jkjdB . 0), the noise current is dominant and visa versa.
Hence, at frequencies above v . vk, the noise voltage generated by the TIA
becomes more important. Furthermore, as the capacitances CFB and CPD become
higher, the noise voltage becomes more significant and starts to be affected at
lower frequencies. The k-factor function is also used to determine dominance of
all other noise currents with respect to the TIA noise voltage.

11.8 Biasing Methods

There are several ways to bias GaAs MESFET or PHEMT. The methods of biasing
are shown in Fig. 11.25 and are based on finding the optimal bias point.9,60,61

The dc-bias point is wholly dependent on the application. Figure 11.25 depicts
the bias considerations based upon the required application. The main rule is that
before selecting a MESFET device for power, the saturated current, IDSS, should be
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sufficient for handling the power requirements. The IDSS rating is directly related to
the gate periphery. For applications below 20 dBm, it would be enough to have a
gate periphery of 500 mm. For a 27-dBm-application, a gate periphery or width of
1500 mm is sufficient.60 Higher power per gate width unit implies risks for a higher
channel temperature breakdown and a lower mean time between failures or poor
functional integrity testing occurs. For low-noise operation, the FET would be
biased to a low dc operating point. For higher gain and intermediate noise, the
current would be higher. For high power and low distortions, the device would
be biased at 50% of IDSS; this way the RF swing is not rectified and clipped.
The optimal load is characterized by power setup and phase shifter to reach the
maximum power at a given bias point and frequency. This is called the load-
pull test.62 Moreover, the RF load line at the IDS/VDS curve is not a straight line
but an elliptical one as shown in Fig. 11.26.62 The reason for that phenomenon
is due to the FET output impedance nature, which is complex, consisting of
real and reactive parts. Distortions are observed when current swing exceeds
IDSS/2 and VDS, respectively. For a large signal, which is full CATV-channel
loading and high OMI of about 40%, the MESFET output impedance, composed
of CP and RP, is signal dependent.

In general, CP is an increasing function of power, but decreasing function of
bias voltage, VDS. The variations of RP are the opposite. Such behaviors are not
surprising; they are related to the extended depletion of the gate toward the
drain—hence a decrease in CP and an increase in RP due to the increase of the
channel constriction. The MESFET output impedance components are in parallel.
Hence, the MESFET output power at the fundamental frequency delivered to the
load is given by the empirical formula62

PS ¼
1

2
DIDDVDS cosc, (11:160)

IDS

3.5v 8.0vVDS

VGS = Vp

IDSS

0.9IDSS

0.5IDSS
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Low – Noise

(VGS = 0V)
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B

C (VGS » –2V)

D

Figure 11.25 Four basic biasing operating points after Ref. [25]. (Reprinted with
permission from Microwaves and RF # 1978.)
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where ID and VD are the maximum amplitudes of drain current ID and drain source
voltage VDS, respectively. c is the phase angle between IDS and VDS due to that
complex load. Assuming this matches the conjugate load impedance of the FET,
c is expressed as

cosc ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ v2C2
PR2

P

� �

q : (11:161)

In the load line, it was observed that in the linear region, the load ellipse does
not cross the I/V diagram axis boundaries,62 as shown in Fig. 11.26, the ellipse is
less steep and wider.

Modern PHEMT devices provide a very low noise figure of 1.8–2.2 dB and a
high 1-dB compression point of about 21 dBm at 50% IDSS. In CATV FTTx
receiving modules, the bias method is a self-bias class-A, single positive voltage
supply for cost effective design and simplicity. This method avoids a second
negative voltage to be applied on the MESFET gate, with a voltage sequence

150

50

5 10 15

–6V

–4V

–3V

–2V

–1 V

VGS = 0 V

I d
s

VDS

[V]

[mA]

Figure 11.26 Three signal levels load lines of NE 900 at 10 GHz, small signal class-A,
class-A limit, and 3-dB compression.62 (Reprinted with permission from IEE
Proceedings # IEE, 1987.)
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circuit applying the negative voltage on the gate first and the drain voltage at the
second, when turned on, and turning the negative voltage off after the positive at
the amplifier.

In the case of a push–pull design single ended topology or cascaded design, a
stack-biasing method is used to prevent a large voltage drop on a dc resistor and
large power dissipation.

The stack bias method is useful when the Vdd supply voltage is high. Hence,
the high dc supply voltage is used as an advantage to bias two FETs or more in
series dc configuration as shown in Figs. 11.27 and 11.28. This method was
used in MMICs by AVANNTEK.8 The bottom FET, Q2, in this configuration is
a current source. The stack method is also a self-bias method. The stack-bias
method suffers from disadvantages when the GaAs FETs are not identical in prop-
erties. For instance, different GaAs FETs power compression specifications, differ-
ent IDSS due to process fluctuations, or when two types of FETs are used in a stack,
such as LNA for Q1 and power for Q2. These differences affect the circuit per-
formance for distortions or NF since the GaAs FETs are used as a current
source, Q2 drive the upper FET, and Q1, under the same IDS, which results in a
nonoptimal bias operating point. To solve this problem, a shunt load, R3, is
placed in parallel with the upper GaAs FET, and Q1, to “bleed” current and
drive the upper GaAs FETs to an optimal current, resulting in an optimal

g d

C = ∞

d
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s

s

Vdd

RFC

RFC

RFC
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Q1 Ids
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C = ∞

Q1
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Figure 11.27 Stack-biasing method with passive current compensation of Q1.

494 Chapter 11



biasing point, as shown in Fig. 11.27. Since this is dc compensation, it is isolated
from the RF path by RFC, and the source capacitor of Q1 is used as an RF GND
path. In order to achieve current accuracy for Q1 and a stable operating point over
temperature, a feedback correction circuit is used, as shown in Fig. 11.28. The
feedback should have a narrow BW to prevent fluctuations on the IDS current
that would result in residual AM of the signal. A wide band bias-control circuit
will reduce the CSO CTB performance by adding spurious AM or reduce BER
performance in QAM transport since the current is modulated during the correc-
tion process. The concept of automatic current-control (ACC) operation, also
known as a current-starving circuit, is accomplished by sampling the Q1 current
over R5. The error voltage is amplified by the error amplifier with an error gain
of R10/R7 ¼ R9/R8. This error voltage is compared to the reference voltage set
by R13 and R12 dividers. This error fluctuation is integrated with an ideal integra-
tor, having a time constant of t ¼ CfxR11. The integrator and the error amplifier
are noninverting and the negative feedback is created by the NPN transistor Q3.
If the IDS current through Q1 is too high, the error voltage across R5 is increased.
Thus, the error gain of the error amplifier is higher and the error voltage increases.
This may result in a higher integration result of voltage to the base of Q3. As a
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Figure 11.28 The stack-biasing method and current compensation with active current
locking of Q1, known also as current starving.
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consequence, Q3 increases its conductivity and bleeds more current from Q1.
Therefore, the current through Q1 would be reduced and the error voltage
across R5 and the feedback locks the current of Q1. Note that the current’s sum
of Q1 and Q3 is constant and equal to the current defined by Q2, which is a
current source. Reference voltage in an advanced design is a programmed micro-
controller by setting a binary level to a digital-to-analog converter (DAC) in order
to adjust a band-gap reference-regulated voltage.

Biasing of MESFET is crucial when there is a distortion specification to
comply with, especially, when dealing with multiple-carrier telecommunication
system such as CATV. For this purpose, one may use a method called bias
compensation. This method is based on experimental results showing that for a
given fixed VDS voltage, intermodulation levels at 2v1-v2 and 2v2-v1 are
reduced when the gate voltage becomes more negative.63 The gate voltage that
produces the minimum intermodulation products is called VGSM. The idea here
is a feed-forward biasing by sampling the RF at the input of the MESFET,
using an RF detector and correcting the gate voltage versus RF power levels. It
is well known that the more negative the gate voltage is, the greater the decrease
in the gain of the device. However, the distortions are reduced more than the
gain reduction; hence, the net improvement in distortion is achieved. In case the
voltage VGS is lower than VGSM, the MESFET is near its pinch-off voltage.
At that point, the intermodulation products would increase since the device is
operating at a nonlinear point. Figure 11.29 demonstrates that concept.

MMIC devices of today are based on HBT using a Darlington pair with reac-
tive-resonance matching networks to the photodetectors.63 BJT MMICs are current
bias amplifiers and require a current-source biasing method. Figure 11.30 shows an
example of MMIC bias. The current-source bias circuit is temperature compen-
sated and provides an accurate bias current to the device over temperature.
Some other MMICs are based on PHMT feedback amplifiers with a common
source as an input stage and common gate as a buffer. Those MMICs also can
be biased in the stack method.

∑
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Directional
Coupler 
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DC

Amplifier
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Vgs 

Gate bias
voltage  

–

Error point 

Figure 11.29 Gate bias compensation method in GaAs MESFET.63 (Reprinted with
permission from T. T. Ha, Solid State Microwave Amplifiers Design, Krieger Publishing
Company # 1991.)
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11.9 Equalizers and Optimum Placement of Equalizers

Equalizers are essential networks for improving the frequency response of a
receiver.

The system requirements are to compensate the losses of the coax cables,
which are increasing versus frequency and have a downward tilt. One method to
compensate these cable losses is by designing a receiver with an upward tilt
versus frequency. Equalizers are generally implemented after the first input
LNA stage. This way the RF chain NF performance is not affected and the equal-
izer losses are compensated by the RF-gain stage. A zero-pole cancellation
network realizes such an equalizer. Figure 11.31 illustrates two ways of realizing
a zero-pole cancellation equalizer.

Referring to Fig. 11.31(a) and assuming the use of Tevenin identity and that
the signal source stage output impedance is Rs, the equalizer resistor and capacitor
are Req and Ceq, respectively, and the load value or next stage input impedance is
RL, the equalizer frequency response is given by

H(s) ¼
RL SCeqReq þ 1
� �

RL þ RS þ Req

� �

� RS þ RL=RL þ RS þ Req

� �

SCeqReq þ 1

 � : (11:162)
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Figure 11.30 Typical MMIC biasing. Bias current value is IBias ¼ Vccf1� R3= R2þð½

R3Þ�g 1=R1ð Þ:
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The equalizer losses at low frequency are determined by

H ½dB� ¼ 20 log
RL

RL þ RS þ Req

� � : (11:163)

The equalizer losses at high frequency are determined by

H ½dB� ¼ 20 log
RL

RL þ RSð Þ
: (11:164)

The zero frequency vZ and pole frequency vP (Fig. 11.32) are given by

vP ¼
RL þ RS þ Req

RS þ RL

�
1

CeqReq

, (11:165)

vZ ¼
1

CeqReq

: (11:166)

For typical CATV RF chain with a 50 V characteristic impedance, and
Req ¼ 43 V and Ceq ¼ 33 pF, the equalizer insertion loss is 9 dB. At a high
frequency, the equalizer losses are 6 dB. From this example, the equalizer’s zero-
to-pole attenuation range is determined by the value of Req. The equalization
depth in decibels is the ratio between Eqs. (11.163) and (11.164), which is given by

H ½dB� ¼ 20 log
RL þ RS þ Req

RL þ RS

: (11:167)

The equalizer frequency range is determined by the ratio between vP and vZ.
In order to have a wideband response, the ratio vP=vZ, which is the ratio between
Eqs. (11.164) and (11.165), respectively, should be high. The equalizer BW factor,
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Figure 11.31 Up-tilt equalizer circuits: (a) passive, (b) active used in return path
channel.
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therefore, is determined by

BW factor ¼
RL þ RS þ Req

RL þ RS

: (11:168)

Increasing Req would increase the equalizer BW factor but will increase its losses
at low frequency as well as its equalization depth. As was explained before in RF-
lineup considerations, such a high equalization depth loss may affect the gain and
NF performance as a result of concentrating too much equalization loss at one
point of the RF chain. Hence, it is a common engineering practice to distribute the
up-tilt equalizers throughout the RF chain.

Resonance equalizers are used to compensate flatness for better frequency
response. A common network is a parallel RLC band-stop-resonance circuit.
It can be shunt coupled or connected in series as depicted by Fig. 11.33.

Assume the following parallel RLC equalizer with shunt coupling as shown in
[Fig. 11.33(b)]. The quality factor of parallel RLC network is defined by Desoer
and Kuh54 as

Q ¼
v0

2Dv
¼ v0RC ¼

R

v0L
¼

R
ffiffiffiffiffiffiffiffiffi

L=C
p , (11:169)
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Figure 11.33 Series and shunt parallel RLC equalizer.
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Figure 11.32 A typical equalizer frequency response in a log scale Bode-plot.
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where 2Dv is the RLC resonator’s angular BW. Its transfer function is given by

H jvð Þ ¼
1

1þ jQ v=v0ð Þ � v0=vð Þ½ �
; (11:170)

and its admittance is given by

Y jvð Þ ¼
1

R� H jvð Þ
: (11:171)

Assume that the equalizer is coupled to the network by a coupling resistor
RCPL. The load is marked as RL and the signal source impedance is RS. Addition-
ally, the equalizer is loaded by a parallel de-Q load R. That loading is in order to
have a wider BW response. Hence, the port of the equalizer would be loaded by
R0L, which is given by

R
0

L ¼ RCPL þ (RSkRL): (11:172)

Thereby, the equalizer overall equivalent load would be

RLeq ¼ ½RCPL þ (RSkRL)� R ¼ R
0

LR
�

�

�

�; (11:173)

where the symbol k means parallel components. The unloaded quality factor Q0 is
defined as

Q0 ¼
R

v0L
: (11:174)

The loaded quality factor QL is given by

QL ¼
R
0

L

v0L
; (11:175)

and the equivalent load quality factor QLeq is given by

QLeq ¼
RLeq

v0L
¼

Q0QL

Q0 þ QL

: (11:176)

Let us define the coupling factor b as the ratio between the equalizer resistance
R and the load reflected to the equalizer via the coupling resistor RCPL:

b ¼
R

RS RL þ RCPLk
¼

R

R
0

L

¼
Q0

QL

: (11:177)

500 Chapter 11



Hence, after substituting Eq. (11.177) into Eq. (11.176), the QLeq is given by

QLeq ¼
Q0

1þ b
: (11:178)

Observing Fig. 11.32, the overall power transferred from the source to the load
and the equalizer is given by Eqs. (11.179) and (11.180), respectively:

PL ¼
V2

O

RL

¼ i2
LRL ¼

i2
S

RL

RL RCPL þ Rð Þ

RL þ RCPL þ R

� �2

, (11:179)

PResonator ¼
V2

R

R
¼ i2RR ¼ R

iS

Rþ RCPL

RL RCPL þ Rð Þ

RL þ RCPL þ R

� �� 2

(11:180)

The calculation did not take into account the source impedance loss but
observed the losses ongoing from the source’s ports. The overall transferred
power is given by

Ptot ¼
V2

O

Req

¼ i2
SReq ¼ i2

S

RL RCPL þ Rð Þ

RL þ RCPL þ R

� �

: (11:181)

The power coupled to the equalizer’s resonator is given by

Presonator

Ptot

¼

R
iS

Rþ RCPL

RL RCPL þ Rð Þ

RL þ RCPL þ R

� �� 2

i2
S

RL RCPL þ Rð Þ

RL þ RCPL þ R

� �

¼
R

Rþ RCPLð Þ
2

RL RCPL þ Rð Þ

RL þ RCPL þ R

� �

(11:182)

The power losses due to the equalizer coupling are given by

PL

PTot

¼
1

RL

RL RCPL þ Rð Þ

RL þ RCPL þ R

� �

: (11:183)

A different way of compensating flatness response is by using a parallel RLC
equalizer in series, as described in Fig. 11.33(a). In this case, RCPL ¼ 0. Hence,
the equivalent Q loading of the equalizer is the sum of RL and RS. Therefore,
the coupling factor b is given by

b ¼
R

RL þ RS

¼
R

R
0

L

¼
Q0

QL

; (11:184)
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and the equivalent loading of the equalizer is given by

RLeq ¼
R RL þ RSð Þ

RL þ RS þ R
: (11:185)

The current from the source into the load is a simple calculation of resistors in
series at the resonance point:

iL ¼
vS

RL þ RS þ R
: (11:186)

The insertion loss in this case is given by

IL ½dB� ¼ 20 log
R

RL þ RS þ RL

: (11:187)

In some cases, a shunt equalizer using a series RLC circuit is used to leak some
undesired power at a given frequency to the GND. In some applications, the
bias RFC network and the GND decoupling capacitor are used as equalizers
(Fig. 11.36).

In order to achieve high CNR performance as well as a high dynamic range
and flatness, it is important to install the equalizer networks as interstate and
output networks. Equalizers should be distributed throughout the RF chain.
Placing an equalization network at the RFFE would reduce the CNR performance
by the amount of losses the equalizer adds. Proper RF matching and optimization
using CAD tools and RF solvers would minimize the number of equalizers in a
design. The smaller the number of equalizers used, the lower the interstate and

Ceq

Rs

Leq

RL

Signal

RCPL

R

Figure 11.34 Series RLC equalizer connected by a shunt.

502 Chapter 11



output losses are. Hence, the higher output level can be reached with minimum
gain blocks and current consumption. Figures 11.34 and 11.35 show equalizer
frequency response correction and optimal RF lineup locations for equalizers.

Before equalization

Equalizer response

End result

Parallel RLC
in shunt

⎟  H(jω)⎟ ⎟  H(jω)⎟

ω ω

Parallel RLC
in series

Series RLC
in shunt

(a) (b)

Figure 11.35 RLC equalizer frequency response correction. (a) Correction using
parallel RLC connected in series as in Fig. 11.33(a) or using series RLC connected
in a shunt as in Fig. 11.34. (b) RLC equalizer response, solid line—parallel RLC
connected in a shunt as in Fig. 11.33(b). Dashed line—parallel RLC connected
in series as in Fig. 11.33(a) or series RLC connected in shunt as in Fig. 11.34. Up
tilt is accomplished by a series inductor to the PD or RC equalizer as shown in
Fig. 11.31.

AGC

PD

Matching
Up tilt 

Up tilt

Up tilt

Flatness

Flatness

Coupling
Output

GainGain

Figure 11.36 Example of equalizer placements in RF lineup. Other options are
available per design.
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11.10 Matched PIN VVA

As will be explained in Chapter 12, analog AGC or microcontrolled AGC require a
voltage variable attenuator (VVA). VVA advantage is due to its linearity and
simple control circuit. However, in order to maintain low gain fluctuations
versus frequency, the requirement is to have a matched PIN VVA (Fig. 11.37).
The match should be held throughout the entire attenuation range of the VVA.
One of the best configurations to control matching conditions is by using an
L-type PIN diode VVA.

The idea is to have low intermodulation performance as well as good matching
conditions. In order to reduce intermodulations, there should be a series resistor
with Z0 	 50 V to the shunt diode. The shunt diode is marked as R2; the series
diode is marked as R1. The series diode is connected to a matched transistor Q2

with Z0 	 50 V. The shunt resistor load would also help to achieve partial match-
ing conditions. The VVA is not symmetrical; hence, the matching is available only
in one direction. Assume that Z0 	 50 V, then the conditions for the first gain
stage, Q1, to have a value of 50 V are given by

Z0 þ R1ð Þ Z0 þ R2ð Þ

Z0 þ R1 þ Z0 þ R2

¼ Z0 ¼ 50: (11:188)

This equation yields the following matching condition:

R1R2 ¼ Z0 ¼ 502: (11:189)

An additional condition is required in order to maintain matched impedance at
any attenuation level. This condition can be controlled by monitoring the diode
impedance versus current. It is well known that the diode resistance as a function

∼ 50 Ω

Q1

Q2

C = ∞

C = ∞ C = ∞

RFC

R1

R2

C = 10 to 20 pF
VControl

L-Type PIN 
Attenuator

Figure 11.37 L-type PIN VVA implementation.
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of bias current is given by Eq. (11.190). This relation is accurate for a relatively
wide range of currents:

R ¼ K � I�g: (11:190)

where g is the constant, generally its value is about 0.9; K is the constant, which
depends on the diode PN junction cross section; and I is the diode dc-bias current.

The relation between the voltage across the diode and the diode current is
given by

I ¼ I0 e
qv
kT � 1

� �

: (11:191)

In forward voltage conditions, Eq. (11.190) becomes

I 	 I0e
qv
kT : (11:192)

Taking Eq. (11.192) into Eq. (11.190) and substituting into the relation of the
matching conditions given by Eq. (11.189) would result in the following matching
condition vs. voltage for the L diodes:

K2I
�2g
0 exp �

gq

kT
v1 þ v2ð Þ

� �

¼ Z2
0 ¼ 502; (11:193)

thus

v1 þ v2 ¼ �
kT

gq
ln

Z2
0

K2I
�2g
0

 !

¼ constant: (11:194)

Hence, the matching condition requires that the voltage across the L diode
have a constant value. That condition saves the circuit complexity with respect
to control voltages and linearizers. Consequently, the control voltage would be
at the anode–cathode common port of the diodes and the diodes would have a
fixed shunt voltage as shown in Fig. 11.38.

In the case of low current operation, the “—” voltage polarity can be connected
directly to ground since the voltage drop across the resistor is negligible. This
would reduce the matching conditions but not to a large extent. This matching
condition applies to a constant temperature; however, the voltage sum across
the L-section diodes is strongly temperature dependent. In order to compensate
for these temperature changes, the reference voltage should track these
temperature changes. One of the ways to realize this reference is by a VBE amplifier
as shown in Fig. 11.39. Assuming that the current through RA and RB is much
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higher than the base current of the transistor, the following bias conditions
are applicable:

VBE ¼ VO

RB

RA þ RB

(11:195)

or

VO ¼ 1þ
RA

RB

� 	

VBE: (11:196)

In this case, it is required that VO 	 2VBE since it should be equal to twice
the diode PN junction voltage. The control voltage in this case is the AGC loop
control voltage.

VControl

+

–

VO = Constant

Figure 11.38 The matching condition of the L section requires constant voltage across
the L diodes.

R1

Ra

Rb

B

C

E

VCC

VOut

Figure 11.39 Reference voltage with temperature compensation.
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The above analysis had shown the advantage of an L-section VVA. A sym-
metrical VVA can be realized by using a bridged T attenuator. It has similar match-
ing conditions and it is a symmetrical VVA. Hence, it provides both stages of
matched impedance conditions.

11.11 Examples for Noise Analysis CMOS and
BJT RF IC Designs

In previous sections, classical design approaches using discrete components were
presented. Traditionally, RF designs are based on GaAs PHEMT design InGaAs
and SiGe. Early TIAs were based on PHEMTs; however, high-speed low-
current digital and RF are moving toward CMOS RF.13,65

The dominant noise sources for MOSFET transistors are flicker and thermal
noise. This is similar to GaAs and is modeled as a voltage source with respect
to the gate:

V2
g fð Þ ¼

K

WxLCox f
, (11:197)

where K is a constant dependent on the device characteristics and varies
for different devices. WxL and Cox represent the FET width, length, and gate
capacitance, respectively. The 1/f is inversely proportional to WxL. In
other words a larger device has a lower 1/f. This noise is dominant in low
frequencies and affects phase noise and jitter in CDR (clock data recovery)
applications.

The MOS thermal noise is due to its Rds resistance and is given by

I2
d fð Þ ¼

4kT

Rds

: (11:198)

However, when the MOS is active, the channel cannot be considered homo-
geneous thereby over small portions of the channel. The result is given as

I2
d fð Þ ¼ 4kT

2

3
gm; (11:199)

when VDS ¼ VGS – VT.
FET is a current-controlled voltage source, Hence, Id fð Þ ¼ gmVi fð Þ is the

noise current and the square current is given by I2
d fð Þ ¼ gmVi fð Þ½ �

2, which
results in total input noise voltage of

V2
i fð Þ ¼ 4kT

2

3

� 	

1

gm

þ
K

WLCox f
: (11:200)
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11.12 Main Points of this Chapter

1. In any two-port network, there are two noise sources: current and voltage.

2. The ratio between the noise voltage and current is measured by the
correlation factor or coefficient.

3. Thermal voltage is associated with Johnson white noise that represent
internal losses within the network or semiconductor.

4. Each transistor is characterized by noise impedance that represent its
noise generators.

5. The noise current is composed of two vectors: correlated and uncorre-
lated with respect to the noise voltage.

6. The ratio between the noise current and the noise voltage is the noise
admittance, which is composed of correlated and uncorrelated vectors.

7. The noise source at the device input is composed of the signal impedance
noise generator and the device’s noise sources, which are the noise
voltage and the noise current.

8. The noise figure is calculated as the ratio between the noise current of the
device and the noise of the signal source to the noise of the signal source.

9. The rules for noisy electrical network calculations applied for noise
voltage and noise current contributions to total noise power are the
same as in a regular network, calculated by using KVL (Kirchhoff
voltage law), and KCL (Kirchhoff current law), as well as superposition
for linear circuits.

10. The noise-power equivalent current is calculated as an rms sum, assum-
ing uncorrelated noise sources.

11. The method of calculating the noise figure with respect to noise impe-
dances is by substituting the ratios between thermal voltage, thermal
current, and noise impedance.

12. The minimum noise-figure conditions are evaluated by taking the deriva-
tive of the expression for F with respect to the source conductance Gs and
admittance Ys; the result provides Yopt and Gopt.

13. Matching to a minimum noise factor means matching the signal source
for maximum power transfer to the device’s noise impedance.

14. Matching for a minimum noise figure involves canceling the reactive part
of the device’s noise impedance, and the real part of the signal impedance
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should be equal to the equivalent real part of the noise source, which is
composed of the correlated and uncorrelated values.

15. The noise factor is a 3D sphere whose projection on the source impe-
dance plane provides the equal noise-factor circles. The center of those
noise circles is the minimum noise-factor point.

16. Minimum noise reflection coefficients are calculated with respect to Yo.
The same approach is for the source-reflection coefficient. Thus, it is
natural to change the frame of reference to the source impedance and cal-
culate the minimum noise reflection coefficient with respect to the signal
source.

17. The FET transistor is characterized by thermal noise. Shot noise in a FET
device is due to the gate-leakage current.

18. The correlation factor in a FET device results from the channel current
fluctuations that modulate the depletion layer of the device and thus
the gate charge is affected and the correlation factor is imaginary.

19. A BJT transistor is an injection and diffusion device, while an FET is a
drift device. Hence, BJT has a large component of shot noise. The
thermal noise results from the inner resistance of the device Rm, the
Miller resistance between the base, the collector, and Rx between the
base and the emitter. Those resistances represent the junction resistance.

20. In a single-ended RF amplifier based on a FET device, drain gate feed-
back is used.

21. The feedback-design approach in RF combats return loss and improves
distortions performance. However, it adds thermal noise.

22. One of the methods of improving BW and tilt in FET-feedback RF ampli-
fiers is by adding inductance in series to the FET.

23. In order to reach a wide BW, early high-data-rate amplifiers were based
on distributed amplifiers, which are active transmission lines.

24. A distributed amplifier consists of two transmission lines, which use the
FET stray capacitance as part of the transmission line. Those are the gate-
and the drain-transmission lines.

25. In order to have a coherent power addition and thereby gain, the phase
velocity of the gate transmission line should be equal to that of the
drain transmission line.

26. The losses of the transmission line are mainly due to active device input
resistance, mainly the gate.
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27. The maximum number of distributed amplifier gain cells is eight due to
noise figure considerations.

28. Advances in technology enable the design of OP-amps TIA up to
10 GHz. Early Op-amps used PHEMT devices and the advanced
design uses RFIC technologies and CMOS RF designs.

29. The method to enhance OP-amp BW is by interstaged low-pass networks.

30. In order to minimize distortions in RF amplifiers, the bias point should be
in class A.

31. The FET output impedance varies since its Cp and Rp vary with power
and bias point, and, hence, draw an ellipse at the ID versus VDS curve.

32. The self-bias method commonly used in RF FET biasing.

33. The method of series biasing of FETs is called “stack,” where the bottom
FET operates as the current source. In this manner, large dc supply
voltage is taken advantage of.

34. Generally in stack, the upper FET serves as the input stage, LNA, and the
current source FET serves as an output stage.

35. The method of operating the upper FET at different biases with respect to
the bottom FET is by current starving, where a negative feedback
current-sensing circuit locks the upper FET current by bleeding its dc
current to a parallel transistor.

36. An additional method for combating distortions is by RF sensing, which
uses an RF detector, and adjusting the FET bias point that corresponds to
the RF power.

37. Darlington MMICs are current-driven biases requiring a current source as
a biasing method.

38. Equalizers in an RF chain are used for up-tilting and ripple optimization.

39. RC equalizers generate upward-tilt response. Parallel LC equalizers in a
shunt operate as BPF and improve response at the fo, which is the LC res-
onance frequency.

40. BW of LC equalizers is increased by a de-Q resistor in parallel to the LC
resonator.

41. A series inductor to the photodetector is called a pickup inductor and
compensates the photodetector stray capacitance, thus increasing BW
and generating an up-tilt response.
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42. In order to have a matched impedance PIN VVA (PIN-diode variable
attenuator), an L-type configuration is used and voltage across the two
diodes is kept constant.

43. CMOS flicker noise is inversely proportional to the WL area; thus larger
CMOS FETs have lower flicker noise.

44. Typically, P channel transistors have less noise than the N channel since
the majority of carriers and holes are less likely to be trapped.
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Chapter 12

AGC Topologies and Concepts

This chapter provides the reader with an introduction to the theory of feed forward
(FF) and feedback automatic gain control (AGC) systems, followed by design
examples, noise analysis, and design approaches for practical FTTx an analog
receivers. This is a key chapter and has a major importance when designing any
amplitude control system for hybrid fiber coax (HFC) receivers.

The purpose of AGC is to increase the receiver’s dynamic range when large
signal levels are applied at the receiver input. Additionally, AGC should preserve
and track input signal-to-noise ratio (SNR) as the signal gets into higher levels.
That means that if the input signal at the receiver front end gets higher, the
carrier-to-noise ratio (CNR) (same definition as SNR) is getting better. Hence,
the requirement is to preserve, with minimum degradation, the input CNR.
Since any signal processing system adds noise, the output CNR is reduced and
the noise figure increases. The AGC role is to preserve a constant output when
the input signal level is above the AGC threshold. Hence, it can be referred to
as a kind of limiting circuit. AGC attenuator for that purpose can be an analog
voltage-variable attenuator (VVA), a digital-controlled attenuator (DCA), or a
variable-gain amplifier (VGA).

There are two main concepts to realizing and implementing AGC in a
CATV receiver, feedback AGC and FF AGC. In both cases, the system
constraints are the same. The design approach and design limitations described
below:

1. The AGC response should be slow, meaning slower by the order of mag-
nitude than the slowest transient of the signals handled by the system. It
should not respond to fast changes in power and should not track them.
Generally, optical power changes are very slow. Thus, the resulting
effects on RF signal are slow as well.

2. In the case where the AGC tracks fast changes of the optical power, that is
tracking fast amplitude changes in the RF signal, it would add undesirable
residual amplitude-modulation (AM) fluctuation on the data. This is even
more critical when the video data is a high-order quadrature amplitude
modulator (QAM), for instance, a 256 QAM. That kind of residual AM
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affects BER and would result in lower BER performance as will be
explained in Chapters 14 and 15.

3. The AGC should have a sufficient dynamic range in order to prevent the
output stage from being driven into the nonlinear operation mode region.

4. The AGC system should be independent of channel loading, modulation
index, and modulation type.

5. As the input signal gets higher, the AGC system should increase the
dynamic range of the receiver by increasing the attenuation without
degrading output SNR. SNR reduction results because of the increased
attenuation that produces a higher noise figure 10 log(F) ¼ NF[dB].
(This will be explored in Sec. 12.2.6.) In order to fulfill these require-
ments, the gain is generally distributed throughout the receiver’s RF
chain. The AGC attenuator is placed in the middle of the RF chain,
taking into account noise-figure and compression-point.

12.1 Feed Forward (FF) Automatic Gain Control (AGC)

The FF AGC approach is commonly used in CATV receivers. In fact, an FF AGC
is an open-loop gain-control system. Hence, it is much more sensitive to parameter
variations of the circuit and less accurate than a regular feedback AGC. However,
it is not sensitive to channel loading and modulation indexing since it senses the dc
level of optical power at the photodetector (PD) monitor.

There are several ways to realize FF gain control in a CATV receiver. One
approach is by using DCA and the second is by using VVA as an attenuation
element.

The first method senses the dc monitor optical voltage generated by the PD,
using an analog-to-digital converter (ADC) microprocessor and creating a
lookup table for the required attenuation bits required for the DCA per the PD
voltage level. Other methods are to use comparators and tune them to different
levels of attenuation states to provide the attenuation bits for the DCA. A third
way is to use a PIN VVA and an operational amplifier (OP amp) so that its
output voltage gain is aligned to the PIN diode curve. This is a much more
complex approach but less expensive. A fourth way is to use a microcontroller
lookup table. The lookup table bits are used to define the DAC, which provides
a control voltage to the PIN VVA. This is a cost-effective method commonly
used in CATV receivers.

The power quantization (flatness or ripple accuracy) of the digital FF AGC is
directly dependent and related to the number of attenuation bits or AGC steps.
Since an FF-gain-control system is not a continuous tracking system, it would
have a power step (jump) between transitions; this step size is related to the quan-
tization value. This is true for DCA realization and also for VVA realization since
the VVA control voltage is directly related to the DAC resolution. Moreover, in
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coarse DCA/VVA control realization, the RF output power would be increased if
the optical power level impinging on the PD gets higher or decreased if the light
level impinging on the photodetector gets lower until the next AGC-state step.
Hence, the more attenuation bits the FF gain control has, the smaller the power
step and power variation at the output. As a consequence, the RF power versus
light response would be much flatter. However, the higher the resolution of the
system, it is much more sensitive to fluctuations over the dc level sampled from
the PD. As a result, it would generate undesired residual AM on the bearing infor-
mation signal.

There are several ways to overcome this FF AGC toggling problem. The first
approach is to increase the hysteresis of the transitioning point, i.e., between
attenuation states. This would sacrifice dynamic range when the power goes up,
and would degrade sensitivity and reduce CNR when the power goes down
since the gain control state does not update the per signal level but operates on pro-
grammed dc thresholds. The second way is to add some delay (time constant) in
the software to reduce the low side band (LSB) rapid changes (toggling). This is
equivalent to the integration time of the optical current fluctuations as it appears
on the dc monitor voltage-sampling resistor as it appears in Fig. 12.1. Another
method of resolution increase, when realizing AGC with a VVA, which includes
integration as well, is to use pulse-width modulation (PWM). At the out-of-lock
state, the error pulse is wider and there is a larger current flowing through the inte-
grator, which is the loop filter. As the system goes toward the locking state, the
pulse becomes narrower and the system maintains the AGC state. Hence, for an
analog FF gain control, a large, time-constant narrow bandwidth (BW) integrator
is needed. Another method is to use microcontroller and VVA while sampling the
PD voltage with an ADC and drive the VVA with a high-resolution DAC. Here,
the strategy is to create an interpolated lookup table and add a sampling routine
that measures the derivatives of the dc photovoltage between each sampling.
This way the algorithm can be detected if it is an upward or downward power
trend, or if this is just a interference created by the mechanical vibration of the
optical connector as an example. For that purpose, averaging of voltage and
derivative is performed to the evaluated trend. Derivative averages are compared
to the previous state and voltage readings for the FF AGC would operate as a con-
tinuous power control system with high resolution and accuracy.

The FF AGC threshold and the first trigger point setting is done by calibrating
the lowest optical voltage value at the minimum optical power level specified as
the input value to the receiver. The dc voltage-sampling resistor is a potentiometer.
Hence, it is used to compensate the PD responsivity factor and set the reference
voltage. At low-level responsivity, it can be tuned at a higher resistance to
produce the desired trigger voltage, and vice versa since the PD is a light-
controlled current source. This way the AGC trigger-point voltage versus optical
level is preserved. This calibration would guarantee a fixed RF level at the recei-
ver’s output. Fig. 12.1 illustrates the FF gain control diagram. In Fig. 12.1 (a) FF
AGC realization using a DCA and a microcontroller is presented. In Fig. 12.1 (b),
the FF AGC is realized by using a VVA microcontroller and a DAC to drive the
VVA. Figure 12.1 (c) describes a simple coarse FF AGC system with four-step
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DCA, and Fig. 12.1 (d) describes a modern PWM FF AGC system using a VVA. In
this case, the output of the microcontroller is a PWM pulse that is integrated into a
control voltage. Integration and filtering in this case is essential and important for
two reasons. First, it creates the control voltage relative to the pulse width of the
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PWM controller. Second, the filtering should be sharp enough in order to reduce
any harmonics that might create an undesired residual AM through the VVA
control voltage. This residual AM can be observed as two AM sidebands, while
transmitting a CW signal. The AM sidebands’ frequency is determined by the
PWM pulse frequency. The minimum specification for any of these residual
AM sidebands is driven by the composite second-order (CSO) and composite
triple-beat (CTB) specifications. Residual AM sidebands may reduce QAM bit-
error-rate (BER) performance as explained in Chapters 14 and 15.

12.2 Feedback AGC

Feedback amplitude leveling system configuration is widely used in communi-
cation systems to maintain a constant-signal power-control system.18 A typical
AGC loop includes a PIN-VVA, an amplitude rms detector, and a loop filter.
The leveling is done by comparing the detected power voltage to an accurate
reference voltage that represents the desired power. A feedback AGC system is
an accurate tracking system that is not affected by the gain chain components’ tole-
rances. Due to the nature of power variations considered to be slow to change
versus time, AGC loop is a narrow BW feedback system. For a CATV receiver,
the BW should be below 1 Hz. That way the AGC loop does not track the rapid
power changes due to frame sync, blanking, and cross modulation. However,
there are several details that should be paid attention to when realizing such a
system in a CATV receiver. The rms power detector samples many channels;
therefore, the detected power is directly related to the number of channels and
their optical modulation index (OMI). Moreover, not all the channels have the
same modulation methods; there is a variation in the OMI as well as the peak to
average of the signal (sometimes this value is called peak to rms). As a conse-
quence, the system design should refer this sensitivity to a modulation scheme
OMI and peak to rms values. Additionally, when using an AGC with PIN VVA,
it should be highly linear at a high attenuation mode as well as in low attenuation.
This requirement is valid for FF AGC as well.

A way to overcome VVA distortions is by using a PIN diode with a wide
intrinsic I region. That way the VVA would generate fewer and lower level distor-
tions at a high attenuation mode when attenuating high-RF power levels as well.
The only disadvantage of a wide PIN VVA is its insertion loss at a zero
level attenuation state, which is a bit higher by 2–3 dB compared to a narrow
I-region PIN diode VVA. Moreover, since the AGC is a slow narrow BW track-
ing system and since a wide PIN diode has slow switching time, it does not affect
the AGC performance since the PIN diode recovery time constants are still faster
than those of the AGC loop.17

To avoid the AGC detector dependency on the number of channels, a portion
of the energy is sampled by the rms detector through a directional coupler and then
a low pass filter (LPF). Generally, the low-frequency channels are sampled and
good engineering practice calls for 30 channels LPF BW, i.e., the pass band of
the LPF transfers only 30 channels. Those 30 channels are equal to a single
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AGC calibration pilot tone such that its OMI is calculated by Eqs. (6.84) and
(8.48). These channels are analog NTSC channels that have lower peak to rms
compared to QAM schemes as will be explained in Sec. 12.2.8 and in Chapter
14. Therefore, this solution is similar to a conventional AGC approach using an
out-of-band leveling pilot tone so that its OMI is equal to 30 tones and the
equivalent OMI is per Eqs. (6.84) and (8.48). As was explained in Chapter 3,
the analog NTSC channels have a higher OMI compared to the QAM channels.
Therefore, fewer NTSC channels are needed to create the AGC power that is
equivalent to the AGC pilot tone. In new frequency-advised plans, all the channels
will be QAM. Since the QAM scheme operates at a 50% lower OMI compared to
the NTSC analog plan, the required number of channels to be sampled for the
detector according to Eqs. (6.84) and (8.48) would be greater by a factor of
2
ffiffiffiffiffi

30
p

. Thus, the sampling LPF is of a wider BW, with a larger number of channels,
almost four times as much, in order to sustain the same pilot-equivalent
OMI level and compensate the power difference due to the difference in OMI.
The main drawback of this method is the higher peak-to-rms error of 256 QAM
compared to the analog channels. Section 12.2.8 provides a detailed elaboration
on that matter.

The AGC system is a bit more complex to analyze compared to the phase-
locked loop (PLL).4,19 – 24 Common to most closed-loop RF leveling circuits are
two nonlinear elements: the power detector and the PIN VVA. These nonlinearities
often affect the closed-loop stability and various methods are commonly used to
ensure stability within the entire range of attenuation. Since loop stability
depends on the operating point, stable operation at one point does not guarantee
total stability over the entire AGC dynamic range. A way to understand this is
to observe the VVA constant definition KVVA ¼ d[att(V )]/dV ¼ f (V ) = constant;
att(V ) is the VVA attenuation versus the control voltage. The same applies for the
detector Kdet ¼ dV/dP ¼ f(P) = constant. Here, the voltage detected at the detec-
tor output is a function of input RF power and detector type, i.e., an envelop rms
averaging detector as a power meter or peak. Therefore, the AGC system is a non-
linear system. However, at the operating point when the AGC acquires the power
level it was set for, it operates under small signal fluctuations around its set point.
Hence, linearization approximation is used for small signal analysis to set loop
parameters KVVA and Kdet.

Feedback AGC can be realized by using a microcontroller. For that purpose,
the AGC software should have the VVA and the detector curves. In some
implementations, the VVA can be replaced by a DCA. Today, DCAs available
in the market have high accuracy with a resolution step size of 0.5 dB with an
attenuation depth of up to 32 dB. However, the DCAs should have high IP2 and
IP3 levels in order to maintain stringent CSO CTB specifications. Figure 12.2 illus-
trates typical CATV AGC system approaches with VVA and DCA.

From Fig. 12.2 it can be observed that the power detector would operate under
the same operating point for different input levels at the receiver’s RF front end
(RFFE). This is due to the fact that the feedback corrects the VVA attenuation
state to have a constant RF output power. Hence, at different optical levels, the
VVA operates under different control voltages, whereas the detector remains at
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the same RF operating point and senses the same RF level at the steady-state
locked condition. Therefore, under locking at a fixed output RF level,
Kdet ¼ dV/dP ¼ constant, whereas KVVA ¼ d[att(V)]/dV ¼ f(V ) = constant
since it varies from one RF level to another. During a large magnitude input
power change to the receiver, such as a step response, the system gets out of
lock and both coefficients Kdet and KVVA vary until the system stabilizes to its
new set point. This input power step response requires large signal analysis. If
the only change were in input power, Kdet would return to its previous value
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since RF power is locked to a fixed level and KVVA would stabilize to its new value
depending on the attenuation level. For both RF and output leveling change,
the mean input step and required RF level at the receiver output is programmed
to a new power state, then both constants change to new values. Those phenomena
can drive the AGC system through nonstable zones causing oscillations since both
constants vary until they stabilize to the steady-state values. Since the AGC is a
feedback system, it may go through the unstable state with a low-phase and
gain margin. If the AGC goes through a stable zone until it locks, it would be
similar to cycle slips in PLL until the system is locked again. A detailed
analysis about AGC time stabilization is provided by Refs. [24] and [25] As
will be demonstrated in Sec. 12.2.5, it is important to check stability in transition
from one level to the other for changes in both the input power and in the
level locking. For small input-power changes, the AGC system would operate as
a tracking system. In case of a sudden abrupt step change of the input
power, the AGC would operate as a nonlinear system until it acquires its new
power-leveling state.

Figure 12.2 summarizes several design approaches for feedback AGC. In
Fig. 12.2(a), a PWM controller implementation is presented. At a large power-
level error, the PWM generates a wide-current pulse integrated to large VVA
voltage as the loop error goes down and the power level is locked, the pulse
becomes very narrow and the system is in tracking mode. This is due to the fact
that the signal is corrupted by noise and there are small amplitude fluctuations
around the equilibrium point. Advanced popular controllers have several ADC
ports; their architecture can support both FF and feedback concepts. A flag-bit
level can activate either feedback or FF software algorithms and in that manner,
the receiver can have both the AGC mechanisms of coarse FF and fine feedback
leveling. The VVA can be driven by DAC with high resolution as shown by
Fig. 12.2(a). In this case, the VVA control voltage resolution is determined by
the DAC. Feedback structure can support DCA as shown in Fig. 12.2(b). The
attenuation resolution is determined by the number of control bits as was elabo-
rated for FF AGC. Traditional straightforward analog realization is presented in
Fig. 12.2(c).

A different approach is used in current FTTx deployments called the “flat AGC
sensing.” In this approach, there is no sampling LPF filter at the coupled arm. All
tones are routed to the RF detector. Calibration is made for all tones. This enables
flexibility in the frequency plan since providers do not have to use all low-band
channels as a pilot. This elevates the additional requirement of flatness in order
to have accurate sensing by the detector throughout the entire band from 50 to
870 MHz. A typical specification is +0.5 dB and an equalization network is
inserted between the RF detector and the coupler. Changing the number of chan-
nels may affect the AGC and a correction for RF power is done by actively chan-
ging the reference voltage to lock the AGC. That functionality is done via the
diagnostic channel through the digital link of the integrated triplexer (ITR). A
dedicated controller of the AGC will update the reference voltage for the AGC
in order to lock on a new reference value for preserving the same RF level. Other-
wise, for reducing the channel count, equal to reducing OMI, AGC locks on higher
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power and for increasing the channel count, equal to increasing OMI, the AGC
locks on lower power level.

12.2.1 AGC loop analysis

Unlike a phase-locked loop transfer function,4 AGC transfer function is a bit more
complex to analyze. The reason is that the AGC loop has more degrees of freedom
that are needed to be determined.2,19 – 24

AGC locking requires solving the block diagram as described in Fig. 12.3,
showing an envelop detection of a noncoherent AGC loop.2 The voltage-controlled
amplifier is marked as G[V(t)] in time domain or G[V(s)] in Laplace domain, where
the Laplace variable is denoted by “s.” The steady-state voltage would be marked
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Figure 12.3 AGC block diagram parameters and signal flow diagram.2,3 (Reprinted
with permission from John Wiley and Sons # 1997.)
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as Vcs at the integrator output and Vin_cs at the integrator input. The model includes
the p PIN attenuator multiplied by the output stage gain. Hence, the voltage vari-
able gain is marked by G[V(s)]. The loop amplifier or integrator is denoted as F(s).
The minus sign is due to the inverting integrator. The reference power is rep-
resented by a precession-controlled bandgap voltage regulator VREF. Since this
block diagram refers to linear units and not logarithmic units in dB, it shows mul-
tiplication rather than summation. The first RF-input stage is not a part of the loop
and is referred to as multiplying the transfer function by a constant. Hence, the first
stage is omitted in the following analysis.

The analysis presented here refers to narrow-band fluctuations over the time of
PIN(s). The BW of the RF components is wider and is transparent to the AGC
control loop BW. In the steady state, the reference power is approximately
equal to the RF power. Strictly speaking, there is no steady state since the AGC
continuously tracks the signal due to signal corruption by noise. Assuming that
the detector’s smoothing filter T(s) in Fig. 12.3 is much wider than the loop
BW, T(s) ¼ 1 within the loop BW. That filter is generally used to remove high-
order harmonics and distortions from the OP-amp-integration circuit F(s). Any
additional gain of the OP-amp in Fig. 12.2 is absorbed by KF, meaning, KF is mul-
tiplied by a constant. In the steady state, the integrator input is almost zero, the
error voltage is extremely low, and the first approximation goes to zero. The
AGC loop gain is at its maximum and therefore the integrator gain is F(s) ¼ 1,
s ¼ 0. Thus, the following condition applies:

G(VCS)PIN SS � PREF ¼ 0: (12:1)

PIN_SS is the steady-state input power and PREF is the steady-state RF reference
power for locking the output of the RF amplifier. As a conclusion, the steady-state
VVA control voltage can be written by Eq. (12.2), where VCS is the AGC steady-
state operating point voltage:

VCS ¼ �KFKD G(VCS)PIN SS � PREF½ �: (12:2)

This equation is a recursive equation and G(Vcs) is an exponent function.
Rearranging Eq. (12.2), provides a graphic solution for the AGC-operating point
value of VCS as described by Fig 12.4:

PIN � G(VCS) ¼ PREF �
VCS

KFKD

: (12:3)

It is found that VCS is given by the intersection of the curve PING(Vc) with the
straight line,

PREF �
VC

KFKD

,

where VC at the intersection point equals the VVA control voltage VCS.
From that plot it can be observed that VCS equals the reference voltage VC0,

which occurs when the gain of the loop is very high and goes to infinity, i.e.,
the slope of the straight line 21/KF KD! 0 (the straight line is parallel to the
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voltage axis), and PREF almost merges with PSTEADY-STATE. Thus, high AGC loop
gain minimizes its error and improves its limiting factor POUT/PREF. If the VCS

condition of having a close value to the reference voltage VC0 is satisfied, lineari-
zation approximation is applicable around VC0. That condition means that the loop
had stabilized and all nonlinear transitions and acquisition states are completed and
POUT/PREF ffi 1.

12.2.2 Linear approximation

When the gain-control voltage exhibits only small fluctuations around its steady-
state voltage VCS, a linear approximation using a Taylor series expansion of
G[VC(t)] is applicable. These control voltage fluctuations result from power fluc-
tuations around its nominal locking value. The goal in this analysis is to find the
ratio between the control voltage fluctuations and the power fluctuations in the
Laplace domain.2 This ratio is the AGC closed-loop transfer function at a steady
state under a linear approximation. When the fluctuations are considered to be
small enough, the second-order terms and higher-order terms in the power series
expansion are omitted and the following linearization is valid:

G VC(t)½ � � G VCS(t)½ � þ VC(t)� VCS½ � � g,

where

g ¼
@G Vc(t)½ �

@Vc

�

�

�

�

Vc ¼Vcs

, (12:4)

where VCS(t) is the steady-state locking voltage and VC(t) is the fluctuated voltage
around the steady-state voltage value VCS(t).

Figure 12.4 Output power POUT as a function of gain control voltage VC and VC0 is the
reference voltage.2,3 (Reprinted with permission from John Wiley & Sons # 1997.)
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Substituting Eq. (12.4) in to Eq. (12.5) results in the approximated term given
in (12.6):

VC(t) ¼ �KFKD G[VC(t)] � PIN(t)� PREFf g � f (t), (12:5)

VC(t) ¼ �KFKD G VCSð Þ þ VC(t)� VCS½ � � g
� �

� PIN(t)� PREF

� �

� f (t), (12:6)

where f(t) is the loop-filter (integrator) impulse response for d(t) and � marks
convolution.

The goal now is to manipulate Eq. (12.6) into an equation of fluctuating
voltage versus power in order to find the AGC transfer function. Knowing that
PREF ¼ G(VCS) � PREF-IN, Eq. (12.6) becomes

VC(t) ¼ �KFKD G VCSð Þ � PIN(t)� PREF�IN½ � þ VC(t)� VCS½ � � g � PIN(t)
� �

� f (t):

(12:7)

The coefficient KF is negative since the loop integrator is inverting. The above
notation of Eq. (12.7) can be written as

VC(t) ¼ �KFKD

G VCS½ � PIN(t)� PREF�IN½ � þ VC(t)� VCS½ ��

g � PIN(t)� VC(t)� VCS½ � � g � PREF�IN

þ VC(t)� VCS½ � � g � PREF�IN

8

<

:

9

=

;

� f (t): (12:8)

To redefine the variables as voltage and power fluctuations

Dv(t) ¼ VC(t)� VCS and DPIN(t) ¼ PIN(t)� PIN�REF, (12:9)

Eq. (12.8) becomes

VC(t) ¼ �KFKD

n

G vCS½ � DPIN(t)½ � þ DvC(t)½ � � DPIN(t)½ � � g

þ DvC(t)½ � � g � PREF�IN

o

� f (t): (12:10)

After rearranging the variables, Eq. (12.10) becomes

VC(t) ¼ �KFKD � g � PREF�IN � DvC(t)½ � � f (t)
� �

� KFKDG vCS½ � � DPIN(t)½ � 1þ
DvC(t)½ � � g

G vCS½ �

� 	
 �

� f (t): (12:11)

This is still a nonlinear equation, but when the fluctuations around the steady
state are small as was postulated,

DvC(t)½ � � g

G vCS½ �
,, 1:
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Hence, this term is negligible. Additionally, the voltage VC(t) is a fluctuation
around a dc and the final linear differential equation of the AGC is obtained by

DVC(t) ¼ �KFKD � g � PREF�IN � DvC(t)½ � � f (t)
� �

� KFKDG vCS½ �

� DPIN(t)½ � � f (t)
� �

: (12:12)

This expression is converted into a Laplace domain

DVC(s) ¼ �KFKD � g � PREF�IN � DvC(s)½ � � F(s)
� �

� KFKDG vCS½ �

� DPIN(s)½ � � F(S)
� �

: (12:13)

The transfer function is defined as the ratio DVC(s)=DPIN(s). Therefore, the
AGC transfer function is given by

H(s)AGC ¼
Dvc(s)

DPIN(s)
¼
�KFKD � G(vcs) � F(s)

1þ KFKDPREF�IN � g � F(s)
� (12:14)

However, in order to have the transfer function by way of open-loop gain and
feedback gain, both sides of Eq. (12.14) are multiplied by a factor:

H(s)AGC �
g � PREF�IN

G(vcs)
¼

Dvc(s)

DPIN(s)
�
g � PREF�IN

G(vcs)

¼
�KFKD � g � PREF�IN � F(s)

1þ KFKDPREF�IN � g � F(s)
� (12:15)

Redefining the AGC transfer function as the right-hand side of Eq. 12.15 (with
positive sign) results in

H(s)0AGC ¼
KFKD � g � PREF�IN � F(s)

1þ KFKDPREF�IN � g � F(s)
� (12:16)

Thus, the total AGC loop response equals

H(s) ¼
�G(vcs)

g � PREF�IN

� H(s)0AGC: (12:17)

Hence, it is identical to Eq. (12.14).
The main point behind this notation is expressed in Eq. (12.18). It shows how

the relative power fluctuations around the reference level are filtered by the loop
transfer function and are equal to relative control voltage fluctuations:

Dv(s) �
�G(vcs) � DPIN(s)

g � PREF�IN

� H(s)0AGC: (12:18)
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Moreover, that factor has no effect on the loop stability and time constants
since it is a real number factoring the transfer function. But when designing an
AGC loop and calculating its stability, there is a need to know the reference
power and the AGC operating point.

A different point of view is by looking at Eq. (12.14) as

H(s) ¼
A

1þ bA
or b � H(s) ¼ b

A

1þ bA
: (12:19)

The main idea behind this notation is that the relative changes around the refer-
ence point at the output of a feedback system are sampled by the feedback and
generate an error signal. In the AGC system, power changes are translated to
VVA control voltage. These control voltage fluctuations are filtered out by H(s)
until they converge into the desired equilibrium. Moreover, the AGC is transparent
to fast input signal changes with a frequency response higher than H(s) 3-dB corner
frequency. That means that the AGC feedback system is not tracking these changes
because of its low pass nature.3,5 In FTTx designs for CATV transport, these fast
signals are the blanking and the frame synchronization as was mentioned in
Chapter 3. Taking the ratio between the denominator expression without the
unity added and the numerator of Eq. (12.14) results in the value of the feedback
coefficient b:

b ¼
KFKDPREF�IN � g � F(s)

�KFKD � G(vcs) � F(s)
¼ �

PREF�IN � g

G(vcs)
: (12:20)

Hence, at a large forward A value gain as in Eq. (12.19), the loop transfer
equals 1/b. Thus,

1

b
¼ �

G(vcs)

PREF�IN � g
: (12:21)

This means that there is a full tracking of voltage fluctuations versus
power fluctuations. The feedback coefficient units are [V/W] and g is in units
of [1/V]. Hence, AGC can be considered an AM detector when the fluctuation
frequencies are within the loop BW since the control voltage will start tracking
them. This is an analog to PLL that is used as an FM detector.

Additional coefficients should be added to the loop calculations. These values
are the coupling factor KCPL and the detector smoothing filter T(s). Thus, the final
general expression of an AGC loop is given by

H(s)AGC ¼
KFKDKCPL � g � PREF�IN � F(s)T(s)

1þ KFKDKCPLPREF�IN � g � F(s)T(s)
: (12:22)
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12.2.3 Transfer function analysis of exponential gain AGC
with PIN VVA

For large dynamic range gain control, AGC systems are realized with an exponen-
tial gain control characteristic:2,17

G vcð Þ ¼ G0 exp(G1vc), (12:23)

where G0 and G1 are design constants. Such exponential behavior refers to a diode.
The PIN VVA attenuation depends on its junction series resistance Rs. That resis-
tance depends on the drive current. In feedback AGC, the drive current is related to
the output voltage from the AGC integrator, the series resistance between the inte-
grator and the VVA, and the voltage drop across the VVA.6 Hence, G1 has units of
1/V and G0 is the system gain. G0 can be the minimum gain. As a result, the gain
function approximation would be similar to a diode current function:

G vcð Þ ¼ G0½exp(G1vc)� 1�: (12:24)

It can be seen that as the control voltage gets higher, G(vc) increases. However,
there is some limit that is defined by the system maximum gain. Maximum-gain
state occurs at the AGC threshold. At that point, the current drive of the VVA
and the AGC control voltage are at their maximum value. If the RF-input power
is below the threshold point, for any 1-dB decrement in optical input power, the
RF output would be reduced by 2 dB. On the other hand, when the signal is too
strong, the control voltage reaches its minimum value. Hence, the current to the
VVA is minimal and the attenuation is at the maximum value. That point is
called the AGC saturation point. If the RF input power is above the saturation
point, then for any 1-dB increment in input optical power, the RF output will
rise by 2 dB until it reaches the compression point. The difference between the
AGC-saturation point and the AGC-threshold point is defined as the AGC
dynamic range.

Since the AGC system has a maximum gain and a minimum gain, as was
explained above, Eq. (12.25) expresses the gain versus voltage within the
dynamic range of the AGC:

G vcð Þ ¼ ½G
�1
max þ G�1

0 exp(G1vc)��1: (12:25)

When designing an optical CATV-receiver-link budget, it is important to
know the maximum gain and power-leveling requirements. Power leveling by
AGC is defined as power limiting. These two points define the AGC-threshold
point and its dynamic range.

Assuming that AGC is roughly a limiting mechanism, several design limit-
ations can be observed from a graphical design approach presented by the plot
in Fig. 12.5.6 Figure 12.5 shows two straight lines describing RF power
versus optical input power. The first dashed line describes the RF output from

AGC Topologies and Concepts 531



the photodetector, and the second solid line shows the RF output from the RF-gain
chain when the receiver is at its maximum-gain state, i.e., the VVA is at its
minimum attenuation and maximum AGC-control-voltage value is applied.
Figure 12.17 depicts the VVA attenuation versus AGC control voltage. The
power difference between the two lines is constant and is the maximum RF-gain
chain. The AGC optical-threshold level defines the RF-limiting level set by the
AGC at the receiver’s output for a given maximum gain. In other words, the
optical-threshold level is limited by the maximum gain of the RF chain, which
defines the minimum RF input that the AGC can lock. Hence, if a higher RF-limit-
ing level is required at the receiver’s output for a given RF-gain chain, a higher
optical-threshold level is needed. In the ideal case, the saturation point is
defined at the point where the RF-gain chain equals 0 dB. That means that the
VVA absolute-attenuation value at that point equals the maximum net gain.
Hence, the maximum dynamic range of the AGC equals the RF-gain chain. As
a consequence, the maximum optical power range equals half the RF-chain
gain. Practically, the AGC dynamic range is lower than the RF net gain because
of noise considerations as well as distortions that reduce the CNR and C/I
(carrier to intermodulation ratio).

Since the VVA PIN diode nature is of exponential gain, the linear approxi-
mation of the gain coefficient g is given by Eq. (12.26):

g ¼ g0 ¼
@

@vc

G0 exp(G1vc) ¼ G0G1 exp(G1vc) ¼ G1G(vc,o): (12:26)

Figure 12.5 AGC dynamic-range design considerations for CATV optical receiver.
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Assuming the AGC control voltage is produced from an ideal integrator with a
single pole at the origin as described by Eq. (12.27), the detector’s smoothing LPF
filter is described by Eq. (12.28). Then the AGC transfer function can be written by
Eq. (12.29). Figure 12.6 illustrates several kinds of loop filters of integrators:

F(s) ¼ �
1

sR1C1

¼ �
1

st1

, (12:27)

T(s) ¼
1

1þ sR2C2

¼
1

1þ st2

, (12:28)

H(s)AGC ¼
1

1þ
st1(1þ st2)

KFKDKCPLPREF�IN � g

¼

KFKDKCPLPREF�IN � g

st1(1þ st2)

1þ
KFKDKCPLPREF�IN � g

st1(1þ st2)

: (12:29)

This loop shows the pole in the origin t1 due to the integrator and the dominant
pole in t2.

In conclusion, the AGC loop BW is defined by the ratio between the integrator
time constant and the loop-transfer-function parameters. The solution is checking
when the magnitude of Eq. (12.29) is jH( jv)j ¼ 1/2. Moreover, for stability
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Figure 12.6 (a) to (c) typical loop filters and detector smoothing filter in d.
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considerations, the second pole created by the detector’s smoothing filter should be
at least one decade above the dominant pole. (Section 12.2.4 and Fig. 12.8 dis-
cusses this further in detail.) This condition would satisfy the phase-margin and
gain-margin requirements.1,14 – 16 [Note that the—sign of F(s) was previously
absorbed by KF, see Eq. (12.7).] A way to make the AGC system even more
stable is to use a zero-pole cancellation integrator cascaded to the ideal integrator
output (see Fig. 12.9). That approach would provide better gain and phase margins.
Figure 12.6 illustrates several loop filters and detector smoothing filter functions
described by

F1(s) ¼ �
1þ sR3C2

sR2C2

¼ �
1þ st4

st3

, (12:30)

H(s)AGC ¼
1

1þ
st1st3(1þ st2)

KFKDKCPLPREF�IN � g � (1þ st4)

, (12:31)

F(s) ¼ �
s(R3C2 þ R3C3)þ 1

R2C2(1þ sR3C3)
¼ �

1þ st5

st3(1þ st4)
, (12:32)

H(s)AGC ¼
1

1þ
st1st3(1þ st4)(1þ st2)

KFKDKCPLPREF�IN � g(1þ st5)

: (12:33)

12.2.4 Stability analysis of exponential gain AGC with PIN VVA

Feedback system transfer function in the Laplace domain is described by

H(s) ¼
LT(s)

1þ LT(s)
, (12:34)

where LT(s) is the open-loop transmission function. One of the conditions for H(s)
stability is the Nyquist stability criterion when drawing the Bode plot of LT(s)
while s ¼ jv.1,7 The simplified Nyquist stability criterion states that a system is
stable if the phase margin is positive. The phase margin fR is obtained by subtract-
ing 2180 deg from the argument, argfLT(vC)g, of the open-loop gain transfer
function, where vC is the angular frequency at which jLT(vC)j ¼ 1. Hence, the
phase margin can be written as

fR ¼ arg LT(vC)f g þ 180: (12:35)

A way to understand it is by observing Eq. (12.34) and looking for that con-
dition where the denominator is smaller than 1 but = 0 whereas the real value
of LT(vC) is given by jLT(vC)jcos fR, which is eventually cos fR since
jLT(vC)j ¼ 1 when intersecting the unity circle. The Nyquist polar diagram in
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Fig. 12.7 provides the trajectory of LT(s) versus frequency. The point at which
LT(s) intersects the unity radius circle defines the gain and phase margins. Observ-
ing the trajectory of LT(s) after intersecting the unity circle, the magnitude of
LT(s) is lower than unity but it is still not a real number. At the instance
argfLT(v)g ¼ 0, LT(s) is a real number.

Hence, the gain margin is given by 1 2 LT(v) , 0. That condition defines v
and relatively defines the value of the denominator of H(s). The closer it is to unity,
the better. In other words, it is desirable to have 0	 20 log[LT(v) , 0].

When examining the phase margin, the higher the fR, the lower the real value
of jLT(vC)j and the closed-loop transfer function denominator is farther from 0
value. The two conditions of phase margin and gain margin define relative sta-
bility. That relative stability condition is known also as Berkhousen oscillation
condition when jLT(vC)j ¼ 1. Hence, for a stable system, the closed-loop gain
is not infinite, which is the condition of oscillations. Figures 12.8 and 12.9 show
the asymptotic plot of two different kinds of AGC loop filters. Note that each
pole adds 290 deg lag and each zero adds þ90 deg lead.

The outcome from the above discussion is categorizing the feedback system
per the polynomial order and poles, for which the commonly used definition is
order and type. The order of the transfer function is defined by the highest
ranked polynomial. Since AGC is a feedback system, it has the nature of LPF.
Therefore, the highest ranked polynomial is the denominator’s polynomial. The
transfer function type is defined by the number of ideal integrators it has, which
contribute a pole in the origin. Therefore the system type is defined by the
number of poles in the origin. Hence, Eq. (12.29) and Fig. 12.8 describe a
second-order, first-type control loop.

The zero crossing of LT(s) that is given by Eq. (12.29) occurs at 1/tc. The
value of 1/tc is given by

1=tc ¼
KFKDKCPLPREF�IN � g

t1

: (12:36)

R = 1 

LT(s)

R

Re[LT(s)]

Im[LT(s)]

Figure 12.7 LT(s) trajectory on the Nyquist polar diagram.
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Figure 12.8 A Bode plot for an AGC loop with an ideal integrator that has a pole at the
origin and a detector smoothing LPF as in Figs. 12.6(a) and (d).
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Figure 12.9 A Bode plot for an AGC loop with an integrator that has a zero-pole
cancellation integrator as in Fig. 12.6(b) cascaded to the ideal integrator as in
Fig. 12.6(a), and detector smoothing LPF as in Fig. 12.6(d).
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Several conclusions are driven from the above equation. The time constant t1

is the ideal pole constant for the AGC loop integrator. Hence, to have a slow loop,
for instance below 0.5 Hz, would result in the following requirement:

t1

KFKDKCPLPREF�IN � g
. 1: (12:37)

That means that the AGC loop BW is limited by the integrator’s time constant.
Additionally, 1/tc3 dB is the closed-loop 3-dB BW frequency. Stabilitywise, it is
required that the detector’s LPF pole frequency 1/t2 or time constant t2 would
be at least 10 times higher than 1/tc. This way, at the zero crossing point, a
decent phase margin of fR is maintained.

The advantage of an AGC loop with zero-pole cancellation integrator as
described by Fig. 12.9 is accomplished by cascading Fig. 12.6(b) to the integrator
in Fig. 12.6(a) as shown in Fig. 12.10. In that manner, it provides a wider BW for
the phase margin. This kind of loop with two poles at the origin is defined as the
second type.4 Since the “s” polynomial is at a power of 3, it is defined as a third-
order, second-type AGC loop. The zero of the open-loop transfer function using
zero-pole cancellation provides a wider BW response for the phase margin. If
we observe the Bode plot of the simple first-type second-order AGC loop with
an ideal integrator, we can see that the phase margin changes versus frequency
at the rate of 290 deg/Dec. Fig. 12.8 illustrates the LT(v) Bode plot for first-
type, second-order AGC with an integrator as given in Fig. 12.6(b). Thus,
adding a zero to the loop integrator provides a flat response for fR around the
zero crossing frequency 1/tc. Then, other poles such those of the smoothing
filter take over and the phase rate goes in a down slope.

It can be seen from Fig. 12.9 that the dual pole at the origin creates
240 dB/dec as roll off for LT(s). This dual pole is a result of t1 of the ideal
integrator in Fig. 12.6(a) and t3 of the zero-pole cancellation filter in
Fig. 12.6(b). At a certain instance, the slope of LT(s) is reduced to –20 dB/dec
due to the zero of the zero-pole cancellation filter. Observing the asymptotic
plots of the phase in Fig. 12.9, it can be seen that the dual pole adds 2180 deg
lag to LT(s). The effect of the zero frequency 1/t4 starts a decade before the
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Figure 12.10 Zero-pole cancellation loop integrator with dual pole at the origin.
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zero frequency, i.e., 0.1/t4. Hence, the LT(s) phase adds a lead and the phase slope
is positive. However, it can be seen that the pole of the zero crossing, which is at
1/tc, starts to affect the phase of LT(s) at 0.1(1/tc), which is between 10% of the
zero frequency value 0.1(1/t4) and the zero frequency 1/t4. Hence, it adds a phase
lag preventing LT(s) from reaching a phase of 290 deg. Thus, the phase is flat-
tened at fR. The pole of the detector-smoothing filter starts to affect approximately
at 0.1(1/t2). Hence, the phase margin fR starts to roll off at a rate of 90 deg/dec.
From Eq. (12.31) (which describes AGC function for the filter illustrated in
Fig. 12.10), several conditions are required to satisfy the stability for the response
in Fig. 12.9. The detector-smoothing LPF pole frequency 1/t2 should be at least
one decade above the zero frequency 1/t4. The zero frequency should start
before the AGC zero crossing frequency 1/tc. This way it is guaranteed that the
phase response at the zero crossing is flat, providing a wide-BW phase margin.

The zero-crossing frequency value, assuming the affects of the smoothing filter
are in higher frequency than zero, i.e., 1/t2	 1/t4, is given by

vc ¼
�Kt4 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Kt4ð Þ
2
� 4Kt1t3

p

2t1t3

, (12:38)

where K is given by

K ¼ KFKDKCPLPREF�IN � g: (12:39)

This example demonstrates the advantage of a third-order, second-type AGC loop
over a second-order, first-type loop.

Figure 12.10 displays the AGC integrator with a zero-pole cancellation that
has dual poles at the origin. The loop type is determined by the number of poles
at the origin it has.

Hence, the Bode plot given in Fig. 12.8 represents the first-type loop whereas
the Bode plot in Fig. 12.9 represents the second-type of loop. Figure 12.10 demon-
strates the AGC filter concept with dual poles at the origin discussed above.

The inverting buffer at the output is used to correct the phase of the integrator
as an inverting integrator.

12.2.5 Numerical analysis of exponential gain AGC with PIN VVA

The AGC transfer function is given by a linear approximation at the operating point.
The main assumption is that the amplitude fluctuations around the operating point are
considered to be a small signal. However, when locking the AGC at various power
levels, the detector gain parameter, KD, and the VVA gain parameter, g, change their
values per each power level.26 This is due to the fact that both parameters are linear
approximations of nonlinear functions. KD is the derivative of the detector transfer
function VD(P), when P equals the RF reference level at steady state. The derivative
of the VVA gain function GVVA(VC) g is when the AGC control voltage level equals
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the required voltage value for preserving the output power for the given reference
value (the reference RF power value is represented by a reference voltage as in
Fig. 12.2). Thus, the following notations are valid:

KD ¼
@VD(P)

@P
, (12:40)

g ¼
@GVVA(VC)

@VC

: (12:41)

The dependency of both values on the AGC-loop-operating point affects the
open-loop gain and, as a result, might affect the closed-loop frequency response
and stability.

Assume the following design problem of a second-order first-type loop with a
limiting level of 14-dB mv/ch and topology as in Fig. 12.2. The specification is as
listed below:

. Number of channels: 79

. Optical power input range: 26d–1 dBm

. Frequency range: 47–550 MHz

Additional assumptions are:

. A typical RF-stage of G1 and G2 is 13 dB + 1 dB

. The p PIN-diode VVA with a I region thickness is 175 m

. The VVA zero attenuation loss is 3 dB

. A loss due to an RF-chain mismatch is 3 dB

. Power sampling is done with a 10-dB directional coupler (coupler ¼ 10)

. The AGC sampling BW of 180 MHz is from 50–230 MHz

. Channel spacing is 6 MHz

. The OMI is 3.5%/ch

. The characteristic impedance is Z0 ¼ 75 V

. The photodetector matching transformer-turn ratio is N ¼ 2:111

. The photodetector worst-case responsivity is r ¼ 0.8 mA/mW

. The photodetector max responsivity is r ¼ 1.0 mA/mW
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The number of channels NC sampled by the AGC is calculated by

NC ¼
BW

channel spacing
¼

180 MHz

6
¼ 30 ch: (12:42)

From the above technical information and NC, the reference power to lock the
AGC is given by

P½dBm� ¼ 14 dBmVþ 10 log 30� 10dB� 48:7dB ¼ �29:9dBm: (12:43)

The RF power budget of the receiver that defines the sampled power by the
AGC is defined by

PERR½dBm� ¼ 10 log Ncþ 20 log
OMI � r � P

ffiffiffi

2
p

� 	

þ 10 log (N2 � Z0)

þ G1 � VVALOSS 0dB att �mismatch lossþ G2 � CPLRþ 30:

(12:44)

During acquisition time, the minimum RF power sampled into the detector
occurs when the AGC system is at its minimum attenuation, the receiver is at its
maximum gain, and the input optical level is at its minimum value as described
by Fig. 12.5. The maximum RF power sampled into the detector is when the
AGC is at minimum attenuation and maximum gain and the input optical level
is at its maximum value. This phenomenon is due to the nature of AGC loops to
idle at max gain and converge to the limiting level. This is called fast-attack
slow-release or slow decay.

At the quiescent point, the AGC system would maintain a constant value for
Kdet and would change KVVA as the input power changes from one level to the
other, as was explained previously. Hence, Kdet should be calculated at the limit-
ing level after stabilization and also the two extreme conditions during the
acquisition period to verify that the system dynamics passes through a stable tra-
jectory. The same applies to KVVA, which should be calculated by referring to
the input level, which defines its desired attenuation state as well as the two
extremes.

The method of AGC evaluation and calculation is straightforward. For worst-
case envelope performance, the minimum power is calculated for a low-respon-
sivity detector value r ¼ 0.8 mA/mW, a low optical level, and a low RF gain.
This defines the sensitivity requirements of the RF detector. On the other hand,
maximum RF power is calculated for high RF gain and high photodetector respon-
sivity. This defines the VVA attenuation margin. The difference between the two
extreme RF power points defines the AGC RF dynamic range.

Additionally, those two extreme RF powers define the constants g and KD

during the extreme acquisition states. The typical operating point will be at
23.5-dBm optical input. At that point, the calculations would be made by the
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typical values of g or as denoted by KVVA and Kdet at the limiting level. Therefore,
the typical operating point would provide the constants g and KD at the typical
power leveling with typical loop values.

From the above conditions and Eq. (12.44), the RF detector would sense
approximately the following RF levels: 224.5 dBm at minimum optical input
level, 220.5 dBm at typical level, and 210.5 dBm max. This power range
describes the AGC-attack state when the VVA is at its minimum attenuation. It
can be seen from the following data that the output range of the receiver is
between 214.5 and 20.5 dBm. That range is the power sum of 30 channels.
Thus, the RF dynamic range of the AGC is 14 dB. This result defines the VVA
attenuation range to be at least 14 dB in order to maintain the reference level indi-
cated by Eq. (12.43). Additionally, the detector sensitivity should be below
234.5 dBm to provide at least a 10-dB detection margin for the low power
level and low responsivity state. A decent choice for this design example would
be a high dynamic-range detector log-video amplifier (DLVA) such as AD8313
or AD8314 from analog devices. The disadvantage of a DLVA is that it is not a
temperature compensated detector and it is not a true power meter detector.
Thus, it will be much more sensitive to the peak-to-average ratio (PAR) for modu-
lated signal. This issue is discussed in Sec. 12.2.8. Such an extremely sensitive
detector is not essentially needed, that is, because of the AGC-attack mode of
high output RF power delivered to the detector. Thus, the detector will always
sense a sufficient RF level that is above its tangential sensitivity level TSS and
correct the loop. However, it is a good enough example.

Using MathCAD13 and numerical methods,12 the approximation function of
the AD8313 DLVA is given in Eq. (12.45). The reason for selecting exponent
approximation function rather a polynomial is due to DLVA loge characteristic,
which provides higher accuracy:

VD(P) ¼ S0 � e
ffiffiffi

P
p

þ S1 � e
ffiffiffi

P3
p

þ S2 � e
ffiffiffi

P4
p

þ S3 � e
ffiffiffi

P5
p

þ S4 � e
ffiffiffi

P6
p

þ S5

� e
ffiffiffi

P7
p

þ S6 � e
P: (12:45)

The coefficients of the exponential approximation function are given by the S
vector shown by Eq. (12.46), while P is the input power to the detector in watts and
VD is the output voltage in volts:

S ¼

822:043

�4:443� 103

1:457� 104

�2:493� 104

2:066� 104

�6:569� 103

�118:715

0

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

A

: (12:46)

Figure 12.11 shows the approximation function results versus the detector’s
measured results.
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From the plot in Fig. 12.12, it is observed as expected that the detector constant
KD (Fig. 12.14) would be a downward function since the derivative values of KD

decrease versus input power; that means KD values decrease at high-input optical-
power levels.

The plot in Fig. 12.13 describes KD values versus sampled power to the detec-
tor in a log scale. It is typical for a DLVA to have a linear KD. Figure 12.14 shows
the detector KD function in a linear scale. It can be seen that KD values depend on
the locking level, i.e., the AGC operating point.

In the same manner as was demonstrated previously, the VVA attenuation
approximation of the exponential function GVVA(VC) as a function of the
control voltage VC was evaluated. The result is given by

GVVA(VC) ¼ A0 � e
ffiffiffiffi

VC

p

þ A1 � e
ffiffiffiffi

VC
3
p

þ A2 � e
ffiffiffiffi

VC
4
p

þ A3 � e
ffiffiffiffi

VC
5
p

þ A4 � e
ffiffiffiffi

VC
6
p

þ A5 � e
ffiffiffiffi

VC
7
p

þ A6 � e
VC : (12:47)

Again, an exponent approximation function was preferred over a polynomial
due to approximation accuracy because of the nature of PIN-diode junction as an
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Figure 12.11 DLVA approximation function Vout vs. Pin[dBm] (solid) vs. measured
(dotted).
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exponent function. The coefficients of the above approximation are given in the
vector described as

A ¼

0:039

1:701

�55:113

251:534

�368:562

170:402

�1:376� 10�8

0

B

B

B

B

B

B

B
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@

1
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C

C

C

C

C

C

C

A

: (12:48)

In the approximation process, the zero attenuation loss was taken out. That
fixed value is absorbed in Eq. (12.44). The plot in Fig. 12.15 shows the VVA
attenuation transfer function versus control voltage in a linear scale, and in log
scale in Fig. 12.17. The plot in Fig. 12.16 shows the VVA derivative of the
approximated curve presented in Fig. 12.15. This derivative function is g(V ),
which is the VVA gain constant, sometimes denoted as KVVA, at different
values of AGC control voltage in linear scales. Note the VVA subthreshold
point of 0.5 V to the knee at 1.5 V.

At this point, the series of PIN diodes at the p configuration start the conduc-
tion state. Therefore, the derivative at the knee is maximal and will go to lower
values as the control voltage gets higher since the attenuation rate goes lower.
The high attenuation state at subthreshold drops abruptly to a lower state at con-
duction; after that, the attenuation rate is moderate. Hence, at the transition
point from subthreshold to conduction, attenuation rate drops rapidly between
the off state and the on state. For that reason, the derivative is an upgoing function
until it reaches the on state, and a downgoing function at conduction (Fig. 12.16).

The rapid increase of g between 1 V and 2 V is because of the transition from
subthreshold to conduction of the VVA, where the voltage increases until the diode
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Figure 12.14 RF Power detector gain factor KD as a function of input power in Watts on
a linear scale.
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fully conducts as shown by Fig. 12.15. Hence, at that point, attenuation drops
rapidly from off state to on state.

Note the following ratio from the minimum value to maximum value of KVVA

coefficients is KVVAminpower (gLOW) � KVVAmaxpower/4, i.e., (gHIGH/4) for RF
sampling between 224.5 and –10.5 dBm and control voltage between 12 and
2 V, respectively.
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Figure 12.16 VVA gain constant g(V) function vs. control voltage.
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Several interesting conclusions can be derived from the above plots and the
open-loop transfer function of the AGC marked as LT(s). The VVA gain con-
stant g is a downgoing function since the attenuation rate decreases versus the
control voltage increment as observed in Fig. 12.5. The ratio between the
maximal value of g and the minimal value of g within the control voltage
range of 2 to 12 V is approximately 4:1 as it appears in Fig. 12.16. This
means that while the RF power decreases, g decreases because the attenuation
rate gets lower and the control voltage gets higher. On the other hand, as the
RF power increases within the receiver dynamic range of 224.5 to
210.5 dBm, KD decreases by the ratio of 1:15, as it appears in the plots at
Figs. 12.13 and 12.14. Hence, it can be noted that the VVA coefficient satisfies
4 gLOW-P � gHIGH-P and the RF detector satisfies KD-LOW-P � 15KD-HIGH-P.
Recalling the open-loop transfer-function equation, and assuming T(s) ¼ 1
within the AGC loop-pass band, for a realization case of loop filter F(s) as in
Fig. 12.6(a), LT(s) can be written as

LT sð Þ ¼ F sð ÞT sð ÞPREF-INKDAVKCPLVVALOSSG2 �mismatchloss � gKD

¼ C
gKD

st1

,
(12:49)

where F(s) is the loop-filter transfer function, T(s) is the detector-smoothing filter
transfer function, KDAV is the detector dc gain amplifier, KD is the detector
coefficient gain in [V/W], KCPL is the directional coupler coupling factor, PREF-IN

is the reference power to lock the AGC in W, G2 is the RF gain in the loop,
VVALOSS is the VVA insertion loss at zero state attenuation, mismatchloss is the
additional loss in the RF chain, and g is the VVA gain factor in [1/V].
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Hence, based on the above KD and g ratios versus optical power, LT(s) varies during
the acquisition state identified as attack according to

C
15

4

gHIGH-P � KD-HIGH-P

st1

¼ C
gLOW-P � KD-LOW-P

st1

: (12:50)

Observing the closed-loop Eq. (12.29) and the zero-crossing frequency equation
when solving the denominator of Eq. (12.29) or (12.36), it can be seen that the AGC
BW varies between its maximum BW at minimum power and its minimum BW at
maximum power. Equation (12.51) shows the AGC time constant variation with
respect to maximum power:

4

15

t1

K

 tc 


t1

K
: (12:51)

That means that the closed-loop BW during the low-power input acquisition state
is 3.75 times wider than the loop BW during acquisition at a high-power state. This
phenomenon is demonstrated for the following design scenario.

Selecting R1 ¼ 100 KV and C1 ¼ 2.2 mF for the loop filter as in Fig. 12.6(a)
and R2 ¼ 4.4 KV and C2 ¼ 0.022 mF for the detector-smoothing filter results in
the following closed-loop and open-loop responses as given by Figs. 12.18 to
12.21 during steady-state locking. The closed-loop response shown by
Fig. 12.18 versus Fig. 12.19 demonstrates that the closed-loop BW in 26 dBm
is wider by almost 1.5 times the BW at high-optical power in Fig. 12.19.

Figures 12.20 and 12.21 displays the open-loop poles location function of
design values.

12.2.6 Noise and dynamic range analysis of feedback AGC

When dealing with AGC and noise, the question is how to define the AGC dynamic
range. This question has two aspects:

1. What is the maximum input power the AGC can handle without driving
the system into distortions?

2. What is the maximum attenuation the AGC can handle without limiting
the CNR? In other words, where is the turning point at which the AGC
stops to show output CNR improvement at the output as the input signal
increases.

The second question is a bit strange but can be understood by observing the AGC
effects on system performance. Observing Figs. 12.22 and 12.23 and calculating
noise figure and output noise density at different AGC states would provide a
simple explanation.
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At very low input power, the AGC is at its maximum gain state and its
minimum attenuation. Hence, the system noise figure is at the minimum. The
system noise figure is given by

F ¼ F1 þ
L�1 � 1

G1

þ
L�1 F2 � 1ð Þ

G1

, (12:52)

where L is the AGC attenuation, G1, G2, F1, and F2 are the gain values and noise
factors of the first and the second stages, respectively. Remembering that the
attenuator gain is given by Gatt ¼ 1/L, and knowing that 0 , L 
 1, the output-
stage noise-figure contribution increases by the amount of attenuation value
1/L. At the AGC threshold state, the output-noise density is at the maximum
value even though F is minimal. This is because the overall RF gain is at its
maximum state since the RF signal is weak. Thus, the input CNR is low and

0.1 1 10 100
1 . 10–3

0.01

0.1

1

AGC closed-loop frequency response

Frequency [Hz]

G
ai

n 
[d

B
]

Hu

fu

Figure 12.18 Closed-loop response at 26 dBm; 3-dB BW is 0.8 Hz.
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minimal. However, when the input signal is increased, the AGC preserves the
output power at the same level as was in the threshold. On the other hand, the
gain is decreased and attenuated by the AGC attenuator L. As a result, F slightly
increases, but its increment is less than the AGC attenuation setting of L due to the
first-stage gain, which compensates for the rest of the chain NF. The result is that
the output-noise density gets lower. Hence, output CNR gets better. Note that the
input CNR improves as well, the signal increases when the intrinsic noise is the
thermal noise KTB. The receiver’s thermal noise, referred to the input, is degraded
by F and equals KTBF. The factor KTBF is the noise density referred to the recei-
ver’s input, which degrades the output CNR by F, and the AGC role is to preserve
the output CNR with minimum degradation compared to the intrinsic input CNR,
which is S/kTB, where S is the signal level. The AGC noise suppression process
would take place until the attenuation value L would be at the order of the RF gain
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Figure 12.19 Closed-loop response at 0 dBm; 3-dB BW is 0.5 Hz.
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and as a result, of course, at the first-gain stage level. From that point on, the noise
density at the output would remain flat and the CNR would decrease. The reason is
as follows: at the instance the AGC attenuator L is at the order of the first-gain
stage, the rest of the RF chain is not compensated for the first-gain stage. Equation
(12.52) provides the reason this. It can be seen from Fig. 12.23 that NF increases
decibel per decibel of RF or decibel per half decibel of the optical power incre-
ment. This is approximately a straight line. The decibel per decibel increment of
NF results due to the VVA attenuation of decibel-per-decibel RF. Since at that
point NF is governed by the VVA, any increment of the VVA attenuation by a
decibel increases NF by a decibel but reduces the output-noise density by the
same amount. As a consequence, the output-noise density remains flat, whereas
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Figure 12.20 Open-loop response at 26 dBm; 3-dB BW is 0.8 Hz. The LT(s) zero
crossing is at 0.8 Hz. The detector pole is at a high frequency and has no effect on
the phase margin. Increasing the value of C2, the detector’s filter capacitor to 22 mF
from 0.022 mF would reduce stability and bring the second pole one decade above
the dominant pole at 0.8 Hz. Figure 12.21 provides the plot for that case.
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the input noise density increases decibel per decibel for signal increment. This
point is the maximal CNR that the AGC can support. This phenomenon threshold
starts at the instant the VVA attenuation is equal to the LNA gain, which is the
first-gain stage G1-gain value in Eq. (12.52).

At the instant the output-noise density equals the input-noise density, because
F is strongly affected by L, the AGC reaches its limit of attenuating high input
power levels and does not track input CNR. That can be understood as follows.
The first case is of a finite VVA attenuation range. The AGC reached its limit
and ability to attenuate. The loop integrator provided the VVA its lowest
control voltage. The noise figure is at its maximum value. Thus, the output
noise density remains constant. There is no further attenuation of noise. If the
VVA dynamic range equals the RF gain, the overall system’s gain equals zero.
Another case is theoretical, where the VVA has an infinite attenuation range,
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Figure 12.21 Open-loop response at 26 dBm; 3-dB BW is 0.8 Hz. The LT(s) zero
crossing is at 0.8 Hz. C2 capacitor value of the detector filter was increased to 22 mF
from 0.022 mF. Second pole is at 10–11 Hz.
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making a 1-dB increase in NF for any 1-dB increase in power thus the CNR
remains constant. This scenario is also valid for a finite VVA range where the
VVA attenuation is sufficiently high to affect the cascaded noise figure as given
by Eq. (12.52). This is well demonstrated in Fig. 12.23. In very high-gain recei-
vers, the AGC is distributed through the RF chain. The AGC order of attenuation
moves from the back end to the front end. Attenuation the second AGC stage. This
stage is located after the second-gain or third-gain stage in the receiver chain. For
very high-power signals, the first-stage AGC starts to operate, preventing the input
stage from being driven into compression.

The following plots describe simulation and measured results of a FTTx
CATV receiver with feedback AGC:

. Figure 12.22 shows the AGC attenuation state versus the optical level.

. Figure 12.23 shows the input-and output-noise densities as a function of
the AGC state.
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Figure 12.22 FTTx–CATV receiver-feedback AGC-attenuation state vs. the optical level
4% OMI, responsivity 0.8 mA/mW.
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. Figure 12.24 shows the measured output-noise density versus the AGC
state.

. Figure 12.25 shows simulation of the CNR versus the AGC attenuation
stage.

. Figure 12.26 shows the measured CNR of an FTTx receiver.

. Figure 12.27 shows the NF degradation as a function of AGC attenuation
increments.

The assumptions and constraints for those plots are as follows: NF per each gain
stage is 3.5 dB and gain is 13 dB. The VVA zero-state insertion loss is 3 dB and
output-matching losses are an additional 3 dB. OMI per CATV tone equals 4%
and the characteristic impedance of 75 V. The AGC power leveling at the
output is 14 dBmV/tone. The plots show very good agreement between calculated
and measured results taken on an integrated FTTx triplexer.
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Figure 12.23 Input (solid) and output (dashed) noise densities of the FTTx transceiver
as a function of AGC attenuation vs. optical level. Note that above 1.8-dBm, the output
noise density becomes flat. Thus, AGC does not improve CNR and starts to operate as a
CNR limiter. The optical level refers to the AGC state where 1-dB light is equal 2-dB RF.
Responsivity r ¼ 0.8 mA/mW, OMI ¼ 4% as it appears in Fig. 12.22.
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The reason for improved performance at low-power levels in the measured
results is the higher responsivity of the photodetector compared to the simulation’s
worst case. Hence, the CNR penalty or gain improvement due to responsivity is
given by

x ¼ 20 log
r2

r1

¼ 20 log
0:9

0:8
� 1 dB, (12:53)

where r represents responsivity.
That explains a little about the difference between the simulated results in

Fig. 12.25 against the measured results in Fig. 12.26. Additionally, higher-gain
and lower matching losses at low optical levels add more RF gain; thus, a
higher signal power results as well as an improvement in the RF-chain NF. As
a consequence, the AGC threshold is measured at a lower optical power and
the noise attenuation is higher at a given optical level or AGC state. The
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Figure 12.24 Measured noise density at output of the FTTx CATV receiver as a function
of AGC attenuation vs. the optical level. Optical level refers to the AGC state where 1-dB
of light is equal to 2-dB RF. Responsivity is a bit better, r ¼ 0.9 mA/mW, OMI ¼ 4% as
appears in Fig. 12.22.
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mismatch loss due to VVA attenuation at high power adds more losses, increases
the NF, and thus the measured CNR is lower by 1.5 dB compared to the
simulated CNR.

The measurement was done with an open AGC loop and controlling the VVA
signal leveling with a power supply. The noise was measured without illuminating
the photodetector (CNR ¼ dark) and the same VVA-driving-voltage conditions
were preserved as when the carrier level was tested. The AGC signal attenuation
corresponds to the input-optical-power level. Hence, the open-loop test simulated a
limited closed loop, which is the role of the AGC.

Note that Fig. 12.22 demonstrates that at a 22-dB optical level, the AGC
attenuation level equals 13 dB, which is the first-stage LNA gain.
Hence, Fig. 12.23 shows about a 22-dBm optical NF increase of decibel per
0.5-dB optical increment. This phenomenon is described by the NF plot in
Fig. 12.27.
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Fig. 12.22.
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12.2.7 Noise and dynamic range analysis of feed forward AGC

Unlike feedback AGC the FF AGC power-leveling system with DCA or VVA
operates in an open loop. When dealing with coarse-step attenuators, the system
operates as a regular amplifier between steps; there is no continuous power track-
ing and level locking. Hence, between attenuation steps, the signal is amplified
linearly. The mechanism of noise suppression, while at a constant signal level,
occurs only at the transitions.

As was explained previously, the AGC increases the dynamic range of a
system and preserves the input CNR as the signal gets stronger, with a slight degra-
dation compared to the input CNR caused by NF. In the FF system, where the gain
is fixed at a given AGC step state, the result is a fixed value of NF. Hence, through-
out the input-signal power increment, the AGC attenuation level remains constant
until the next AGC state. Thus, there is no change in the output-noise density. The
gain and NF remain the same, which is why the CNR improves when the carrier
gets higher in coarse FF. Obviously, the same happens in a feedback system.
The input CNR increases as the signal at the input increases. Hence, the AGC
preserves the CNR with a slight degradation due to incremental NF as the VVA
loss gets higher. That is another way to observe the AGC–CNR tracking. To
demonstrate, a two-step FF coarse-AGC system was simulated. It was observed
that the higher the number of steps of an FF-AGC system, the fewer power fluc-
tuations it had at the output. For a coarse AGC system, it would exhibit larger
power steps between attenuation states, as appears in Fig. 12.28.

Proper system gain and attenuation distribution prevents a large NF degra-
dation step change, illustrated in Fig. 12.31. Thus, overall CNR and a dark CNR
curve is smooth, as is shown in Fig. 12.30. The AGC system trigger point is
adjusted by the sampling resistor that converts the dc photocurrent to a sampling
voltage, as described by the block diagram in Fig. 12.1. The photovoltage deve-
loped on a 1-K sampling resistor is directly related to responsivity as shown by
Fig. 12.29. Photodetector responsivity distributions would affect the AGC
trigger point, as appears in Fig. 12.28.

The simulation plot in Fig. 12.28 describes the FF AGC RF output as a func-
tion of optical input power and responsivity as a parameter. It has hysteresis of
approximately 0.15–0.2 dB, which equal 0.3–0.4 dB RF. As was explained pre-
viously, this method has no feedback and tracking. Hence, trigger points and RF
levels depend on the alignment of the AGC circuit, and it is susceptible to the
circuit parameters’ distribution. The plot shows four different curves at four differ-
ent trigger points due to four different photodetector responsivities values for r.
The highest responsivity the system has, the earlier the trigger point. This is due
to the fact that the dc voltage sampled from the photodetector sampling resistor
in Fig. 12.1 reaches its trigger value at a lower optical power, as appears in
Fig. 12.29. Hence, to compensate for early trigger point, the sampling resistor
value should be decreased in order to provide a higher optical level for the
AGC trigger point. The optical power difference between triggering points
relates to the ratio of the responsivities log according to

DdB ¼ 10 log
r1

r2

� 	

: (12:54)
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For instance, the ratio between r1 ¼ 1 mA/mW and r2 ¼ 0.95 mA/mW
results approximately in a 0.22 dB difference between trigger points as can be
observed in the plot of Fig. 12.28. The RF delta between the trigger points
would be twice as much as the optical difference.

The above simulation in Fig. 12.30 demonstrates the output CNR components
as a function of the optical level in a coarse two-step AGC. In this example, the
responsivity is the worst-case value of r ¼ 0.85 mA/mW.

As the optical power gets higher, the AGC sampling voltage gets higher until
the first trigger point; there, the first AGC step is 3 dB, and the output power is
attenuated. However, this attenuates the input-noise powers of RIN shot-noise
and dark-current shot noise at the same level as the RF signal. Therefore, the cor-
responding CNR is preserved. As for thermal noise (white noise), when attenuation
is incremental the noise figure gets higher. Figure 12.31 shows the step response in
the noise figure caused by the incremental AGC attenuation. However, the change
in noise figure due to the 3-dB AGC step is about 0.1 dB at the first AGC stage and
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about an additional 0.16 dB in the second step. This is the reason that in the
thermal-noise CNR curve, there is no observed degradation of CNR at the
trigger point.

The AGC chain is designed in such a way that the first amplifier gain is high
enough to compensate for the DCA attenuation. Thus, at first approximation, it is
accurate to say that the thermal noise is more or less in a fixed level. Therefore, the
thermal output CNR marked as Ne in Fig. 12.30 keeps improving as the optical
level increases. This is because the RF increases proportionally to the OMI
square as explained in Secs. 8.2.4 and 10.9. However, as the input RF signal
increases versus optical level increment and AGC attenuation occurs, both RF
power and thermal noise power are attenuated at the same level. Hence, the
thermal noise CNR improves versus power. One more important conclusion is
that the dominant noise variance is the laser RIN, and for an ideal laser, the shot
noise will dominate as optical power increases. Furthermore, it is observed that
the dark current is by order of magnitude lower than the RIN, shot, and thermal
noise CNRs. Hence, the equivalent link CNR is dominated by the laser RIN.

Note the different trigger points of the AGC as a function of responsivity.
Noise figure is not affected by responsivity, only the trigger point is, and NF
changes are related to different responsivity values. The NF value is determined
by the RF-chain lineup only.
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12.2.8 Feedback AGC in the presence of modulated CATV signal

The specifications of community access television (CATV) receivers define the
peak power level per CATV channel. However, since the CATV channels are
modulated signals, the AGC detector would sense the average power level. More-
over, although a CATV receiver is tested and evaluated for CSO, CTB, CNR per-
formances, its AGC is calibrated for CW nonmodulated carriers.

In a CW-testing mode, the peak power of the signal equals the rms. Hence,
the AGC leveling locks to the correct signal-leveling requirement. In a real case
of modulated tones, there is a ratio between peak and the RMS power levels.
Hence, if the AGC was tuned to be locked for the desired spec level in CW
mode, it will create an error. The error results because the AGC RF detector
is a power estimator that measures the rms level. There are several types of
detectors: a peak detector that is not used for AGC, a true rms power detector,
and a fast DLVA detector. The DLVA is more sensitive to PAR. As a
consequence, when using a high-dynamic range DLVA, the AGC will lock
the modulated signal to the rms value as it was set by the CW tones. Therefore,
the peak-signal level of the modulated carrier would be higher by the peak-to-
rms power ratio known also as PAR. So, there is a need to compensate for the
difference of the peak-to-rms ratio. Since the AGC samples are for locking the
lower channels in the frequency plane, which are NTSC AM–VSB, the peak-
to-rms analysis would refer to the AM, which carries the video picture
(image) as part of the NTSC modulation scheme. Note that sound (aural) is
the FM part of composite video and is a constant envelope, hence, it theoreti-
cally has no PAR. The peak-to-rms compensation applies to feedback AGC
topology only. Since FF AGC is driven by the PD dc-monitor voltage and
does not sense the RF signal. QAM suffers from higher PAR compared to
NTSC AM–VSB as explained by Chapter 14. Further elaboration on QAM
peak to average appears in Sec. 14.3.

12.2.8.1 Peak-to-rms analysis

NTSC power is characterized by its peak power as measured during the hori-
zontal and vertical sync intervals. On the other hand the peak power relates
the average power of a CW and not the instantaneous peak power of a CW
signal. That means that when observing time domain Asin(vt) or Acos(vt)
the voltage measured for power calculations is the CW RMS. Hence Ppeak ;
Pave�CW ¼ V2

rms=R and not and not instantaneous peak power Ppeak ¼

V2
peak(t)=R. This value is formally called the peak envelope power (PEP)27.

This definition states that continuous sine-wave-voltage peaks are equal to
the voltage peaks of the RF carrier during the sync interval. CW peak equals
its average, thus PEP ¼ 0 dB. The NTSC peak is very consistent since sync
signals are always at the same height; its average power is not. Instead, its
average power is highly dependent on the video signal content, which means
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the average luminance level and therefore is not used to describe NTSC RF
signals. The analysis is as below.

NTSC video signal modulation is composed of two types of modulation: AM
for the image picture on the screen, and FM for the audio (aural). The image
signal’s modulation depth defines the color, the blanking pulse, which blanks
the scan beam, and the horizontal synchronization pulse, which is 5-ms wide.
The blanking pulse width is 10 ms and the composed pulse repetition period is
53.5 ms (see Fig. 12.32).8 – 10

Simple AM is defined as given by Eq. (12.54).8,9 Equation (12.54) describes
dual sideband plus carrier. The NTSC signal is AM VSBþ C (amplitude modu-
lation vestigial side band plus carrier). The clusters around the carrier result due
to the horizontal repetition rate thus each 15.8 KHz.

wAM(t) ¼ m(t) cosvct þ A cosvct ¼ ½Aþ m(t)� cosvct, (12:54)

where m(t) is the modulating-signal amplitude versus time shown in Fig. 12.32.
The condition for demodulation by an envelope detector is

Aþ m(t) . 0 for all t: (12:55)

63.5 μs10 μs
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Figure 12.32 Composite monochrome television signal levels.
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The modulation index is defined as

m ¼
�m(t)min

A
: (12:56)

In order to have proper modulation, the following condition is required as a
result from the definition in Eqs. (12.55) and (12.56):

m 
 1: (12:57)

It can be seen that m defines how much the carrier amplitude fluctuates by the
modulating tone m(t). Moreover from Eq. (12.56), m(t) indicates that there are
instances where the carrier (RF) is at its maximum level, jmj ¼ 1, and instances
where the carrier is at its minimum. Since the modulating signal m(t) is described
by Fig 12.32 the carrier peak occurs at horizontal synchronization level.

The average RF level would be related to the average amplitude of the
modulating carrier m(t) over a single scan period as given by

,m(T).¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

T

ðT

0

V(t)½ �2dt:

s

(12:58)

Thus, the power refers to

,m(T)2 .¼
1

T

ðT

0

V(t)½ �
2dt: (12:59)

The integration in Eq. (12.59) would be per the normalized voltage-square
value, as shown in Fig. 12.32. In fact Fig. 12.32 represents jmj. Assuming a Gaus-
sian signal statistics with zero mean for the image modulation, then by observing
Fig. 12.32 it can be said that its average is (75%þ 12%)/2 ¼ 43.5%. Using this
result and taking the square area of the blanking level, the synchronization
square area, and the video square area sum as given by

,m(T)2 .¼
1

T

ðT

0

V(t)½ �
2dt

¼
1

63:5
2 0:752 � 2:5
� �

þ 1 � 5þ 0:432 � 53:5
� A

2

2

¼ 0:1394A2: (12:60)

where T ¼ 63.5 ms the normalized rms value is 0.379 or 37.9% of the peak voltage
amplitude, if the peak represents 100%.

Equation (12.60) demonstrates the approach for calculating the NTSC average
power. It is like a “mask shape” applied on the CW carrier. It defines the percen-
tage of the CW power or voltage swing used when observing the CW modulated
envelope. Hence, when calibrating the AGC for CW there is a need to compensate
the peak to average compared to a real NTSC signal. The CW power is A2/2;
therefore the correction is 10 log(0.5/0.1394) � 5.55 dB.
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This correction is implemented in AGC. However, since the FTTx AGC is fed
by 30 NTSC signals, a more accurate statistical approach should be made for ana-
lyzing PAR of 30 uncorrelated NTSC signals. Those signals may have a Gaussian
distribution and very similar statistics as additive white Gaussian noise (AWGN).
This is made by evaluating average and peak signals. The AGC calibration method
is measuring 30 CW tones and compensating them for the expected PAR of a
single NTSC tone.

The FCC rules specify that power measurements of transmitted NTSC RF
signals are to be referred to peak sync during NTSC broadcast transmitter
calibration. For that, special NTSC signal is used that consists of composite
syncs and blanks only. AGC PAR calibration can be made by NTSC generator
such as Fluke 54200 and Rhode–Schwartz SFE and SFU.

When discussing QAM channels the signal nature is statistical and numeric
analysis is used. Pseudorandom code is created for sending a QAM pattern. For
having an accurate result it is desired to have a long random series and measuring
process. If large enough samples are taken, an envelope of the HDTV QAM
signal could be measured and collected into “power bins.” This may result in an
accurate statistical histogram. This histogram is based on a statistical tabulation
of the frequency of occurrence of a random power variable within adjacent
ranges or bins. If the sampling is large enough and the bins are narrow enough
this sampling histogram is normalized by dividing each bin number sample by
the total number of samples. This generates a probability density function
(PDF). The goal is to find the percentage of time in which the HDTV RF signal
rises above a particular power level. Hence, after finding the PDF, a form of cumu-
lative distribution function (CDF) can be obtained by integrating overall power
levels, starting from the maximum power level and working down to zero
power. As each bin’s frequency of occurrence is added, a percentage number is
obtained for how often the HDTV signal envelope power exceeded that power
bin level. As more and more bins are added and numerically integrated, the
number rises toward 100% at the zero-power level. Meaning, 100% of the measured
RF envelope power samples are greater than the zero-power level. It should be noted
that the histogram could have been integrated from zero power to maximum
power, creating a standard CDF. Then the value found in each bin would represent
the percentage of time the HDTV RF signal is below that particular level.

In order to create the peak-to-average statistics, the above process is modified,
where each bin’s power value is divided by the average power of the HDTV
sample signal. This power is the power measured within the 6-MHz HDTV BW
of operation.

As was described above, the main interest is to determine the frequency of
occurrence for and level of each bin and create a useful plot to work with that
can show PAR at the x axis and the probability of occurrence in y axis. For that
there is a need to plot the standard CDF marked as F(x). This is a statistical
function bounded by 0 
 F(x) 
 1, which indicates power-sample occurrence
frequency for values below a certain level. It is cumulative since it adds up all
occurrences of all the signal power samples that are below a given power value,
in this case this is the average power. Hence, the case of interest is to evaluate
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the complementary case of 12F(x). Figure 12.33 depicts the flow chart concept
for analyzing PAR. It is important to be careful when producing histograms and
statistics that relate to sampling. If the random vector is large enough, there are
sufficient symbols to produce a PDF, and a single iteration is made, then the
PDF is given by normalizing the histogram to a random vector length. An alter-
native method is to have several iterations on a shorter random signal. In that
case histogram is normalized to number of iterations, where each iteration pro-
vides a peak. The histogram bins collect peaks for either single runs or loops.
Additionally, there is a significant difference between producing the amplitude
distribution of an ensemble of symbols in a complex signal. These statistics
provide the instantaneous value of signal voltage. It can be above or below the
average value since the statistical sample is not for the peak, and mapping into
histogram bins is for the signal amplitude distribution. Therefore, when calculat-
ing statistics of samples per average, the ratio may show negative values as well,
however, peak to average will always be positive. Moreover, the normalization of
the histogram in this case is per the signal vector length. The statistics for an event
of amplitude peaks and null to occur compared to PAR analysis are different since
the process of producing a data stream distribution of amplitudes is not by search-
ing for peaks but by observing the signal’s instantaneous nature. Having this in
mind, PAR calculation and signal statistics can be produced.

Before the statistical calculation of PAR, there is a need to define the con-
stellation size that is used. A constellation is a map of symbols on the I-Q axis
system, where the distance between symbols in each direction is 2a, and the
distance from the I and Q axes is a. Equation (14.10) in Sec. 14.3 is used to evalu-
ate the voltage distance between symbols and calculate a. It is important to note
that the constellation used should be square, that is, QAM 16, 64 and so on.
QAM 32 is not a square constellation since it has no square root.

The energy per symbol Es equals the number of bits used to represent a
symbol. For instance in 16 QAM, 2 bits are used for I and 2 for the Q. Hence,
there are 4 states for each axis and 16 states overall. Therefore, Es ¼ 4 Eb. In
the same manner Es ¼ 6 Eb for 64 QAM and Es ¼ 8 Eb for 256 QAM.

Note that the constellation axis refers to voltage, and voltage is related to the
square root of power; therefore, the following relation is valid:

Es

Ts

¼ Ps: (12:61)

The voltage of each symbol versus time composed from I voltage and Q
voltage. For the sake of simplicity, let’s assume a 16 QAM scheme. The mesh–
grid for such constellation would be +1 and +3. These mesh grid are marked
as kI and kQ in Eq. (12.61). Thus the highest energy symbol is at the following
coordinates; (3a, 3a), (23a, 3a), (23a, 23a), (3a, 23a). These coordinates are
the projections of the carrier phasor amplitude on the I and Q axes. The AM
process controlls the phase of a sine wave carrier signal versus time by a sequence
of bits, analog or digital. In a QAM two orthogonal carriers are used to create a
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constellation that produces a two dimensional scheme in the I and Q plan.
If the sinusoidal carrier signal has an amplitude of A, then its power is
Ps ¼ 1=2 � A2, so that A ¼

ffiffiffiffiffiffiffiffiffiffiffi

2 � Ps

p
. With this information the constellation
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Figure 12.33 Suggested PAR calculation process for MATLAB, MathCAD Further
reading about QAM is in Chapter 14 and 15.
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voltage versus time can be plotted by using the following equations where a is
analyzed in Eq. (14.10) in Sec. 14.3:

VQAM tð Þ ¼ kI � a �
ffiffiffiffiffiffiffiffiffiffiffi

2 � Ps

p

cos v0 � tð Þ þ kQ � a �
ffiffiffiffiffiffiffiffiffiffiffi

2 � Ps

p

sin v0 � tð Þ: (12:62)

With a sampling periodicity of Ts and a signal period of T, Eq. (12.62) is
modified to

VQAM nð Þ ¼ kI � a �
ffiffiffiffiffiffiffiffiffiffiffi

2 � Ps

p

cos
2 � p0

T
� nTs

� 	

þ kQ � a�

ffiffiffiffiffiffiffiffiffiffiffi

2 � Ps

p

sin
2 � p0

T
� nTs

� 	

:

(12:63)

The coefficient a determines the symbol’s average energy depending on the
quadrature order. The coefficients kI and kQ in Eq. (12.63) determine the
random location of the symbol in the constellation, per Eq. (14.10) in Sec. 14.3,
and the sine and cosine functions represent the carrier. The local oscillator (LO)
feeding the I/Q modulator is sometimes called the QPSK modulator. However,
for base-band (BB) analysis there is no need for the LO, but there is a need to
generate the I and Q in the complex domain. Hence, Eq. (12.60) turns into

VQAM nð Þ ¼ kI

nTs

T

� 	

aþ kQ

nTs

T

� 	

a

� �

� h
nTs

T

� 	

, (12:64)

where � marks the convolution in the time domain, and h(t) is the impulse
response of a square-root-raised cosine (SRRC) filter provided in Eq. (12.64).28
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Figure 12.34 SRRC the square-root raised cosine pulse shape sampled at N-8
samples/symbol with a ¼ 0.15 and truncated to span 16 symbols. Note that bin 8 is
t/Tsymbol ¼ 0, bin 0 is t/Tsymbol ¼ 28 and bin 16 is t/Tsymbol ¼ 8 where
t ¼ nT_samp and Ts is Tsymbol and n is integer n ¼ 1, 2, 3.
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The recipe for PAR calculation is provided in Fig. 12.34 and the following
preparations should be made. First, define the QAM order M. The array dimension
must be at the power of 2. Next, define data rate D [bits/sec]. Define number of
symbols for simulation, which must be 2m, for instance, 2048. Define number of
samples per symbol to be N_samp. Determine the SRRC shape filter roll-off
factor a. Define the symbol rate according to

S rate ¼
D rate

log2 M
¼ log10 2 �

D rate

log10 M
, (12:65)

h tð Þ¼

sin
p � 1�að Þ

T symb
� tþDtð Þ

� �

þ
4�a � tþDtð Þ

T symb
�cos

p � 1það Þ � tþDtð Þ

T symb

� �

p � tþDtð Þ

T symb

� �

� 1�
4�a � tþDtð Þ

T symb

� �2
" # , (12:66)

where Dt is a very small number used to prevent the simulation error of real
numbers divided by zero, and T_symb is the symbol period. Since this is a
numeric analysis there is a need to create vectors for the h(t), which is a finite
impulse response filter (FIR), and the signal Iþ jQ. Assume that T_symb ¼ 1,
then the sampling period T_samp ¼ T_symb/N_samp, and the sampling fre-
quency is F_samp ¼ 1/T_samp. Therefore the number of wave form samples is
S_samp ¼ N_samp � N_symb, which is the total number of samples. This is the
length of the Iþ jQ vector samples. The next step is to define the length of the
FIR that provides the shaping pulse, let’s assume L1 ¼ 16 � N_samp. That
means that the FIR length is 16 symbols. Hence, the t vector range is given by
t ¼ T_samp � (0 to L1-1). Because SRRC(t) is noncausal, it must be truncated,
and the pulse shaping filter are typically implemented for +6Ts to +8Ts about
the t ¼ 0. Observe that h(t) in Fig. 12.34 has zero crossings at +nTs but the
center is located in bin number 8. It is a finite filter in the time domain. The
result of truncation is the presence of nonzero side lobes in the frequency
domain, the spectrum is no longer zero for j f j . (1þ a)/2Ts. Since h(t) is a
noncasual function, it was shifted to the right by 8 symbols, therefore its center
is bin 8. There is no negative time in casual system, and in this example, h(t)
symmetry prior to the time shift is +8Ts about the t ¼ 0 point for each symbol.
After +8Ts the response is flat: equal to zero. Figure 12.34 illustrates the
SRRC bins for 16 symbols. After having the two vectors there are two options
to calculate the output: the first, as was presented, is by time-domain convolution
and the second is to use fast Fourier transform (FFT) for the SRRC. The signal
performs the frequency domain calculation and uses inverse fast Fourier transform
(IFFT) to evaluate the output. A hamming window is used in FFT to increase
accuracy. Boundary cases of SRRC are cut and ignored. The statistics for PAR
is estimated and plot is produced.

There are two kinds of PAR charts. Power and voltage where PAR relates to 20
log(V/Vrms). When calculating RF back-off against compression power, PAR is
used. For ADC voltage PAR is used to examine margins against clipping. Since
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in the RF channel both I and Q are transferred, PAR is estimated for the complex
signal. In analog base–band, (ABB) where there is a channel for I and Q, each
component is examined for PAR. The sum of them would produce the overall
PAR. Both I and Q have the same likelihood; therefore, the difference between
the I2 and Q2 to the I2

þQ2 is 3 dB.
The question asked is what statistics to use: PAR or the instantaneous signal

sampling statistic sample-to-average ratio (SAR), which affects back-off and prob-
ability results are different. Generally the design tradeoffs refer to signal statistics
and the likelihood of a peak to happen within a stream of symbols. Therefore the
MATLAB file of sample to average is used in orthogonal frequency division multi-
plexing (OFDM), where a system is designed for a back off within a given probability
that is since QAM OFM PAR is stronger than regular QAM where PAR is used.

Figure 12.35 provides the probabilities for SAR signal statistic amplitudes to
average. The MATLAB code in this case observes in a snapshot the statistics of the
same random signal used for PAR. This analysis is called SAR for which the
highest positive SAR value is the PAR value of this stream. The difference in simu-
lation is that the histogram is normalized to the QAM symbol trail length and
histogram bins collect data of instantaneous amplitude to average value. Thus
there are bins showing negative values as well. In PAR the statistics run several
times on the stream and collects peaks for each run. The histogram is normalized
to the number of runs. In other words, the MATLAB code observes the abs value in
SAR rather than the peak of abs value within a stream in PAR analysis.

Figure 12.35 SAR probability vs. SAR value. Left to right 4QAM, 16QAM, 64QAM,
256QAM, and 1024QAM. Simulation parameters are SRRC roll–off factor a is 15%, the
series length is 2048 symbols, and number of iterations is 1 per eachmodulation scheme.
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This simulation tool can be expanded to check ratios of multiple QAM chan-
nels transmitted at the same time. A value of SAR and PAR can be produced for
the AGC correction of peak to average.

Observing Fig. 12.36, it can be seen that as the constellation order increases
the PAR likelihood to occur. Moreover, it can be seen that 64 QAM curve is
very close to 256QAM and 1024QAM. That is because it is the nature of QAM
to be more Gaussian at high orders. The MATLAB code for producing PAR stat-
istic is listed below.

MATLAB Code for PAR Estimation

%% QAM PAR statistics written by Avi Brillant 6 of October
2007

% This program evaluates PAR for 4QAM, 16QAM, 64QAM, 256QAM
and 1024QAM

function [xbbpdf, proba] = peakToAverage(runs, N_symb, osr,
constTp, constSz);

Figure 12.36 PAR probability vs. PAR value left to right, 4QAM, 16QAM, 64QAM,
256QAM, and 1024QAM. Simulation parameters are SRRC roll–off factor a is 15%, the
series length is 2048 symbols, and number of iterations is 1000 per each modulation
scheme.
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%Running parameters

if nargin == 0 % Data Control and Monitoring

alpha = 0.15 % Roll Off Factor of SRRC FIR shaping
filter

runs = 1e3; % Number of runs to gather stats. The
larger the better (and the
longer...)

D_Rate = 10e8 % Data Rate Bits/Sec
N_symb = 2048; % Number of symbols in this simulation
%constTp= 'qam'; % Constellation type ('qam' or 'psk')

USE this for manual run and dissable
Constellation_Size case

%constSz = 256; % Constellation size USE this for
manual run and dissable
Constellation_Size case

T_symb = 1; % Symbol period
osr = 8; % oversampling rate for BB signal

end

%% Check all QAM types

% Modulation index selector case

Constellation_Size=
str2mat('4_QAM','16_QAM','64_QAM','256_QAM','1024_QAM');
Const_Index=length(Constellation_Size);

for Const_Counter =1:Const_Index;

switch Const_Counter;
case 1

constTp = 'qam'
constSz = 4;

case 2
constTp = 'qam'
constSz = 16;

case 3
constTp = 'qam'
constSz = 64;

case 4
constTp = 'qam'
constSz = 256;
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case 5
constTp = 'qam'
constSz = 1024;

otherwise

disp('Select Valid QAM Constellation Satisfies
CostSize = X^2, 32QAM type is not valid')

end;

% baseband samplig parameters
T_samp = T_symb/osr;

%% Samplig period
F_samp = 1/T_samp;

%% Samplig frequency
S_samp = osr*N_symb;

%% Overall number of samples

% Simulation parameters. Don't touch.

bbEpf = [];BB_I = [];BB_Q = []; %% bbEpf base band Statistics
Nosr = N_symb*osr; %% Nosr is total number of

samples
S_rate= D_Rate*(log10(2)/
log10(constSz));

%% Symbol rate [Hz] is the
data rate divided by
number of bits per symbol

%% Making call to procedures and create vectors

SRRC = FIR(T_symb, alpha,T_samp,osr); %% Square Root Raised
Cosine Filter Call function per sampling parameter: symbol
time is T_symb,Roll off factor is alpha, sampling period
T_samp,osr

constellation = BuildConst(constTp, constSz); %% Build-
Const Function Call Constellation Parameters are: constTp
(Type) and constSz (Size)

for k=1:runs; % number of statistical calculation iterations
per modulation scheme
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% signal train of I + jQ

Symbols =constellation(ceil(constSz*rand(1,
N_symb)))

%% random choice of constellation
elements by telling their
position as an index for the
signal vector

I_BB =real(Symbols);
Q_BB =imag(Symbols);

%% Over sampling baseband of signal train of I +jQ

for i=1:S_samp; % over sampled vector BB_I

BB_I(i) =0;
BB_Q(i) =0;

end;

for n=1:N_symb; % over sampling of vector BB_I

k=n*osr;

BB_I(k) = I_BB(n);
BB_Q(k) = Q_BB(n);

end;

for j=1:S_samp; % over sampled complex vector made of
real and image of BB_I

baseband(j) =complex(BB_I(j),BB_Q(j));
end;

%% Making convolution of SRRC with train of impulses and
getting physical signal

%% Convolution of I+jQ with SRRC
BBsignal = conv(baseband,SRRC);
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%% Normalized VOLTAGE
BBsignal = BBsignal/sqrt(mean(abs(BBsignal).^2));
RMS = sqrt(mean(abs(BBsignal).^2));

%This is PAR
bbEpf = [bbEpf 10*log10(max(abs(BBsignal).^2)/

(RMS^2))];

end

%You can use BBsignal to plot physical BB constellation
I=real(BBsignal);
Q=imag(BBsignal);

%You can use Symbols to plot ideal BB constellation
I_BB =real(Symbols);
Q_BB =imag(Symbols);

%histogram on peaks found per run so we have peaks distri-
bution over 1000 runs

[bbPdf, xbbpdf] = hist(bbEpf, runs);

% integration
bbcf = cumsum(bbPdf);

%normalizing by number of runs taking the probability of
being larger

proba = 1-bbcf/runs;

figure(1)

semilogy(xbbpdf, proba);
grid on; xlabel('\Delta [dB]'), ylabel('Pr [Peak [dB] -
Average [dB] . \Delta [dB]]');
%title([constTp'' num2str(constSz)' - Peak To Average']);
title(['4QAM, 16QAM, 64QAM, 256QAM, QAM1024']);
hold on;

end

%% help function CREATING CONSTELLATION IN TIME DOMAIN
function constellation = BuildConst(constTp, constSz);
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switch constTp
case('psk')

constellation = exp(j*(2*pi/constSz*(1:constSz)+pi/
constSz));

case('qam')
d = sqrt(constSz)-1;
if mod(d,1), error('constellation size in QAM should

be a square'); end

[I,Q] = meshgrid(-d:2:d,-d:2:d);
constellation = reshape(I + sqrt(-1)*Q, 1, []);

otherwise
error('illegalmodulationtechnique(chooseqamorpsk)')

end
return

%% help function CREATINGIN FIR SRRC IN TIME DOMAIN

function SRRC = FIR(T_symb,alpha,T_samp,osr)

%L1 is the length of the SRRC FIR filter that provides the
shaping pulse
L1=16*osr;

L=0:L1-1;

%SRRC FIR Equation Parameters

t=L*T_samp;

A=sin(pi*(1-alpha)*(t-8*T_symb+1e-9)/T_symb);

B=(4*alpha*(t-8*T_symb+1e-9)/T_symb);

C=cos((pi*(1+alpha)*(t-8*T_symb+1e-9))/T_symb);

D=(pi*(t-8*T_symb+1e-9)/T_symb);

E= 1-((4*alpha*(t-8*T_symb+1e-9)/T_symb).^2) ;

%SRRC Function

[SRRC_FIR] = (A+B.*C)./(D.*E);

SRRC=SRRC_FIR;

return
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MATLAB Code for Sample to Average Ratio (SAR) Estimation

%%QAMSARSamplingtoAverageStatisticswrittenbyAviBrillant
%% This program evaluates SAR for 4QAM, 16QAM, 64QAM, 256QAM and
%% 1024QAM

function [] = SAR_QAM_4_64_256_1024_()

%Clear the MATLAB workspace + close all previous windows
clear all, close all

%Running parameters

if nargin == 0 % Data Control and Monitoring

alpha = 0.15 % Roll Off Factor of SRRC FIR shaping
filter

D_Rate = 10e8 % Data Rate Bits/Sec
N_symb = 2048; % Numberofsymbolsinthissimulation

the longer
% the better

%constTp = 'qam'; % Constellation type ('qam' or
'psk')USE this for manual run and dissable
Constellation_Size case

%constSz = 256; % Constellation size USE this for
manual run and dissable Constellation_Size case

T_symb = 1; % Symbol period
osr = 8; % oversampling rate for BB signal

end

%% Check all QAM types

% Modulation index selector case

Constellation_Size=
str2mat('4_QAM','16_QAM','64_QAM','256_QAM','1024_QAM');
Const_Index=length(Constellation_Size);

for Const_Counter =1:Const_Index; %% Main Loop Check all
Constellation Types

switch Const_Counter; %% Constellation Types Menu
case 1

constTp = 'qam'
constSz = 4;
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case 2
constTp = 'qam'
constSz = 16;

case 3
constTp = 'qam'
constSz = 64;

case 4
constTp = 'qam'
constSz = 256;

case 5
constTp = 'qam'
constSz = 1024;

otherwise
disp('Select Valid QAM Constellation Satisfies Cost-

Size = X^2, 32 QAM type is not valid')
end;

% baseband samplig parameters
T_samp = T_symb/osr;

%% Samplig period
F_samp = 1/T_samp;

%% Samplig frequency
S_samp = osr*N_symb;

%% Overall number of samples

% Simulation parameters. Don't touch.

bbEpf = [];BB_I = [];BB_Q = []; %% bbEpf base band Statistics

Nosr = N_symb*osr; %% Nosr is total number
of sampls

%% Symbol rate [Hz] is the data rate divided by number of bits
per symbol
S_rate= D_Rate*(log10(2)/log10(constSz));

%% Making call to procedures and create vectors

%% Square Root Raised Cosine Filter Call function per
sampling parameter: symbol time is T_symb,Roll off factor
is alpha, sampling period T_samp,osr
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SRRC = FIR(T_symb,alpha,T_samp,osr);

%% BuildConst Function Call Constellation Parameters are:
constTp (Type) and constSz (Size)
constellation = BuildConst(constTp, constSz);

%% signal train of I +jQ

%% random choice of constellation elements by telling their
position as
%% an index for the signal vector

Symbols =constellation(ceil(constSz*rand(1,N_symb)));

I_BB =real(Symbols);
Q_BB =imag(Symbols);

% Over sampling baseband of signal train of I +jQ

for i=1:S_samp;

BB_I(i) =0;
BB_Q(i) =0;

end;

for n=1:N_symb;
k=n*osr;

BB_I(k) =I_BB(n);
BB_Q(k) =Q_BB(n);

end;

for j=1:S_samp;

baseband(j) =complex(BB_I(j),BB_Q(j));

end;

%% Making convolution of SRRC with train of impulses and
getting

%% physical signal
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%% Convolution of I+jQ with SRRC

BBsignal = conv(baseband,SRRC);

RMS = sqrt(mean(abs(BBsignal).^2));

%% Normalized VOLTAGE
BBsignal = BBsignal/(RMS);

%% This is SAR
SAR = 10*log10(( abs(BBsignal) + eps ).^2/(RMS^2));

%%calculate CCDF

%% SAR bins range -30 to 5 dB and increments are 0.25dB

bin = -30:0.25:5;

%% SAR bbPDF is histogram normalized to length of symbols
series

bbPDF = hist(SAR,bin)/length(SAR);

%% integration and producing complementary probability of
being larger

%% than SAR

proba = 1 - cumsum(bbPDF)+ eps;

% % Output and Plotting For more info see following site % %
%% %% %% %% %% %% %% %% %% %% %% %% %% %% %% %% %% %% %% % %%
http://www.mathworks.com/access/helpdesk/help/techdoc/
index.html?/access/helpdesk/help/techdoc/ref/plot.html
&http://www.google.com/search?hl=en&q=matlab+plot+
lines+

figure(1)

%% QAM Plot Menu

switch constSz
case 4

semilogy(bin, proba, '-b*'); %Asterisk +
Solid line 4QAM
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case 16
semilogy(bin, proba, '– –b'); %Dashed line

16QAM
case 64

semilogy(bin, proba, '-.b'); %Dash-dot line
64QAM

case 256
semilogy(bin, proba, '.:b'); %Dotted line

256QAM
case 1024

semilogy(bin, proba, 'b'); %Solid line
1024QAM

otherwise
disp('Unknown method.')

end

ylim( [1e-4 1]); %Range of Probability from 1 to 0.0001

grid on;
xlabel('\Delta [dB]'), ylabel('Pr [Sample [dB] - Average [dB]
. \Delta [dB]]');
%title([constTp ' ' num2str(constSz) ' - Sample To
Average']);
title(['’4QAM, 16QAM, 64QAM, 256QAM, QAM1024']);
hold on;

end

%% Help function CREATING CONSTELLATION IN TIME DOMAIN
function constellation = BuildConst(constTp, constSz);

switch constTp
case('psk')

constellation = exp(j*(2*pi/constSz*(1:constSz)
+pi/constSz));

case('qam')
d = sqrt(constSz)-1;
if mod(d,1), error('constellation size in QAM
should be a
square'); end

[I,Q] = meshgrid(-d:2:d,-d:2:d);
constellation = reshape(I + sqrt(-1)*Q, 1, []);

otherwise
error('illegal modulation technique (choose qam or
psk) ')
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end
return

%% Help function CREATINGIN FIR SRRC IN TIME DOMAIN

function SRRC = FIR(T_symb,alpha,T_samp,osr)

%L1 is the length of the SRRC FIR filter that provides the
shaping
%pulse

L1=16*osr;

L=0:L1-1;

%SRRC FIR Equation Parameters

t=L*T_samp;

A=sin(pi*(1-alpha)*(t-8*T_symb+1e-9)/T_symb);

B=(4*alpha*(t-8*T_symb+1e-9)/T_symb);

C=cos((pi*(1+alpha)*(t-8*T_symb+1e-9))/T_symb);

D=(pi*(t-8*T_symb+1e-9)/T_symb);

E= 1-((4*alpha*(t-8*T_symb+1e-9)/T_symb).^2) ;

%SRRC Function

[SRRC_FIR] = (A+B.*C)./(D.*E);

SRRC=SRRC_FIR;

return

12.2.8.2 Peak-to-rms compensation

The difference between peak and rms requires the compensation of the AGC level-
ing lock. For example, if the AGC goal is to maintain peak leveling of 14 dBmV
per CATV channel, then the CW calibration should be 9.4 dBmV. That means that
if the AGC is calibrated to a 14 dBmV power level at CW, it would result in a
18 dBmV peak level. This is problematic because it complicates the testing of a

AGC Topologies and Concepts 581



receiver with feedback AGC. The system should be tested for CSO CTB linearity
and CNR sensitivity performance when the AGC is calibrated to the peak level
under CW, in our example, 14 dBmV. After the evaluation is completed, the
AGC reference is reduced by 4.6 dB to lock on 9.4 dBmV CW. This reference
correction of the AGC shifts the AGC threshold to start at a lower optical-input
power. On the optical-power scale, it means the threshold point is shifted down
by half of the RF reference value correction, in our case, 2.3 dB lower in power.
Figure 12.37 illustrates the curve of AGC control voltage versus optical level
before and after the reference level correction of 4 dB.

The threshold point shifted from 25 dBm optically to 27 dBm. Saturation
occurs at AGC voltage of 1.5 V and optical saturation point for AGC was
shifted from 1 to 21 dBm. The AGC dynamic range is preserved at 6 dB
optical or 12 dB RF.

12.2.9 Adaptive feedback AGC DSP algorithm

AGC realization can be done by using a digital signal processing (DSP) method. In
this case, the integration is done by means of software. The advantage of using a
DSP for AGC is its leveling program flexibility. Furthermore, the DSP can perform
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Figure 12.37 VVA control voltage for AGC vs. input optical power before and after PAR
compensation. AGC peak-to-RMS compensation is done when using 110-CW channels.
Test conditions: 79 channels between 50 and 550 MHz at 2.7% OMI; 31 Channels
between 550 and 870 MHz at 1.35% OMI; RF AGC pilot compensation: 4 dB; and the
RF detector type is DLVA. A true RMS detector would require lower PAR corrections.
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any type of integrator, and the peak-to-rms problem can be solved by a DSP
algorithm. The power detector can be an envelope detector, and the AGC algor-
ithm can estimate the peak power and average power (rms). That compensation
can be implemented on a true rms detector too, and accuracy is increased.
Hence, if the AGC is set to a specific CW level, it can be an adaptive leveling.
In a CW mode, both estimations of peak and rms are equal. Hence, the AGC
correction of peak to rms would be zero. For modulated signal leveling, the
peak and rms estimators would result in different readings. Hence, the AGC
would automatically lock to the rms level to keep the peak level estimates
equal to CW leveling at which the AGC was programmed. The AGC BW cal-
culation is determined as was explained in previous paragraphs. However, the
integration time constant is determined by the DSP algorithm. In FTTx ITR,
this can be a simple microcontroller. Knowing the peak-to-average ratio is

Read detector voltage 

Calculate the peak value

Calculate the RMS value 

Does the peak equal to
the RMS value? 

Read reference value
Set for CW 

If yes then integrate and 
lock to CW level

If no then integrate and
lock to RMS level

Does the peak value
equal to the reference 

CW value? 

Correct the VVA 

Does the peak value
equal to the reference 

CW value? 

No No YesYes 

Figure 12.38 Algorithm for adaptive AGC using DSP.
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useful for laser transmitters in order to improve RF amplifiers’ linearity by
having an adaptive bias. Using a true power detector rather than a DLVA
would minimize PAR error due to the true RMS detector structure compared
to DLVA structure. Figure 12.38 provides a suggestion for adaptive PAR com-
pensation. The PAR compensation is a learning process and is frozen after it
sensed the PAR factor. It should not be dynamic since it might add undesired
residual AM to the signal. Hence this process compensates the difference
between CW leveling to modulated level.

12.3 Main Points of this Chapter

1. The following differences and advantages per each AGC method are given
below:

2. The AGC closed loop is given by

H(s)AGC ¼
KFKDKCPL � g � PREF�IN � F(s)T(s)

1þ KFKDKCPLPREF�IN � g � F(s)T(s)
;

where F(s) is the loop filter, T(s) is the detector smoothing filter, KF is the
loop filter, dc gain generally is 1, KD is the detector factor, KCPL is the
coupling factor, g is the VVA gain factor, and PREF-IN is the locking level.

3. The AGC-loop BW should be 0.5–1 Hz at a maximum. It should be a
slow system. The reason is to prevent the AGC circuit from becoming
an envelope detector of the vertical blanking and sync signal. The pulse
repetition frequency (PRF) of the vertical sync-blank is 50–60 Hz.
Disobeying this would add residual AM.

4. The peak-to-rms correction is approximately 4.6 dB for NTSC plan when
using DLVA detector type.

5. The AGC type is defined by the number of ideal integrators and poles it
has at the origin.

6. The AGC order is defined by the order of the poles’ polynomial.

7. As the input signal becomes higher, the CNR at the AGC-
controlled system improves with a slight degradation caused by noise
figure increase.

8. As the input signal becomes higher, the system NF degrades by the
following relation:

F ¼ F1 þ
L�1 � 1

G1

þ
L�1 F2 � 1ð Þ

G1

;

where L is the attenuation, G is gain, and F is noise factor.
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9. The AGC dynamic range is determined by the system gain-attenuation
range and noise.

10. The AGC threshold is determined by the system maximum gain and
locking level.

11. The AGC ability to preserve and track CNR as the input signal increases is
limited by NF. At the instant the suppressed output noise equals the noise
referenced to the input, it means that the AGC is out of its noise suppres-
sion range.

12. The more steps an FF AGC has, it would have a better power leveling and
power flatness response. However, it would be susceptible to residual AM
due to the LSB toggling.

13. To resolve fine FF AGC toggling, one option is to use a coarse step with a
wide hysteresis, the second option is to use integration and averaging of
the dc-sampled photovoltage by software.

14. The FF-AGC trigger point is set by the dc sampling resistor of the PD.

Requirement Feedback FF

To provide constant power

vs. optical input with high

accuracy

Yes, it is a tracking system No, it requires alignment

To increase dynamic range Yes, in case of VVA Yes, but with limitation on

minimum number of steps

To be independent of OMI No, low CATV band sampling

as a Pilot

Yes

To be independent of

channel loading

No, low CATV band sampling

as a pilot Number of

channels should be fixed

Yes

To be independent from

the receiver components’

gain

Yes No, alignment is needed

To be slow enough so the

AGC would not track slow

optical power changes

(may create undesired

residual AM)

Yes, narrow AGC BW

of 0.5 Hz

No, hence, hysteresis should

be wider, thus loosing

some dynamic range. Large

integration constant time

can be used to solve this

problem in software

To be independent

of modulation

No, AGC detects average

power. Peak to RMS offset

should be included in

reference calibration

Yes

Simplicity and

cost-effective solution

Yes Yes
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15. The role of the directional coupler in an AGC system is to sample the
RF power and isolate the feedback path from the output-load return-loss
and reflections. In that manner, it prevents an error in sampling due
to VSWR.

16. When a feedback AGC is locked, the voltage level at the detector output is
constant throughout the entire AGC dynamic range.

17. The peak-to-rms ratio locking error occurs because of the RF-detector
type used for the AGC. A true rms detector is the rms power meter. Com-
paring CW mode versus modulated mode, the peak equals rms with a
slight error rate compared to the modulated scenario. For a DLVA envel-
ope detector, or DLVA with larger integration time to average the signal,
the error of PAR is higher compared to a true rms detector.

18. The AGC RF locking is done by sampling portions of the lower band
channel that are analog NTSC channels with high OMI and lower peak-
to-rms compared to QAM channels.

19. Future frequency plan design will use all channels as QAM. Therefore, the
OMI would be lower. Hence, larger number of channels should be
sampled to the AGC RF detector.

20. Using QAM signals as sample bands to lock on would require a larger
peak to rms correction.

21. Feedback AGC operates as fast-attack slow-release. Thus, the receiver
with no signal will wait at maximum-gain highest-sensitivity. That is
the nature of feedback systems. As soon as a signal is detected, the
AGC will converge to the required level with a slow decay according to
the integrator time constant.

22. The nature of feedback AGC, fast attack slow release, can create a
peak power hit to the TV when initially connected, or when optical
power exists and modulation stops and starts again or starts later. This
can be solved by using a software integrator that sets the AGC to
minimum gain without signal presence. This does not exist in the case
of FF AGC.

23. The AGC loop BW is affected by the operating point and the coefficients
of the VVA and RF detector. The loop BW extremes can be evaluated at
the two extremes of high and low input power and the extreme conditions
of the VVA and detector.

24. The CW peak power definition refers to its average power and not its
instantaneous peak: CW Ppeak ; Pave�CW ¼ V2

rms=R and not
Ppeak ¼ V2

peakðtÞ=R.
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25. FCC rules require the NTSC peak power to occur during NTSC sync peak.

26. The NTSC signal shape defines the average power of modulated RF.

27. PAR of QAM data is a statistical process where a PDF function is created
and a numerical integration process of cumulative sum is processed on
the PDF.

28. PAR PDF density function is Gaussian and its integral is bounded by one.
The PAR is a complementary calculation of the PDF, resulting in
the following property of probability PAR ¼ 1�

Ð

x

�1

PDF yð Þ � dy ¼

1� CDF ¼
Ð

1

x

PDF yð Þ � dy. The CDF is numerical integral.

29. In receivers where analog BB is sampled by ADC the AGC role is to
protect ADC from clipping zone. Hence ADC margin design
takes under consideration PAR as a back-off. Meaning of this is that
the ADC full scale voltage range should handle the signal peaks as
well as jamming of leaking adjacent and alternate tones (called
blockers and jammers) that reach the analog base-band (ABB)
Chapter 15.

30. In modems, energy estimation for AGC control is made by evaluating I2
þ

Q2 at digital BB. In RF case energy estimation is made by RF detector.

31. The peak-to-average value defines the RF back-off that should be taken in
order to prevent gain compression. This protection is implemented by the
AGC as a limiting circuit. Sometimes this is called automatic power
control (APC) in RF transmitters.

32. The process of a digital loop integrator algorithm that observes
history with a weight coefficient in order to avoid an error state
change due to abrupt RF level change, as was explained in AGC
topology with a microprocessor, is called infinite impulse response (IIR)
DSP filter.

33. There are two kinds of statistics used to evaluate a signal, in this case
QAM was explained. PAR, which is peak to average and SAR signal
sampling statistics.

34. PAR statistic histogram bins are positive only when peaks are above
average. SAR statistic histogram bins are negative and positive since
voltage amplitudes and power can be above or below average value.

35. PAR and SAR statistics for a certain PAR value to occur are different.

36. The highest positive value in the SAR vector is the PAR value of the
symbol ensemble stream that was evaluated.
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Chapter 13

Laser Power and Temperature
Control Loops

Chapter 12 provided an extensive explanation about automatic gain control (AGC)
topologies for RF leveling in both feedforward (FF) and traditional feedback
methods. It was explained that amplitude control using the feedback approach is
a linear approximation around the operating point to which the leveling system
is locked. Amplitude control is used in signal-leveling systems such as receiver
systems, whereas AGC is used in transmitter systems where automatic level
control (ALC) is used. Additional amplitude leveling systems that use feedback
optically control power to stabilize the emitted power from a laser. This system
is called automatic-power-control (APC) loop. An additional control system utiliz-
ing feedback is for leveling the amount of laser cooling, using a thermoelectric
cooler (TEC) to achieve tight wavelength control. This is required for DWDM
systems per the international telecommunications union (ITU) grid specifications
as provided in Chapter 1.6 In the TEC loop, the temperature is controlled for wave-
length stabilization, as well as for optimizing the laser’s environmental conditions.
Temperature control is done in order to deliver the required optical power in com-
munity access television (CATV) transmitters and WDM under extreme ambient
conditions. The RF power leveling used in AGC is dual to a TEC loop, where RF
power is equivalent to the heat capacity denoted as Q. In APC, RF power is dual to
the optical level. In this short chapter, analogies to AGC models are provided as
well as an introduction to APC and TEC loop concepts. Many of these TECs
and APC commercial controllers are available. Both TEC and APC loops in
current advanced small-form pluggable (SFP) and analog designs are realized
by using microcontrollers. TEC controllers and APC controllers are part of laser
drivers, and loop filter implementations are done in software. However, it is ben-
eficial to understand the design considerations of these kinds of loops. This chapter
is intentionally placed after Chapter 12 to provide a review about APC and TEC
loops used for both analog and digital applications.
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13.1 Automatic-Power-Control Loop

Laser power control in digital transmission is composed of two power control
loops. The first loop controls the average power transmitted from the laser. The
second loop controls the peak power level. As a consequence, by applying the
two loops simultaneously, the peak power is maintained at a constant level as
well as the average. In this manner, power stability and extinction ratio (ER) stab-
ility are accomplished (see Sec. 6.9 for definitions of ER). Note that since the
average power level is the half value of the ER, setting the average and the
peak power level defines the ER. Generally, the optical power monitoring of a
laser is done by the back-facet monitoring photodiode. The back-facet monitor
samples a portion of the average optical power and provides a feedback current
to the control loop. Power monitor systems such as AGC, APC, and even TEC
loops are slow systems, since the power changes are slow and vary over time,
which is the reason for their narrow bandwidth (BW) loop of a few hertz. There-
fore, the back-facet monitoring photodetector has a relatively large diameter since
power control loops are slow systems. Figure 13.1 illustrates a typical concept of
APC loop and peak power loop.

The peak-power-control loop is a faster loop that measures the optical-peak
level using RF-peak detection. The RF-peak detection controls the modulation
depth, which is the ER. The modulation depth is determined by the drive
current provided to the laser by the laser driver.

There are several key design considerations related to the APC loop. These
design considerations are related to the data pattern and APC loop BW. Assume
digital transmission of long patterns with the same consecutive logic levels of
either high level when the laser illuminates or low levels where the laser is dark
and biased to its threshold. The APC loop should keep the same optical average
power level without being driven to overcompensation. Hence, the loop BW or
step response should be slower than the equivalent 50% duty cycle signal equal
to those long consecutive bits that have the same logic level. For instance, a
gigabit 22321 pattern with 23 consecutive bits at “0” state and 23 consecutive
bits at “1” state creates an equivalent 50% duty-cycle signal at the frequency of
1 GHz/46, which is 21.7 MHz. The problem is that long patterns start to affect
APC loops at lower data rates. For instance, a 154.44 MB/s OC-3 with the
same pattern generates an equivalent signal of 3.35 MHz. As a result, the wide-
band APC loop starts to follow the optical envelope rather than averaging. This
problem is similar to the AGC system applied on a modulated signal. Thus, the
APC loop should be a slow narrow BW feedback-control system. A good engine-
ering practice is to design the APC BW to 10% of the lowest optical data
rate, which results in an equivalent 50% duty cycle created by the train pattern
of identical consecutive bits.

In both cases of AGC and APC, the control loops should be transparent to the
AM-modulated signal. In other words, the rule of thumb is that the lowest AM rate
should be higher by at least 10 times (orders of magnitude) than the AGC and APC
loop 3-dB cutoff frequency.
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In order to calculate the APC transfer function, there is a need to find the ratio
between the laser output-power fluctuations over time and the control-current or
bias-current fluctuations. The calculation and analysis processes are similar to
the feedback AGC analysis presented in Chapter 12. The analog relations
between the variables are given in Table 13.1.
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Figure 13.1 The APC loop concept with an option for ER control.
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Figure 13.1 illustrates a typical APC loop. The laser bias current IC is con-
trolled by the base current IB of Q1. The transistor Q1 is in its linear region bias
point. Therefore, the collector current is given by

IC sð Þ ¼ IB sð Þ � 1þ bð Þ; (13:1)

where s refers to the Laplace domain and b refers to the transistor dc hfe. The back-
facet monitoring photodetector samples the laser’s optical power and generates an
error current. The error current generates an error voltage across a load resistor.
That voltage is sampled via a buffering unity-gain amplifier and compared to a
reference level on the noninverting port of the loop integrator operational ampli-
fier. The result is an error voltage that is converted into an error current by the
base resistor of Q1. Sometimes a parallel feedback resistor is placed on the nega-
tive feedback of the operational amplifier of the integrator circuit in order to reduce
the dc gain. However, that would reduce the loop accuracy since the finite gain of
the integrator would create a residual error voltage between the inverting and non-
inverting ports of the integrator.

13.2 Thermoelectric Cooler (TEC)

TEC circuits are essential for having accurate wavelength transmissions without
wavelength drifts to adjacent channels. Traditionally, coarse wavelength division
multiplexing (CWDM) solutions are preferred to DWDM due to cost simplicity,
power consumption, and equipment density. However, DWDM solutions
provide maximum scalability in both channel count and channel distance.
C band DWDM currently employs 44 channels that can be simultaneously ampli-
fied by a low-cost erbium-doped fiber amplifier (EDFA), enabling the distance and
BW required for extended metro area networks.5 Recently, multisource agreement
(MSA)-based transceivers, and especially pluggable MSAs, have become the

Table 13.1 Similarities between AGC loop and APC loop.

AGC APC

G VC sð Þ½ � G ics sð Þ½ � ¼ h ics sð Þ½ � ¼
@P ics sð Þ½ �

@ics sð Þ

In the linear case it is slope efficiency

g ¼
@G VC tð Þ½ �

@VC tð Þ

�

�

�

�

VC¼VCS g ¼
@G iC tð Þ½ �

@iC tð Þ

�

�

�

�

VC¼VCS

KD ¼
@VD Pð Þ

@P
r mA=mW½ � ¼ KPD ¼

@IPD POPTð Þ

@POPT
Responsivity

Pout sð Þ ¼ Pin sð Þ � G VC sð Þ½ �
Pout sð Þ ¼ iin sð Þ � G iC sð Þ½ �

H(s) Loop filter H(s) Loop filter
T(s) Smoothing filter T(s) Smoothing filter
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de facto choice in system design. The most popular MSA is the SFP transceiver.7

Recently, there was a report about the first subwatt hot pluggable DWDM SFP
transceiver with wavelength stabilization to use an optimized programmable
TEC loop for an ITU grid of 100 GHz (see Fig. 13.9).8

As ITU wavelength grid spacing goes to 50 GHz, DWDM becomes denser.
Thus, the TEC loop is essential in DWDM applications. TEC loops should be
accurate and cheap. A more expensive way is to have wavelength locking by
using a tunable laser or mode locking. This method requires larger-layout “real-
estate.” Wavelength control using TEC is similar to oven crystal oscillators
(OCXO) where the oscillator is heated in order to maintain an accurate frequency.

13.2.1 TEC physics

The TEC module is a small solid-state device that operates as a heat pump. The
principle was discovered in 1843 by Peltier.4 The concept is that when an electrical
current passes through a junction of two different types of conductors, a tempera-
ture gradient is created. Therefore, the Peltier phenomenon requires that the semi-
conductor be an excellent electrical conductor and poor heat conductor. For
instance, Bismuth-Telluride N and P types are used as the semiconductor in a
TEC. The TEC consists of P-type and N-type pairs connected electrically in
series and sandwiched between two ceramic plates, which prevents a shorting of
the laser by the TEC.1,4 Extremely low temperatures can be achieved by cascading
several TECs in series.2

Note that the semiconductor elements are connected in series electrically but
are parallel thermally.

The plates of the TEC on the hot and the cold sides are excellent thermal con-
ductors. When the TEC is driven by a dc supply, the current creates a cold side and
a hot side on the TEC. The cold side is exposed to the laser diode and the hot side to
the heat sink, which transfers the heat to the environment. The dissipated heat is
delivered to the hot side marked by QH. The heat removed from the laser is
marked as QC. Therefore, the power equation is

QH ¼ QC þ I2
TECR, (13:2)

where R is the TEC total resistance in ohms of the serial P-type and N-type
elements, and I is the TEC dc drive current. TEC coolers are used in butterfly
laser packages and recently were used in small form factor (SFF) and SFP trans-
ceivers. Figure 13.2 shows a typical TEC structure. TEC operation can be analyzed
by differential equations:9,10,16

qp ¼ apI � T � kpA
dT

dx
,

qn ¼ �anI � T � knA
dT

dx
,

8

>

>

<

>

>

:

(13:3)

where ap and an are the Seebeck coefficients in WK21A21 of the P and N
materials, kp and kn are their thermal conductivities in Wm21K21, I is the TEC
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current, A is the semiconductor pellet is cross sectional area, and T is temperature
in Kelvin. The coefficient an is a negative quantity and the thermoelectric heat flow
from the source through adjacent P and N branches, as shown in Fig. 13.2, is posi-
tive and opposed to the thermal conduction.

Within the branches, the rate of heat generation per unit length (Js21m21) from
the Joule effect is given by

�kpA
d2T

dx2
¼

I2rp

A
,

�knA
d2T

dx2
¼

I2rn

A
,

8

>

>

>

<

>

>

>

:

(13:4)

where rp and rn are the electrical conductivities (V.m) of P and N, respectively.
Assume that the branches length is L; then, the boundary conditions are T ¼ TC

at x ¼ 0, and T ¼ TH at x ¼ L, which is the heat sink. Solving the pair of differen-
tial eq. given in Eq. (13.4) results in9

qp ¼ apITC � kpA
kpA TH � TCð Þ

L
�

I2rpL

A
,

qp ¼ anITC � kpA
knA TH � TCð Þ

L
�

I2rnL

A
:

8

>

>

>

<

>

>

>

:

(13:5)

The cooling power QC at the sink is the sum of the two equations and is given by

QC ¼ aITC � K TH � TCð Þ �
1

2
I2R, (13:6)

where a ¼ ap 2 an is known as the differential Seebeck coefficient of the unit. The
thermal conductance K of the two parallel branches can be written as

K ¼
kpA

L
þ

knA

L
; (13:7)
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Figure 13.2 Typical cross section of a TEC module.
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and the electrical resistance is the series resistance on the N and P materials is

R ¼
rpL

A
þ
rnL

A
: (13:8)

Equation (13.6) demonstrates the cooling process by stating that the net cooling
is the difference between the reversible cooling process, which is the first term, and
the irreversible terms identified as the thermal potential on the branches and ohm
losses, which are the second and the third terms in Eq. (13.6). Using Eq. (13.8),
the electrical power consumed in the P and the N branches can be written as

Pp ¼ aPI TH � TCð Þ þ
I2rpL

A
,

Pn ¼ �anI TH � TCð Þ þ
I2rnL

A
:

8

>

>

>

<

>

>

>

:

(13:9)

The total electric power is the sum of the power at P and N resulting in

P ¼ aI TH � TCð Þ þ I � R2: (13:10)

According to the first law of thermodynamics, the heat dissipated at the heat sink
is the sum of Eqs. (13.6) and (13.10), which results in

QH ¼ aITH � K TH � TCð Þ þ
1

2
I2R: (13:11)

Equation (13.11) is the same as Eq. (13.2), when substituting Eq. (13.6). Having
all the thermal and power relations, the system efficiency is examined by the
refrigeration coefficient of performance (COP):

COP ¼
QC

P
¼

aITC � K TH � TCð Þ �
1

2
I2R

aI � TH � TCð Þ þ
1

2
I2R

. 1: (13:12)

Maximum COP is accomplished at @(COP)/@I ¼ 0, which results in optimum
values for COP current and provides the TEC figure of merit:

COPmax ¼
TC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ZTm

p
� TH=Tm

� �

TH � TCð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ZTm

p
þ 1

� � , (13:13)

where the figure merit of TEC is given by

Z ¼
a2

KR
, (13:14)

and Tm is the average temperature, which is given by

Tm ¼
TH þ TC

2
: (13:15)
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13.2.2 TEC control types

Basically, there are two types of temperature controls: thermostatic and steady
state. With thermostatic control, the thermal load is maintained between two temp-
erature limits, for instance, 27–308C. The system would continually vary between
the two limits. The difference between the two limits is defined as the system
hysteresis. This is done by switching the current to the TEC module.

Whenever a system must be maintained within tight limits, for example, a laser
that should not drift above 0.05% of its wavelength, a continual temperature
control should be considered. The system is locked on a set-point temperature
with very little variation around it. That means a feedback-control loop is required
by using a TEC controller. If the steady-state condition is suddenly disrupted by a
sudden change in the ambient conditions, the control circuit will correct the system
and bring it back to its steady state by minimizing the error voltage created at the
error amplifier or loop integrator. Figure 13.3 describes a system plot that is locked
to 158C by a proportional TEC controller. The proportional controller creates a
correction voltage to power the TEC module, proportional to the error between
the set point and the temperature sensor. This can be described in the Laplace
domain as the output of the error amplifier by

Vsens(s)� Vset½ �KA ¼ VTEC(s): (13:16)

It can be observed that there is a certain time to converge to the minimum required
error voltage. In case the ambient temperature is higher than the set point and is
increasing, the error voltage would increase. That would reduce the system’s accu-
racy. Generally, such controllers are not suitable for wavelength control and their
temperature accuracy is within tenths of a degree. The conclusion from the above
mentioned description of operation, is that a proportional controller hardly amplifies

Elapsed time in Hours

T
em

pe
ra

tu
re

 [C
°]

Set point

Steady state error

Load
temperature

0 1 3 4 5 6 7 8 9
12

14

16

18

20

22

24

26

Steady – state error
multiplied by proportional
gain equals to TE power 

Figure 13.3 Steady-state error.
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the error voltage is between the set point and the temperature sensor. Hence, there is a
need to increase the error amplifier gain, which is the loop integrator. Increasing the
error amplifier gain minimizes the error voltage at its inputs and increases the TEC
loop accuracy. That, of course, creates overshoots and undershoots, causing oscil-
lations around the temperature set point as demonstrated in Fig. 13.4.

As was explained in Chapter 12, power control and AGC feedback control
system stability should be optimized to have sufficient phase and gain margins.
A TEC controller that uses a proportional integrator (PI) amplifier is known as a
“PI” controller. Unfortunately, such a feedback loop is not stable enough since
it has a single pole at the origin; therefore, its phase margin response at the zero
crossing is not flat. (An elaborate stability analysis theory was given in
Sec. 12.2.4.) Moreover, the PI TEC control system is useful only at the steady
state, but it cannot stabilize the environmental fluctuations well enough. This dis-
advantage would result in fluctuations in the steady-state error voltage, as shown in
Fig. 13.5. To overcome stability problems in a single integrator loop, a derivative
amplifier is often employed to bring the feedback system parameters to a more
optimal stable point.12 The proportional amplifier at such a system controls the
amount of change and the derivative amplifier controls the rate of change. This
way, the overshoot response is prevented. The derivative amplifier therefore oper-
ates as a charge pump. In case there is a large error due to a sudden thermal load
change, the derivative amplifier would increase the current through the TEC. As
the TEC gets closer to its set point, the derivative amplifier would reduce its
current to the TEC, preventing overshoot and ringing. The higher the gain of the
derivative amplifier, the greater its instantaneous response to change. There is a
certain amount of maximum gain utilized by the derivative amplifier. It should
compensate for sudden disruptions but not overcompensate for the system and
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Figure 13.4 TEC oscillation of a PI TEC control system due to nonstability caused by
very high gain of the error amplifier.
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bring it to oscillations. A controller that uses both a proportional integral amplifier
and a derivative amplifier is called a proportional integral derivative (PID). This is
the most common steady-state temperature controller.

There are two approaches to realize a PID control loop to monitor the amount
of dc power delivered to the TEC:

1. Pulse width modulation (PWM), which appears in Fig. 13.6. In this
method, the pulse width is proportional to the temperature difference
between the set point and the actual laser temperature. The higher the
error voltage, the wider the current pulse driving the TEC module. As
the temperature stabilizes and the error voltage is reduced, the pulse
width becomes narrower. The disadvantage of this method is EMI, emis-
sions, and large inductors required for the MOSFET’s current.

2. Linear control using classic negative feedback. This method is relatively
simple but generates a lot of heat on the current drive transistors for the
TEC module. PWM’s control circuit operation is straightforward
(Fig. 13.6). When the laser temperature is too high, the negative thermal
coefficient (NTC) resistance sensor generates an error voltage at the temp-
erature-sensing circuit. Generally, a bridge circuit is used (Fig. 13.7), so the
reference set point is the point of the balanced bridge where the error voltage
is zero. The advantage of this sampling method is that the error voltage
polarity indicates the temperature error state; i.e., the device temperature
is above or below the reference. Since the bridge is unbalanced, an error
voltage is created at the error amplifier or integrator. That error voltage
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level serves as a reference at a level comparision of the pulse width in the
following manner. The feeding saw-tooth wave is the level comparator–
inverting input. As long as the sweep voltage is below the error level, the
output of the comparator is high level. The instant the sweep saw-tooth
level goes above the error voltage, the output becomes zero. As a conse-
quence, when the temperature difference to the set point is the highest,
the duty cycle would be 100%. This means that the TEC module is continu-
ally driven by a dc level. As the error voltage decreases due to temperature
correction, the duty cycle is reduced and a pulse train is created at the input
of the error amplifier loop filter. As the error is minimised (strictly speaking,
there is no zero error owing to the ambient temperature fluctuations), the
reference level at the comparator is minimum. As a result, the pulse is
narrow or the duty cycle is low. The dc pulses created by the comparator
are fed into a power MOSFET gate, which controls the current fed into
the TEC by switching the VCC of the TEC according to the duty cycle
created by the comparator. Today’s controllers are digital and programmed
for the desired temperature lock via a I2C-bus interface. This way a DAC
output voltage is set to determine the reference level for target temperature.

A TEC-loop analysis is similar to the AGC analysis. In both cases, it is a
power-control loop. A typical AGC controls the RF level and the detection is
done by an RF detector. In APC, the loop controls the amount of heat over the
laser by monitoring the temperature with NTC. In AGC, the power control is
done by a voltage variable attenuator (VVA) or digital controlled attenuator
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Figure 13.6 PWM-TEC-control circuit. Note that the NTC is the feedback, and the loop
filter can be the same as Fig. 13.7(a), whereas the error-correction signal is the pulse
controlled by the integrator’s voltage level. This replaces Q1 in Fig. 13.7.
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(DCA), which, in a TEC-loop analogy, is the TEC. The heat load over the laser is
given by

Q ¼ mCT ¼ GVbias � Idc-bias ¼ GI2
dc-biasRON, (13:17)

where Q is the heat energy in calories or Joules, m is the thermal mass in kilograms,
C is the heat coefficient of the object in cal/kg � K, T is temperature in Kelvin,
VBIAS is the laser voltage at the on state, ICD-BIAS is the laser current at the bias
point, RON is the laser resistance at the on state typically, and 4–6 V G is a
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conversion constant from watts to thermal units. The amount of heat needed to be
removed from the laser is given by

DQ sð Þ ¼ mC T2 � T1ð Þ, (13:18)

where T2 and T1 are the final and initial temperatures in Kelvin. For slow fluctu-
ations around the equilibrium setting point, T, Eq. (13.17) can be written as

Q sð Þ ¼ mC T þ DT sð Þ½ �: (13:19)

Equation (13.18) describes the potential difference between the laser and the
TEC at the steady state where T(s) and Q(s) are the temperature and heat fluctu-
ations in the Laplace domain, respectively. Moreover, the presentation of Q as a
function of mass provides a ballpark figure for the amount of heat.

As was explained in Chapter 12, the most accurate leveling method is done by
feedback, where the feedback can be made by an NTC resistor. NTC character-
istics are given by

RT ¼ R0 exp b
1

T2

�
1

T1

� �� 	

, (13:20)

where b is the temperature coefficient, R0 is the room temperature resistance of the
NTC, T1 is the initial state temperature, and T2 is final state temperature in Kelvin.
Such a temperature control system is described in Fig. 13.7. The NTC is part of a
balanced Wheatstone bridge. When the temperature starts to drift from the set
point, the bridge goes out of balance, an error voltage at the loop integrator
brings back the TEC to its temperature, and the bridge-error voltage is minimised.3

The analog of an AGC RF detector and its power sensing coefficient is the
NTC thermistor constant, which is given by @RT/@T. The transfer function of temp-
erature changes to resistance change and error voltage of the bridge is identical to
the RF detector RF power to voltage curve. Thus, @VRF/@P , @VT/@T. In this
manner, the bridge-error voltage as a function of temperature can be calculated.
An additional parameter required is the thermal resistance between the cold-side
heat sink and the NTC, which is equivalent to heat coupling or temperature
sampling, since in AGC, there is an RF coupler. With these factors, a similar analy-
sis can be performed for a TEC loop using the AGC modeling provided in
Chapter 12. The TEC-control-loop block diagram is shown in Fig. 13.8, where
“s” indicates the Laplace domain. The goal in solving a TEC-control loop is to
find the transfer function between the fluctuations of Q(s) and the fluctuations of
the control current I(s).[15] This can be solved in the same manner as was done
for AGC in Chapter 12, by using the thermal relations presented here.

From Fig. 13.7, the error voltage is given by VERR ¼ (V2 2 V1). The reference
voltage is determined by the voltage divider created by R5 and R4, denoted as V1.
The error or temperature monitoring is created by the V2 created by the voltage
divider of R6 and RNTC. In case of overheating, the NTC decreases its resistance,
V2 goes lower, the error voltage has a positive sign, the noninverting integrator
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increases the base current to Q1, and the temperature goes down. An overcooling
operation has an opposite behavior. The zener diode is used to stabilize the
bridge voltage.

In order to isolate the error voltage, an operational amplifier is used as a buffer,
while the other operational amplifier serves as an integrator.

The output voltage from the integrator at Fig. 13.7(a) is given by

V0 Sð Þ ¼ V2 Sð Þ þ
1

SCfR1

V2 Sð Þ � V1½ �: (13:21)

The TEC drive current is given by

IE sð Þ ¼ b
V0 sð Þ � VB sð Þ

R2

, (13:22)

where

VB sð Þ ¼ IE sð ÞRTEC þ VBE: (13:23)

The thermal voltage in the Laplace domain is given by

V2 T sð Þ½ � ¼ VZ

R6

R6 þ RNTC T sð Þ½ �

� �

: (13:24)

The temperature detection constant KT at the operating point TCS is given by

KT ¼
@V2 Tð Þ

@T
j@TCS

: (13:25)

Note that the TEC dynamic range is determined by the difference between the
laser temperature and the target temperature. The noncooled laser temperature
denoted as “laser temperature” is not TH, it is the heat dissipating to the heat

Laser 
generated  
heat TLaser

TEC
T(I(s))

Sampling
with NTC 
V(s) T(s) 

Reference 
voltage
(TREF)

Loop
filter

integrator

T(s)
Fluctuations 

control 
current 

I(s) ∝

Figure 13.8 Negative feedback small signal TEC loop block diagram.
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sink. Also note that at steady state the laser temperature is kept low; however, the
TEC hot side TH behaves according to the first law of thermodynamics, per Eqs.
(13.2) and (13.11).

The TEC control constant KTEC at the operating point IE_CS is given by

KTEC ¼
@TEC2 IEð Þ

@IE

j@IE CS
: (13:26)

The thermal loads in watts are given by

Qlaser ¼ I2
bias � RON, (13:27)

QNTC ¼
V2

2

RNTC

, (13:28)

and the ambient radiation due to the temperature gradient between the laser and the
ambient temperature is given by13

QRAD ¼ F � e � s � ATEC T4
amb � T4

C


 �

, (13:29)

where Tamb is the ambient temperature, TC is the TEC cold temperature, ATEC is the
area of the TEC cold surface, s is the Stephan–Boltzmann constant of
5.667 � 1028 W/m2K4, e is emissivity (for the worst case value e ¼ 1), and F
is shape factor (for theworst case value F ¼ 1). Other heat loads, such as the
NTC cold-side radiation as well as air conduction between the hot and cold side
TEC plates can be added too.

The TEC hot side accumulative heat should be cooled by a heat sink, with a
surface area AHS and should be transferred by radiation where SFP devices as
well as other small package components are used. This value is given by

QHS ¼ F � e � s � AHS T4
H � T4

amb


 �

: (13:30)

Direct contact heat conduction is given by

Qcond ¼ DT
QA

L
, (13:31)

where Q is the thermal conductivity in W/mC, A is the cross-sectional area of the
material in square meters, and L is the length path in meters. The thermal resistance
RQ is given by

RQ ¼
QA

L
: (13:32)

13.2.3 TEC models for simulation

Using the thermal equations given above, simulation program with integrated
circuit emphasis (SPICE) modeling can be derived to simulate heat conduction.14
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This model is useful for whole TEC-control-loop simulation in time and frequency
domain. As was explained previously, there are five energy processes that take
place in a thermoelectric module (TEM). They are conductive heat transfer,
Joule heating, Peltier cooling/heating, Seebeck power generation, and the Thomp-
son phenomenon. All these processes account for the interrelations between
thermal and electrical energies. In order to proceed and create the SPICE model-
ing, thermal to electrical analogies should be established. Table 13.2 provides
the conversion.

The analogy is simple: heat flows from higher temperature to lower tempera-
ture through the material. Each material has its characteristic heat conduction.
Heat is accumulated in the material and its accumulation depends upon the mass
and the specific heat coefficient of the material. Therefore, the following analogies
per Table 13.2 are applicable. Temperature is potential and the temperature differ-
ence becomes voltage across the thermal conductor. Heat flows through the
material; thus, it is similar to current. Heat accumulation is the charge and the
capacity to accumulate heat is capacitance. Thus it has the same phenomenon as
a capacitor, i.e., decay of charge. The ability to transfer heat is thermal resistance,
which is similar to a resistor. The absolute 0 K is zero potential, similar to zero
volts. Hence, it is denoted as ground (GND).

The next step is to establish a SPICE model based upon the relations in
Sec. 13.2.1 with a slightly different notation. According to the first law of thermo-
dynamics, the energy equilibrium for the heat-absorbing side, denoted with index
a, is given by

qa ¼
DT

Qm

þ amTaI �
I2Rm

2
: (13:33)

For the emitting side,

qe ¼
DT

Qm

þ amTeI þ
I2Rm

2
: (13:34)

Note that the absorbing side is the cooling side, whereas the emitting side is the
warm side that releases heat to the environment through a heat sink. The factors in

Table 13.2 Analogy of thermal to electrical.

Thermal quantities Units
Analogous

electrical quantities Units

Heat Q or q W Current I A
Temperature T K Voltage V V
Thermal resistance Q K/W Resistance R V

Heat capacity C J/K Capacity C F
Absolute zero temperature 0 K Ground 0 V
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Eqs. (13.33) and (13.34) are provided by

am ¼ aN, (13:35)

Rm ¼ RN, (13:36)

Qm ¼ Q=N, (13:37)

where N is the number of couplers between the cold and hot side, per Fig. 13.2, Ta

and Te are temperatures of absorbing and emitting sides in Kelvin, and Q is thermal
resistance of a single coupler. There are N couplers in parallel that create an equiv-
alent thermal resistance Qm. R is the electrical resistance of the TEC, a is Seebeck
coefficient, and DT ¼ (Te 2 Ta). It is conventional to leave out the Thompson
effect as it is negligibly small. The electrical part of the module is described as
an electrical resistance and a potential difference V:

V ¼ amTe � amTa ¼ amDT : (13:38)

Using the above, TEC parameters can be driven as well as their 1D equivalent
circuit based on the Cauer network C–Qm–C, which is presented in
Fig. 13.10.14,17,18 The current sources show Joule heating of the TEC, qj, Peltier
cooling on the heat-absorbing side TEC, qpa, and Peltier heating on the heat-
emitting side of the TEC, qpe. The electrical part consists of a voltage source Vs

and electrical resistance Rm. All capacitors have an initial charge of IC ¼ Tamb,
which defines the start conditions of the ambient temperature potential.

A modified circuit is provided in Fig. 13.10.14 It is based on the previous sug-
gestion, but instead of three dependent current sources, there are only two. In
addition, it is a lumped model rather than a distributed one, thus, a simpler
model that provides an intuitive understanding of TEC.
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Figure 13.9 Wavelength and power drift over temperature in an SFP unit with
TEC and APC loops.8 (Reprinted with permission from the Optical Communications
# IEEE, 2005.)
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Manufacturers of TEC use the following parameters to specify their product:

. DTmax is the largest temperature differential in Kelvin that can be obtained
between the hot and the cold ceramic plates of the TEC for a given Th, the
temperature of the hot side.

. Imax is the input current in A, that will produce the maximum possible DT
across the TEM.

. Vmax is the dc voltage, in V, that will deliver maximum possible DT at the
supplied Imax.

. Qmax is the maximum amount of heat, in W, that can be absorbed
at the TEC’s cold plate with Imax and DT ¼ 0. It is important to
emphasize that Qmax in not the maximum possible amount of heat that
can be handled by the TEC; rather, it is the heat flow that corresponds
to the current Imax.

. Qopt is the maximum amount of heat that can be absorbed at the TEC’s
cold plate for DT ¼ 0. Qopt is larger than Qmax. Some manufacturers
apply the notation Qmax instead of Qopt. Hence, one should pay attention
to the data sheet descriptions.

Using the aforementioned equations and Sec. 13.2.1, the characteristic parameter
equations can be derived:

DTmax ¼ Th þ
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2ThZ
p
 �

Z
, (13:39)

Figure 13.10 TEC-equivalent circuit based on a Cauer-type network for describing heat
transfer in a solid with internal heat sources (qj), qpa, and qpe (Peltier cooling and
heating). The Vs voltage source describes Seebeck power generation. IC is the initial
temperature of the device, Tamb.

14 (Reprinted with permission from the Power
Electronics Specialists # IEEE, 2005.)
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Imax ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2ThZ
p

� 1

amQm

, (13:40)

Vmax ¼ amTh, (13:41)

Qmax ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2ThZ
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2ThZ
p

� 1

 �2

2QmZ
, (13:42)

Iopt ¼
amTh

Rm

, (13:43)

Qopt ¼
a2

mT2
h

2Rm

, (13:44)

where Z is the TEC’s figure of merit given by

Z ¼
amQm

Rm

: (13:45)

Applying Eqs. (13.39)–(13.45), the data set of the SPICE model in Fig. 13.10
is derived:

Rm ¼
Vmax

Imax

Th � DTmaxð Þ

Th

V½ �, (13:46)

Qm ¼
DTmax

ImaxVmax

2Th

Th � DTmaxð Þ

K

W

� 	

, (13:47)

am ¼
Vmax

Th

V

K

� 	

: (13:48)

Like AGC, the TEC loop is a nonlinear system15 whose transfer function is
affected by each bias point. The SPICE model is a small signal approximation at
the operating point. Thus, it can be useful for determining the frequency response
of the transfer function. The detailed TEC loop analysis is given in Ref. [15].

Figure 13.11 describes the experimental system of a TEC with a thermal load of
two massive aluminum plates. The system is thermally insulated. There are two ther-
mocouplers inserted into the thermal load for temperature measurement. The set-up
permits response measurement of the system to a sine wave voltage input. Sweeping
the frequency provides the frequency response. A simulation tool can be OrCAD or
personal computer SPICE (PC-SPICE), using the suggested TEC equivalent circuit
provided in Fig. 13.10. The gain and phase of the TEC system can be evaluated by
simulation. Simulation results and model accuracy are provided in Fig. 13.12.

13.2.4 Wavelength locking by a wavelength-selective
photodetector

In previous sections, wavelength control using a TEC loop was done with NTC
thermistors and comparing the temperature-related voltage to a reference
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voltage that guarantees the desired wavelength. A different approach for
wavelength stabilization may be considered by using a voltage-tunable
wavelength-selective photodetector (VT-WSPD).19 In this case, the wavelength
monitoring is done by a wavelength detector rather than by indirect wavelength
stabilization using temperature control with NTC.

A wavelength-selective photodetector (WSP) structure is made of back-to-back
coupled PIN and NIP photodetectors, where the NIP is an upside down PIN. The
photodiodes exhibit distinct but adjacent spectral responses. The latter characteriz-
ation can be obtained by employing materials with distinct absorption spectra,
i.e., different quaternary III–V compounds in the intrinsic layer. Because the
diodes are connected back-to-back, the overall photocurrent is the difference
between the individually generated carrier flows from each of the two diodes.
Note that in such a structure, as illustrated in Fig. 13.13, the upper diode is a reversed
bias PIN and the lower diode is a forward biased NIP. Chapter 8 explains that PIN
PD is reversed biased for improving RF BW and reducing distortions.

Figure 13.11 Measurement of the small-signal transfer function of the system: TEC
sandwiched between two massive aluminum plates with built-in thermocouples.
(a) Experimental setup. (b) PSPICE/OrCAD simulation scheme. This model of the TEC
has the following parameters: am ¼ 0.053 V/K, Rm ¼ 1.6 V, Qm ¼ 1.5 K/W
calculated above, 1: sine voltage source, 2: thermal interface material (TIM), 3:
aluminum plates.14 (Reprinted with permission from the Power Electronics
Specialists # IEEE, 2005).
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The design goal of a WSP is to exhibit a linear photocurrent versus wavelength
chart; i.e., I/l ¼ constant. It is also desirable that the straight-line chart will have
zero crossing at the desirable wavelength l0. Due to the double-junction structure
of the WSP, the wavelength is voltage selectable by an external bias, making the
WSP a VT-WSPD.

The double photodiode structure is shown in Fig. 13.13 on the right-hand side.
The layers are arranged in “n–i–p–i–n” sequence, corresponding to the NIP and

D2

D1

Iph2

Iph1

V2

V1

Iin

Iin

V
n–InP

(a) (b)

n–InP

p–InP

i–InGaAsP

i–InGaAs

Figure 13.13 WSP structure. (a) Device structure and incident scenarios showing
normal and lateral incidences. (b) An equivalent circuit.19 (Reprinted with permission
from the Journal of Lightwave Technology # IEEE, 2003.)

Figure 13.12 Bode plot of PSPICE/OrCAD simulation circuit. Simulation parameters:
Rm ¼ 1.6 V, Qm ¼ 1.5 K/W (K stands for Kelvin), and am ¼ 0.053 V/K. Dashed
lines are results of cycle-by-cycle transient simulation with sine voltage amplitude
1.3 V. The solid line is simulation and points are measured experimental results
taken on test set-up in Fig.13.11.14 (Reprinted with permission from the Power
Electronics Specialists # IEEE, 2004.)
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the PIN denoted as D1 and D2, respectively. The material of choice for operating
around 1550 nm is the III–V quaternary InGaAsP, which can be epitaxially
grown on InP substrates. The heavily doped films are realized in p– or n–InP
(transparent near infrared), while the two intrinsic layers consist of In12xGaxAs
and In12xGaxAsyP12y, respectively, which exhibit different spectral coverages.
Specifically, In0.53Ga0.47As is lattice matched to InP and employed in D1 to
obtain the largest cutoff at lgap ¼ 1680 nm. In12xGaxAsyP12y is used for D2
and provides a wavelength-working range of 950 nm � lgap � 1680 nm. Notice
that the lattice match with InP can be obtained for any y (0 , y , 1), provided
x � 0.47y.

Analysis of the circuit in Fig. 13.13(b) is done by using Kirchhoff’s voltage
and current laws (KVL) and (KCL), and by using the diode current equation.20,21

The basic equations are:

V ¼ V1 þ V2, (13:49)

ID1 ¼ I01 � 1þ exp
V1

VT

� �� 	

, (13:50)

ID2 ¼ I02 � 1þ exp
�V2

VT

� �� 	

, (13:51)

Iin ¼ Iph2 þ ID2 ¼ �Iph1 þ ID1, (13:52)

where Iph1 and Iph2 are D1 and D2 photocurrents, I01 and I02 are D1 and D2 reverse
leakage currents, and VT is the thermal Boltzman voltage (Kt)/q. The solutions to
these equations provide the input current to the WSP:

Iin ¼ Iph2 1þ
I02

I01

exp
�V

VT

� �� 	�1

� Iph1 1þ
I01

I02

exp
V

VT

� �� 	�1

þ I02 1þ
I02

I01

exp
�V

VT

� �� 	�1

� 1� exp
�V

VT

� �� 	

: (13:53)

The leakage currents are dominated by the generation of space–charge layers
with thicknesses d1 and d2, and are evaluated by19

I01 ¼
q � ni1 Tð Þ � d1 � A1

t1

,

I02 ¼
q � ni2 Tð Þ � d2 � A2

t2

,

8

>

>

<

>

>

:

(13:54)

where A1 and A2 are the device areas, and the carrier lifetimes t1 and t2 are
assumed to be equal and are within the magnitude of ms. The intrinsic carrier
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concentrations ni1 and ni2 are calculated taking into account the temperature
dependence:

ni Tð Þ ¼ kn � T
3
2 � exp

�Eg Tð Þ

2 � k � T

� 	

, (13:55)

where kn is the material constant and Eg is the fundamental band-gap energy.
The gap of InGaAs is given by

EInGaAs
g Tð Þ ¼ 0:714� 0:47 � 10�4 �

5:8

T þ 300
�

4:19

T þ 271

� �

� 4:19 � 10�4 �
T2

T þ 271

� �

: (13:56)

The temperature and composition dependence of InGaAsP are given by

EInGaAs
g Tð Þ ¼ Eg 0ð Þ � 4:3 � 10�4 T2

T þ 224
,

EInGaAs
g yð Þ ¼ 1:344� 0:738yþ 0:138y:

8

>

<

>

:

(13:57)

These are also employed to evaluate the optical absorption factor a versus
wavelength and temperature per Eq. (13.58):

a l, Tð Þ ¼ ka �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h � c

l
� Eg Tð Þ

� 	

s

, (13:58)

where ka is an experimental constant whose data is provided in Ref. [22], c is the
speed of light in vacuum, h is the Planck’s constant, and l is wavelength.

Having all these formulations, the photocurrent expressions can be derived
with respect to wavelength, temperature, absorption coefficient, and physical
dimensions. There are two cases for analyzing the photocurrent, as depicted in
Fig. 13.13. The first is when light impinges the WSP from the top. Under this
condition, the photocurrents are given by

Iph2 ¼
q � l

h � c
1� exp �a2 l, Tð Þ � d2½ �
� 

� P � R,

Iph1 ¼
q � l

h � c
1� exp �a1 l, Tð Þ � d1½ �
� 

� P � R � exp �a2 l, Tð Þ � d2½ �,

8

>

>

<

>

>

:

(13:59)

where P is the incident optical power, the optical frequency y ¼ c/l, and R is the
surface reflectivity; multiple reflections are neglected. Note that the second expo-
nential for Iph1 accounts for the light absorbed in the first top layer.

The second case is sideways illumination where light impinges on lateral inci-
dence. The optical powers coupled to the active layers l1 and l2 are P1 and P2,
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respectively. Under this scenario, the photocurrents are given by

Iph2 ¼
q � l
h � c

1� exp �a2 l, Tð Þ � l2½ �
� 

� P2,

Iph1 ¼
q � l
h � c

1� exp �a1 l, Tð Þ � l1½ �
� 

� P1:

8

>

<

>

:

(13:60)

The above equations can be solved numerically and provide useful charts for
design parameters. First, the zero current for the reference wavelength, defined as
zero crossing, can be found. Second, the calculation of photocurrent versus bias
voltage V and temperature can be evaluated for the design of the TEC control loop.

Figure 13.14 displays the spectral photoresponse of the WSP diodes, D1 and
D2. These plots provide guidelines to locate a crossover wavelength within the
appropriate spectral window. The current equations were presented in the afore-
mentioned discussion.

Figure 13.15 presents the WSP operation as VT-WSPD, showing the good lin-
earity in the vicinity of the zero-crossing wavelength l0.

Figure 13.16 presents the VT-WSPD tunability. Because the two diodes are
connected back-to-back, changes in the external voltage provide reversed bias
and result in a shift of l0. In WDM, the zero-crossing wavelength l0 is crucial.
The wave has to be selected corresponding to a specific carrier within the spectral
window of operation. Since this is the main requirement of such a light-sensitive
element, a detailed analysis of l0 sensitivity should be made.

Figure 13.14 WSP spectral photoresponses for the WSP diode pair D1 (solid line) and
D2 (dots).19 (Reprinted with permission from the Journal of Lightwave Technology
# IEEE, 2003.)
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Figure 13.16 VT-WSPD zero-crossing wavelength l0 vs. bias voltage V.19 (Reprinted
with permission from the Journal of Lightwave Technology # IEEE, 2003.)

Figure 13.15 WSP is total current vs. incident wavelength, whereas bias is a
parameter within the range of 0.01–0.0 V in increments of 1.5 mV. The zero-
crossing portion generates a bipolar error signal.19 (Reprinted with permission from
the Journal of Lightwave Technology # IEEE, 2003.)
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Device evaluation and analysis should include parameter sensitivity for
predicting the trends of l0. These parameters are linear approximations for photo-
response sensitivity to wavelength variations DI/Dl, tenability and sensitivity of
l0 to bias changes, and Dl0/DV and sensitivity of l0 to input light power.
Additional parameters are fabrication tolerances in geometric factors such as
layer thicknesses and areas. These parameters are important since they generate
error signals suitable to the control system. Hence, the PD should have a high
sensitivity to wavelength variation. Mathematically, the first-order derivative of
the photocurrent with respect to wavelength should be of high value.
Figure 13.17 provides these values. This is similar to the AGC analysis presented
in Chapter 12, where the RF detector constant and VVA constant were evaluated.
This value defines the system’s open-loop gain. Moreover, since the photodetector
operates as a wavelength error detector, it defines the error signal sensitivity to
wavelength deviation.

Lastly, the VT-WSPD tenability is examined. This can be obtained by acting
on voltage bias or by modifying the composition of the active layer in D2,
InGaAsP. Figure 13.18 demonstrates the voltage-tuning curves for various thick-
nesses, d1 and d2. In both cases of normal and lateral incidences, the wavelength
tenability exceeds 20 nm. This is sufficient to stabilize 25 channels on a
100-GHz grid. However, it should be emphasized that there are a couple of
drawbacks in spanning the whole operating range in V, mainly with the normal

Figure 13.17 The VT-WSPD constant presented by the derivative of the photocurrent
with respect to wavelength DI/Dl. The chart was evaluated for various thickness
combinations, d1 and d2, for each PD.19 (Reprinted with permission from the Journal
of Lightwave Technology # IEEE, 2003.)
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incidence of the device. The first issue is lack of linearity in the tuning curve,
which may require the adoption of more complex wavelength selection circuitry.
The second stems from l0 sensitivity to voltage Dl0/DV, which affects the accu-
racy in bias. This parameter, according to simulations, varies from 25 to 750 pm/
mV for normal incidence, whereas it is nearly constant for lateral incidence having
180 pm/mV.

Overcoming this problem requires modifying the InGaAsP composition in the
d2 absorption layer.19 As was previously explained, x � 0.47y to guarantee lattice
matching to InP. The l gap of In1 – xGaxAsyP12y can be tailored from 950 to
1680 nm. Such an adjustment can only be set during growth, but if the accuracy
required in y is tight, voltage control can also be adopted. Figure 13.19 displays
a family of curves with y changing stepwise from 0.81 to 0.91, in voltage intervals
suitable for 20-nm fine wavelength tuning. The InGaAsP composition can be
modified to operate in S, C, or L bands. C and L bands can be covered by
varying the concentration only, whereas working in the S band requires changes
of the active layer thicknesses in d1 and d2.

Figure 13.20 displays the l0 shift versus the power error in P1 and P2 with
respect to their nominal percentage values. Note that to fulfill the specifications
of +3 GHz and +1 GHz, the imbalance should be limited to 0.6% and 0.2%,
respectively. This is because the latter would imply an unrealistically tight align-
ment. A calibration in tuning voltage can compensate for the wavelength error
associated with the misalignment.

Figure 13.18 The VT-WSPD voltage-tuning curves for several d1 and d2 thickness
combinations.19 (Reprinted with permission from the Journal of Lightwave
Technology # IEEE, 2003.)
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Figure 13.19 Tuning curves obtained with combination of composition; y are changed
from 0.81 to 0.91 in the InGaAsP composition and voltage ranges from 260 to 60 mv in
case of lateral incidence.19 (Reprinted with permission from the Journal of Lightwave
Technology # IEEE, 2003.)

Figure 13.20 Wavelength sensitivity to power error (percentage P1 or P2 with respect
to the nominal value) for lateral incidence. The horizontal dashed lines help in
identifying the target accuracy of 10, 3, and 1 GHz, respectively.19 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 2003.)
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Figure 13.21 Wavelength sensitivity to thickness error (percentage d1 or d2 with
respect to the nominal value) for both lateral incidence (solid line) and normal
incidence (dashed) geometries. The horizontal dashed lines help in identifying the
target accuracy of 10, 3, and 1 GHz, respectively.19 (Reprinted with permission from
the Journal of Lightwave Technology # IEEE, 2003.)

Figure 13.22 Wavelength sensitivity to area error (percentage A1 or A2 with respect to
the nominal value) for both lateral incidence (solid line) and normal incidence (dashed)
geometries. The horizontal dashed lines help in identifying the target accuracy of 10, 3,
and 1 GHz, respectively.19 (Reprinted with permission from the Journal of Lightwave
Technology # IEEE, 2003.)
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Figure 13.21 presents l0 shift versus thickness error with respect to a nominal
value of d ¼ 2 mm. The shift can be kept within +3 GHz (+1 GHz), with toler-
ances of 2% (0.6) and 0.5% (0.2%) for normal incidence and lateral incidence,
respectively.

Figure 13.22 is a plot of sensitivity to area errors; i.e., l0 shift versus error with
respect to the nominal value of A ¼ 1024 cm2. The wavelength drifts remain
within +3 GHz (+1 GHz) if tolerances of 1.5 percent (0.5 percnet) and 0.5 percent
(0.2 percent) are met for normal incidence and lateral incidence, respectively.
Based on the abovementioned, normal incidence appears slightly more convenient.

Using the above analysis and design parametrical charts, a wavelength stabil-
ization and locking system can be realized using VT-WSPD. Such a system is
comprised of a laser source and beamsplitter that routes the laser power to the
fiber and samples a portion of it to the feedback path. The feedback contains the
VT-WSPD, a current to voltage converter, such as TIA, a controller, power ampli-
fier to drive the TEC, and the Peltier heat sink and sources. The block diagram of
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Figure 13.23 TEC control loop: (a) block diagram, (b) equivalent circuit for SPICE
analysis.19 (Reprinted with permission from the Journal of Lightwave Technology #

IEEE, 2003.)
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the control system and equivalent circuit for the SPICE model are provided in
Fig. 13.23. As it is explained in Chapter 12 and in the aforementioned sections,
the analysis of a control system is based on linear approximations, SPICE is a
small signal modeling for the TEC control loop.

The laser source wavelength emission is approximated by

llaser ¼ l0
laser þ mlaserTj, (13:61)

where Tj is the junction temperature, l0
laser is the wavelength at 08C, and mlaser is

the temperature coefficient that is evaluated experimentally.
The photodetector is the VT-WSPD whose linear approximation equations are

provided by Eq. (13.62). This equation provides the total current versus wave-
length at voltage V and temperature T. The parameters mPD, a, b, c, and d are
driven from the previous discussion and aforementioned equations:

I l,T , Vð Þ ¼ mPDlþ iPD T , Vð Þ,

IPDI T , Vð Þ ¼ aþ bT þ cV þ dV2:

8

<

:

(13:62)

The thermal stage takes into account two heat sources: laser and Peltier cell,
the mounting hardware, and the heat sink. Heat flow is emulated to current;
hence, a linear approximation is given by

qp ¼ Ip þ mp � Ip: (13:63)

Figure 13.24 Temporal evolution of l0 in the bottom in response to four-level
voltage ramp at the top of the chart. This is designed to scan over four 100-GHz
spaced channel grid.19 (Reprinted with permission from the Journal of Lightwave
Technology # IEEE, 2003.)
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The equation defines the heat flow versus the supplied current Ip. The constants
Ip and mp and the resistance R2 are defined by cell manufacture. The heat sink is
represented by a parallel resistor and capacitor, marked as RC, in series to the
voltage source that corresponds to room temperature. The metal housing
between Peltier cell and laser is described by a p circuit with R3 ¼ R5 equal to
half of the convection resistance, R4 accounting for internal heat conductivity,
and C3 ¼ C5 equal to one-half of the thermal capacitance. The housing parameters
can be calculated for the material and geometry. The thermal properties of the laser
are modeled by a parallel RC network. This network emulates the thermal resist-
ance and capacitance that are in parallel with the heat source qI, i.e., the heat is
generated while the laser emits light. Using superposition, Eq. (13.64) is obtained,
which yields the dependency of the laser junction temperature Tj on room tempera-
ture T. It also provides the dependency of Tj on heater and laser heat flows qp and
qI, respectively, where G1 and G2 are the appropriate transfer functions:

Tj ¼ T þ G1qp þ G2qI; (13:64)

which can be used for a controller algorithm that can be designed at a specific
settling time and absolute maximum steady state error. A PID analog controller
can be used.

The wavelength control loop performance can be examined in several aspects.
The system dynamics of wavelength locking versus time by acting on the voltage
is applied to the VT-WSPD. After the l0–V relationship is obtained, the l0 sweep
is readily accomplished by biasing the device with a voltage. Figure 13.24 displays
the temporal evolution of l0 on its bottom, corresponding to the four-level voltage
ramp on the top of this chart. The voltage ramp is designed to sweep four
100 GHz–spaced channels.

13.3 Main Points of this Chapter

1. APC and TEC are feedback control loops.

2. APC loop and TEC loop are narrow-band control loops because of the
response to slow time-varying events.

3. A long train of same-level consecutive bits creates the equivalent of a
lower rate signal that may affect the APC power locking. Thus, the
loop BW should be narrower by at least ten times than the lowest
equal rate of the long train signal.

4. The BW loop of APC should support a long train of consecutive bits at
the same level, such as PRBS 22321, without making a power error due
to AM detection.

5. ER can be controlled by a faster APC loop, which locks on the peak
energy of the modulated laser feedback from the back-facet monitor
using a peak detector.
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6. TEC current control can be done by the traditional linear method as shown in
Fig. 13.7, or by a more efficient method using a PWM controller.

7. When the TEC loop is locked by PWM, the current control pulses are
narrow. When the TEC integrates to the desired temperature, the
current pulses are wider to minimise the error.

8. In both the regular linear loop and the PWM, there is a loop filter, which
is the integrator. The integrator determines the loop dynamics and BW.

9. In order to accomplish fast and accurate locking, PID controllers are used.

10. The PI loop is a proportional integral regular feedback system.

11. TEC loops are used to stabilize the wavelength and enable the laser to
emit higher power.

12. Prior to any TEC design, heat balance is made. This balance contains heat
to be removed, invested energy heat, which is the TEC current, and the
total heat to the heat sink.

13. The COP is a measure of cooling performance. COP . 1 and describes
the ratio of QC/PTEC in Eq. (13.12). The TEC design should maximize
the COP as much as possible.

14. The TEC can be represented as an equivalent linear electrical circuit.

15. Analogies of thermal to electrical SPICE-modeling derivation are made
per Table 13.2.

16. Temperature is potential and temperature difference is voltage across the
thermal conductor. Heat flows through the material and thus is similar to
current. Heat accumulation is charge and the capacity to accumulate heat
is capacitance. Heat generates a potential since it is measured by temperature.

17. PSPICE OrCAD modeling is a small-signal approximation of TEC at its
operating point. The TEC loop is affected by its operating point. Thus,
the TEC loop is a small-signal approximation of the nonlinear control
loop.

18. Linear approximation of a control system is done at the operating point,
where it is locked.

19. VT-WSPD is a voltage-tuned wavelength selective photodiode composed of
PIN and NIP photodetectors, where NIP is an upside down PIN.

20. The VT-WSPD is composed of two PDs with adjacent responsivities.
Hence, a specific wavelength l0 can be optimized to produce a zero
photocurrent at the desired wavelength l0. (see Fig. 13.15).
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21. At the target wavelength there is a zero photocurrent, which is due to the
structure of two the VT-WSPD, which is a back-to-back structure of two
PIN photodetectors. This structure creates the PIN–NIP stack. Two
back-to-back PDs create photocurrents in opposite directions. Wave-
length selection is done by treating the external bias voltage as a
tuning voltage.

22. Wavelength discrimination for two responsivities is accomplished by
doping recipes for each of the back-to-back PD pairs.

23. Analogies to AGC loop analysis are provided in Chapter 12.
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Chapter 14

Quadrature Amplitude
Modulation (QAM) in CATV
Optical Transmitters

The goal of this chapter is to provide an introduction to community access television
(CATV) quadrature phase-shift keying (QPSK) modulators. QPSK modulators are
used as building blocks for I and Q modulation schemes in modulator–demodulators
(modems). The quadrature amplitude modulation (QAM) Modem baseband (BB)
output is up-converted into RF and transmitted over fiber by linearized transmitters,
as will be reviewed in Chapter 16, to the subscriber’s home. By reviewing the basics
of QAM and modulation impairments, the motivation behind modem calibration
methods, RF and optics linearization methods, and implementations would be
much clearer. System requirements from a fiber-to-coax CATV receiver converter
will be discussed and their effects on the data quality will be examined. This
chapter presents a review of a QPSK modulator, and then Chapter 15 provides a
review of QAM modems, including a review of MPEG-framing Reed–Solomon
coding M-ary modulators, equalizers, and BER (of an M-ary QAM). Chapter 16 pro-
vides a review of predistortion methods and linearization methods. Chapters 15 and
16 also provide the final structure and block diagram of the fiber CATV transmission
side. The receiving side is explored, and the general concept of CATV receive
modems and timing recovery is provided. Using this, an HFC FTTx receiver designer
is able to identify and rectify any degradation on QAM transport, resulting from an
RF-circuitry problem. Based on Chapter 9, RF receiver relations are further explored.

14.1 Quadrature Modulators

Quadrature modulators have been used for single-sideband transmission. In recent
years, QAMs and other digital modulation schemes have been used in digital
radios. In the old IS54 dual-mode cellular phone radios, the modem is designed
to use one modulator for both digital and analog mode transmissions. Modern
cellular phones utilize QPSK modulators and demodulators for 2.5G GSM
Extended global system for mobile communications (EGSM) general packet
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radio service (GPRS) as well as 3G wideband code division multiple access
(WCDMA) universal mobile telecommunications system (UMTS) modulation
schemes. In CATV transmission, it is used to transfer the QAM digital channels
at the frequency range of 550 to 870 MHz.

The block diagram of a quadrature modulator given in Fig. 14.1 consists of two
mixers and a summation circuit to combine the mixers’ output. The input to the
mixers are the information bearing BB (low pass) signals i(t) and q(t). A quadra-
ture carrier of the local oscillator (LO) signal cos(vct) mixes with the I input, and
sin(vct) mixes with the Q input. Hence, the transmitted up-converted signal is
given by a Cartesian presentation in the complex domain,4

r(t) ¼ i(t) cos vctð Þ þ jq(t) sin vctð Þ: (14:1)

After some trigonometric manipulations, it becomes

r(t) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i2 tð Þ þ q2 tð Þ
p

� exp j vct þ tan�1 q tð Þ

i tð Þ

� ��

¼ A tð Þ exp j vct þ u tð Þ½ �,

�

(14:2)

where r(t) is a vector in the I–Q plan, which can be presented in Cartesian or polar
coordinates:

A tð Þ � e ju tð Þ ¼ i tð Þ þ jq tð Þ: (14:3)

The later presentation of the QPSK modulator output signal implies that any
complex modulation can be generated by properly chosen amplitudes and
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Figure 14.1 Quadrature modulator and its impairments.
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phases of I and Q. Moreover, since the I and Q signals have low-pass character-
istics, the low-frequency modulation (FM) circuitry is usually easier to implement
at the required accuracy. This is a major reason for the popularity of quadrature
modulators.

14.2 Generating FM using QPSK Modulators

FM is used in many applications due to its amplitude noise immunity. In TV trans-
missions, the sound is an FM signal. To establish FM, the carrier is held constant
and the phase is varied:4

r tð Þ ¼ A tð Þ cos f tð Þ½ � ¼ A tð Þ cos vct þ u tð Þ½ �: (14:4)

Using some trigonometric identities and using the fact A(t) ¼ A, Eq. (14.4)
becomes

r tð Þ ¼ A cos vctð Þ cos u tð Þ½ � � sin vctð Þ sin u tð Þ½ �
�

:
�

(14:5)

The BB signals at the I and Q inputs are cos[u(t)] and sin[u(t)], respectively.
The instantaneous carrier frequency vc(t) is raised or lowered around the
nominal carrier frequency vc, according to the information bearing signal m(t):

vc tð Þ ¼ vc þ Dvm tð Þ, (14:6)

where Dv is the peak radian deviation, and the peak of m(t) equals 1. The phase
u(t) is given by

u tð Þ ¼

ð

t

�1

Dvm tð Þdt ¼ Dv

ð

t

�1

m tð Þdt: (14:7)

Hence, the FM BB signal is given by

A � e ju tð Þ ¼ i tð Þ þ jq tð Þ ¼ A exp jDv

ð

t

�1

m tð Þdt

2

4

3

5

¼ A cos Dv

ð

t

�1

m tð Þdt

2

4

3

5þ j sin Dv

ð

t

�1

m tð Þdt

2

4

3

5

8

<

:

9

=

;

: (14:8)

The advantage of this FM method is the accuracy of the deviation since it is
independent of linearity of the VCO constant df/dv, where f is the frequency
and v is the tuning voltage. It can be used in the analog channels to produce the
sound (aural) for the video signal.
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14.3 Digital QAM

In digital channel bands, QAM techniques are used. The most common are QAM
64 and QAM 256 constellations, M ¼ 64, M ¼ 256. However using QAM 256 or a
large-symbol constellation requires a low-jitter LO, and highly linear amplifier
with low-amplitude modulation (AM) to PM and high compression point, or
AM-to-AM characteristics. Moreover, there is a need to know how to estimate
the normalized symbol energy. Figure 14.2 illustrates the QAM 256 quadrant.
Each symbol of the constellation is represented by vertical and horizontal
voltage coordinates. Hence, the symbol energy is related to its coordinate’s
voltage square.8,11,14 Since all symbols have equal likelihoods, and due to the con-
stellation symmetry, the average energy per symbol Es is determined for a single
quadrant. Therefore, the quadrant average energy per symbol is the sum of all
symbol energies divided by the total number of symbols per quadrant, as shown
in Fig. 14.2. The horizontal or vertical voltage distance between two symbols
would be defined as 2a. Thus the QAM 256 symbol normalized energy Es is
given by Eq. (14.9). It can be said that 2p states’ QAM is bidimensional pulse-ampli-
tude modulated (PAM), where each axis consists of k ¼

ffiffiffiffiffi

M
p

states. Each state is
defined by different permutations of bits, where there are

ffiffiffiffiffi

M
p

bit levels for each
PAM axis. As a consequence, k and M are both even and have a root as appears
in this QAM 256 example. Moreover, p1 ¼ log2

ffiffiffiffiffi

M
p

is the number of bits required
to accommodate each axis level or energy state. For example, in QAM 256, p1 ¼ 4,
thus there are 4 bits to describe 16 states for the I axis and 16 states for the Q axis.
Thereby, each QAM symbol state is described by 8 bits. Due to QAM symmetry, the
calculation is done by observing a single quadrant. In this case, each axis is described
by 3 bits for 8 states; as a result, each quadrant has 64 states. This is a simplified case

15a

2a

a I

Q

2aa

Figure 14.2 First-quadrant QAM constellation symbols map.
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where M ¼ 64. The conclusion is that QAM 256 can be used to transfer 4 blocks of
64 QAM; thus Eq. (14.9) is proved. Note that QAM 32 does not apply to this con-
dition since M ¼ 5:

Es ¼
a2

64

X

8

q¼1

X

8

i¼qþ1

2i� 1ð Þ
2
þ 2q� 1ð Þ

2
	 


: (14:9)

The unit distance a between the symbols can be calculated from Eq. (14.9) and
is given by

a ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

64Es
P8

q¼1

P8
i¼qþ1 2i� 1ð Þ

2
þ 2q� 1ð Þ

2
	 


s

: (14:10)

The distance between the symbols is defined as d ¼ 2a. Each symbol in this
modulation scheme represents 8 bits; if the normalized energy per bit is Eb, then
the normalized symbol energy satisfies Es ¼ 8Eb; therefore,

a ¼

ffiffiffiffiffiffiffiffi

Es

170

r

, (14:11)

a ¼

ffiffiffiffiffiffiffiffiffiffiffi

Eb

21:25

r

: (14:12)

It can be observed that the distances between the symbols are significantly
reduced as the constellation order gets higher. One immediate requirement is to
have a low-jitter (phase noise) or LO-integrated phase noise. The extreme require-
ment for minimum jitter appears between the symbols at the coordinates I ¼ 15a,
Q ¼ 15a, and I ¼ 15a, Q ¼ 13a as depicted in Fig. 14.2. As a rule of thumb, jitter
should below 10% of the angle pointing to the half Euclidian distance, which is a,
between two adjacent symbols. The angle calculation is approximately given by
1/2[arctangent(15/15) 2 arctangent(13/15)] ¼ 1/2(45 deg 2 40.9 deg) � 1.5
deg, which is about 0.15 deg. This means that the LO jitter should be below 0.15 deg.4

Digital modulation schemes exhibit higher voltage and power peaks than the
average power which is the result of power meter reading. This issue is affecting
AGC calibration explained in Sec. 12.2.8. Figure 14.3 illustrates the peak value for
QAM 256. The first quadrant is good enough due to the symmetry in constellation
calculation and QAM 256 structure of four 64 quadrants of symbol.

The symbols’ energy levels are determined by the geometry of the constellation.
The number of symbols in each quadrant of QAM 256 is 64. The average power is
defined as the sum of the squares of the magnitudes of all symbols divided by the
number of symbols in the quadrant. This is due to the power being proportional
to the voltage square. The average voltage is defined as the sum of all the voltage
magnitude values divided by the number of symbols. The peak energy and
voltage relates to the symbol with the highest I and Q coordinates. In this case, it
is the symbol at coordinates 15a,15a. The peak to rms ratio, also known as peak

QAM in CATV Optical Transmitters 633



to average ratio (PAR), is calculated by taking the power level of the symbol located
at the coordinate 15a,15a and dividing it by the average power value of a symbol. In
the same way, the peak to rms voltage ratio is defined. One observation is obvious:
the higher the constellation level is, the higher is the peak-to-rms value, as shown in
Fig. 14.4. For instance, in a QPSK modulation scheme, the peak-to-rms value is 1 or
0 dB. The peak to rms value for QAM 256 power is provided by

PPEAK=Prms ¼
2a2152

(a2=64)
P8

q¼1

P8
i¼qþ1 2i� 1ð Þ

2
þ 2q� 1ð Þ

2
	 


;

PPEAK=Prms ¼
128 � 152

P8
q¼1

P8
i¼qþ1 2i� 1ð Þ

2
þ 2q� 1ð Þ

2
	 


: (14:13)

The voltage peak-to-rms value is defined by

VPEAK=Vrms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2a2152
p

(a=64)
P8

q¼1

P8
i¼qþ1 2i� 1ð Þ

2
þ 2q� 1ð Þ

2
	 


;

VPEAK=Vrms ¼
64

ffiffiffiffiffiffiffiffiffiffiffiffiffi

2 � 152
p

P8
q¼1

P8
i¼qþ1 2i� 1ð Þ

2
þ 2q� 1ð Þ

2
	 


: (14:14)

The above calculation shows the geometrical relationships between the peak
symbol energy in the constellation and the average values of the constellation’s
symbols. However, additional impairments should be taken into account. For

Figure 14.3 Constellation-energy-level points and coordinate states.
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instance, the inter-symbol interference (ISI) defeat filter has a raised cosine shape with
a roll-off factor valueameasured in percentage. The more moderate the filter, i.e., the
higher the value of the roll-off factor a, the greater the ringing the filter would have in
its impulse response. This means that additional amplitudes are added to the signal,
and therefore to the symbol coordinates. As a consequence, the peak-to-rms ratio
would be even greater. An ideal brick-wall filter with a ¼ 0 is represented by a rec-
tangular filter that adds no ISI; hence, geometrical calculation is applicable. However,
when the SQRT (square root raised cosine) filter is used, where a = 0, peak to
average (PAR) is not per the geometrical calculation and is significantly increased.
This is demonstrated in section 12.2.8 using numerical analysis methods. In a multi-
carrier transport environment, the amplitude distribution has a probability distribution
close to that of random noise. This function has a finite probability with a high value in
a short period of time. As a result, the peak to rms reaches even greater values. This is
one more reason, as was explained in Chapter 12, why AGC sampling is on the low-
channel frequencies with analog modulation, thereby avoiding this problem. Further-
more, this is the reason, among many others, that CATV receivers use feedforward
AGC schemes. In case of sampling QAM, the peak-to-rms fluctuations result in
higher errors in power tracking.

14.4 Signal Impairments and Effects

Impairment types can be divided into two main categories:4

1. Linear impairments related to an I and Q amplitude imbalance that gen-
erates constellation deformation, an I and Q arms-phase imbalance that

Figure 14.4 Geometrical peak-to-average-power ratio for QAM 4 (QPSK), 16, 64, 256.
Peak-to-rms values in decibles are: QPSK, 0; 16 QAM, 2.55; 64 QAM, 3.68; 2 and 56
QAM, 4.23. ISI effects due to the raised cosine filter are not included.
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generates constellation deformation, and I and Q dc offset that creates
carrier leakage, which affects the constellation origin’s offset. Figures
14.5 and 14.6 illustrate these effects.

2. Nonlinear impairments related to phase noise, which affects the constel-
lation symbol coordinates’ accuracy, by adding +u rms jitter around the
symbol target. AM to AM and AM to PM, which are generated by the
transmitter or receiver compression, affect the symbol coordinates’ accu-
racy, and create amplitude and phase error. IMD, which is mixed with the
signal, creates a rotating vector around the symbol target point. Additive
white Gaussian noise (AWGN) adds a random vector around the symbol
target, thus generating a clouded symbol.

These impairments create a displacement vector, which is a measure of
symbol-placement error. This value of error is known as the error vector magni-
tude (EVM). The exact formulation will be provided in Sec. 14.8. and Fig. 14.6.

KQAQ

(a) (b)

KIAIcosα

E1

KQAQKIAIcosα

KIAIsinα

KIAI  > α

E2

KIAIsin α KIAI > α

Figure 14.5 Sideband phasors: (a) upper sideband, and (b) lower sideband.
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Error
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r = 1

Q

I α

Q

I

r 2 = (Q + I xSinα)2 +
(I  x Cosα)2

I x Cosα

I x Sinα

Figure 14.6 Linear impairments in QPSK modulator. (a) Carrier leakage. (b) I and Q
amplitude imbalance effects on quadrature shape.
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14.4.1 I and Q amplitude imbalance and carrier leakage

A way to observe and analyze QPSK modulator impairments and calibrate the con-
stellation is by applying orthogonal signals at the I and Q inputs, for instance AI

cos(vt) and AQ sin(vt) respectively. For the modulator in Fig. 14.1, the LO is
given by cos(vct); then after using some trigonometric identities, the upper side-
band voltage E1 is

E1 ¼
KIe

jaAI þ KQAQ

2
cos vc þ vð Þt: (14:15)

The lower sideband voltage would be

E2 ¼
KIe

jaAI � KQAQ

2
cos vc � vð Þt: (14:16)

The above expressions describe the upper sideband and lower sideband
phasors, which rotate at (vcþ v)t and (vc 2 v)t, respectively. Figure 14.5
describes the two sideband vectors.

Hence the upper sideband power and lower sideband power are given by

E2
1 ¼

KIAI

2

� �2

þ
KQAQ

2

� �2

þ 2
KIAIKQAQ

4

� �

cos að Þ, (14:17)

E2
2 ¼

KIAI

2

� �2

þ
KQAQ

2

� �2

� 2
KIAIKQAQ

4

� �

cos að Þ, (14:18)

where KI is the I-path-mixer-transfer factor, KQ is the Q-path-mixer transfer factor,
and a is the I-path-phase imbalance with respect to Q section.

Using the definition of the relative amplitude balance factor:

d ¼
KIAI

KQAQ

















: (14:19)

90° + θ

KDQ

KDI < α

LO = Cos(ωc1t)
RFin

I 

Q

Figure 14.7 A QPSK demodulator with its amplitude and phase impairments.
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Using Eq. (14.19) and taking the ratio between Eqs. (14.17) and (14.18), then
the sideband suppression is defined by

S½dBc� ¼ 10 log
d2 þ 2d cosaþ 1

d2 � 2d cosaþ 1

� �

: (14:20)

As a result, the QAM constellation quadrature can be optimized and calibrated.
Feeding the modulator with orthogonal tones and optimizing their quadrature
amplitudes and phases in order to achieve the maximum sideband suppression
accomplishes quadrature calibration. This process is done at the BB level by the
cable MODEM calibration algorithm. Equation (14.20) for the case of
cos(a) , 0 means spectrum inversion; i.e., the upper sideband is suppressed
with respect to the lower sideband. Optimizing the constellation quadrature
would result in a high-performance link with low BER, due to the fact that each
symbol-decision section is optimal. Hence the symbol coordinates are well
inside the symbol decision zone. Figure 14.8 provides useful plots for QAM side-
band suppression calibration as a function of amplitude balancing between the in-
phase arm I and the quadrature arm Q, and as a function of phase balancing
between the two arms. This calculation assumes an ideal LO splitter. However,
that additional impairment can be solved in the same manner presented above.

The EVM includes the error generated by the I and Q imbalances. The smaller
the value of the EVM, the higher the quality of the constellation, as can be
observed in Fig. 14.6.

The second required calibration is the dc offset between I and Q. This para-
meter affects the QPSK (quadrature) modulator carrier leakage. A carrier signal
leaking from the modulator generates a constellation origin offset at the receiver.
This results in BER degradation, since the QAM constellation center is shifted.
Assume a QPSK modulator, as given in Fig. 14.1, with the following BB
signals and LO impairments:

a Phase error between I and Q signals
b Phase balance of the LO splitter within the modulator
d Amplitude balance between I and Q
dc1 dc offset of the LO at the I input
dc2 dc offset of the LO at the Q input
dm1 dc offset error at the I input
dm2 dc offset error at the Q input
KI , a I-path-mixer-transfer function, including the phase error a
KQ Q-path-mixer transfer function with zero phase error
K Amplitude balance of the LO splitter within the modulator

The modulator is assumed to be fed by two orthogonal BB signals and LO:

I ¼ A1 sinv1t þ dm1, (14:21)

Q ¼ A2 cosv1t þ dm2, (14:22)
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LOI ¼ AI sin vct þ bð Þ þ dc1, (14:23)

LOQ ¼ AQ cosvct þ dc2, (14:24)

where v1 is the BB frequency, vc is the LO frequency, A1 is the in-phase BB signal
amplitude, A2 is the quadrature BB signal amplitude, AI is the in-phase LO signal
amplitude, and AQ is the quadrature LO signal amplitude. The I and Q arms’
outputs are

rI tð Þ ¼ KIAIA1 sin v1t þ að Þ þ dm1½ � � sin vct þ bð Þ þ dc1½ �, (14:25)

rQ tð Þ ¼ KQAQA2 cosv1t þ dm2½ � � cosvct þ dc2½ �: (14:26)

Hence, the modulator output would be the summation of the above signals.
Normalizing the result by jKQAQA2j provides the normalized magnitude value
of r 0(t):

r0 tð Þ ¼ Kd sin v1t þ að Þ þ dm1½ � � sin vct þ bð Þ þ dc1½ �

þ cosv1t þ dm2½ � � cosvct þ dc2½ �: (14:27)

After some trigonometric manipulations as well as using Pythagorean identi-
ties, this results in the following signal amplitudes:

V2
LSB ¼

1

4
1þ 2Kd cos b� að Þ þ Kdð Þ2
	 


, (14:28)

which is the lower sideband power.

V2
USB ¼

1

4
1� 2Kd cos bþ að Þ þ Kdð Þ2
	 


, (14:29)

which is the suppressed upper sideband power, and the carrier power is given by

V2
C ¼ dm2

2 þ 2Kddm1dm2 sinbþ Kddm1ð Þ
2: (14:30)

Using the above results, the carrier suppression, or carrier leakage with respect
to nonsuppressed low sideband is

SC½dBc� ¼ 10 log
1
4

1þ 2Kd cos b� að Þ þ Kdð Þ2
	 


dm2
2 þ 2Kddm1dm2 sinbþ Kddm1ð Þ

2
: (14:31)
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The sideband suppression (residual sideband) is

SSSB½dBc� ¼ 10 log
1þ 2Kd cos b� að Þ þ Kdð Þ2

1� 2Kd cos bþ að Þ þ Kdð Þ2
: (14:32)

It can be seen that the sideband suppression limits for an ideal amplitude
balance of K ¼ d ¼ 1 are defined by the phase error b at the LO splitter and
the phase imbalance a between I and Q. The ability to suppress the carrier
below the desired sideband is related to the digital to analog (D/A) resolution.
A higher D/A resolution provides finer voltage steps that enable a better adjust-
ment for the carrier leakage. Another interesting conclusion is that equality
between a and b results in an optimum for both conditions of carrier
leakage and sideband suppression. Figure 14.9 provides the carrier leakage
values for I and Q dc offset imbalance, while the phase balance of the LO split-
ter is a parameter. It can be seen that the dc calibration has significant
importance.

14.4.2 Demodulation and QPSK demodulator

QPSK demodulators, shown in Fig. 14.7, have a structure similar to QPSK modu-
lators. Hence, the same impairment-analysis method is useful to analyze the demo-
dulation side of the quadrature demodulator used for QAM transfer. Figure 14.7
illustrates a QPSK demodulator with its impairments as follows:

a Phase error between I and Q signals
b Phase imbalance of the LO splitter within the demodulator
d Amplitude imbalance ratio between I and Q
dc1 dc offset of the LO at the I input
dc2 dc offset of the LO at the Q input
dm1 dc offset error at the I input
dm2 dc offset error at the Q input
KDI , a I-path-mixer transfer function, including the phase error a
KDQ Q-path-mixer transfer function with zero phase error, with respect

to the I path
K Amplitude imbalance factor of the LO splitter within the

demodulator

Assume an input RF signal of a complex modulation, which is composed of two
vectors with completely balanced quadratures, but with a carrier leakage and inter-
modulation (IMD) or spuriousness at a frequency of vIMD. It is also assumed that
the IMD frequency is within the BB IF frequency and the carrier leakage value and

QAM in CATV Optical Transmitters 641



0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

D/A dc offset [V]

C
ar

ri
er

 le
ak

ag
e 

su
pp

re
ss

io
n 

[d
B

c]

SLOdBcDm11, 1

SLOdBcDm11, 10

Dm1Dm11

1°

10°

Figure 14.9 LO carrier leakage suppression below nonsuppressed sideband vs. Q BB
D/A dc offset error in volts. I and Q phase error is 1 deg, LO splitter error is a parameter
of 1 deg and 9 deg, and I and Q and LO splitter amplitude balance ratio is 1 or 0 dB.

642 Chapter 14



IMD level values below the signal are given by

C½dBc� ¼ 20 log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
LO�I þ A2

LO�Q

q ¼ 20 log
A

ALO

¼ 20 log NLO, (14:33)

and

IMD½dBc� ¼ 20 log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
IMD�I þ A2

IMD�Q

q ¼ 20 log
A

AIMD

¼ 20 log NIMD: (14:34)

Assume that the AWGN projections provide the CNR:

CNR½dBc� ¼ 20 log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
AWGN�I þ A2

AWGN�Q

q ¼ 20 log
A

AAWGN

: (14:35)

These aforementioned expressions show three mechanisms for generating the
error vector, which are shown in Figs. 14.6 and 14.10. The impairment residual
power defines the radius of error around the desired constellating-symbol place-
ment. In real-time measurements, all impairments generate an equivalent CNR.
The calculation approach for estimating the radius of error sector is provided in
Sec. 14.12 in Eq. (14.97). This equivalent radius is related to the total CNR
value. The dc error generates complex dc components in both I and Q directions.
Hence there is a shift of the decision boundary when determining a symbol. This
kind of dc shift is deterministic; thus, it can be somewhat claimed that the prob-
ability of error is diverted from zero mean. Section 14.9 briefly discusses the
QAM probability of error.

Assume that the receiver selects only the upper sideband during calibration,
and the IMD frequency can be above or below the data frequency. Therefore,

VQ

VI

Q

I

V(t )Symbol

V(t )IMD

ωIMD

ωSymbol

Figure 14.10 QAM constellation errors due to impairments.
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the input voltage to the demodulator would be

VRF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

2
cos vc þ vDð Þt þ w½ �

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
IMD�I þ A2

IMD�Q

q

2
cos½ vc þ vIMDÞt þ cð �

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
LO�I þ A2

LO�Q

q

2
cos vct þ gð Þ; (14:36)

where the first term describes the data, the second describes the IMD products,
and the third describes the carrier leakage. If the interference voltages are
referred to the signal level, then using Eqs. (14.33) to (14.45), Eq. (14.36) can
be written as

VRF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

2
cos[(vc þ vD)t þ w]þ

1

NIMD

cos[(vc þ vIMD)t þ c]

�

:

þ
1

NLO

cos(vct þ g)

�

: (14:37)

Therefore, by using the image in Fig. 14.7, the demodulator BB in-phase and
quadrature output are given by Eqs. (14.38) and (14.39), respectively:

VI ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

4
cos vDt þ wð Þ þ

1

NIMD

cos vIMDt þ cð Þ þ
1

NLO

cos gð Þ

� �

, (14:38)

VQ ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

4
sin(vDt þ w)þ

1

NIMD

sin(vIMDt þ c)þ
1

NLO

sin(g)

� �

: (14:39)

The above results lead to the following conclusions on the QAM constellation
picture and the symbol point at a given sampling time. The carrier leakage creates
an origin dc offset in both directions I and Q, as described by Eq. (14.40). The
origin of the dc offset is directly related to LO leakage below the carrier in dBc.
The problem becomes more severe when having zero IF (ZIF) topology. In this
case, an analog BB (ABB) should have the means to compensate offsets, such
as dc injection, with proper polarity using digital-to-analog converters (DAC).

Other root causes for dc offset are second-order distortions that may occur in
both I and Q paths. In case of sampled IF topology, ac coupling solves the problem.
However, for a ZIF design approach, the ABB should have the means to nullify
those dc effects as previously mentioned.
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Equation (14.40) demonstrates that there is a scenario that dc offset does not
have to be equal in both I and Q arms. This depends on the balance between the
I and Q arms:

Vi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

4

1

NLO

cos gð Þ,

VQ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

4

1

NLO

sin gð Þ:

(14:40)

The IMD signal would create a circle around the symbol-target coordinates.
The IMD phasor radius and rotation versus time is given by Eq. (14.37); the
IMD circle radius is a direct function of the IMD level below the carrier in
dBc; Eqs. (14.38) and (14.39) provide the IMD phasor projections on both I
and Q axes, respectively. Note that the IMD frequency defies the rotation
direction. If the IMD frequency is above the LO or below, the rotations will
be clockwise or counter-clockwise, respectively. The IMD phasor can be
described by

VIMD tð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
I þ A2

Q

q

4

1

NIMD

exp jvIMDð Þ (14:41)

as well.
The symbol position at a given sampling instant is given by a phasor:

Vsymbol tð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A tð Þ2I þA tð Þ2Q

q

4
exp jwð Þ exp jvDtð Þ: (14:42)

Since the transmitted signal beats in time to different levels of the in-phase and
quadrature voltages, the origin offset is defined by a correction factor, taking into
account the average power of the signal. The same applies to the IMD level below
the signal. Consequently, the origin offset and the IMD radius around the symbol
coordinate are statistical values. Figure 14.10 illustrates a symbol in a constellation
diagram with the above impairments.

14.5 Jitter-to-Phase-Noise Relationship

Jitter is a significant parameter for characterizing short-term stability of clocks,
crystal oscillators, and LOs in the time domain. The relation between the Allen
variance (time domain) and phase noise (frequency domain) is described in numer-
ous papers.3,5,7,13,15 Theoretically, jitter is defined as short-term, noncumulative
variations of the significant instants of a digital signal from their ideal positions.
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In practice, when evaluating a synchronous optical network (SONET), this is done
by a digital storage oscilloscope or time-interval analyzer.

In QAM, there is a need to define the symbol position variance in the constel-
lation map. This is due to phase variation Durms caused by the LO phase noise, as
provided by Fig. 14.11. Phase noise is translated into time domain jitter Dtrms as
illustrated in Fig. 14.12 which provides a MathCAD file to calculate jitter from
phase noise data.6,7

The accumulated jitter for a number of clock periods N is typically defined as
the rms deviation of N periods from average value. The one-period jitter most fre-
quently used for the characterization of clock sources used as references in phase
locked loop (PLL) systems corresponds to N ¼ 1.

Consider an oscillator model with the absence of AM noise and only phase
noise as described by

V tð Þ ¼ V sin 2pf0t þ w tð Þ½ � (14:43)

where f0 is the oscillator nominal frequency and w(t) is the oscillator phase noise.
Hence Eq. (14.43) describes FM tone. Jitter measurements consist of measuring
the time between the zero-crossing value of the voltage V(t) described by
Eq. (14.44). This is why phase noise is referred to as FM noise and jitter, since
the variance of the signal frequency is around its mean value. In case of an
accumulated jitter measurement over N clock periods, the following condition is
applicable:

V t1ð Þ ¼ V t2ð Þ ¼ 0: (14:44)
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Figure 14.11 Typical QAM LO phase noise used in RF-tuner frequency converters.
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Hence

2pf0t1 þ w t1ð Þ ¼ 0,

2pf0t2 þ w t2ð Þ ¼ 2pN:
(14:45)

As a result of subtracting the two conditions in Eq. (14.45), the jitter is given by

2pf0 t2 � t1ð Þ þ w t2ð Þ � w t1ð Þ ¼ 2pN: (14:46)
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Figure 14.12 MathCAD program to calculate the integrated phase-noise jitter given in
Fig. 14.11. The calculation is based on the narrow FM approximation method.15
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However, by definition of a jitter at zero–crossing, the sampling interval is
given by

t2 � t1 ¼ NT0 þ Dt, (14:47)

where T0 ¼ 1/f0 and Dt is the jitter accumulation during N clock periods. Substi-
tuting Eq. (14.47) into Eq. (14.46) provides the relation between Durms and Dtrms:

Dt ¼
T0

2p
ðw t1ð Þ � w t2ð Þ½ Þ�: (14:48)

Equation (14.48) describes a stochastic process with the random variables
w(t1), w(t2), and Dt. Therefore the average result of the square rms value is
given by

kDt2l ¼
T2

0

4p2
kw t1ð Þ

2l� 2kw t1ð Þ � w t2ð Þlþ kw t2ð Þ
2l

	 


: (14:49)

The above equation describes an integration over the frequency domain of the
power spectral density Sw( f ) as described by

kw tð Þ2l ¼
ð

1

0

Sw fð Þdf (14:50)

and the autocorrelation is given by

kw t1ð Þ � w t2ð Þl ¼ Rw t2 � t1ð Þ ¼ Rw tð Þ ¼

ð

1

0

Sw fð Þ cos 2pf tð Þdf : (14:51)

Hence, the overall jitter is given by substituting Eqs. (14.50) and (14.51) into
Eq. (14.44) resulting in

Dtrms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

T2
0

p2

ð

1

0

Sw fð Þ � sin2 pf tð Þdf

v

u

u

u

t : (14:52)

There are several definitions for oscillator phase noise. The common one is
single-sideband (SSB) phase noise, which is marked as =( f ) and its units are
measured in dBc/Hz. The value =( f ) is evaluated using narrow FM approxi-
mation15 as integrated phase noise Durms. Assume the oscillator is described per
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Eq. (14.43). This can be modified into

S(t) ¼ A(t) cos vt þ
Df

fm

sinvmt

� �

, (14:53)

where fm is the modulation frequency and Df is the frequency deviation. Using
trigonometry identities, Eq. (14.53) is modified to

S(t) ¼ V cos(vt þ b sinvmt)

¼ V cos vtð Þ cos b sinvmtð Þ � sin vtð Þ sin b sinvmtð Þ½ �: (14:54)

For a small deviation, b� 1, cos b sinvmtð Þ � 1, and
sin b sinvmtð Þ � b sinvmt, Eq. (14.54) is approximated to

S(t) ¼ V cosvt � sinvt b sinvmtð Þ½ �, (14:55)

which becomes

S(t) ¼ V cosvt �
b

2
cos vþ vmð Þt � cos v� vmð Þt½ �

� �

: (14:56)

The function S(t) represents a narrow FM oscillator carrier and its two side-
bands, where each sideband’s amplitude coefficient is b/2. The sideband energy
at a given 1-Hz BW is denoted as SSB phase noise L( fm). Note that the first argu-
ment in Eq. (14.56) represents the carrier voltage and the other two terms are the
sideband voltages at 1-Hz BW. It is known that the power is proportional to the
voltage square and the power ratio in decibels below the carrier is the ratio of
the noise voltage square to the carrier voltage square. Thus the phase noise at
1 Hz, known as dBc/Hz, for a single sideband is

L fmð Þ ¼
vn

V

� �2

¼
b2

4
¼

Du2
rms

2
: (14:57)

The double sideband phase noise is given by

2L fmð Þ ¼
vn

V

� �2

¼ 2
b2

4
¼ 2

Du2
rms

2
¼ Du2

rms: (14:58)

Since vn is noise density at 1 Hz and the ratio of (vn/V)2 is the phase noise
value at a given offset, the integrated phase noise is given by the integral of the
noise density over the band of interest.

The next question is what are the boundaries of integration? Referring to
Eq. (14.52) as a case study, assume a clock of 250 KHz, and hence a period of
4 ms. Assume a time division multiple access (TDMA) slot period of 5 KHz. It
can be the measurement interval drift rate or any other time-slot event. Assume
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that the symbol rate is 1 MHz over a period of 1 ms. Thus the lower boundary of
integration is 5 KHz and the upper bound is 1 MHz. T0 ¼ 4 ms in which we have N
cycles of cumulative jitter; the same applies to t, and the same approach holds for
Eq. (14.58).

A practical example is given below that demonstrates how to implement
Eq. (14.58).

Assume the following synthesized LO is for a QAM RF converter. The total
jitter of this LO is 152 deg and the MathCAD integral calculation is provided
below in Eq. (14.59).1,10 However, the excessive jitter is reduced by the synchro-
nization circuits that have a high-pass response. More details are provided in the
following paragraphs that deal with clock and carrier-recovery circuits and algor-
ithms. As was previously explained, the jitter requirement is 0.15 deg at QAM 256.
Therefore, the maximum phase noise should not exceed that high value of 152 deg.
This requirement results in a stringent spec of noise rejection by the carrier recov-
ery PLL, which has a response of a high-pass filter.2

The next question is how much the EVM and modulation error ratio (MER) are
affected. Using Fig. 14.16, the phase error generated by the phase noise defines the
EVM error vector, while assuming no other degradations. Using geometrical
approximation of small angles where u � sin u, the following can be stated.
CNR is the ratio of the ideal symbol vector to the error vector:

err vector power/ sin2 u � u2: (14:59)

14.6 Residual AM Effects

One of the problems introduced in QAM transport is undesired residual AM.
Such an impairment may result from amplitude fluctuation in a receiving or trans-
mitting channel. Assume that a receiver case has a fluctuating AGC. As was men-
tioned in Chapter 12, AGC should be a slow system to avoid residual AM.
However, in case of an improper AGC design it may oscillate or have a fast
response to optical fluctuations. Thus, both I and Q, which pass through the
voltage variable attenuator (VVA), may exhibit the same amplitude fluctuations.
Hence, both vectors are correlated with their amplitude fluctuations. Equation
(14.1) can be modified to contain the modulation information with the residual
AM. Consider weak sinusoidal amplitude fluctuations represented by a modulating
signal,

K tð Þ ¼ k � 1þM cos vtð Þ½ �, (14:60)

where k is the voltage variable attenuator’s (VVA’s) average attenuation, M is
modulation index, 0 , M , 1 or coupling to the VVA and K(t) is the VVA
swing around its average. Then r(t) is given by

rresAM tð Þ ¼ K tð Þ � i tð Þ cos vctð Þ þ jK tð Þ � q tð Þ sin vctð Þ: (14:61)
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Substituting Eq. (14.60) into Eq. (14.61) results in

rresAM tð Þ ¼ k � i tð Þ � 1þM cos vtð Þ½ � cos vctð Þ þ jk � q tð Þ � 1þM cos vtð Þ½ �

� sin vctð Þ: (14:62)

Rewriting Eq. (14.62) in a polar presentation as in Eq. (14.2) results in

rresAM tð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i tð Þ � k 1þM cos vtð Þ½ �
� �2

þ q tð Þ � k 1þM cos vtð Þ½ �
� �2

q

� exp j vctð Þ þ tan�1 q tð Þ � k � 1þM cos vtð Þ½ �

i tð Þ � k � 1þM cos vtð Þ½ �

� �� �� �

¼ k 1þM cos vtð Þ½ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i tð Þ2þ q tð Þ2
q

� exp j vctð Þ þ tan�1 q tð Þ

i tð Þ

� �� �� �

:

(14:63)

This result shows that the symbol target point draws a diagonal line toward the
constellation center as shown in Fig. 14.13. For an FTTx ITR, such residual AM
may be also due to strong X-talk coupling into the VVA control voltage, resulting
in residual AM. The amount of AM in I and Q is described in Fig. 14.13 and is

Q(t)ResAM

I

Q

AM to PM

I(t )ResAM 

Phase
Noise

Residual
AM

White
Noise

Figure 14.13 QAM impairment effects of AWGN, AM to PM, phase noise, and residual AM.

QAM in CATV Optical Transmitters 651



given by Eq. (14.64):

I tð Þ ¼ k � i tð Þ 1þM cos vtð Þ½ �,

Q tð Þ ¼ k � q tð Þ 1þM cos vtð Þ½ �:
(14:64)

Note that Eq. (14.63) describes the quiescent location of r(t) projections on I
and Q axes and the deviation from the desired point by the M cos(vt), where
21 � cos(vt) � 1.

14.7 Nonlinear Effects

Three other RF imperilments that may affect the constellation are AM to PM, AM
to AM, and phase noise. Again the analysis is similar to the previous one, since
both I and Q pass through the same RF channel they are correlated.

Assume in the first case that the integrated phase noise after the carrier recov-
ery loop is +Durms. This quantity will modify Eq. (14.2) into4

r(t) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i2 tð Þ þ q2 tð Þ
p

� cos vct þ tan�1 q tð Þ

i tð Þ

� �

+ Durms

� �

¼ A tð Þ cos vct þ u tð Þ+ Durmsð Þ: (14:65)

Note that +Durms is the result of FM noise, which is a constant envelope
modulation; thus, there is no change in magnitude. The radius vector of that
symbol will draw a banana shape around the target. The sector opening will be
the angle value of 2jDurmsj with respect to the constellation center, as shown in
Fig. 14.13.

Using the same approaches used for residual AM and phase noise will help in
understanding AM-to-AM and AM-to-PM compression with memory effects,
which introduces amplitude and phase changes due to these memory effects. At
high-energy modulation levels, i.e., high I and Q voltages, the instantaneous
power through the RF channel reaches its peak level. This may result in com-
pression and AM to PM. Thus for high-energy symbols in the constellation, one
would expect to see larger deviations from the desired target symbol compared
to lower-energy symbols. Since AM to PM involves both amplitude compression
and phase change, the symbol draws a curved shape toward the constellation
center. The compression effect reduces both the I and the Q amplitudes, and
rotates the resultant I and Q radii vectors because of the phase change. This impair-
ment is described in Fig. 14.13.

Another parameter affecting the constellation symbol is AWGN. Since
white noise is a random signal process with zero mean, it has an rms value. The
noise signal randomly changes its amplitude and frequency. Thus it can be
described as an additive vector with variable amplitude and frequency. Following
the same process results in the demonstration in Fig. 14.10. AWGN would
create a cloud around the symbol target. The diameter of the noise cloud is
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related to the C/N or Eb/N0, and the noise energy is defined by the system’s
IF bandwidth.

In addition to these parameters, there are other parameters such as ISI as well
as those that result due to poor I and Q calibration, as mentioned in Sec. 14.4.1, and
sampling misalignment.

14.8 EVM and MER

To quantify the figure of merit of QAM transport that can be measured, the EVM
and MER values were established. The MER definition is commonly used for the
QAM constellation quality evaluation and is given by

MER dB½ � ¼ �10 log

PN
j¼1 dI2

j þ dQ2
j

� �

PN
j¼1 I2

j þ Q2
j

� �

2

4

3

5: (14:66)

The denominator of Eq. (14.66) describes the ideal constellation data points.
Looking back at Sec. 14.3, we find that it also describes the ideal constellation
sampled energy. The nominator describes the error energy between the target
ideal symbol point to the actual symbol coordinate. In other words, it is the sum
of all energy errors, which is the sum of all EVM squares. Hence MER information
can provide a measure of the difference between the ideal constellation energy and
the actual energy due to transmitter imperfections as well as additional channel
imperfections.

An additional parameter used to evaluate the constellation is EVM, which is
defined by

EVM½%� ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(1=N)
PN

j¼1 dI2
j þ dQ2

j

� �

S2
max

v

u

u

t

, (14:67)

where S2
max describes the peak energy of the constellation, as elaborated in

Sec. 14.3. The nominator describes the average energy error between the ideal con-
stellation and the actual sampled constellation. Thus, the EVM describes the
average EVM normalized to the constellation peak radius or peak energy. The
EVM value and MER value are related by

EVM2

MER
¼

(1=N2)
PN

j¼1 I2
j þ Q2

j

� �

S2
max

¼
Prms

Ppeak

¼
1

PAR
, (14:68)

where PAR is the peak-to-rms value described in Eq. (14.13).
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14.9 BER of M-ary QAM

One of the methods to evaluate data transport is by measuring probability of error.
In previous sections, several impairments were examined. These impairments
affect the location of the symbol in the constellation map and, therefore, may intro-
duce an error. In this section, a basic bit error rate (BER) analysis of M-ary QAM
as a function of SNR is presented. For this purpose, it is necessary to first find the
bit-to-noise energy ratio, and then to derive the probability-of-error model. The
concept of symbol energy and bit energy calculation is given in Sec. 14.3. For
M states, the following condition describes the number of bits per symbol:
p ¼ log2 M. Note that M ¼ 2p, and M is the number of states that p bits can
provide.

According to Proakis,12 QAM-modulated BER can be analyzed due to the
similarity of energies as in PAM with even k. M-ary PAM is a 1D modulation
scheme organized as described in Fig. 14.14. Note that the symbol coding is
Gray encoded, where the symbols differ by a bit digit.

In PAM, if, for instance, M ¼ 64, then there are 6 bits to describe 64 states. In a
64 QAM case, it is a 2D modulation; thus, 3 bits are needed for the I and 3 for the
Q. Hence it can be said that QAM is bidimensional PAM, where each axis consists
of k ¼

ffiffiffiffiffi

M
p

states, where each state is defined by a different bits-permutation p ¼
log2

ffiffiffiffiffi

M
p

and there are 2p levels for each PAM axis. Accordingly, each quadrant
consists of 4 � 4 states, with a total of 64 states for all four quadrants. Therefore,
it is clear that k is an even and rational number. In this way, the PAM BER prob-
ability can be converted to QAM BER.

The Euclidian distance between two adjacent symbols’ amplitudes is denoted
as 2d. This distance represents voltage and is square energy; the distance between
the symmetry Y-axis to the nearest symbol is d. The decision threshold between
two adjacent symbols is then half of the Euclidian distance. Hence the amplitude
of each state Am is given by

Am ¼ 2 m� 1�Mð Þd, (14:69)

where m ¼ 1, 2, . . . , M. The energy of each symbol is marked as Eg and the
average energy of each pulse is marked as Eg/2. Therefore the voltage of each

Figure 14.14 Signal space diagram for digital PAM-modulated signals.11 (Reprinted
with permission from Digital Communications # McGraw Hill.)
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symbol is related to its coordinate and is given by

Vm ¼ Am

ffiffiffiffiffi

Eg

2

r

: (14:70)

Applying Eq. (16.69) into Eq. (16.70) results in the Euclidian distance between
two adjacent signals:

Vmþ1 � Vm ¼ 2

ffiffiffiffiffi

Eg

2

r

¼
ffiffiffiffiffiffiffiffi

2Eg

p

: (14:71)

Assuming equally probable signals, the average energy is given by

Eave ¼
1

M

X

M

m¼1

Em ¼
1

M

X

M

m¼1

AmVmð Þ
2

¼
d2Eg

2M

X

M

m¼1

2m� 1�Mð Þ
2
¼

1

6
d2Eg M2 � 1

� �

: (14:72)

Normalizing to Eg/2 would result in the geometrical symbol average energy

Es ¼
M2 � 1
� �

3
d2: (14:73)

Signals are characterized by their average power, and thus the power of a
symbol throughout its duration is given by Es/T. The average probability of
error for M-ary PAM can be determined from a decision-rule set by the threshold
boundary between two adjacent symbols at the midpoint between the symbols. The
detector compares the demodulator output r with a set of M 2 1 thresholds, as
shown in Fig. 14.14 by the dashed lines. In this manner, a decision is made in
favor of the amplitude level that is closest to r.

In the presence of AWGN noise with zero mean and variance s2
n ¼

1
2
N0

denoted by the variable n, the output of the demodulator is

r ¼ Vm þ n ¼ Am

ffiffiffiffiffi

Eg

2

r

þ n: (14:74)

Assuming all amplitude levels are equally likely a priori, the average
probability of a symbol error (SER) is when the noise is exceeding the amplitude
of one-half distance between levels. Thus the error can be in both
directions. However, when the two outside symbols are transmitted, +(M 2 1),
the error is in one direction only. Therefore, the probability of error occurs
when the symbol displacement distance between the desired point to the
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actual point is larger than the threshold value. Hence the probability of error is
given by

PM ¼
M � 1

M
P r � Vmj j . Am

ffiffiffiffiffi

Eg

2

r

 !

¼
M � 1

M

2
ffiffiffiffiffiffiffiffiffi

pN0

p

ð

1

d
ffiffiffiffiffiffiffi

Eg=2
p

exp �
x2

N0

� �

dx

¼
M � 1

M

2
ffiffiffiffiffiffi

2p
p

ð

1

ffiffiffiffiffiffiffiffiffiffiffiffi

Egd2=N0

p

exp �
x2

2

� �

dx ¼
2 M � 1ð Þ

M
Q

ffiffiffiffiffiffiffiffiffiffi

Egd2

N0

s

, (14:75)

where Q is the complementary error function denoted as erfc(x):

Q xð Þ ¼
1
ffiffiffiffiffiffi

2p
p

ð

1

x

exp
�u2

2

� �

du ¼
1

2
erfc

x
ffiffiffi

2
p

� �

: (14:76)

Equation (14.76) can be modified by applying the expression for Eg by
Eq. (14.71) where

Eg ¼
6Eave

d2 M2 � 1ð Þ
: (14:77)

Therefore Eq. (14.75) becomes

PM ¼
2 M � 1ð Þ

M
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

6Eave

N0 M2 � 1ð Þ

s

: (14:78)

However, Eave is the average energy of the symbol. Assuming Gray coding,
each symbol state is represented by k bits, as per k ¼ log2 M. Thus, the average
symbol energy is k times the average energy of a bit Eb. Thus the SER probability
of error is given by:

PM ¼
2 M � 1ð Þ

M
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

6 log2 M
� �

M2 � 1ð Þ

Eb

N0

s

: (14:79)

Hence the BER of PAM is given by

PM ¼
2

log2 M
1�

1

M

� �

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

6 log2 M
� �

M2 � 1ð Þ

Eb

N0

s

: (14:80)
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Recall that QAM consists of two orthogonal PAM; then, when analyzing
M-ary PAM, it is equivalent to two orthogonal

ffiffiffiffiffi

M
p

-ary PAM.11 By using the
same procedure in Sec. 14.3, the PAM probability of error can be modified into
QAM.11 Since the case here is of two orthogonal PAM, the overall probability
of QAM is the square of PAM probability. It is important to emphasize the
fact that error propabilities in most of the equations are symbol error probabilities.
The above analysis is for the occurrence of an error; hence the

ffiffiffiffiffi

M
p

PAM
complementary probability is for a correct decision and its square related to
M-ary QAM.

PM QAM ¼ 1� P ffiffiffi

M
p

PAM

� �2

: (14:81)

Therefore the probability of error is given by the complementary:

PM�QAM ¼ 1� 1� P ffiffiffi

M
p

PAM

� �2
: (14:82)

Since QAM is made of two orthogonal PAM, each quadrature would have half
of the energy. Thus Eq. (14.78) is modified to

P ffiffiffi

M
p ¼ 2 1�

1
ffiffiffiffiffi

M
p

� �

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3Eave

N0 M � 1ð Þ

s

: (14:83)

Assuming P ffiffiffi

M
p � 1, then by using Taylor series,9 Eq. (14.82) is approximated

to QAM SER:

PM�QAM � 2P ffiffiffi

M
p ¼ 4 1�

1
ffiffiffiffiffi

M
p

� �

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3Eave

N0 M � 1ð Þ

s

: (14:84)

Hence, QAM BER is given by

PM�QAMB ¼
4

log2 M
1�

1
ffiffiffiffiffi

M
p

� �

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3 log2

ffiffiffiffiffi

M
p

� �

M � 1ð Þ
�

Eb

N0

s

: (14:85)

The Euclid energy distance d for M-ary QAM can be drived from

Eave ¼ log2 M
� �

Eb ¼
d2

M

X

ffiffiffi

M
p

i¼1

X

ffiffiffi

M
p

q¼1

A2
i þ A2

q

� �

¼
2 M � 1ð Þ

3

� �

d2, (14:86)
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resulting in15

d ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3 log2 M
� �

Eb

2 M � 1ð Þ

s

: (14:87)

Figure 14.15 illustrates QAM BER versus Eb/N0 calculation for 16 QAM, 64
QAM, and 256 QAM using MathCAD.10
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Figure 14.15 4 QAM, 16 QAM, 64 QAM, and 256 QAM uncoded BER vs. Eb/N0 per
Eq. (14.81).
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14.10 Relationship between Eb/N0 and C/N

In digital transport, it is convenient to use the ratio of the required bit energy Eb to
noise density N0, denoted as Eb/N0. However, in practical measurements, it is
more common to measure the average carrier to average noise, C/N. The conver-
sion from these two quantities is as follows:13,14

Eb ¼ CTb ¼ C
1

fb

� �

, (14:88)

N0 ¼
N

BW

, (14:89)

Eb

N0

¼
CTb

N=BW

¼
CBW

Nfb

: (14:90)

Thus, the transformation is

Eb

N0

¼
C

N
�
BW

fb
, (14:91)

where BW is the receiver noise BW, fb is the bit rate, C is the carrier level, and N is
the noise level. Thus CNR times the ratio of receiver BW to bit rate provides
Eb/N0.

Using the above-mentioned relations between Eb/N0 and SNR or CNR, the
M-ary QAM BER is given by the following approximation:14

PM�QAM ¼ 2 1�
1
ffiffiffiffiffi

M
p

� �

erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3CNR(BW=Rs)

2 M � 1ð �

s

" #

� 1�
1

2
1�

1
ffiffiffiffiffi

M
p

� �

erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3CNR(BW=Rs)

2 M � 1ð Þ

s

" #( )

,

(14:92)

where BW is the channel BW, typically 6 MHz, Rs is the symbol rate, typically
5 Mbps at 64 QAM, M is the modulation order, and CNR, sometimes denoted
as SNR, is carrier-to-noise ratio. Note that Eb/N0 is given by

Eb

N0

¼ CNR
BW

Rs

: (14:93)

14.11 BER versus Eb/N0 to C/N Performance Limits

The BER versus Eb/N0 chart displays the performance of QAM with AWGN
without any additional DSP gain processing. This is accomplished by forward-
error-correction (FEC) encoding. In Sec. 3.3.6, an introduction to MPEG and
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TV signal digital coding was provided. Gain processing improves Eb/N0, and thus,
the entire chart shifts to the left and becomes much sharper. However, it cannot be
improved beyond a limit. These BER versus Eb/N0 limits may rise from additional
link impairments as were mentioned above. One of them is phase noise that
directly transforms into jitter. The jitter is commonly described by the integrated
phase noise Durms and Dtrms mentioned in Sec. 14.5. Additional parameters such as
NLD due to signal clipping as well as constellation calibration impairments would
limit BER performance. An intuitive explanation is by the MER and EVM values
describing the offset errors due to symbol displacement in the constellation. The
next chapter provides a simple analytical approach for jitter effects on the QAM
scheme after providing the structural concept behind a CATV MODEM.1,3

14.12 EVM Relations to C/N

EVM is an error voltage between the actual symbol placement on the constellation
diagram and its desired target point. The displacement magnitude is the error
vector value. In previous sections, various errors were presented. Those errors
affecting the overall C/N, and thus the rms sum of all channel impairments such
as AWGN, integrated phase noise, IMD products, and spuriousness construct an
equivalent vector. This vector magnitude is the symbol displacement error in the
constellation. In other words the EVM represents the equivalent noise voltage.
From the definitions for MER in Sec. 14.8, it is clear that 1/MER represents the
average C/N. In the same way, the inverse of EVM2 value (1/EVM2) represents
C/N between the peak power and the average noise. Geometrically, 1/EVM rep-
resents the error angle in a constellation. For the sake of simplicity, assume an 8
PSK or p/4D QPSK constellation. From the definition of EVM in Eq. (14.67),
the approximated phase error is derived by assuming a right-angle triangle.
Figure 14.16 illustrates the ideal signal voltage, the overall error vector, and the
actual vector. Note that the actual vector is the sum of the ideal vector and
signal power value, with noise equivalent, which is the error vector.

From these assumptions, assuming u ,, 1, Fig. 14.16 describes a right angle
triangle in the first approximation and the CNR is given by

CNR ¼ SNR ¼
C

N
¼ tg2u: (14:94)

Thus by knowing MER, the average CNR is the actual CNR given by

CNRave ¼ CNR ¼
1

MER
: (14:95)

Using this approach, peak CNR is given by

CNRpeak ¼
1

EVM

� �2

: (14:96)
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The next step is to evaluate the error vector as a design ballpark number. In the
previous section, noise effects on symbol displacement were examined. Error
vector approximation is given by the rms sum of all error power contributors:

Verror

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Z0 � (PAWGN þ Pintegrated phase noise þ Pres�am þ PAM�PM þ Pdc�offstet þ PCSO þ PCTB)

q

:

(14:97)

The actual voltage vector is the signal power without any impairments. Hence
it can be noted as

Vsignal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Z0 � Psignal

p

: (14:98)

If we neglect phase noise, the residual AM, AM–PM, and dc-offset and their
effects in FTTx receiver are negligible or do not exist, and the MER at first
approximation is given by

MER ¼
1

CNR
¼

Verror

Vsignal

� �2

¼
100:1�PAWGN þ 100:1�PCSO þ 100:1�PCTB

100:1�Psignal
: (14:99)
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Figure 14.16 EVM presentation as C/N, right-angle triangle approximation.
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From this notation, a more general MER approximation can be written:

MER ¼
X

n

i¼1

MERi; (14:100)

where i represents the MER due to each noise source as sum of all 1/CNR.
Knowing PAR provides an estimate for EVM as given by Eq. (14.68).

14.13 Main Points of this Chapter

1. The QAM modulator is a device that creates two orthogonal voltages
denoted as I for in-phase and Q for quadrature. In fact, one can look at
it as an image reject mixer (IRM) fed by orthogonal signals.

2. By changing the voltages of both I and Q according to a specific modu-
lation code, and sequence, symbol coordinates that define its location in
the I and Q plane are provided.

3. An M-ary QAM describes M symbols in the I and Q plane.

4. Each axis, I or Q, provides
ffiffiffiffiffi

M
p

coordinates; thus M ¼
ffiffiffiffiffi

M
p
�

ffiffiffiffiffi

M
p

and
each axis requires p1 ¼ log2

ffiffiffiffiffi

M
p

bits.

5. Each axis provides
ffiffiffiffiffi

M
p
¼ 2p1 combinations; thus 22p1 bits describe all

positions of the M constellation’s symbols.

6. There are two presentations of symbol locations in the I-Q plane versus
time t: Cartesian, given by V(t)I and V(t)Q, and polar phasor, by R tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V(t)2
I þ V(t)2

Q

q

, arctg[V(t)Q=V(t)I]:

7. The sum of squares of I voltages and Q voltages of all the constellation
symbols divided by the total number of symbols M provides the average
power or energy per symbol.

8. The highest energy symbol in a QAM constellation is the one with the
highest coordinate or largest radius value R.

9. The ratio of the largest energy symbol to the average energy of a constel-
lation is called peak to rms or PAR.

10. The denser the QAM is, the higher the PAR will be.

11. Constellations whose symbols are located at a fixed R but varying at
phase-per-point 6, have a peak-to-rms ratio of 1 or 0 dB. Such a constel-
lation, for example, may be QPSK, p/4 DQPSK.

12. QAM impairments can be divided into two sources: calibration of the
quadrature and channel impairments.
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13. The calibration processes of a constellation provide the proper dc offset
between the I and the Q to minimize carrier leakage, amplitude offset
between I and Q in order to assure proper quadrature, and phase cali-
bration between I and Q to make sure both I and Q are orthogonal.

14. LO or carrier leakage results in the constellation origin offset with respect
to its ideal origin.

15. By feeding the I and Q with two orthogonal signals with equal amplitudes
Vi cos(vt) and Vi sin(vt) the quadrature is calibrated. The lowest value of
the undesired sideband accomplished means that I and Q are closer to be
orthogonal.

16. The I and Q calibration process consists of amplitude and phase
adjustment.

17. Carrier leakage calibration consists of dc offset calibration between the I
and Q ports. The lower the carrier leakage, the lower the origin offset is.

18. Additional constellation impairments result from phase noise (jitter),
residual AM, AM to PM, AM to AM (compression), AWGN, and
NLD in band spuriousness.

19. Constellation impairments result in the following effects:

. Phase noise creates a banana-shaped symbol with an angle of Durms.

. White noise generates a cloud-shaped target, with the cloud radius
defined by the CNR.

. NLD spuriousness creates a circle-shaped symbol, with the circle
diameter related to C/I carrier-to-IMD ratio. The IMD rotation
depends upon the delta between the IMD frequency and the LO,
i.e., if the IMD is above or below LO.

. Residual AM would create a diagonal-shaped symbol toward the
constellation’s center.

. AM to PM combines phase and amplitude shapes toward the center.

. AM to AM distorts high-energy symbols by reducing their radius.

. I and Q calibration error distorts QAM quadrature into a trapezoid
shape.

. Carrier leakage shifts the constellation in both I and Q directions.

20. The integrated phase noise is reduced to match the maximum allowable
jitter by the carrier recovery loop.
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21. The figure of merit to measure the constellation quadrature is EVM
and MER.

22. EVM is defined as the sum of all error vectors between the desired
point of a symbol and its actual placement divided by the peak energy
level.

23. MER is defined as the sum of all error vector energies between the
desired point of a symbol to its actual placement divided by the ideal con-
stellation energy level.

24. The ratio EVM2/MER equals the inverse peak-to-rms value.

25. QAM constellation BER function is derived by analyzing PAM with M
symbols and then presenting the QAM as two orthogonal

ffiffiffiffiffi

M
p

-ary
PAM schemes.

26. The denser the QAM, the more stringent the phase noise spec.

27. To improve the BER of a QAM channel, DSP gain processing is added by
encoding methods such as FEC code.

28. Impairments reduce Eb/N0, thus reducing BER performance.

29. MER ¼ 1/CNR.
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Chapter 15

Introduction to CATV MODEM

15.1 QAM MODEM Block Diagram

As was previously reviewed in Sec. 3.3.6, the CATV MODEM is a key building
block in hybrid fiber coax (HFC) systems. There are two types of MODEMs, 8
VSB (vestigial side band) shown in Fig. 3.21, and QAM. The basic link block
diagram of a QAM HFC MODEM is given in Fig. 15.1 with more details on its
block functionality and its operation.

The first block in a QAM or VSB MODEM after Moving Picture Experts
Group (MPEG) frame synchronization is the data randomizer, which is also
called a scrambler. Its role is to achieve dc balance and eliminate long sequences
of consecutive zeros to ensure accurate timing recovery on the receiver side. Next
is the Reed–Solomon (RS) encoder. The RS encoder provides block encoding for
block identification. After the RS encoder is the interleaver block that disperses the
symbols in time. This way, it prevents a burst-error situation from occurring at the
RS coder. The interleaver spreads the error burst so that the RS encoder refers to
them as if they were random errors. This way, errors are corrected and the RS
encoder is not overloaded. After the interleaver, there is an additional convolution
encoding done by Trellis coding. Then sync signals are inserted. In case of 8 VSB,
a pilot is inserted and the nonreturn-to-zero (NRZ) serial-beat stream has to feed
the I and Q inputs of the QPSK modulator mentioned in Chapter 14. The data
stream goes through a serial-to-parallel (SP) converter. The demultiplexed data
is mapped by a Gray code mapper, differential encoder, a digital-to-analog conver-
ter (DAC), an amplitude equalizer 1/sinc(x) to equalize the sinc(x) shape of the
NRZ spectral shape, and a square-root–raised cosine (SRRC) filter at each input
arm of the QPSK modulator to reduce intersymbol interference (ISI). Note that
the receiving side also has an SRRC filter so that the whole response is cosine.
The resultant base-band (BB) signal is up-converted by an RF superheterodyne
section with synthesized local oscillators (LOs). The RF signal feeds the CATV
transmitter RF signal is modulating a linearized laser which is externally modu-
lated. Linearization methods will be reviewed in Chapter 16. The QAM transport
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is received by the subscriber’s FTTx integrated triplexer (ITR) optical receiver,
and converted into an electric RF signal. The CATV transport from the optical
transmitter is composed of 110 channels (see Chapter 3). Thus, the RF signal
enters the RF tuner and is down-converted by a super-heterodyne receiver into a
BB signal. The conversion to BB is done by the QPSK demodulator described
in Sec. 14.4.2. Both the I and Q outputs pass through the SRRC filter, then
through a symbol demapper, convolutional deinterleaver, RS decoder, and data
descrambler (derandomizer). This process has been standardized by DAVIC8

(digital audio video council) for predominantly digital video broadcasting
(DVB), ITU J.83 annex A9 (based on European DVB), ITU J.83 annex B (based
on General Instrument’s DigiCipher II), IEEE 802.1410 (based on ITU J.83
annex A and B), MCNS DOCSIS11 (Multimedia Cable Network System, Data
Over Cable Service Interface Specifications) (based on ITU J.83 annex B), and
ITU J.83 annex D.9 Almost all of these were reviewed in Chapter 3. This
chapter will discuss implementation and realization.

Frame
Synchronizer

Data
Randomizer
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Encoder

Data
Interleaver

Trellis
Encoder

Sync
Insertion

Symbol Mapper
Byte to m-tuple

converter

QAM
Modulator
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Field
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QAM-RF
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MPEG-2
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HFC Network
Link

RF Tuner 
QAM

Demodulator

Trellis
Deccoder

Reed–Solomon
Decoder

Descrambler
(Deinterleaver)

Serial Data
Out

MPEG-2

Symbol Mapper
m-tuple Byte to

converter

Figure 15.1 Basic HFC modem link block diagram showing the transmit and receive
chain.
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15.2 MPEG Scrambler/Descrambler

As presented in Fig. 15.1, the first block of the modem data transmitter is the
scrambler and the last block of the modem data receiver is the descrambler. The
scrambler is a machine that converts the data sequence into a channel sequence.
It achieves two basic goals, both of which improve the distribution of the output
signal. It increases the number of transitions in the transmitted signal and thus
ensures accurate timing recovery, hence, eliminating dc imbalance and expanding
the period of input signals. The basic scrambler/descrambler consists of a linear
sequential filter with feedback/feedforward paths.12 Figure 15.2 depicts their
different elements. Constants in the figure are binary, which means that the tap
is present when the constant bk takes the value “1” in Eq. (15.1). These constants
are selected such that the scrambler increases the period of the signal in the desired
way. From Eq. (15.1), it has been shown that the period of the output signal, when
the input period of the signal is s, is the least common multiple (LCM) of s and
2m 2 1, where m is the number of delay elements. This is always correct except
for one initial state of the scrambler: when the signal period remains unchanged.
The self-synchronizing properties of this machine are easily verified by observing
their block diagrams in Fig. 15.1. The scrambler is defined to be synchronized with
the descrambler if its register contents are the same as those of the descrambler.
This is because the same scrambler output passes through the descrambler, and
synchronization is automatically achieved.

There are two forms of scrambling: self-synchronizing and frame synchroniz-
ing. Both these scramblers use maximum-length-shift register sequences, which
are generated by the pseudorandom binary sequence (PRBS) generator shown in
Fig. 15.2(a). The output of the PRBS generator h(X ) is given in Eq. (15.1) by a
primitive polynomial with a degree of m representing the number of delay
elements:

h Xð Þ ¼ 1þ
X

m

k¼1

bkXk, (15:1)

where

bk ¼
1, k ¼ 0, m,

0,1, k ¼ 1, 2, . . . , m� 1:

�

(15:2)

This is called the characteristic polynomial of the scrambler/descrambler or
the tap polynomial. Similarly a sequence C can be denoted:

C Xð Þ ¼
X

1

i¼0

ciX
i, (15:3)
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where X is the delay of one bit and i is its order. As can be seen from Fig. 15.1, a
PRBS generator is made of feedback shift register (FSR) with m stages and
modulo-2 adders. The selection of m determines the period of the sequence,
which eventually equals 2m 2 1. The condition of all zero states should be
excluded since it prevents any further changes in the register states.

Assume a case of self-synchronization as per Fig. 15.1(b). From Fig. 15.1(b), it
can be deduced that the scrambler divides the input sequence IS(X ) by its charac-
teristic polynomial. The scrambler output QS(X ) is the input of the descrambler
and the descrambler output is SD(X ):

QS Xð Þ ¼ IS Xð Þ þ QS Xð ÞbmXm þ QS Xð Þbm�1Xm�1 þ � � � þ QS Xð Þb1X1
� �

¼ IS Xð Þ þ QS Xð Þ
X

m

k¼1

bkXk: (15:4)

Hence, the scrambler output QS(X ) is given by

IS Xð Þ ¼ QS Xð Þ 1�
X

m

k¼1

bkXk

 !

) QS Xð Þ ¼
IS Xð Þ

1�
P

m

k¼1

bkXk

� � : (15:5)

In the same manner, the descrambler can be calculated and it can be shown that the
descrambler multiplies the input by its characteristic polynomial:

SD Xð Þ ¼ QS Xð Þ þ QS Xð ÞbmXm þ QS Xð Þbm�1Xm�1 þ � � � þ QS Xð Þb1X1
� �

¼ QS Xð Þ 1þ
X

m

k¼1

bkXk

 !

: (15:6)

Substituting Eq. (15.5) for QS(X ) results in the transfer function of scrambling/
descrambling, while Eq. (15.5) provides the scrambler transfer function,
Eq. (15.7) provides the descrambler transfer function:

SD Xð Þ ¼
IS Xð Þ

1�
P

m

k¼1

bkXk

� � 1þ
X

m

k¼1

bkXk

 !

¼ QS � 1þ
X

m

k¼1

bkXk

 !

; (15:7)

which can be written as

SD Xð Þ ¼
IS Xð Þ

A� Bð Þ
Aþ Bð Þ: (15:8)

Since in binary system, A 2 B ¼ Aþ B, it can be proved that both sequences
are the same and IS(X ) ¼ SD(X ). However, there is one drawback with this
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method: it is not error-proof. Assume that the descrambler receives QS(X )þ
PSE(X ), where PSE(X) is an error polynomial created by the transmission channel.
Thus the descramble output contains an additional undesired string, since it was
not normalized back, as shown in Eq. (15.8), and because this random string
was created between the scrambler and the descrambler. The additional string is
directly related to the descrambler’s characteristic polynomial. Thus, the error
can be noted as in Eq. (15.9). In conclusion, the longer the shift register is and
the more nonzero taps it has, i.e., bk = 0 it would have more errors. In fact the
number of errors are equal to the number of nonzero taps in the descrambler:

SD-ERR Xð Þ ¼
IS Xð Þ

1�
P

m

k¼1

bkXk

� � 1þ
X

m

k¼1

bkXk

 !

þ PSE 1þ
X

m

k¼1

bkXk

 !

: (15:9)

One of the simple ways to overcome error propagation is to design a scrambler
managed by a primitive polynomial with the minimum number of nonzero taps:
three. However, to prevent the error-propagation problem, the self-synchronization
scheme is modified to frame a synchronization mechanism. This method is
nonself-synchronized. The input bit stream IS(X ) is summed with the PRBS gen-
erator by XOR (modulo-2) to create the scrambler output. The recovery is accom-
plished by the same process. The scrambler output is again passed through an XOR
(modulo-2) summation with an identically coded PRBS generator, as shown in
Fig. 15.3(a). The PRBS generator is an FSR with a length of 15 bits. From
Fig. 15.3(b), it is clear that the scrambler characteristic polynomial is given by

h Xð Þ ¼ 1þ X14 þ X15: (15:10)

The recovery is accomplished because of the XOR � function since
h(X )�h(X ) ¼ 0; thus IS(X )�h(X )�h(X ) ¼ IS(X ). Parallel loading the initial
sequence of 1001010100000000 into the shift register in Fig. 15.2(b), per the
ITU J.83 annex A and DAVIC, PRBS is initiated by the same value at the begin-
ning of every eight transport packets. The spectrum of the PRBS generator spreads
the spectrum of the original signal with spectral increment of 1/[(2m 2 1)TS],
where TS is the symbol period. Thus, the period of the scrambled output
was increased by (2m 2 1)TS.13

15.3 Codes Concept

The theory of correcting codes has presented numerous constructions with corre-
sponding decoding algorithms.57 However, for applications where very strong
error-correcting capabilities are required, these constructions all result in far too
complex of decoder solutions. The method to combat this is to use concatenated
coding where two or more constituent codes are used in sequence or in parallel,
usually with some kind of interleaving. The constituent codes are decoded with
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their respective decoders, but the final decoded result is suboptimal. This means
that better results may be accomplished with more complicated decoding algori-
thms, such as the brute force approach of trying all coding options. However,
concatenated coding offers an acceptable trade-off between error-correction
capabilities and decoding complexity.

The concept of concatenated coding is given in Fig. 15.4. The information
frame is illustrated as a square. Assuming block interleaving, this block can be
monitored by horizontal and vertical parities. This way, any error can be located

⊕ ⊕Tx Channel 

PRBS Gen PRBS Gen 

I(x) I(x)

P (x ) P (x )

(a)

(b)

1 2 3 4 5 6 7 8 9 10 11 12 13 1514

1 0 0 1 0 1 0 1 0 0 0 0 0 00

PRBS Generator

Randomized/
Derandomized
Data

Enable
Clear Randomized

Data Input

Figure 15.3 (a) Frame synchronization link. (b) Frame synchronizer structure per the
ITU J.83 annex A.

Information
Block

Vertical
Parity

Horizontal
Parity

Parity of
Parity

Figure 15.4 The bidimensional concatenated error correcting and encoding concept.
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and corrected. For serial concatenation, the parity bits from one of the constituent
codes are encoded with a second code, resulting in parity of the parity. If the codes
are operating in parallel, then there is no need for this additional parity.

15.4 Reed–Solomon Codes

The Reed–Solomon paper “Polynomial codes over certain finite fields” appeared
in 1960 in the Journal of the Society for Industrial and Applied Mathematics.14

The authors were then members of the MIT-Lincoln Laboratory. Their code
maps from a vector space of dimension m over a finite field K denoted Vm(K).
K is usually taken to be the field of two elements Z2, in which it is a mapping
of m-tuples of binary digits (bits) into n-tuples of binary digits.

Let K be the field-of-degree n over the field of two elements Z2. K contains 2n

elements. Its multiplicative group is cyclic and generated by powers of a, where a
is the root of a suitable irreducible polynomial over Z2. The discussion here is
about a code E that maps m-tuples of K into 2n-tuples of K.

In other words, starting from a “message” (a0, a1, . . . , am21), where each ak is
an element of the field K, an RS code produces [P(0), P(g), P(g2), . . . , P(gN21)],
where N is the number of elements in K, g is a generator of the cyclic group of
nonzero elements in K, and P(x) is the polynomial a0þ a1x þ � � � þ am21xm21.
If N is greater than m, then the values of P overdetermine the polynomial, and
the properties of finite fields guarantee that the coefficients of P, i.e., the original
message, can be recovered from any m of the values.

Conceptually, the RS code specifies a polynomial by “plotting” a large number
of points. And just as the eye can recognize and correct for a couple of “bad” points
in what is otherwise a smooth parabola, the RS code can spot incorrect values of P
and still recover the original message. A modicum of combinatorial reasoning and
a bit of linear algebra establishes that this approach can cope with up to s errors, as
long as m, the message length, is strictly less than N 2 2s.

In today’s byte-sized world, for example, it might make sense to let K be the
field of degree 8 over Z2, so that each element of K corresponds to a single byte (in
computers, there are four bits to a nibble and two nibbles to a byte). In that case,
N ¼ 28 ¼ 256, and hence messages up to 251 bytes long can be recovered even if
two errors occur in transmitting the values P(0), P(g), . . . , P(g255).

The error-correcting ability of any RS code is determined by n 2 k, the
measure of redundancy in the block. If the locations of the errors are not known
in advance, then an RS code can correct up to (n 2 k)/2 error symbols; i.e., it
can correct half as many errors as there are redundant symbols added to the
block. Sometimes error locations are known in advance (e.g., “side information”
in demodulator SNRs: these are called erasures. An RS code is twice as powerful
at erasure correction than at error correction, and any combination of errors and
erasures can be corrected as long as the equation 2Eþ S � (n 2 k), where E is
the number of errors and S is the number of erasures in the block is satisfied.

For the above-mentioned reasons, RS codes are commonly used in linear block
codes17 for multilevel signals such as M-QAM and N-VSB as was mentioned in
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Chapter 3. This is a nonbinary code that is well matched for M-phase modulation
such as the M-ary QAM with M symbols created by 2m bits, where k is the size of
the bit packet per symbol, which is one byte.

RS codes are created in the number space called the Galois field denoted as
GF(2m). In the RS, there are n 2 k parity check symbols at the end of k infor-
mation-symbol blocks. Thus the RS coded block is at the length of n and is charac-
terized by a pair of bits (n, k). Thus the k data bits are tagged by n 2 k suffix bits
(see Sec. 3.3.6 for more description). Observing the field-generator’s primitive
polynomial g of the cyclic group of nonzero elements over GF(2), per ITU J.83
annex ADC and DAVIC, the extended field GF(28) generator is

P Xð Þ ¼ X8 þ X4 þ X3 þ X2 þ 1: (15:11)

Hence, for g ¼ X8 and nonbinary (255, 239) RS, GF(256) m ¼ 8 would produce
P(g239) ¼ (28�239) massage vectors out of (28�255) code vectors compared to
regular binary code that yields 2239 massage vectors out of 2255 code vectors.
As was explained, the RS code has k information symbols (rather than bits), and
r parity symbols that satisfies r ¼ 2T. Hence, the total length of the code word
of n is kþ 2T symbols. Furthermore, it is characteristic that the number of
symbols in the code word is arranged to be n ¼ 2m 2 1. Thus, the RS is able to
correct T symbols where T ¼ r/2.

As an example, assume m ¼ 8. Then, n ¼ 28 2 1 ¼ 255 symbols in the code
word. Assume further that if T ¼ 16, then r ¼ 2T ¼ 32 and k ¼ n 2 2T. Therefore,
there are k ¼ 255 2 32 ¼ 223 information symbols per code word. The code rate
Rc teaches about coding efficiency. Rc ¼ k/n ¼ 223/255 � 7/8. The total number
of bits in the data of the code word is 255 � 8 ¼ 2040 bits. Since the RS code in
this example can correct 16 symbols, T ¼ 16, it can correct bursts of 16�8
consecutive bit errors.

This leads to another definition of coding called dmin“minimum distance.”
Minimum distance is defined as possible words become code words; it is the
measure of the distance between T code words in an (n, k) block code, which is
the number of corresponding nonbinary symbols by which the code words
differ.58 Coming back again to the above example, the RS code has a smaller frac-
tion of possible words, becoming code words compared to regular binary coding.
Using this RS alphabet of 2m symbols, then for T error-correcting code words, the
minimum distance is given by16

n ¼ 2m � 1,

k ¼ 2m � 1� 2T ,

dmin ¼ n� k þ 1 ¼ 2T þ 1

T ¼
dmin � 1

2
:

(15:12)

Per Ref. [15], for MPEG-2 transport, RS uses (128, 122) code over GF(128).
This code is capable of correcting up to T ¼ 3 symbol errors per RS block.
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The same RS block is used for both 64 QAM and 256 QAM. However, the FEC
frame format is different for each modulation type as is explained later on. The
primitive polynomial used to form that field over GF(128) is given by Eq.
(15.11), where the generator polynomial is given by

g Xð Þ ¼ xþ að Þ xþ a2
� �

xþ a3
� �

xþ a4
� �

xþ a5
� �

¼ X5 þ a52X4 þ a116X3 þ a119X2 þ a61X þ a15;
(15:13)

where the generator polynomial roots a satisfy P(a) ¼ 0.
The message polynomial input to the encoder consists of 122,7 bit symbols:

m Xð Þ ¼ m121X121 þ m120X120 þ � � � þ m1X þ m0: (15:14)

This message polynomial is multiplied first by X5 and then divided by the genera-
tor polynomial g(X ) to form a reminder given by

r Xð Þ ¼ r4X4 þ m3X3 þ m2X2 þ r1X þ r0: (15:15)

This reminder constitutes five parity symbols that are then added to the message
polynomial to form a 127-symbol code word that is an even multiple of the gen-
erator polynomial. The output is described by the following polynomial:

c Xð Þ ¼ m121X126 þ m120X125 þ � � � þ m4X4 þ r3X3 þ r2X2 þ r1X þ r0: (15:16)

A valid code word will have roots at the first through the fifth power of a, as per
Eq. (15.13).

The last symbol transmitted by the RS block is used to form an extended parity
symbol to be the sixth power of a:

c
_
¼ c a6

� �

: (15:17)

This extended symbol is used to form the last symbol transmitted by the RS block.
Thus, the extended code word appears as

�c ¼ X � c Xð Þ þ c
_
¼ m121X127 þ m120X126 þ � � � þ m1X7 þ m0X6

þ r4X5 þ r3X4 þ r2X3 þ r1X2 þ r0X þ c
_
: (15:18)

The structure of the RS block, which illustrates the order of transmitted symbols
output from the RS encoder, is

m121m120m119 � � � m1 m0r4r3r2r1r0 c
_
; (15:19)

where the order of the pattern transmission is from left to right.
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For 64 QAM, the FEC frame consists of a 42-bit sync trailer, which is
appended to the end of the 60-RS blocks, where each RS block contains 128
symbols. Each RS symbol consists of 7 bits; thus, there are a total of 53,760
data bits and 42 frame sync trailer bits in this FEC. The first four 7-bit symbols
of the frame sync trailer contain the 28-bit unique synchronization pattern (75
2C 0D 6C)HEX. The remaining two symbols of 14 bits are used as follows: the
first 4 bits are for interleaver mode control, and 10 bits are reserved and set to
zero. The frame sync trailer is inserted by the encoder and detected at the
decoder. The decoder circuits search for this pattern and determine the location
of frame boundary and interleaver depth mode when found. Figure 15.5 provides
information on a QAM 64-frame packet format.

For QAM 256, the FEC consists of a 40-bit trailer, which is appended at the
end of 88 RS blocks. Each RS symbol consists of 7 bits; thus, there are a total
of 78,848 data bits and 40 frame sync trailer bits in this FEC. Here, the 40 bits
are divided as follows: 32 bits form the unique synchronization pattern of (71
E8 4D D4)HEX, the first 4 bits are for interleaver mode control, and 4 bits are
reserved and set to zero.

15.5 Interleaver/Deinterleaver

In the previous section, it was explained that FEC is limited by the amount of
errors it can handle. For a burst of errors, it means that in case there is one bit
of error, there is a large likelihood that the successor and predecessor bits are
errors as well. This can cause a burst of error bits more than the FEC can
handle.57,58 For the RS previously reviewed, it means more than T ¼ 8 (i.e.
more parity symbols since T ¼ r/2) that RS(204, 188) n 2 k ¼ 16 can correct.
Thus, there is a need for a commutation mechanism to spread the large burst of
errors into a smaller quantity of bits, which can be corrected by the RS FEC. There-
fore the interleaver disperses the burst of error bits so that it looks like random
errors. Therefore, the interleaving for the R–S code is done to spread out the
symbol error so that the total number of symbol errors in each block is smaller.

6 RS parity
symbols

6 RS symbols sync
Trailer (42 bits)

122 symbols

Reed Solomon
Block #60

122 symbols122 symbols

Reed Solomon
Block #1

6 RS parity symbols6 RS parity symbols

FEC Frame
(contains both ‘A’ and ‘B’ information)

Reed Solomon
Block #2

TIME

FSYNC word
2 RS Symbols

1110101 0101100 0001101 1101100 0000000000

4 – bit
control wordUnique Sync. Pattern

(75 2C 0D 6C)Hex

10 reserved bits

Figure 15.5 64 QAM frame packet format.[15] (Reprinted with permission of SCTE
# 2000.)
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There are several types of interleavers.18 One type of interleavers increases the
minimum Euclidean distance of FEC, which can be seen from Eq. (15.12). Accord-
ing to the ITU J.839 and IEEE 802.14,10 a convolution interleaver is used for QAM
transport. From Fig. 15.5, it is obvious that the interleaver is characterized by two
indices: the depth I and delay increment per register. Hence, the interleaver is a
matrix of the size J � I. The I index refers to the commutating switch state and
J refers to the shift register length or number of symbol delay periods. So the inter-
leaver is a switched-shift-register-bank matrix with 1 � I � 128 and
0 � J � 127J. Therefore, the largest delay is of 127J symbol delay periods and
the shortest is zero, where J is a basic delay unit per symbol. The size of each J
cell size is J ¼ n/I, where n is the RS code-protected frame length. Note that
J ¼ 1 is no delay and I ¼ 128. Hence J is at the size of one symbol of 7 bits. In
other words, each RS block is spread through the interleaver and shuffled with
symbols over the span of the interleaving depth when encoded. The operation of
the interleaver and deinterleaver is synchronized, meaning the states of the
encoder, commutation switch, and decoder are synchronized. The shift registers
operate on an FIFO (first in first out) basis. Again, from Fig. 15.6 (interleave
matrix), it is clear that the end-to-end delay (latency) of the interleaver/deinterlea-
ver is given by

L m sec½ � ¼ I � J I � 1ð ÞTRS, (15:20)

where TRS is the period of one RS symbol. Since each section of the interleaver/
deinterleaver is a triangle matrix, the memory size of each is given by the
number of RS symbol cells J in each matrix:

mem ¼
I � J I � 1ð ÞRSsymbol

2
: (15:21)

Encoder

(I–1)J 

(I–2)J 

J

2J

Tx –
Channel

Decoder

(I–1)J

J

(I–2)J 

(I–3)J

Commutating
Switches

Figure 15.6 Convolutional interleaver and deinterleaver conceptual block diagram.15

(Reprinted with permission from SCTE # 2000.)
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Since error bits are noise, the maximum noise burst (NB) length that can be
handled by the RS coder is given by

NB ¼ I � J þ 1ð Þ
T � I

TRS

, (15:22)

where T is given in Eq. (15.12). Thus, as was claimed, T is increased and so too
is dmin.

15.6 Trellis-Coded Modulation

Section 15.3 discussed RS coding, which is a block coding, and Sec. 3.3.6 briefly
explained the difference between trellis and RS coding. Trellis-coded modulation
(TCM) is convolutional (or recurrent) coding that evolves with the data. Convolu-
tion codes, such as TCM, differ from block codes as follows. In block code, the
block of n-code digits generated by the encoder in any particular time unit
depends only on the block of k-input data digits within that time unit. In convolu-
tion code, the block of n-code digits, generated by the encoder in a particular time
unit does not depend only on the block of k-message digits within that time unit,
but also on the block of data digits within the previous span of N 2 1 time units
where N . 1. For convolution codes, k and n are usually small. These codes can
be used for random errors, burst errors, or both. RS is utilized as external
coding, while TCM is utilized as an internal-coding scheme. The description of
these two schemes is mentioned in Sec. 3.3.6. A TCM modulator is located
after the RS encoder, as shown in Fig. 15.1 and described in Sec. 3.3.6.

15.6.1 Convolutional coding

The advantage of TCM coding for QAM schemes is its ability to introduce redun-
dancy and gain processing to improve SNR or BER versus Eb/N0. (This is ana-
lyzed in detail in Refs. [19, 20]). It is efficient, since it does not need extra BW.
The TCM coding method provides considerably larger free distance or
minimum Euclidean distance compared to an uncoded modulation signal
bearing the same information rate, BW, and power.

The convolutional encoder is based on a shift register with M stages. The
number of stages is defined by the number of bits, n, and the constraint length
of the code N. Thus, the total stages of the shift register is M ¼ n � N, which
reflects changes generated by a single bit.

At any given time, a gate signal enables n bits to enter the shift register. The
shift register is FIFO, so the content of the last n-bit packet is shifted out. The shift
register outputs define the characteristic polynomials of the encoder by XOR with
previous states, as shown in Fig. 15.6.22 It can be observed from the shift register in
Fig. 15.7 that the constraint length N equals the number of storage cells plus
one for the input, hence N ¼ 1þ 6 ¼ 7. Since this encoder has no feedback
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(not recursive), it is considered a feedforward type. The next step is to define the
shift register rate. Assume that each memory cell Z21 contains only one bit. First,
there is a need to define the memory length as the number of information blocks of
the past that are used to create the present state. This is a different way of present-
ing the encoder’s constraint length by k ¼ N 2 1. Coming back to the example, the
information blocks consist only of one bit. Thus it is noted as

Ur ¼ ur,1

� �

, Ur�1 ¼ ur�1,1

� �

) n ¼ 1: (15:23)

Only one information block of the past ður�1,1Þ is used; thus k ¼ 1 or 6 for
Fig. 15.6. But the code block consists of two bits since two outputs are used:

ar ¼ ar,1

� �

, ar�1 ¼ ar,2

� �

) RC ¼
1

2
: (15:24)

Thus, the code rate RC equals 1
2
, and the conclusion is that the rate definition indi-

cates the ratio between the number of input bits to memory cell block Z21 to the
number of output bits at one encoding cycle. Coming back to the example in
Fig. 15.7, it is clear that the encoder rate is 1

2
.

The next step is to be able to create a selectable-rate convolutional encoder.
For this purpose, a puncture unit is used.23 The puncture block consists of a
table with 0 and 1, where 0 means that the channel symbol is to be deleted, and
1 is to be transmitted. The puncture table ends by a commutating switch, which
serializes the outputs into one bit stream. Then, in case of one cycle of operation
and a puncturing rule as in Fig. 15.7, for any 4-bit input to each branch, e.g., the
total input is 8, the output is 5. Thus the puncture block rate is defined as n/Q,
where Q is the number of 1 programmed in the puncturing table. Thus, from
Fig. 15.5, if each 4-RS symbol for a total of 28 bits occupies one row of the punc-
turing rule, with a rate of 14/15 per the ITU J.83–B for QAM 64, then each 1 cell
represents two bits, which translates into a total of 30 bits, which are 5 symbols of
64 QAM. Each symbol is made of 6 bits, 3 for the I coordinate and 3 for the Q
coordinate, which translates to 8 states for each, or a total of 64 states. This
means that the rule should be modified from Fig. 15.7. However, this can be

1 1 0 1

0 0 1 1

⊕

⊕

⊕

srsr

Shift Registers 

Puncturing TableEncoderConvolution
Rate  1/2

Figure 15.7 The Trellis convolutional encoder with a 4/5 rate puncturing block.
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done by a different method20,21 and ITU J.83–B9 by coding only 4 I and 4 Q bits
from the RS train, as shown in Fig. 15.8, while letting the remained RS to be not
coded. Thus, by using a 4/5 structure, for each 4 I bits there are 5 output bits.
Observing Figure 15.8, there are 20 uncoded bits: 10 for the I, 10 for the Q and
4 are coded and transformed into 5 bits as follows: 5 bits for the I and 5 for the
Q. So for the input of 28 bits, the output is 30 bits, which results in a 14/15 rate
as shown in Fig. 15.8. This result is due to the following; 10 uncoded bits (Q or I),
plus 4 punctured bits transformed into 5. This results in a total of 15, hence for
input of 14 bits there are 15 going out; therefore, the rate is 14/15.

15.6.2 Viterbi decoding

One of the trellis-decoding algorithms is Viterbi decoding. For understanding the
Viterbi algorithm concept, it is necessary to first introduce the trellis diagram for
describing a set of signal sequences. The distance properties of the TCM scheme
can be studied through its trellis in the same manner as for convolutional codes.
The optimum decoding is the search for the most likely path through the trellis
once the received sequence has been observed at the channel output. However,
due to noise corruption of signal, the path chosen may not coincide with the
correct path. Meaning, the path will be traced by the sequence of source
symbols, but will sporadically deviate from it and merge again at a later time.

Figure 15.8 Trellis convolutional encoder with 14/15 rate using4/5puncturing block per
the ITU J.83–B for 64–QAM.[15] (Reprinted with permission from SCTE# 2000.)
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The trellis decoder can be described in several ways commonly used in logic
design, such as: state table, state diagram, which are presenting input, the actual
state of output, and the next state. The third method to describe trellis decoding
is by the trellis diagram, previously described. This diagram describes too the
state of the encoder and decoder, but with a temporal approach. There are
several key rules for drawing the trellis diagram:

. The nodes of the trellis distinguish the encoder state.

. Solid and dashed lines represent outputs created by “0” and “1,” respect-
ively.

. The starting state always is the zero state.

. The reaction of the encoder, output, and next state, at the actual state to
every possible input is determined.

. The next state is considered and again the reaction of the encoder at the
actual state to every possible input is determined, and so on . . . .

A major parameter of a convolutional code is its free distance denoted as
dFREE. Since it specifies the decoding capability of a code under a maximum like-
lihood (ML) decoding, this encourages the search for convolutional codes with a
specified rate and degree, or constraint length, which have a maximum free dis-
tance dFREE. Hence the key rules here are:

. Starting at zero state and ending at zero state, without being in zero state in
between.

. Note all zero states that are away.

. The path has to be chosen so that the number of 1 at the output is mini-
mized.

. Every different path that starts at zero and ends at zero, except an all zero-
state path would have a higher number of 1 at the output.

. The free distance parameter is the number of 1 at the output using a funda-
mental way, so that it is the distance to the all zero sequence.

Free distance is a measure of the capability to correct errors. The higher the
free distance, the higher the error-correction capability.

The Viterbi algorithm as a general technique for decoding the convolutional
codes is also used in the TCM decoder. Because of one-to-one correspondence
between the signal sequences and the paths traversing the trellis, the ML decoding
consists of searching for the trellis path with the minimum Euclidean distance to
the received signal sequence. In case of a sequence length of K being transmitted,
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and the sequence r0, r1, . . . , rK21 corrupted by additive white Gaussian noise
(AWGN) being observed at the channel output, the ML receiver looks for the
sequence x0, x1, . . . , xK21 that minimizes

PK�1
i¼0 ri � xij j2. This search is done

by the Viterbi algorithm for any constellation dimension.24 The branch metrics
to be used are obtained as follows. The branch in the trellis used for coding is
labeled by a signal s; if there are no parallel transitions, then at a discrete time i,
the metric associated with that branch is ri � xj j2. If a pair of nodes is connected
by parallel transitions, and the branches have labels x 0, x 00, . . . in the x set, then the
trellis used for decoding the same pair of nodes is connected by a signal branch,
whose metric is minxi[x ri � xi

	

	

	

	

2
. This is in the presence of parallel transitions;

the decoder first selects the signal among x 0, x 00, . . . with the minimum distance
from ri, which is a demodulation operation, then creates the metric based on the
selected signal.

15.6.3 Viterbi decoding implementation process
example

In order to understand the coding–decoding process according to Viterbi’s algor-
ithm and the use of the trellis diagram, assume the following problem of a state
machine. Consider the convolution encoder as depicted in Fig. 15.9. This
encoder has a single input and two outputs; hence, the code rate is r ¼ 1/2. The
system number of states is depending upon number of flip flops (FF). In this
case, there are two denoted as D. Thus, there are 22 ¼ 4 states, S ¼ 4. For a
system with k delay units the number of states is 2k. The encoder outputs are
marked as G0(n) and G1(n). The system block diagram is expressed with the fol-
lowing state equations:

G0 nð Þ ¼ x nð Þ þ x n� 1ð Þ þ x n� 2ð Þ (15:25)

G1 nð Þ ¼ x nð Þ þ x n� 2ð Þ (15:26)

The state diagram is provided in Fig. 15.10 and the states are defined as
x(n 2 1), x(n – 2) pairs and the state transitions are defined as G0(n), G1(n)/x(n).
The transitioning from state G0(n),G1(n) to the next state is for a specific x(n)

Σ Σ

Σ

DD
X(n)

X(n – 1)
X(n – 2)

G0(n)

G1(n)

Figure 15.9 Convolution-encoder block-diagram code rate r ¼ 1/2.
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input. This is a graphical notation. The states are indicative system memory. The
state transition provides the path and the outputs associated with each possible
input. Since the state transition is associated with each possible input, the number
of state transitions depends on the number of possible inputs. If there are m
inputs then there are 2m transitions. The total number of state transitions at a
point in time is the product of the number of state transitions and the number of
states; hence it becomes 2mþk.

The next step is to describe the trellis diagram, but first there is a need to define
the system states per FF states as described in the Table 15.1.

The state diagram offers a complete description of the system as a state
machine. However, it shows only the instantaneous transitions. It does not illus-
trate how the states change in time. To include time in state transitions, a trellis
diagram is used as shown in Fig. 15.11. It is a different presentation of the state
machine bubble diagram presented in Fig.15.10. Note that the number of rows
in Fig. 15.11 is identical to the number of states in Fig. 15.10. Each node in the
trellis diagram denotes a state at a point in time. The branches connecting the
nodes denote the state transitions. Notice that the inputs are not labeled on the
state transitions compared to the bubble diagram in Fig. 15.10; they are implied
since the input, x(n), is included in the destination states, x(n), x(n – 1). Note
that the state transitions are defined by the definition of the source, x(n – 1),
x(n – 2), and the destination states x(n), x(n – 1). The state transitions are indepen-
dent of the system equations in this illustration. This is a consequence of including

Table 15.1 Encoder FF states.

State FF1 FF0

s0 0 0
s1 0 1
s2 1 0
s3 1 1

10

11
X(n – 1), X(n – 2)

G0(n), G1(n)/X(n)

00

01

10/1

10/0

00/1
11/0

00/0

01/1

01/0

11/1

Figure 15.10 Encoder state machine diagram
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the input x(n) in the state definition. In certain systems, the definition of states
might be more complicated and may require special considerations. An explanation
of such systems (such as the radix 4 trellis) is outside the scope in this example.

Figure 15.11 displays two trellis diagrams. The one on the left is ordered by
binary-coded decimal (BCD), while the other on the right side is ordered by
Gray code, as in a Karnaugh map. This obtains higher computational efficiency.

Figure 15.11 on the right side is called the “butterfly” due to its physical
resemblance to a butterfly. It is also referred to as the radix-2 trellis structure
since each group contains two source and two destination states, and since
log24 ¼ 2. The Texas Instruments TMS320C54x DSP has particular hardware
that is dedicated to compute such parameters associated with a butterfly. Note,
again, that the structure of the reordered trellis is fixed depending of how the
states are defined. Not all trellis diagrams can be reordered into butterflies. For-
tunately, a number of commonly used convolution coders have this nice property.
An important feature of this convolution code is that in each butterfly, there are
only two (out of four possible) distinct outputs: 00 and 11; or 01 and 10. Notice
that the Hamming distance between each output pairs is 2, where for binary
strings a and b the Hamming distance is equal to the number of ones in a OR
b. This feature is available to a very small subset of all possible convolution
codes. The usefulness of this feature will be noticeable later on when Viterbi
decoding is described.

Figure 15.12 illustrates the entire process of encoding an input pattern for
quantizing the received signal and decoding the quantized signal. The sample
input pattern used is 1011010100. For the sake of this example, this input
pattern is sufficiently long; however, in practice and for proper error correction,
the input pattern needs to be 10 times longer than the number of delay units
plus one, meaning the pattern length is equal to 10(kþ 1), where (kþ 1) is
often referred as the constraint of pattern length. Sometimes marked as constraint
length, K ¼ kþ 1. In this example there are two delay units implemented by flip

00

11

11
00

10
01

01

10

G0(n), G1(n)
X(n – 1), X(n – 2) X(n), X(n – 1)

00

01

10

11

00

01

10

11

00
11

11
00

10
01

01
10

G0(n), G1(n)
X(n – 1), X(n – 2) X(n), X(n – 1)

00

01

10

11

00

10

01

11

Gray CodeBCDBCDBCD
Butterfly
Trellis

Ordinary
Trellis

Figure 15.11 Conversion of state diagram to Trellis diagram. Left: BCD coded, and
right: Butterfly with Gray code.
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Figure 15.12 Trellis diagram showing an analysis of convolution encoding and Viterbi
decoding algorithm process.
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flops, hence k ¼ 2, which results in 30 symbols at the input that need to be received
prior to the decoding process to improve the bit error rate. This is due to the fact of
filling up the decoder and avoiding boundary conditions similar to DSP filters.

The first trellis diagram, provided in Fig. 15.12, illustrates the state transitions
associated with each input. The trellis diagram is used here to illustrate how the
decoder operates as a state machine. Figure 15.11 is used to verify the state tran-
sitions provided by the state machine diagram in Fig. 15.10 and to check the
outputs of the encoder, which is shown in Fig. 15.9. Note that encoder outputs
do not have to be generated using the trellis diagram. They can be produced by
using the system equations directly. The encoded outputs are transmitted as
signed antipodal analog signals (i.e., 0 is transmitted with a positive voltage and
1 is transmitted with a negative voltage). They are received at the decoder and
quantized with a 3-bit quantizer. The quantized number is represented in comple-
mentary twos, providing a range of –4 to 3. The process of quantizing a binary
analog signal with a multibit quantizer is called a soft decision. In contrast, a
hard decision quantizes the binary analog signal using a single bit quantizer
(i.e., the quantized signal is either a 0 or 1). A soft decision offers better perform-
ance results since it provides a better estimate of the noise (i.e., less quantization
noise is introduced). In most circumstances, the noise is strong enough just to tip
the signal over the decision boundary. If a hard decision is used, a significant
amount of quantization noise will be introduced. The quantized soft decision
values are used to calculate the parameters for the Viterbi decoder.

At this point, no Viterbi decoding has been performed and the concept of a
state-machine-diagram conversion into a Trellis diagram is presented. Viterbi
decoding process starts after a certain number of encoded symbols have been
received. This length is 10(kþ 1), as was previously explained, and is application
dependent. In this example, 20 encoded symbols are received prior to being
decoded. In some other applications, Viterbi decoding is operated on a frame of
received symbols and is independent of the neighboring frames. It is also possible
to perform Viterbi decoding on a sliding window in which a block of decoded bits
at the beginning of the window are error free and the windows will have to overlap.
With frame-by-frame decoding, a number of trailing zeros equal to the number of
states are added. This forces the last state of the frame to be zero, which provides a
starting point for trace back (trace-back memory for storing the survival path data
of Viterbi decoded data). With a sliding-window decoding, the starting point for
trace back is the state with the optimal accumulated metric. This starting state
may be erroneous; however, the trace-back path converges to the correct states
before reaching the block of error-free bits.

Viterbi decoding can be broken down into two major operations, metric update
and trace back. In metric update, two operations are done for each symbol interval
(in this example one symbol equals a single input bit, which results in two encoded
bits, i.e., the code rate is 1/2). First the accumulated (state) metric is calculated for
each state and the optimal incoming path associated with each state is determined.
Second, trace back uses this information to derive an optimal path through the
trellis. Referring to the second trellis in Figure 15.12, it can be seen that a state
at any time instance has exactly one incoming path, but the number of outgoing
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paths may vary. This fact results in a unique path tracing backward. The question
though is what are state metrics and how the optimal incoming paths are deter-
mined? To understand how the metrics are used in Viterbi decoding process, con-
sider the received encoded bit pairs at the output of G0(n), and G1(n) at the encoder
provided in Fig. 15.9. Assume that 11 are transmitted, hence it is expected to see
(1,1) as received pair with a soft decision pair of (–4,–4). However, channel noise
may corrupt the transmitted signal such that the soft decision pair might be (20.4,
23.3) resulting in a quantized value of (0,23) as shown in Fig. 15.13. Without
having any a priory information on the encoded bit stream, the detector would
decide that (3,24) or (0,1) is transmitted, which results in a bit error. This is
called symbol-by-symbol detection.

The Viterbi algorithm exploits the structure of the convolution code and
makes its decision based on previously received data, i.e., tracking is kept by
using a “states” table as provided in Fig. 15.12. Observing Fig. 15.11, it can
be seen that an encoded bit pair is associated with only two possible originating
states, x(n 2 1), x(n 2 2). For instance, if 11 is transmitted, then the originating
state must be either state 00 or state 01, this can be seen from Fig. 15.10 of the
state machine as well. If the original state is known to be 00, it would be imposs-
ible for the detected encoded bit pairs to be 01; it could only be 11. The Viterbi
decoder would then have to decide between the two possible encoded bit pairs,
00 or 11 as can be seen from Figs. 15.10, 15.11, and 15.12. This decision
depends on how far away the received bit pairs are from the two possible trans-
mitted bit pairs of constellation symbol-by-symbol detection, as shown in
Fig. 15.14. The metric used to measure this provides the Euclidean distance. It

G0(n)

G1(n)

(–4,3)

(–4,4) (3,–4)

(3,3)

Decision
boundaries

Figure 15.13 Signal constellation used for symbol to symbol detection.
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is also referred to as the local distance Ld calculation provided by

Ld(n,i) ¼
X

all j

½Sj(n)� Gj(n)�2

j [ all bits associated with a given input

 �

,
(15:27)

where n denotes the time instance and j denotes the path calculated for. Using the
law of (a 2 b) 2 ¼ a2 2 2abþ b2, Eq. (15.27) can be written as

Ld(n,i) ¼
X

all j

½S2
j (n)� 2 � Sj(n) � Gj(n)þ G2

j (n)� (15:28)

The values
P

all j

S2
j (n) and

P

all j

G2
j (n) are constants in a given symbol period, hence,

they can be ignored as the concern is to find the minimum local distance. Hence
the value

P

all j

Sj(n) � Gj(n) defines the minimum local distance. Therefore,

Eq. (15.28) becomes

Ld(n,i) ¼
X

all j

Sj(n) � Gj(n): (15:29)

Thus, instead of finding the path with the minimum local distance, we would
look for the path with the maximum. Observing Fig. 15.12, the branch metrics
can now be calculated using Eq. (15.29). As an example, the branch metrics

Decision
boundaries

G0(n)

G1(n)
(–4,3)

(–4,4) (3,–4)

(3,3)

G0(n)

G1(n)
(–4,3)

(–4,4) (3,–4)

(3,3)

Originating states 10, 11Originating states 00, 01

2

Figure 15.14 Signal constellation for Viterbi decoding.
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for times 0 and 1 are calculated here. The received quantized soft decision pair is
(–3,–4). The branch metric corresponding to is equal to [G0(n),G1(n)] ¼ (0,0)
which equals to –3(1)–4(1) ¼ –7. For the case of [G0(n),G1(n)] ¼ (0,1), it is
–3(1)–4(–1) ¼ 1, for [G0(n),G1(n)] ¼ (1,0), it is –3(–1)–4(1) ¼ –1 and for
[G0(n),G1(n)] ¼ (1,1), it is 3(1)þ 4(1) ¼ 7, where values are derived from the
signal constellation provided in Fig. 15.14. Observe that the value of Gj(n)
used in the local distance calculation are þ1 and –1, rather than þ3 and –4,
respectively. There are three reasons for that. First, using unities makes compu-
tation very simple. The branch metrics can be calculated by adding and subtract-
ing, and subtracting the soft decision values. Second, 3 and –4 can be scaled to
approximately 1 and –1, respectively. As mentioned in the derivation of local
distance, constant scaling can be ignored in determining the maxima and the
minima. Finally, note that there are only two unique metric magnitudes: 1 and
7. Therefore, to compute the branch metric, the only thing that needs to be
done is to 1 add, 1 subtract, and 2 negation.

Once the branch metrics are calculated, the state metrics and the best incoming
paths for each destination state can be determined. The state metrics at time equal
to 0 are initialized to 0 except for state 00, which takes on the value of 100. This
value is arbitrarily chosen and is large enough so that the other initial states cannot
contribute to the best path. This basically forces the trace back to converge on state
00 at time 0. Then the state metrics are updated in two steps. First, for each of
the two incoming paths, the corresponding branch metrics are added to the state
metrics of the originating state. The two sums are compared and the larger one
is stored as the new state metric, and the corresponding path is stored as the
best path. For example, observe state number 10 at a time instance of 2, as
appears in Fig. 15.12. The two paths coming in to this state originate from
states 00 and 01, appearing in Fig. 15.11. It can be seen at the second trellis that
state 00 has a value of 93 and state 01 has a value of 1. The branch metric of
the top path, which connects state 00 at time 1 and state 10 at time 2, is 1. The
branch metric of the bottom path, between states 01 and 10, is –1. The top path
yields a sum of 93þ 1 ¼ 94 and the bottom path yields a sum of 1þ (–1) ¼ 0.
As a result, 94 is stored as the state metric for state 10 at time 2, and the top
path is stored as the best path in the transition buffer.

The transition buffer stores the best incoming path for each state. For a radix 2
trellis, only 1 bit is needed to indicate the chosen path. A value of 0 indicates that
the top incoming path of the given state is chosen as the best path, whereas a value
of 1 indicates that the bottom path is chosen. The transition bits for this example
are illustrated in Fig. 15.12 in the third trellis. Trace back begins after completing
the metric update of the last symbol in the frame. For frame-by-frame Viterbi
decoding, all that is needed by the trace-back algorithm are the state transitions;
the starting state is 00. For sliding-window decoding, the starting state is the
state with the largest state metric. In this example, the starting state for both
types of decoding is 00 since it has the largest state metric, 158. Looking at the
state transition for state 00, it can be observed that the bottom path is optimal
where the state transition equals 1 implies that it is a bottom path. Two operations
are happening at that stage. First, the transition bit 1 is sent to the decoder output.
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Second, the originating state 01 of this optimal path is determined. This process is
repeated until time 2, which corresponds to the first input bit that was transmitted.
The decoded output is shown in Fig. 15.12 in the last row. Notice that the order
in which the decoded output is generated is reversed, i.e., decoded
output ¼ 10101101, whereas the sample input pattern is 10110101. An additional
code is required to be added to reverse the ordering of the decoded output in order
to exactly reconstruct the sample input.

The advantage of trellis coded modulation (TCM) is by the improving system
performance compared to uncoded modulation. This term is called processing gain
G and is

G ¼

d2
min

Pave

� 

coded

d2
min

Pave

� 

uncoded

, (15:30)

where Pave is the average power of the modulation and dmin is the minimum Eucli-
dian distance demonstrated in Eq. (15.27).

Table 15.2 illustrates the coding gains for various constraint lengths of trellis
coded M-ary QAM formats.61 Nfed represents number of signal sequences with the
minimum distance, which diverge at any state and after one or more transitions
remerges at that state. The asymptotic coding gain represents the maximum poss-
ible coding gain for given M-ary QAM over uncoded modulation. For K ¼ 17
meaning 16 cells in a shift register since k ¼ 16 the coding gain of 64 QAM is
4.56 dB. Viterbi decoding is more tolerant than sequential decoding to the
metric table and a receiver’s AGC errors. The natural parallelism of the Viterbi
decoder makes it easy to implement in hardware. This is an important consider-
ation for high-speed decoding, which is an additional design parameter of a
Viterbi decoder and plays important role in the path memory length. An ideal
Viterbi decoder would keep every possible path in the memory and delays its
final decision about the first bits of a packet pending to the very end. On the
other hand, simulations have shown that several constraint lengths back, the
paths usually merge into a single ML (maximum likelihood) candidate. Hence,

Table 15.2 Coding gains for various trellis coded M-ary QAM schemes.61

Number of
states

Code
rate

G(16QAM /
8QAM)

[dB]

G(32QAM/
16QAM)

[dB]

G(64QAM/
32QAM)

[dB]

Asymptotic
Coding gain

[dB] Nfed

4 1/2 3.01 3.01 2.88 3.01 4
8 2/3 3.98 3.98 3.77 3.98 16
16 2/3 4.77 4.77 4.56 4.77 56
32 2/3 4.77 4.77 4.56 4.77 16
64 2/3 5.44 5.44 4.23 5.44 56
128 2/3 6.02 6.02 5.81 6.02 344
256 2/3 6.02 6.02 5.81 6.02 44
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the realization typically retains 4–5 constraint lengths in order to achieve the same
uncorrected error rate as in an ideal decoder. For a constraint length of K ¼ 7, a 32-
bit path memory is a good match for a long word, where a word is 16 bits, a long
word is 32 bits, and a byte is 8s bit. This is easy to implement in a 32 bit DSP.

15.7 M-ary QAM Transmitter Design

The QAM scheme was selected as the HFC standard format by ITU, DAVIC,
MCNS, and IEEE802.14 for its spectrum efficiency. From Chapter 14, it is under-
stood that QAM is composed of both FM to PM and AM when presented in its
polar notation. Thus, when a larger number of bits represent a symbol, the fre-
quency deviation is relatively small. The same applies to the AM component.
The BW of QAM can be expressed as follows:

BW ¼
R0

log2 M
� 0:3

R0

log M
, (15:31)

where R0 is the bit rate. The log2 M provides the information for the required
number of bits per symbol. The QAM data stream that feeds the complex modu-
lator is a series BB NRZ data that already has been encoded for FEC. This data is
demultiplexed by SP into two outputs of I and Q. The generated bits are mapped by
the Gary code mapper, then by a differential encoder. The digital digits, after the
differential encoding, contain both amplitude and phase information about which
quadrant of the I and Q plan the I and Q voltages should point to. Such a Gray-
coded symbol QAM constellation is presented in Figure 15.16. The digital-
coded voltage is converted into analog voltage by a DAC. For generating 64
QAM, 4 bits are needed for the I and 4 for the Q. Each of the I and Q analog
BB signals then pass through an amplitude equalizer of 1/sinc(x) to equalize the
NRX spectral shape of sinc(x) and finally through an SRRC filter as a smoothing
filter to reject ISI. Note that the receiver section has the other half of the SRRS, so
that the overall response is raised cosine. The transmitting BB contains two SRRC
one for the I port and the other for the Q port of the QPSK modulator. The trans-
mitting QPSK modulator is calibrated for Z and Q dc offset and Z and Q mismatch
per the procedure described in Chapter 14. Each arm of the modulator transfers
ffiffiffiffiffi

M
p

PAM and both are creating the QAM scheme. In older technologies, the
QPSK modulation was done by discrete components. However, higher levels of
integration and current advanced CMOS technology for cellular and RF, the inter-
mediate frequency (IF) section can be done digitally by means of DSP.27 This of
course would achieve greater accuracy for the QAM quadrature because of higher
tolerance control. From Eq. (14.1), the BB is sampled 4 times faster, according to
2pfBB ¼ 2pfLO/4 ¼ pfLO/2. Thus, 1/TLO ¼ 4/TBB and the LO clock (CLK)
sampling in the discrete time domain is cos(np/2) and sin(np/2), which results
in 1, 0, 21, 0, . . . and 0, 1, 0, 21, . . . , respectively. Forcing the IF frequency
to be 1/T, which is the symbol rate, is advantageous. As a consequence, it
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eliminates the need for high-speed digital multipliers and adders to implement the
mixing functions in both the modulator and demodulator. Moreover, since half of
the cosine and sine oscillator samples are zeros, only a single 40-tap interpolate-
by-4 transmitter filter can be used to process the data in both the I and Q rails
of the modulator. In the same way, a single 40-tap decimate-by-2 receiver filter
is needed to process the data in both I and Q rails of the demodulator. Even
though the LO CLK sampling rate of the modulation and demodulation is 4/T,
90% of the modulator still requires the 1/T CLK rate, and for demodulation, 2/T
CLK rate is required, which reduces heating problems, circuit design, and chip
area. Signal quantization and finesse is accomplished by a 12-bit high-resolution
D/A rather than the 6-bit used for the analog QPSK modulator solution.28

15.7.1 Differential encoder/decoder

In Chapter 14, it was explained that the M-ary QAM constellation has four quad-
rants; thus, it has 90-deg symmetry where I and Q are orthogonal. Hence, in the
demodulator portion, there is a phase ambiguity. The carrier-phase detector
might lock the carrier for every 90-deg of phase error.

To overcome the phase ambiguity, a differential encoding technique is used.
Under this method, the next symbol is encoded based on the input symbol and
the previous state of the encoded symbol. The differential encoder is defined per
the ITU J.83-A in Table 15.3. Phase-transition in encoding is a feedback system,
but on the receiver side it is feedforward. Figure 15.15 provides a conceptual

Table 15.3 Differential encoding law per the ITU J.83-A.

In Qn Cn21 Dn21

Phase
change from
the previous

QPSK
symbol Cn Dn

0 0 0 0 0 0 0
0 0 0 1 0 0 1
0 0 1 1 0 1 1
0 0 1 0 0 1 0
0 1 0 0 p/2 0 1
0 1 0 1 p/2 1 1
0 1 1 1 p/2 1 0
0 1 1 0 p/2 0 0
1 1 0 0 2p 2 1 1
1 1 0 1 2p/2 1 0
1 1 1 1 2p/2 0 0
1 1 1 0 2p/2 0 1
1 0 0 0 p 1 0
1 0 0 1 p 0 0
1 0 1 1 p 0 1
1 0 1 0 p 1 1
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structure for the encoder and decoder. Since the QAM signal appears with an initial
phase f0, the encoding table defines the next quadrant the symbol will appear in.
The use of this table is as follows. If the previous encoded state was
Cn21Dn21 ¼ 00 with initial phase f0, then the next state CnDn is defined by
Cn21Dn21 and the inputs InQn. For instance if InQn is 01, respectively, then as
per the fifth row, the phase change would be p/2 and the next state will be Cn

Dn ¼ 01 or 01 , p/2. This state becomes the previous state for the next input 1 0
of InQn. Thus for Cn21Dn21 ¼ 01 , p/2 and InQn 10, per row 14, CnDn ¼ 00,
which also directs the additional phase of p, and this state becomes 00 , 3p/2,
since it is an accumulated phase and so on.

Sometimes there is a tendency for differential encoding, coherent detection,
and BER to mix. Per Fig. 15.8, it is clear that the decoding process is based on
two consecutive symbols, Cn21Dn21 and CnDn, to produce InQn. Thus the
symbol error (SER) may be in pairs; the average probability of SER for differential
encoding QPSK that uses coherent detection is about twice that for nondifferential
coherent QPSK. However, as was briefly demonstrated in Chapter 8, coherent
detection improves CNR; the same applies to any kind of channel, light, or electric
signal. Therefore, noncoherent detection of QPSK signals lose sensitivity by
2.3 dB in Eb/N0, which means a shift of BER versus Eb/N0 to the right. Further-
more, coherent detection with automatic frequency control (AFC) locking and
carrier recovery reduces jitter because the source transmitter jitter is CLK jitter
and no additional CLK is involved. A Gray-coded-symbol QAM constellation is
presented in Fig. 15.16.

Further remarks regarding the QAM quadrature calibration, mentioned pre-
viously in Chapter 14: an uncalibrated quadrature would reduce the QAM BER
performance with no relation to detection type, whether it is coherent, noncoher-
ent, differential, etc. The explanation for that is provided in the BER modeling and
requirement for symbol placement in the constellation as reviewed in Chapter 14.

15.7.2 SRRC filter

After the signal passes FEC and is encoded into the Gray-code format, it is
sampled by an ADC. Thus, the digitized signal at a given time of sampling T
may be affected from the previous sampled signal ringing. In other words,

Differential
Encoding

logic

One Symbol
Delay of Ts

I and Q to
QPSK

Modulator

In

Qn

Cn

Dn
Dn-1 Cn-1 

Differential
Encoding 

logic 

One Symbol
Delay of Ts

In

Qn

Cn

Dn

Dn-1Cn-1

(a) (b)

Figure 15.15 (a) QAM differential encoder. (b) QAM decoder concept.
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Figure 15.16 (a) 64-QAM and (b) 256-QAM constellations per the ITU-83.J. Symbol
coding is as per the Gray code.15 (Reprinted with permission from SCTE # 2000.)
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oscillating trails of the previous or the following pulses may interfere with the
current pulse. This is called ISI. To overcome this problem a rectangular brick
wall filter that has a BW of half the data rate 1/(2Ts) is used. However, such a rec-
tangular shape means an infinite number of poles, which is an infinite delay time.
The inverse Fourier transform of such an ideal filter is sinc(t/TS). Thus to overcome
ISI, the compromise is a finite impulse response (FIR), called Nyquist raised
cosine (NRC), is a DSP FIR filter. This type of a design is called “matched
filter design.” The full response of the receiver and transmitter is raised cosine,
and each one of them has an SRRC. The SRRC frequency domain response is
given by3,4

H fð Þ ¼

1 8 0 , f ,
1� að Þ

2
fs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2
1� sin

p

2afs

f � fsð Þ

� 

s

8
1� að Þ

2
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1þ að Þ

2
fs

0 8
1þ að Þ

2
fs , f

,

8

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

:

(15:32)

where fs can be written as 1/TS, which is the symbol interval, and a is the roll-off
factor defining the percentage of excess BW relative to the 3-dB BW. This filter
response can be written in the time domain as:

h tð Þ ¼
sin pt=TSð Þ

pt=TS

cos pat=TSð Þ

1� 2pat=TSð Þ
2
¼

1

TS

sinc t=TSð Þ
cos pat=TSð Þ

1� 2pat=TSð Þ
2
: (15:33)

Taking the root square of h(t) provides the Nyquist SRRC (NSRRC) response:3

h tð ÞNSRRC¼

ffiffiffiffiffi

1

TS

r

sin p(1=TS) 1� að Þt½ � þ 4a(t=TS)½ � cos p(1=TS) 1þ að Þt½ �

p(t=TS) 1� 4at=TSð Þ
2

� � :

(15:34)

Figure 15.17 provides a graphical presentation of the SRRC presented by Eqs.
(15.32) and (15.34) for the frequency and time domain respectively, using
MathCAD.4 It can be observed from the time domain impulse response that at
each sampling time, the SRRC is at zero with the exception of t ¼ 0, where the
sinc function is at its peak. Thus the ringing of previous pulses are null and ISI
is cancelled. The ITU J.83 defines the shape factor or rejection of the raised
cosine (RC) filter given in Eq. (15.32) such that its out-of-band rejection will be
better than 43 dB and its band ripple lower than 0.4 dB. Note that the symbol
SRRC ¼

ffiffiffiffiffiffiffi

RC
p

, or square root raised cosine. Other design trade-offs are made
by giving up on rejection of SRRC and the compensation is made by a sharp
surface acoustic wave (SAW) filter in the IF section. Additional spectral purity
parameter is the adjacent channel interference (ACI) defined by the modem’s
inherent spectral mask, which results from the band limitation of the SRRC.

696 Chapter 15



This spectral regrowth is worsened due to the nonlinearities of the RF chain by
orders of magnitude. Hence, a sharp SAW in the IF may provide a solution to
that problem.

15.7.3 IF to RF up-converter

Up-conversion is a process where the BB frequency is converted into IF by the
QPSK modulator as shown in Fig. 15.18. Then it passes through an SAW filter
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Figure 15.17 Nyquist SRRC filter: solid line: a ¼ 1
2; dashed line: a ¼ 1; dash–dotted

line: a ¼ 0.
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to reduce undesired spectrum regrowth and to minimize reciprocal modulation by
the LO when up-converted to the final RF level. An additional factor when defining
the architecture of an up-converter involves the selecting of LO frequencies and IF.
This is done in such a manner that the up-converted signal is free from all spurious
IF LO intermodulation combinations created by the mixing process according to
j+mLO +nBBj= IF, where m ¼+1, +2, . . . and n ¼+1, +2, . . . , LO is
the LO frequency, BB is the baseband frequency, and IF is the second IF. Gener-
ally, an RF up-converter involves dual conversion, where the output of the QPSK
modulator is converted to a second IF and then converted to the final RF band
between 50 to 750 MHz. The conversion to the higher IF is done with a high fre-
quency LO with respect to the QPSK modulator output so that if the IF has an
inverted spectrum, the final up-conversion to RF is done in the same manner
with a higher LO frequency so the RF is not an inverted spectrum because it
was twice inverted. In both cases, the frequencies are selected in such a way
that the RF output is free of spurious intermodulation products, and IMD are
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Figure 15.18 Conceptual block diagrams for BB to RF up-conversion.
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below the maximum level allowed for composite second order (CSO) and
composite triple beat (CTB) specifications requirements. The same requirements
apply to the spurious LO that results from the prescalars and division CLKs of
the synthesizer.

These spurious LO intermodulations may result in undesirable reciprocal
mixing and noise folding into the IF band. Today’s new technologies such as
P

D enable a decent phase noise and low spuriousness from LO synthesizers to
be acheived. Figure 15.18 provides a conceptual block diagram of a BB to RF
up-converter.

15.8 M-ary QAM Receiver Design

This section provides a review of CATV signal processing from the RF level to the
BB level. The design aspects of RF chain, carrier recovery, timing recovery, equal-
izers realizations, and encoding are presented. The phase noise limits for BER are
explained and provides the hybrid fiber coax (HFC) receiver’s designer some more
background on the data transport through the channel. Some of this analysis is
useful for understanding digital transceivers with data clock recovery (DCR) as
well as jitter transfer functions.

15.8.1 RF to IF down-converter and BB processing

The receiving side of a CATV transport is done by a digital set top box (STB). The
STB is a super-heterodyne receiver that consists of two main blocks: an RF down-
converter or tuner and a digital section, which performs the decoding carrier and
timing recovery and then provides the video BB.

The RF down-converter is a super-heterodyne tuner. The RF front end (RFFE)
consists of a low-pass filter between dc to 750 MHz to provide image rejection and
noise folding due to reciprocal mixing. The first down-conversion is done by a pre-
selector. The preselector can be a monolithic integrated circuit (MMIC) that con-
sists of a preamplifier, mixer, amplifier, and first IF filter.

The LO (local oscillator) that drives the mixer is a variable-frequency synthe-
sizer that selects and converts the desired RF channel into the first IF band. The LO
frequency is above the RF and the IF is at high frequency. There are several
reasons for this topology. First, the IF band-pass filter (BPF) frequency bandwidth
should be 6 MHz: it is easier to realize a filter with a relatively narrow BW than a
wider one; a 700-MHz BPF would have a relative BW of 8.5% (�6 MHz/
700 MHz) � 100. The IF section defines the receiver’s selectivity, which is the
ability of the receiver to separate between channels. Hence a narrow filter with
a relatively low BW would have a sharper shape factor and thus a higher selectivity
IF. The second consideration is driven by the requirement of spurious-free IF per
j+ mLO + nRFj= IF, where m ¼+1, +2, . . . and n ¼+1, +2, . . . , LO is
the LO frequency, RF is the RF frequency, and IF is the second IF. Thus in
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both cases of up- and down-conversion, mixers are selected by their IP2, IP3, and
LO power drive that defines their IP2 and IP3. Since the preselector LO is above
the RF input, the first IF spectrum is inverted.

The first IF is converted to the second IF by the fixed LO, which is below the
first IF; hence the spectrum remains inverted. The second IF is additionally filtered
by an SAW filter, and thus the selectivity of the tuner is increased even further.
Since SAW filters have sharp shape factors, the adjacent channel interference
and alternate channel interference are suppressed even further. The second IF is
a standard 43.75 MHz. The second IF is down converted to the last IF, which is
centered to the data rate frequency. In this manner, the QPSK modulator operates
at the symbol rate and hence the carrier recovery is obtained for free, saving the
carrier recovery loop. The other parameter of concern in the realization of a
tuner is the LO phase noise. It is well known that the higher the LO frequency
the more its phase noise will degrade. This is because of the synthesizer’s
frequency resolution, which defines its step size and is determined by the division
ratio of the output frequency, fout, to the phase detector frequency, fref. The dividers
phase noise determines the PLL phase noise floor within the PLL loop bandwidth.
In this case, the preselector, marked as LO 1st, step size is 6 MHz. To overcome
this problem, a fractional N technique is used as well as

P

D frequency synthe-
sizers. First, LO phase noise values are 285 to 90 dBc/Hz at 10 KHZ offset
from the carrier. The analog STB is more forgiving in phase noise for about 10
to 15 dB worse. This will be important when we deal later with carrier recovery
and maximum jitter allowed for a QAM. Figure 15.19 provides a conceptual struc-
ture for a digital STB. IF to BB conversion is done by the QPSK demodulator,
whose basics were reviewed in Chapter 14. However, in order to prevent distortions

Figure 15.19 Conceptual block diagram for super-heterodyne STB receiver.
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and over driving of the ADC prior to QPSK digital processing, the automatic gain
control (AGC) loop is closed between the ADC output and the IF amplifier. In this
manner, the third mixer and its IMD products are kept under a constant power
level. Following the ADC, the receiver is able to fully process the digital signal.

A fully digital signal-processing-receiver section consists of the following
blocks: an I-Q QPSK demodulator, a SRRC filter for both I and Q, an I and Q adap-
tive equalizer, and a slicer. The I and Q outputs of the SRRC filter are sampled by
the symbol timing recovery loop to feed a numerically controlled oscillator (NCO)
that serves as the ADC sampling CLK. This way, sampling alignment is accom-
plished by the ADC. In order to accelerate the acquisition process and save training
series time and preamble, the adaptive equalization and carrier recovery are
peformed together. Figure 15.20 provides a conceptual block diagram of the
digital BB processing.

15.8.2 Adaptive equalizer concepts and design aspects

The role of the equalizer filter is to remove linear channel distortion effects, such as
cable reflections that create echoes in terrestrial receiving to combat ghost
images25 and SAW group delay at its BW frequency edges, where the phase
derivative is not a constant, e.g., df/dv = constant, its role is to remove dis-
persion effects. Hence, an equalizer can be considered as an adaptive delay line.
One of the basic equalizers is the linear transversal equalizer (LTE). This equalizer
is constructed by using a tapped delay line and series of tap weights. Figure 15.21
illustrates the structure of LTE.25,26

Using these properties of equalization, the LTE impulse response in time
domain and its Fourier transform to frequency domain can be written as

h1k tð Þ ¼
X

N

n¼0

Wnkd t � nTð Þ, (15:35)

HEkT fð Þ ¼
X

N

n¼0

Wnk exp�jnvTð Þ, (15:36)
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Figure 15.20 Conceptual block diagram for BB QAM all digital signal processing.
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where k is the kth sampling time, Wnk is the weight for each tap, t is the sampling
interval, and d is Dirac’s delta function.

The channel input signal to the equalizer is a superposition of the desired
signal and ISI caused by the channel delays and dispersion impulse responses.
Assuming a ADC sampling at t0, the input signal can be written as

x t0 þ kTð Þ ¼
X

m

amh t0 þ kT � mTð Þ: (15:37)

Therefore the desired sampling instant is where m ¼ k, providing h(t0). As a con-
sequence, the other terms are ISI and echoes. Replacing kT by t, then h(t0þ t), the
aliased spectrum of the sampled impulse, can be written as

Hsamsig fð Þ ¼
X

i

H f �
i

T

� �

exp +j2p � f �
i

T

� �

t0

� 

: (15:38)

It is well known from the properties of the Fourier transform that time domain con-
volution becomes multiplication in frequency domain, and time delay becomes
phase delay response. This equation represents m = k. The exponent term in
Eq. (15.38) represents timing jitter created by the sampler instance t0.
The + sign represents both spectral side bands.

One of the roles of the equalizer is to reduce the signal amplitude ripple that
results due to sampling jitter. Thus the overall transfer function result after equal-
ization becomes constant, as denoted by Eq. (15.39). Furthermore, it becomes clear
that while sampling the desired signal and satisfying the Nyquist sampling criteria,
this is not sufficient for the ISI signal, whose interference frequency is higher.
Thus, the overall result is equal to the sampling below the Nyquist frequency
resulting in aliasing:

HEkT fð ÞHsamsig ¼ constant: (15:39)
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Figure 15.21 LTE equalizer concept.

702 Chapter 15



Hence, the equalizer weights can be optimized to flatten the notches created at the
band edges. This may increase the noise at that region, which increases the
sampling frequency. Figure 15.22 illustrates under-sampling and over-sampling
spectrums for LTE and fractionally spaced equalizers (FSEs), respectively.

Assume that the sampling rate is twice as much; instead of T, the interval is T/2,
thus the sampling frequency f ¼ 2/T is twice as fast compared to f ¼ 1/T. This
new sampling interval is denoted as T 0. Hence Eq. (15.39) will be modified to26

YT 0 fð Þ ¼ EkT 0

X

i

H f �
i

T 0

� �

exp +j2p � f �
i

T 0

� �

t0

� 

: (15:40)

In fact, the method here divides the sampling process into two stages. At first,
the sampling is done at twice the rate. An antialiasing LPF is placed before the
first T 0 sampler; then the sampling process takes place at twice the rate of 2/T ¼
1/T 0. The desired information data is passed through a matched filter centered to
the sampling CLK frequency. Since the sampling is twice as much, the Nyquist

Figure 15.22 (a) Sampling spectrum with an aliasing problem for the LTE equalizer, (b)
solution by over-sampling for FSE equalizer, (c) and block diagram.
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BW of the previous spectral components are filtered out without any aliasing. Thus,
the equalizer operates on the desired sample without any ISI distortions and pro-
duces the output YT0 without aliasing. As a result, Eq. (15.41) after the matched
filter can be written as

YT=2 fð Þ ¼ EkT=2H fð Þ exp j2p � f � t0ð Þ: (15:41)

This process allows the equalizer to operate on a pure signal without any ISI folding
in it. The isolated sample YT=2 fð Þ is now ready to be sampled at the desired T interval
to create a periodic spectrum. Therefore, the equalizer output after the second
sampler can be written as

YT fð Þ ¼
X

i

YT=2 f �
i

T

� �

¼
X

i

EkT=2 f �
i

T

� �

H f �
i

T

� �

� exp j2p � f �
i

T

� �

� t0

� 

: (15:42)

No equalization is done after the sampling at the desired rate, and there is no incre-
ment of ISI noise as in the previous suggested solution of LTE. In this manner, the
equalizer can compensate for any jitter that results from the phase argument
exp( j2pf t0).

Returning to the equalizer output, it can be written as the sum of all tap output
where equalization takes place after the matched filter, as was explained for the
LTE method:

yk ¼
X

N

n¼0

Wnkxk�n, (15:43)

where k denotes the kth sampling instance and Wnk denotes the LTE weights
(n ¼ 0, 1, . . . , N ). The weight can be selected in a way that all the samples of
the combined channel and equalizer impulse are zero except for one of the NT
spaced instants in the span of the equalizer. In other words, only the desired
instant sample would not be zero, while all other samples are forced by the
weight function to be zero. Hence, an equalizer can be considered to be a curve-
fitting device that smoothes the shape of a pulse by taking out undesirable
ringing. This is called a zero-forcing equalizer (ZFE). Figure 15.23 provides the
block diagram of an FSE equalizer.

However, this method suffers also from its inability to overcome sudden-signal
notches and nulls. When a sudden-signal null occurs due to reflection and Rayleigh
fading, the equalizer tap will try to compensate for it by additional gain at the
weight parameter. This of course emphasizes the noise and consequently
reduces the SNR of a channel being received. Hence one of the solutions for
this problem in LTE is to apply the last mean square (LMS) adaptive equalizer.
This solution is also used in fiber optics systems to remove chromatic dispersion
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effects at high data rates of 10 GB29 by realizing it at the chip level. It is not the
ideal solution, but it can adjust the weight coefficients in such a manner that the
signal is optimized. This way, the equalizer becomes an adaptive equalizer. This
adaptation algorithm operates in the following manner. The equalizer has to set
its weight coefficients while receiving a signal. However the nature and sequence
of the signal is unknown. As a consequence, the initial acquisition may result in
large error and time. In conclusion, the equalizer has to be initiated and guided
to optimize its tap weights; this way, it is trained and prepared for the signal-
time variations. This is accomplished by a known series called the training
series or preamble. The method of training series initiation is as follows. Prior
to ordinary data transmission, the transmitter sends a training signal sequence
known to the receiver. There the same sequence is regenerated locally by a
local training signal generator. This local preamble generator serves as a feedback
to correct the weight coefficient errors and adjust their values. The structure of a
preamble adaptive equalizer is given in Fig. 15.24. It is clear from the block
diagram that the error ek can be written as30

ek ¼ dk �
X

N

n¼0

Wnkxk�n: (15:44)

The LMS algorithm searches for and specifies the steepest successor of adaptation
of the weight coefficient with respect to the square error. Hence the next weight
coefficient can be written as

Wn kþ1ð Þ ¼ Wnk �
m

2
�
@e2

k

@Wnk

, (15:45)
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where m is the adaptation initialization step size that regulates the speed and stab-
ility of the adaptation, and n ¼ 0, 1, . . . , N.

For continuing the discussion, it is clear that any error signal introduces noise,
and any error signal is referred to as noise introduced into the system. Thus Eq.
(15.45) describes the noise squared-error gradient and it is not the square of the
error mean. Because of the feedback associated, the error is minimized in time.
Hence this feedback system operates as a low-pass filter on the noise while empha-
sizing the signal. In this manner, the equalizer improves SNR. If we substitute
Eq. (15.44) into Eq. (15.45), the coefficients of the LMS are updated according to

Wn kþ1ð Þ ¼ Wnk þ mekxk�n, where n ¼ 0, 1, . . . , N: (15:46)

Since QAM is a complex modulation, Eq. (15.46) can be written as

Wn kþ1ð Þ ¼ Wnk þ mekx	k�n, where n ¼ 0, 1, . . . , N, (15:47)

where 	 denotes the complex conjugate.
Adaptive equalization can also be used on ZFEs. In such cases, Japanese tele-

vision broadcasters employ an impulse-like training signal, and thus many of the
video deghosters in Japan employ ZFE. However, to improve SNR for the receiver
training signal, these systems average the training signal over several training
intervals. To further improve SNR, the U.S. broadcast had selected a chirplike
training signal, which has inherently higher energy. This signal was transmitted
during a vertical blanking interval, allowing suitably equipped receivers to auto-
matically synthesize filters to alleviate the effects of multipath and reflection inter-
ferences that appear as a visible ghost.

In summary, the concept of an LMS is a more general approach to automatic
synthesis. Instead of solving a set of N simultaneous equations as in the ZFE, the
coefficients are gradually adjusted to converge into a filter that minimizes the error
between the equalized signal and the stored reference. The filter convergence is
based on approximations to a gradient calculation of the quadratic Eq. (15.45).
The beauty is that only one parameter is adjusted and it is the adaptation parameter
step size m. Through an iterative process, all filter tap weights are adjusted during
each sample period at the training sequence. In this manner, the filter reaches a
configuration that minimizes mean square error between the equalized signal
and the stored reference. As it could be figured out, there is a trade-off between
rapid convergence and the magnitude of the residual error. A too large setting
of the coefficient m would result in a fast converging system that, in a steady
state, chops around the optimal coefficients. The LMS equalizer has a better
noise performance compared to ZFE. Heuristically, the ZFE calculates coefficients
based on samples received from the original training signal. However, the captured
data will always contain some noise, and thus the calculated coefficients will be
noisy or, by terminology, noise-in-noise-out. On the other hand, the LMS algor-
ithm is an adaptive feedback process. If the noise is zero mean and it is averaged
over time, its effect is minimized.
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After the initialization and preamble adaptation are completed, the equalizer’s
mode changes to decision directed (DD). The feedback switch changes from the
training-signal input generator to the slicer (quantizer) output while in steady
state operation. The adaptive equalizer continuously corrects the weight coeffi-
cients using the LMS algorithm.

The use of a training sequence is sometimes not motivated because it con-
sumes BW. This is because the preamble must be sent prior to any random data
transport. So the frame of data is sent by a training block followed by data each
time. There are equalization schemes that do not require training sequences, the
so-called blind equalization algorithms.36 A practical, commonly used algorithm
is the constant modulus algorithm (CMA).31 – 36 Blind equalization is a way to esti-
mate unknown sources of symbols; however, the known information is the constel-
lation alphabet, which is the key to solving the equalizer problem. The concept
here is similar in its approach to the trained LMS. The equalizer update algorithm
uses the stochastic gradient descent (SGD) method. The SGD algorithm uses the
steepest descent method, meaning, it minimizes moving in the least-squared-
error direction. In this case, the feedback replaces dk from Eq. (15.44), and there
is no switch in the feedback for a training signal as appears in Fig. 15.24.

e0k ¼ yk

	

	

	

	

2
�

E yk

	

	

	

	

4
� �

E yk

	

	

	

	

2
� �

2

4

3

5 � yk: (15:48)

In the same manner, equalizer weights are estimated by

Wn kþ1ð Þ ¼ Wnk þ me0kxk�n, where n ¼ 0, 1, . . . , N, (15:49)

Wn kþ1ð Þ ¼ Wnk þ me0kx	k�n, where n ¼ 0, 1, . . . , N: (15:50)

which is a DD structure. Hence, an LMS algorithm is used for SGD as well as part
of its feedback.

The above-mentioned algorithms can be implemented into the structures of
different equalizers such as linear feedforward equalizers (LFE) and nonlinear
decision feedback equalizers (DFE). Both equalizers are used in a QAM receiver
scheme as shown in Fig. 15.25. The feedforward equalizer concept (FFE) is pro-
vided in Fig. 15.26 and decision-feedback equalizer is given in Fig. 15.27.

15.8.3 Synchronization

Etymologically, the word “synchronization” refers to the process of making two or
more events occur at the same time, or, by duality, at the same frequency. In a
digital communication context, various levels of synchronization must be estab-
lished before data decoding can take place, including carrier synchronization,
symbol synchronization, and frame synchronization.
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In CATV transport, which is part of radio communications technology,
“carrier synchronization” refers to the process of generating a sinusoidal signal
that closely tracks the phase and frequency of a received noisy carrier transmitted
possibly by a distant transmitter. Hence, carrier synchronization refers to both
frequency, and phase acquisition and tracking. The most difficult process of the
two, i.e., frequency and phase acquisition and tracking, is extracting the phase
since it is a faster varying process than a frequency drift.

Communication systems that have available, or somehow extract and make
use of good, theoretically perfect, carrier frequency and phase information are
known as coherent systems, in contrast to incoherent systems that neglect the
carrier phase. Systems that attempt to acquire phase information, but do not
manage to get it done perfectly, are categorized as partially coherent. Coherent
systems perform better due to the improvement in CNR but are more expensive
due to the complexity required for carrier acquisition.

Symbol synchronization is a process of deriving at the receiver timing signals
that indicate where in time the transmitted symbols are located. The receiver sub-
sequently uses this information to decide what the symbols are. As with carrier
synchronization, data available to the receiver for making timing estimates are
noisy. Thus perfect timing information cannot be obtained in practice even
though practical systems come close. Once symbol synchronization is achieved,
the next highest synchronization level is the frame synchronization. So there are
three levels of synchronization.

There are two general methodologies for achieving the various synchroniza-
tion levels needed by a receiver. One way is to provide at the receiver side an
unmodulated carrier, or modulated carrier by a known sequence, which cannot
be used solely for the purpose of synchronization. It is advantageous since there
is no need to detect data and synchronize; however, its drawback is wasted
power for transmission of no information. The second approach, which is often
preferred, is to derive synchronization from a data-modulated carrier. An excellent
general treatment of this method can be found in the classic texts of Refs. [1–3, 6,
37–39].

15.8.4 Carrier recovery

The objective of a carrier-frequency synchronization in a stationary system con-
sists of estimating and compensating the carrier frequency offset that may be
induced at the receiver by oscillator instabilities. According to the degree of
knowledge of the transmitted symbols, carrier frequencies are classified into
three main categories: data-aided (DA), DD, and nondata aided (NDA) or blind
methods. DA methods assume perfect knowledge of the transmitted symbols
whereas NDA do not require any aid. Therefore NDA are spectrally efficient
and are well suited for burst mode applications. An intermediate category
between the DA and NDA is the DD method, which relies on symbols obtained
at the output of a symbol-by-symbol decoder.
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According to the magnitude of the carrier frequency offset that they can cope
with, carrier frequency synchronizers may be classified into two classes: coarse
and fine.

. Coarse: A carrier frequency synchronizer that can compensate for large
frequency offsets of the order of the symbol rate 1/T.

. Fine: A carrier frequency synchronizer that can compensate for frequency
offsets much smaller than the symbol rate 1/T; in general, less than 10% of
the symbol rate.

Thus, during initial carrier frequency acquisition, the coarse synchronizer
is employed. In this manner, large carrier frequency offsets are reduced to a
small percentage of the symbol rate. This can facilitate other carrier or symbol
synchronization operations. Compensation of large frequency offsets with magni-
tudes at the range of 100% of the symbol rate can be performed using either a
closed loop, involving feedback, or an open loop, feedforward, frequency
synchronizer.

Within the class of closed loop frequency synchronizers, the most commonly
used carrier recovery system is the approximate ML (maximum likelihood) fre-
quency error detectors,5,40 quadricorrelators,41 – 43 and dual filter detectors,44

which are equivalent. Open-loop frequency recovery schemes45,46 are referred
to as delay-and-multiply methods, hence, they have a shorter acquisition time
and are simpler to implement than closed-loop frequency recovery methods.
They also exhibit performance that is comparable to the approximate ML fre-
quency error detectors.40 Due to these features, open-loop carrier recovery
schemes are used in spontaneous packet transmissions, where the frequency
synchronization must be performed within a fixed interval.

Once the compensation of the large carrier-frequency offsets has been
accomplished and the receiver operates under steady-state conditions, carrier-
recovery systems that can track and compensate carrier-frequency offsets
of magnitudes less than the symbol are usually employed. Compensation
of frequency offsets of less than 10% of the symbol’s range can be done by
DA methods.

Digital QAM receivers should also be synchronized. Receiver synchronization
tasks are:

. Adjust the receiver frequency to agree with the carrier frequency of the
signal (often incorporated within the phase adjustment).

. Adjust the receiver phase to agree with carrier-phase of the signal.

. Adjust the receiver timing to agree with the timing of the signal symbols.

If the carrier is out of lock and receiver is not synchronized, the constellation
will rotate about its origin. The rotation rate would be as per the difference between
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the local timing and the transmitter’s CLK. Thus, AFC circuits are used and the
above-mentioned carrier recovery techniques are implemented. In addition, a
carrier-recovery circuit rejects the close phase noise and thus minimizes the
jitter error in the constellation.

The hardware utilized for M-ary QAM carrier recovery can be classified into DD
and multiplying. The multiplying hardware can be classified into the feedforward
power of N and the Costas feedback loop, developed by John Costas in 1956.
From theory of phase-locked loops (PLLs), it is known that PLL’s phase detector
is a nonlinear device;1 also in feedforward, the frequency multiplier is a nonlinear
element.5 The power-of-N-feedforward carrier-recovery multiplies each phase as
well as frequency in the constellation by N. As a result, points of the QAM constella-
tion are rotated to the same location. For example, in the QAM, 256 points on the 45-
deg diagonals are rotated to the same phase and are arranged on the I axis where
N ¼ 4. Hence, a nonlinear device of at least the fourth order removes modulation
from the signal, leaving discrete-carrier-plus-self noise. However, raising the
signal to the fourth power produces a discrete line in the spectrum at 4.fo, but
with a phase uncertainty of 90 deg, 180 deg, 270 deg. Therefore, the higher the
number of modulation phases, the higher N is. Figure 15.28 illustrates the structure
of a feedforward N-order power analog solution. The drawback of this method is that
it is an open-loop carrier-recovery circuit without phase control.

The second method is using Costas loops. Costas loops are useful synchroni-
zers for a modulated carrier. These are closed-loop synchronizers composed of
two orthogonal PLLs. The Costas loop is a means to implement ML phase esti-
mation in addition to carrier recovery. Figure 15.29 provides the block diagram
of a Costas loop.

The regular Costas loop is a square law and thus the output of the voltage-con-
trolled oscillator (VCO) contains a phase ambiguity of 180 deg, necessitating the

Figure 15.28 Feedforward N-power synchronizer.
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need for differential encoding of data prior to transmission and differential decod-
ing at the demodulator.

Assume an input modulated signal:

Vin ¼ m tð Þ cos vct þ fð Þ: (15:51)

The carrier feed in phase I and the quadrature Q mixers (phase detectors) are
driven by a VCO as denoted by

VI ¼ 2 cos vct þ uð Þ, (15:52)

and

VQ ¼ 2 sin vct þ uð Þ: (15:53)

The output of the I-path mixer and Q-path mixer go through a low-pass filter
removing the carrier signal and second harmonics, leaving the BB only. Using
some trigonometric identities, the I and Q outputs are m(t)cos(f 2 u) and
m(t)sin(f 2 u), respectively. These two I and Q outputs contain a demodulated
bit stream. The output of the mixed I and Q would be

VI,Q ¼
m2 tð Þ

2
sin 2 f� uð Þ: (15:54)

Thus, the tuning voltage to the VCO after the loop filter (integrator) is proportional
to the phase error between the input to the VCO, which is sin 2(f 2 u). In the same
way, the square-law loop output of the I path represents the phase error. Therefore,
this, with respect to the input, operates as a high-pass filter that rejects the close-to-
carrier phase noise from the LOs. As a consequence, the order of the loop filter
defines the steepness of the close-to-carrier phase noise rejection. This is an
important parameter for QAM detection, since the integrated phase noise
defines the jitter, sometimes also denoted as Durms.

Figure 15.29 ML carrier recovery and ML phase tracking in a Costas loop synchronizer.
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For QPSK modems, the fourth-order polarity-type Costas loop shown in
Fig. 15.30 is used. It consists of four VCO phasors feeding each one of the
phase detectors. Each phase detector is at 45 deg to its successor and predecessor.
Hence the input signal splits into four branches and is multiplied by a VCO with
the following phases: 0 deg, 45 deg, 90 deg, and 135 deg. Again, the LPF branches
are used to remove high-order frequencies and pass the BB only. The LPF prior to
the VCO is the loop filter, which defines the loop’s dynamics. Using the block
diagram in Fig. 15.29 with some trigonometric identities,47 it can be determined
that the VCO tuning voltage is proportional to sin 4(f 2 u), where the phase
error is denoted by (f 2 u) ¼ uERROR.

So far, Costas loop concepts of carrier synchronization were presented in an
analog way. However, almost all Costas loops are realized by DSP. Assume modu-
lated data r(t) accompanied with random noise n(t) as follows:

r tð Þ ¼ s t,d,fð Þ þ n tð Þ, (15:55)

where d is a sequence of N modulation symbols. The additional assumption is a
binary antipodal signal, in which case, each component dK of d is either 1 or
21. If the band rate is 1/T symbols/s, then the signal component expressed in
Eq. (15.55) can be written as

s t,d,fð Þ ¼ A
X

N�1

K¼0

dK cos 2pfctð Þp t � kTð Þ, (15:56)

where p(t) is the BB pulse that determines to a large extent the spectral content of
the transmitted signal. It is also assumed that a data window of N exists. To
simplify the calculation, it is assumed that p(t) is a unit high rectangular
pulse, however, results can be generalized to any pulse shape. It is also assumed
that the modulation sequence d is known. Thus the following likelihood function

Loop–Filter
Integrator

VCO 
(Ideal 

Integrator) 

LPF 

LPF 

LPF 

LPF 

π/4 

π/4 

π/4 

Figure 15.30 Fourth-order Costas-loop synchronizer for M-ary QAM.
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is applicable:

L fð Þ ¼ exp
2

N

ðNT

0

r tð Þs t,d,fð Þdt

� 

¼ exp
2A

N

X

N�1

K¼0

dK

ð Kþ1ð ÞT

KT

r tð Þ cos 2pfct þ fð Þdt

" #

: (15:57)

All that is needed now is to take the expectation of the conditional likelihood
function in Eq. (15.57) with respect to a random modulation sequence. Assume
that each binary symbol does not depend on past and future symbols and thus
its probability of level is 1/2. This way the log-likelihood function is obtained
after dropping terms that are not functions of f and taking the logarithm of the
resultant expression:

L fð Þ ¼
X

N�1

K¼0

ln cosh
2A

N0

ð kþ1ð ÞT

kT

r tð Þ cos 2pfct þ fð Þdt

� � �

: (15:58)

The ML estimator maximizes the above expression with respect to f. To simplify
the calculation, the Taylor expansion of ln[cosh(x)] / x2 and ln[cosh(x)] / jxj is
used for small and large SNR, respectively. In small SNR, the log-likelihood
comes under the above approximation:

‘ fð Þ ¼
X

ð kþ1ð ÞT

kT

r tð Þ cos 2pfct þ fð Þdt

� 2

: (15:59)

Taking the derivative of Eq. (15.59) with respect to f, the following necessary
condition for the ML estimate f̂ of f is obtained:

X

N�1

k¼0

ð kþ1ð ÞT

kT

r tð Þ cos 2pfct þ f̂
� �

dt �

ð kþ1ð ÞT

kT

r tð Þ sin 2pfct þ f̂
� �

dt ¼ 0: (15:60)

Such a loop that dynamically forces that condition is provided in Fig. 15.31, which
is again a Costas loop.

Using DSP techniques for current CATV modems, it is possible to combine
the I and Q demodulator ADC and carrier recovery after blind equalization as a
digital block, as demonstrated in Fig. 15.32. Figure 15.33 shows a digital receiver
with a complex derotator located after the adaptive equalizer. The I and Q demo-
dulator marked as QPSK demodulator, is driven by a free-running oscillator. The
corrections are done on the symbols after equalization by a derotator, and adding
them and to the phase by the operator exp(2jfk). The adaptive equalizer generates
a good estimate of the rotated symbols and the carrier recovery loop rotates them
back after the carrier recovery by the operator exp(þjfk).
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15.8.5 Timing recovery

Timing recovery is the next level of the synchronization process. The main role of
timing-recovery loops is to generate a CLK signal at the symbol rate, 1/TS from the
received signal. In QAM transport, the CLK is extracted from the data. The data
encodes the CLK, for instance, by using an NRZ format.

Timing recovery can be classified into two methods of synchronization. The
first is forward-acting,5,48 and the second uses feedback methods.5,495 In the
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Timing pulse

Generator

kT

kT

2cos(ωct + φ̂)

2sin(ωct + φ̂)

∫T (•)dt 

∫T(•)dt 

–π/2

Figure 15.31 Carrier synchronization from modulated data.
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Figure 15.32 The (a) spectral-line timing-recovery loop after blind equalization. (b) The
minimum mean-square-error (MMSE) feedback timing-recovery loop.
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forward-acting approach, a timing tone is extracted directly from the received
signal. The timing tone, which has an average frequency identical to the symbol
rate, is used to synchronize the receiver to the detected digital signal. To
remove the resultant jitter of the timing tone, a PLL is used. An example of
PLL phase noise analysis is provided in Refs. [50] and [51]. In feedback timing-
recovery techniques, a feedback loop is used in combination with the PLL to
tune the sampled phase in an iterative way and drive the VCO in order to
reduce the timing error.

One of the most common methods of timing recovery in the forward-acting
class is the spectral line method. In this approach, the timing error tk is determined
by the zero crossing of the timing tone and the PLL. The modulated signal goes
through a timing tone detector such as an envelope detector, LPF, and a PLL,
where the resultant signal is utilized to drive a VCO. So an AM detector provides
a BB that the PLL is locked on. The VCO frequency will then be the CLK.

The feedback timing recovery method is also divided into two methods. The
first is classified as minimum mean squared error (MMSE) and the second is the
band-rate timing recovery. Figure 15.32 illustrates MMSE-feedback timing. A
timing error estimator creates a phase error voltage that drives a VCO. The
VCO is aligned to drive the sampler in exact timing, thus minimizing the timing
error. The VCO is tuned to sample every symbol period of T. This can be
implemented by using the LMS or using the stochastic-gradient method algorithm.
This approach is similar to the one used for the adaptive equalizer.

Another timing method is called early–late,6 shown in Fig. 15.34. In this
method, the BB is squared to make all peaks positive, and then sampled at two
different times: once before and once after the sampling instance at the same
timing shift +d. The sampling instants are adjusted by the VCO until both are
equal. In this method, it is assumed that the received waveform peaks are at the
correct sampling points and the waveform around the peak is symmetric. The
average timing error is utilized to correct the VCO. The main drawback of this

Quantizer
Complex

Linear FIR
Nyquist
Filter

QPSK
Demodlator

A ⁄D

adaptive
equalizer

complex
derotator

complex
rotator

exp[ jϕK ]

exp[–jϕ K ]

Figure 15.33 A DD BB receiver, where the I and Q demodulator is free running and a
phase-error correction is done after equalization by a complex derotator recovery loop.
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concept is that the waveform peaks of the received signal do not take place at every
sampling period of QAM.

In advanced designs, timing and phase recovery can be processed in a joint
recovery process,5,52 as shown in Fig. 15.35.

15.8.6 Timing-jitter phase noise and BER

One of the parameters affecting QAM BER performance is integrated phase noise.
The phase noise of the recovered carrier is used as LO for the QAM demodulator.

Digital FIR
Loop - Filter

VCO
(NCO)

–π/2

r(t) Timing pulse
Generator

kT

kT

2cos(ωct + φ̂)

2sin(ωct + φ̂)

∫T(•)dt

∫T(•)dt

Delay δ/2

Delay δ/2

Figure 15.34 Early–late timing-recovery loop.

Figure 15.35 Joint recovery of the carrier phase and symbol timing (DA) for QAM.
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The jitter of the recovered carrier and timing CLK is used for the symbol-sampling
process. An oscillator is characterized by a phasor, where the noise can be
described as a rotating phasor, as described in Fig. 15.36.

The noise of the LO is composed of two components: amplitude, which is a
parallel vector to the LO phasor, and phase, which is orthogonal to the carrier
phasor. The amplitude fluctuations can be removed by a limiter; however, the
normal component is harder to remove. For this purpose, a PLL is used:

Timing jitter is a characteristic of the CLK. In the ideal case, the decisive
instant is determined by the CLK during sampling. Figure 15.37 describes a
digital sampling circuit and its equivalents. The ideal sampling instant is determi-
nistic. In real time, the sampling CLK transitions fluctuate from bit to bit by +DT.
The changes of +DT are random and are related to frequency fluctuations of the
CLK around its average value f0. Hence, stochastic jitter of the sampling CLK is
related to the CLK FM noise. This defines the phase noise of the CLK. The
sampling process is related to the multiplication of the sampling CLK with the

Figure 15.36 Noise phasors showing amplitude and phase fluctuations.
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Figure 15.37 Data sampling circuit equivalent models.
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data at the sampling instant T. However, the sampling time T is not a deterministic
process, due to the excessive jitter of the CLK, which is a random process.

As a result, during the sampling period, an error may occur and the wrong bit
level might be sampled if the jitter is high enough. Fig. 15.38 shows that the
sampling range is twice the swing of the rms jitter.

For the sake of simplicity in analyzing BER degradation as a function of phase
noise, assume a QPSK modulation for which the sampling instance T0 is uncertain
and it is assumed that it has a Gaussian distribution with zero mean and variance of
DT. Also assume that the period of the CLK signal is T. Therefore, the sampling-
signal phase error with respect to the time error can be written as

T()2p or 360 deg ,

DT()Durms,

DT ¼
Durms

2p

1

fCLK

¼
Durms

2p
T ,

Durms ¼
DT � 2p

T
:

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

(15:61)
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Figure 15.38 Jitter in time domain.

Introduction to CATV MODEM 719



Hence, the carrier can be written as

V tð Þ ¼ A cos vct þ Durmsð Þ: (15:62)

If the jitter is stochastic and not deterministic due to group-delay, and if the CLK’s
fundamental harmonic is cosine, as in Eq. (15.62), and if the data are a toggling
signal at the CLK frequency, and the sampling is at the bit center at half of its
period T, the following sampling relations are applicable for a 1D modulation:

Vout(t) ¼ A cos(vt) cos(vt þ Durms)

¼ A cos(vt) cos(vt) cos (Durms)� sin(vt) sin(Durms)½ �: (15:63)

The output of the sampler is rms voltage or power. Hence, during the period T, the
sampling average is

kVout(T)l ¼
A

T

ðT

0

cos(vt)½cos(vt) cos(Durms)� sin(vt) sin(Durms)�dt

¼
A

2T
cos(Durms); (15:64)

which shows that the output-voltage amplitude of the signal is reduced by
cos(Durms). In other words, the CNR is reduced by cos(Durms)

2 since the power
is related to the square of the voltage. The conclusion is that jitter reduces the
CNR by cos(Durms)

2, assuming the SNR is given now by56

SNR ¼
Eb

N0

cos2 Durms: (15:65)

The conclusion drawn from Eq. (15.65) is that (Eb=N0)(1� cos2 Durms) ¼
(Eb=N0) sin2 Durms, which is the CNR delta. In Chapter 14 [Eq. (14.58)], it was
explained that the phase-noise modulation-error ratio (MER) is proportional to
sin2 Durms. The degradation of CNR due to phase noise is the penalty in MER

and the phase-noise error vector magnitude is
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(Eb=N0) sin2 Durms

p

.
The conditioned probability of the error per bit for QPSK with phase-noise

effects is given by the Bayes rule:4

Pb

Eb

N0

,Durms

� �

¼

ð1

�1

Pb

Eb

N0

	

	

	

	

u:

� �

� P uð Þdu, (15:66)

which results in

Pb ¼
1

p � su

ð1

0

exp �
u2

2su

� �
ð1

ffiffiffiffiffiffiffiffiffiffiffiffiffi

2(Eb=N0)
p

cos u

exp �
y2

2

� �

dydu: (15:67)

Now assume coherent detection from a QPSK modulator, as illustrated in Fig. 15.39.
It is assumed that the pulse shape p(t) is appropriately chosen such that the matched
filter h(t) outputs are free of ISI. Additionally, if the data-symbol timing is known
exactly, then the recovered bits of information can be written as

Ik ¼ ak cos Dvt þ Durmsð Þ þ bk sin Dvt þ Durmsð Þ,

Qk ¼ bk cos Dvt þ Durmsð Þ � ak sin Dvt þ Durmsð Þ,
(15:68)
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where Dv is the error frequency between the LO and the input data. If Dv ¼ 0, then
Eq. (15.68) becomes

Ik ¼ ak cos Durmsð Þ þ bk sin Durmsð Þ,

Qk ¼ bk cos Durmsð Þ � ak sin Durmsð Þ:
(15:69)

Any phase error due to jitter results in:

. A loss of correlation, which is represented by cosine terms.

. An undesirable coupling between the I and Q channels, which is rep-
resented by sine terms. This latter effect is particularly damaging to
QAM systems.

. A reduction in Eb/N0 as was shown in Eq. (15.65).

Then the conditioned probability of error per bit for QPSK is given by:53

PbQPSK

Eb

N0

,Durms

� �

¼
1

2

ðp

�p

QQPSK

ffiffiffiffiffiffiffiffi

2Eb

N0

r

cos uþ sin uð Þ

� 

� P uð Þdu

þ
1

2

ðp

�p

QQPSK

ffiffiffiffiffiffiffiffi

2Eb

N0

r

cos u� sin uð Þ

� 

� P uð Þdu, (15:70)
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Figure 15.39 QPSK coherent receiver concept.

Introduction to CATV MODEM 721



where Q for QPSK modulation is given by:56

Q xð Þ ¼

ð

1

x

exp �u2=2
� �

ffiffiffiffiffiffi

2p
p du) QQPSK

ffiffiffiffiffiffiffiffi

2Eb

N0

r

� �

¼

ð

1

ffiffiffiffiffiffiffiffiffiffiffi

2Eb=N0

p

exp �u2=2
� �

ffiffiffiffiffiffi

2p
p du: (15:71)

A synthesizer’s phase-noise performance introduces phase error, denoted
as Durms, which is assumed to remain constant over individual symbol intervals.
This phase error is assumed to have a Tikhonov probability distribution
function:6,54,55

P uð Þ ¼
exp a cos uð Þ

2p � I0 að Þ
, (15:72)

where I0 †ð Þ is the zero order–modified Bessel function and a is the SNR for
carrier recovery PLL. For large a arguments, a numerical evaluation of the
Bessel function can become numerically ill conditioned, and it is better to use
the asymptotic approximation for the density function in a frequency synthesizer,
where the total integrated phase noise is s2

u ) a ¼ s�2
u .

The next square constellation above QPSK is 16 QAM. An ideal 16 QAM with
Gray coding is shown in Fig. 15.40.

The Gray coding assigns the specified I- and Q-bit patterns to the constellation
points in such a way that any nearest-neighbor reception results only in a single-bit
error. This coding results in the BER system performance being very nearly equiv-
alent to a more simply computed symbol error rate of the system. When there is no
phase noise, the 16-QAM symbol-error rate is given by

PS ¼ 1�
4

16
P C Ijð Þ þ

8

16
P C IIjð Þ þ

4

16
P C IIIjð Þ

� 

, (15:73)
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Figure 15.40 16-QAMGray-codedconstellationandsymmetry indices.53 (Reproducedwith
permission from Frequency, Synthesizer Design Handbook,# Artech House, Inc., 1994.)
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where the P(j) functions represent probabilities of symbol error for regions of sym-
metry per Fig. 15.40. These quantities are written as

P C Ijð Þ ¼ P C Ij IIð Þ ¼ 1� Q g0

� �� �2
, (15:74)

P C IIjð Þ ¼ 1� 2Q g0

� �� �

� 1� Q g0

� �� �

, (15:75)

where

g0 ¼

ffiffiffiffiffiffiffi

2a2

N0

s

¼

ffiffiffiffiffiffiffiffiffi

4

5

Eb

N0

s

, (15:76)

where a is defined in Fig. 14.2 (Chapter 14). When phase noise is introduced, and
using the symmetry conditions in Eqs. (15.74) and (15.75), Eq. (15.76) is modified
to

PS a,g0

� �

�

ffiffiffiffiffiffi

a

2p

r

ðp

�p

1�
X12

K¼1
Qmk g0,u

� �

� exp a cos uð Þ � 1½ �

 �

du, (15:77)

where

Qm1 g0,u
� �

¼ Q g0 cos uð Þ � sin uð Þ½ �

 �

,

Qm2 g0,u
� �

¼ Q g0 2� cos uð Þ þ sin uð Þ½ �

 �

,

Qm3 g0,u
� �

¼ Q g0 cos uð Þ þ sin uð Þ½ �

 �

,

Qm4 g0,u
� �

¼ Q g0 2� cos uð Þ � sin uð Þ½ �

 �

,

Qm5 g0,u
� �

¼ Q g0 3 cos uð Þ � sin uð Þ � 2½ �

 �

,
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� �
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and

Q(x) ¼

exp(�x2=2)
ffiffiffiffiffiffi

2p
p

X

5

i¼1

bit
i for x 
 0

1�
exp(�x2=2)

ffiffiffiffiffiffi

2p
p

X

5

i¼1

bit
i for x , 0

2

6

6

6

6

4

3

7

7

7

7

5

, (15:79)

where

t ¼
1

1þ p xj j
, (15:80)

and the constants are

p ¼ 0:2316419,

b1 ¼ 0:319381530,

b2 ¼ �0:356563782,

b3 ¼ 1:781477937,

b4 ¼ �1:821255978,

b5 ¼ 1:330274429:
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>
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>

>
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>
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>

>

>

:

(15:81)

As the constellation becomes of a higher order, the calculation becomes more com-
plicated and numerical methods are used. Fig. 15.41 provides QAM-64 perform-
ance as a function of Eb/N0. Note that the phase-noise limits the BER
performance even though Eb/N0 is improving.

A more straightforward approximation to analyze QAM BER versus phase-
noise jitter is by analyzing the phase noise as a narrow FM. Assume a signal
X(t) with residual FM fn(t) and amplitude Ac:

X tð Þ ¼ Ac cos vct þ fn tð Þ
� �

: (15:82)

This is dual to

X tð Þ ¼ XI tð Þ cos vctð Þ þ XQ tð Þ sin vctð Þ, (15:83)

where

XI tð Þ ¼ Ac cosfn tð Þ ¼ Ac 1þ
1

2!
fn tð Þ2þ � � �

� 

, (15:84)

XI tð Þ ¼ Ac sinfn tð Þ ¼ Ac 1�
1

3!
fn tð Þ3þ � � �

� 

, (15:85)
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for fn tð Þ
	

	

	

	� 1 rad; then XI tð Þ � Ac and XQ tð Þ � Acfn tð Þ, which is the term of
leakage in the QPSK modulator shown by Eq. (15.69). Thus the signal can be
approximated as

X tð Þ � Ac tð Þ cos vctð Þ
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

desired signal

þAc tð Þfn tð Þ sin vctð Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

noise

: (15:86)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

0.01

0.1

1

TETA rms = 0.75 deg
TETA rms = 1.5 deg
TETA rms = 2 deg
TETA rms = 2.5 deg
Ideal

Probability of error

Eb ⁄No

Pe

1.10–6

1.10–5

1.10–4

1.10–3

Figure 15.41 64-QAM BER Eb/N0, where integrated phase noise Durms is a parameter.
Note that the decision angle limit for 16 QAM is 13.25 deg; hence, a 0.6625-deg-BER is
reduced by an order of one magnitude and a 1.325-deg-BER is reduced by an order of
two magnitudes. The rule of thumb for Durms is more or less to be within 0.1 for low-
order QAM and 0.05 for high-order QAM. See Chapter 14.
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The phase noise fn(t) is a random noise with standard deviation of Durms and
zero mean. The Fourier transform of X(t) is given by

X fð Þ �
1
ffiffiffi

2
p Acd f � fcð Þ þ

j
ffiffiffi

2
p Acfnd f � fcð Þ, (15:87)

and the spectral power density can be written as

X fð Þ
	

	

	

	

2
� 1

2
A2

cd f � fcð Þ þ 1
2
A2

cf
2
nd f � fcð Þ; (15:88)

If we observe the signal X(t) with AWGN, then Eq. (15.86) can be written as

X tð Þ � Ac tð Þ cos vctð Þ
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

desired signal

þ Ac tð Þfn tð Þ sin vctð Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

phase�noise

þ n tð Þ
|{z}

AWGN

: (15:89)

Hence, CNR in the presence of phase noise and AWGN can be written as

CNR ¼
A2

c=2

(A2
c=2)Durms þ N

¼
C

CDurms þ N

¼
1

Durms þ (N=C)
¼

1

Durms þ (1=CNR)
: (15:90)

Equation (15.90) shows that the weighted CNR is limited by Durms. Therefore,
BER cannot be improved beyond the limit set by Durms and becomes flat for
high values of Eb/N0. This is since the denominator term 1/CNR goes to zero
and it is dominated by Durms.

This approximation method is useful for analyzing high-order QAM-BER per-
formances, where phase-noise jitter is a parameter.

15.8.7 Quantization noise

The outputs of RF receiver section of in a set-top box (STB) are I and Q signals
from a quadrature demodulator. Those signals are sampled by an analog to
digital converter (ADC). Such a device samples an continuous analog signal at
certain instances determined by the sampling rate Ts defines the sampling CLK.
The ADC sampling process adds noise. This is due to the quantization process
of the continuous analog signal. Assume a continuous signal x(t) with a sampling
CLK at a rate denoted as Ts as depicted in Fig. 15.42. The sampled signal x(t) has a
BW B[x(t)]. Therefore, according to Nyquist criterion B[x(t)] � 2/Ts. The next
step when designing an ABB (analog base band) interface to an ADC is to
define the full scale of voltage sampling VFS ¼ Vmax – Vmin of the ADC (See
Fig. 15.50). Assume now that the ADC has N bits; hence the ADC has 2N state
or levels marked as NOL (number of levels) and 2N 2 1 voltage increments
marked as number of steps (NOS). This value defines the resolution of the ADC
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marked as D and is given by

D ¼
VFS

2N � 1
(15:91)

Figure 15.43a illustrates the quantization of a continuous signal represented by
a straight line. The X axis represents the input signal to the ADC and the Y axis
represents the quantized signal. The quantization is represented by a staircase
that generates an error voltage +e. If the slope of the analog signal x that produces
the analog signal y is a ¼ 1, it can be written that the error signal e between the
analog signal and the quantized signal is given by

e ¼ y� x: (15:92)

Recall that y ¼ ax is the analog signal. Then it is clear that Fig. 15.43b presents
the ADC error transfer function.

The next stage of the analysis is to define the noise statistics and relation to
the sampling rate. It is assumed that the error is random, it has a uniform PDF
(probability density function). Recall the resolution definitions previously men-
tioned, the number of output levels is defined by:

NOL ¼ 2N; (15:93)

where N is number of bits. The number of steps between the output levels is

NOS ¼ NOL� 1 ¼ 2N � 1: (15:94)

Figure 15.42 Quantization noise as a function of the ADC number of bits.
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The size of each step is defined by Eq. (15.91).
If we assume that the quantization error has an equal probability of lying any-

where in the range of +D
2

, its mean square value is

e2
rms ¼

1

D

ð

D
2

�D
2

e2de ¼
1

D

e3

3

	

	

	

	

D
2

�D
2

 !

¼
1

D

D
2

� �3

3
�
� D

2

� �3

3

" #

¼
D2

12
: (15:95)

The sampled signal and the noise BW are illustrated by Fig. 15.44.
The noise power spectral density (PSD) of the sampled signal at the sampling

frequency fs ¼ 1/Ts is illustrated by Fig. 15.45. This is a band-limited uniform
PSD between +fs/2, which can be written as

PSD ¼
e2

rms

fs

: (15:96)

Observing a single sided band all the noise is folded into the positive side.
Hence, as the PSD is written.

PSD ¼
e2

rms
fs
2

¼
2 � e2

rms

fs
(15:97)

y = ax + e

x

y

x

y

–2–4  2 4
–1

–3

–5

1

3

5

1

–1

–2–4  2 4

(a)

(b)

Figure 15.43 (a) Quantization process of a continuous signal y ¼ ax. (b) Quantization
error transfer function.

728 Chapter 15



Sampling noise voltage spectral density is described by

E fð Þ ¼
ffiffiffiffiffiffiffiffiffi

PSD
p

¼ erms

ffiffiffi

2

fs

s

(15:98)

Observing Fig. 15.44, the PSD power within the signal BW is given by
Eq. (15.99).

n2
0 ¼

ð

B

0

PSD � df ¼ e2
rms

2

fs

ð

f0

0

df ¼ e2
rms

2f0

fs

(15:99)

The value fs/2f0 is defined as over sampling ratio (OSR) and describes the over
sampling with respect to Nyquist criterion claiming stating that fs should be higher
twice the sampled signal frequency. Hence OSR of 1 describes fs ¼ 2f0. Hence, the
noise power density can be written as

n2
0 ¼ e2

rms

1

OSR
: (15:100)

As a conclusion, the higher the sampling rate the lower the quantization noise.
However, it is a uniform level noise. The advanced technique of SD modulator
enables to shape the noise as will be explained later on.

The next step of this analysis is to examine the effect of number of bits on
quantization noise and SNR. Assume two cases. Case1—the number of bits is n,
case2—the number of bits is Nþ 1. Therefore, the step size of each case is

f0/2 fS /2  Frequency

Signal
BW 

Noise BW

dc

Energy 

n0

E(f )

Figure 15.44 Signal and quantization noise BW. Note that the noise density is E(f) and
the energy within the signal BW is n0.
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described by D1 and D2 respectively:

D1 ¼
VFS

2N � 1

D2 ¼
VFS

2Nþ1 � 1

(15:101)

The ratio between the quantization errors for each case is:

e1rms

e2rms

¼

D1
ffiffiffiffi

12
p

D2
ffiffiffiffi

12
p
¼

D1

D2

¼

VFS

2N�1
VFS

2Nþ1�1

¼
2Nþ1 � 1

2N � 1
¼

2 � 2N � 1

2N � 1
(15:102)

The result is not constant but a function of N, when N goes to infinity the result
goes to 2 and when N goes to 0 the result goes to infinity.

lim
N!1

2 � 2N � 1

2N � 1

� �

¼ 2

lim
N!0þ

2 � 2N � 1

2N � 1

� �

¼ 1

(15:103)

It can be seen that if the rms (voltage) ratio is improved by�2, the power ratio
is improved by �4:

e1rms

e2rms

� 2)
e2

1rms

e2
2rms

� 4) 10 � log10 (4)

� 6 dB (for high number of bits): (15:104)

Only if the number of bits is high we can say that the quantization noise
improved by 6 dB to bit (See Fig. 15.42).

Based on above definitions, and Eqs. (15.91) and (15.95) SNR can be evalu-
ated.

V2
FSrms ¼

2N � 1
� �

� D
ffiffiffi

2
p

� 2

(15:105)

When observing a sine wave, the full scale ADC’s input voltage is a full sine
swing, meaning peak to peak. Hence, the peak voltage is VFS/2. Since power is
measured with respect to rms voltage, the sine wave rms amplitude is VFS/
(2

p
2). For a large N, the full scale voltage can be written as

VFS ¼ D � 2N � 1
� �

� D � 2N : (15:106)
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Using the sine case and Eqs. (15.95), (15.100) and the above definitions, SNR
can be evaluated by

SNR ¼

VFS

2
ffiffi

2
p

� �2

n2
0

¼

erms�
ffiffiffiffi

12
p
� 2N

2
ffiffi

2
p

� �2

e2
rms �

1
OSR

¼
3

2
� 2N � OSR: (15:107)

In dB log scale SNR is given by

SNR ¼ 1:76þ 6:02 � N þ 10 � log (OSR): (15:108)

15.8.8 Sigma delta ADC noise analysis

The sigma delta modulator concept is used in ADC for noise shaping in order to
improve SNR. The concept of analyzing is NTF (noise transfer function) and
STF (signal transfer function) is based on control theory in the discrete domain.
Since this is a signal processing method using sampling theory, the Z transform
is used rather than the Laplace transform. Therefore, the following relations are
used to convert from continuous time domain to discrete:

1

s
¼

1

1� z�1
: (15:109)

The delay unit is a flip flop (FF) and is z21:

z�1 ¼ exp( jw); (15:110)

where w is the angular frequency related to the sampling rate. These equations will
be used to analyze the sigma–delta NTF in the discrete and continuous domains.

A sigma delta PCM (pulse code modulator) was first introduced by Inose,
Yasuda and Marakami in 1962.59 Figure 15.45a illustrates the concept for PCM
modulator and de-modulator. The PCM is a feedback system that translates an
analog signal into a train of pulses. The input of a PCM is an analog signal
passing through a LPF antialiasing filter. The LPF output is connected to a compara-
tor. The second input of the comparator is fed by the feedback path. The compara-
tor’s output feeds a delay block implemented by a D-FF. That manner the
comparator output is released according to the CLK rate feeding the FF. This
process samples the comparator output according to the CLK rate. The D–FF
output is a train of pulses, which are routed to a feedback path and integrated by
an ideal integrator that creates a triangle wave. This triangle wave feeds the com-
parator and serves as a variable reference for the comparator. The comparator modu-
lates the analog signal and generates a train of pulses adequately describing the
analog signal. The analog signal is quantized and the variable threshold levels of
the comparator create the modulation. The decoding process of the pulses is
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accomplished by an ideal integrator and smoothing LPF. Figure 15.45b describes the
analog signal and the integrated pulse routed by a feedback loop to the comparator
and the output bit stream train of pulses representing the analog signal.

The above process can be described by a first-order feedback system in z
domain as in Fig. 15.46. Quantization error voltage is inserted at the comparator’s
output. This block diagram is solved according to control theory per Eqs.
(15.111)–(15.113).

1− z−1

1

z−1

en(z) 

y(z)x(z) 

– 

+ 

– 

+ 
Σ Σ

Err (z) V(z) 

Figure 15.46 PCM modulator block diagram in z domain.

Figure 15.45 (a) PCM modulator. (b) Signals shaped at the PCM.
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The block diagram in Fig. 15.46 is solved by a set of equations that provide a
solution for STF and NTF.

Err zð Þ ¼ x zð Þ � z�1 � y zð Þ; (15:111)

V zð Þ ¼ Err zð Þ �
1

1� z�1
; (15:112)

y zð Þ ¼ V zð Þ þ en zð Þ: (15:113)

It can be seen that the noise is passing a high pass response and the system
tracks the input signal. This is very similar to PLL STF and NTF results. The
next step is to understand the noise shaping process of the sigma delta modulator.
Figure 15.47 illustrates a first order sigma delta block diagram containing two
feedback paths.

The solution of Eqs. (15.111)–(15.113) provides the NTF and STF:

y zð Þ ¼ x zð Þ þ 1þ z�1
� �

� en: (15:114)

It can be seen that the noise voltage en is passing a HPF response while the
input tracks the output. In case of no delay block as in Fig. 15.47 results in

y zð Þ

x zð Þ
¼

1

1þ 1� z�1ð Þ
,

y sð Þ

x sð Þ
¼

1

1þ s
: (15:115)

The result is similar to PLL’s phase noise response of the VCO.
Figure 15.47 illustrates a block diagram of first order sigma-delta modulator

with two feedback loops. Solving the signal and noise transfer functions provides
the following results.60

yi ¼ yi�1 þ (ei � ei�1): (15:116)

The noise delta is expressed by ni ¼ ei 2 ei21, where the second term is
delayed. Hence, the noise component in Eq. (15.116) is modified to noise spectral
density N(v), where the delay in discrete domain is converted to exp( jvT ):

N vð Þ ¼ E tð Þ � [1� exp (�jvT)]: (15:117)

+ + +

+– –
Σ Σ Σ

en

yixi

Vrri
Delay

Ui Zi

Figure 15.47 First order sigma delta block diagram in discrete domain.
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Using the identity

1� exp �jvTð Þ ¼ 2 � j � exp �
jvT

2

� �

�
exp jvT

2

� �

� exp � jvT
2

� �

2j

¼ 2 � j � exp
�jvT

2

� �

� sin
vT

2

� �

;

(15:118)

it becomes

1� exp �jvTð Þ½ �
	

	

	

	 ¼ 2 � sin
vT

2

� �

(15:119)

Using Eqs. (15.98), (15.117) and (15.119), the noise voltage spectral density
can be written as

N fð Þ
	

	

	

	 ¼ 2 �
ffiffiffiffiffiffi

2T
p

� erms � sin
vT

2

� �

; (15:120)

where T is the sampling rate Ts and v ¼ 2 . p . f0 and f0 , fs. The noise-power
density is proportional to the noise-voltage square. Therefore, the noise
power within the signal BW is the integration of Eq. (15.120). This can be simpli-
fied by using the fact that Ts/T0� 1; therefore, the approximation of sin(x) � x
is used:

n2
0 ¼

ð

f0

0

N fð Þ
	

	

	

	

2
� df ¼

ð

f0

0

2 �
ffiffiffiffiffiffi

2T
p

� erms � sin
vT

2

� �� 2

� df

� 8 � T � e2
rms �

ð

f0

0

vT

2

� �2

� df :

(15:121)

This integration results in the following formulas, which describe the noise
shaping of first-order sigma delta modulator:

n2
0 V2=Hz
� �

¼ 2 � f0 � Tð Þ
3
�
p2

3
� e2

rms ¼
p2

3
� e2

rms

1

OSR

� �3

; (15:122)

therefore, the noise voltage value is given by

n0 V=
ffiffiffiffiffiffi

Hz
p

� �

¼ erms �
p
ffiffiffi

3
p �

1

OSR

� �3=2

(15:123)

Equations (15.122) and (15.123) demonstrate that the sigma-delta modulator
utilized in ADC reduces the in-band noise energy when comparing it to ordinary
ADC NTF as in Eq. (15.100). This can be seen when observing the increased OSR
noise rejection rate of 10 dB/dec against 30 dB/dec. The result is due to the effect
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of the feedback system because first-order SD has two loops. The next step is to
examine higher-order SD noise shaping. Figure 15.48 depicts a second-order
SD block diagram. The concept for solving it is straightforward and was demon-
strated previously for first-order SD. Hence, the following equations can be
written:

Verri ¼ xi � yi; (15:124)

Wi ¼ Verri þWi�1; (15:125)

Vi ¼ Wi � yi; (15:126)

Ui ¼ Vi þ Zi; (15:127)

yi ¼ ei þ Zi: (15:128)

The solution of Eqs. (15.124)–(15.128) results in the following in-to-out
equations:

yi ¼ xi�1 þ ei � 2 � ei�1 þ ei�2ð Þ: (15:129)

The parenthetical noise expression can be written using a delay argument as
used in Eq. (15.117). Using the relation a2

þ 2.a .bþ b2 ¼ (aþ b)2 the noise-
density term jN( f )j is given by

N fð Þ
	

	

	

	 ¼ 4 � erms �
ffiffiffiffiffiffiffiffiffi

2 � T
p

� sin
vT

2

� �2

(15:130)

Figure 15.48 Second-order sigma-delta block diagram.
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Integration of Eq. (15.130) between f ¼ 0 to f ¼ f0 provides the noise power
within the pass-band:

n2
0 V=Hz½ � ¼

p4

5
� e2

rms �
2 � f0

Fs

� �5

¼
p4

5
� e2

rms �
1

OSR

� �5

, (15:131)

n0 V=
ffiffiffiffiffiffi

Hz
p

� �

¼
p2

ffiffiffi

5
p � erms �

2 � f0

Fs

� �5=2

¼
p2

ffiffiffi

5
p � erms �

1

OSR

� �5=2

: (15:132)

Using induction, a general formulation is driven by

n0 V=
ffiffiffiffiffiffi

Hz
p

� �

¼
p L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 � Lþ 1
p � erms �

2 � f0

Fs

� � 2�Lþ1ð Þ=2

¼
p L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 � Lþ 1
p � erms �

1

OSR

� � 2�Lþ1ð Þ=2

,

(15:133)

where L is the SD out-to-in number of loops.
The conclusion is that the higher-order SD loop rejects the quantizer in band

noise sharper. This is similar to PLL rejection of VCO noise by the loop filter.
Figure 15.49 demonstrates the NTF for various SD orders. It can be seen that

1 10 100 1·103
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–150

–125

–100
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–50

–25

0

25

50
Quantization Noise vs. OSR

OSR- Over Sampling Ratio

]
Bd[ esio

N s
mr

Figure 15.49 Noise rejection vs. OSR and sigma delta order: en ¼ 1, solid line L ¼ 0
ordinary ADC no feedback; dotted line L ¼ 1, dashed Line L ¼ 2, dash dotted L ¼ 3.
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the noise suppression rate is increased by 3(2L 2 1) for every doubling of the
sampling rate Fs or OSR.

The next step is defining noise over gain (NOG), which is a measure that
shows how the RF-to-ABB (analog base band) converter has sufficient gain so
AGC noise floor will not affect over all CNR. Hence, the noise density at the
ADC input should be at least 10 dB below the noise density of the RF-to-ABB
converter output. It is a similar design compared to the LNA that compensates
the RF chain NF.

NOG is defined by

NOG ¼
NADC � þk � T � G � F

k � T � G � F
, (15:134)

where NADC is the ADC noise-density analyzed above, k is Boltzman constant, T is
room temperature in Kelvin, G is the RF-to-ABB conversion gain, and F is noise
figure. There are two degrees of freedom in this design expression in order to meet
CNR performance at the ADC input: the gain and the noise figure. Increasing OSR
reduces NADC, which means the NOG is less affected by quantization noise. This is
a similar definition to noise factor.

Another definition is take over gain (TOG):

TOG ¼
NADC � þk � T � G � F

NADC

: (15:135)

Note that when k � T � G � F! 1, NOG goes to unity, similar to the LNA noise
figure definition. On the other hand, TOG goes to infinity, meaning k � T � G � F is
dominant and overall CNR is not affected by ADC quantization noise.
When designing the RF down converter, AGC has to be given special attention. It
is not a continuous AGC but DSP controlled based on a DSP energy estimation of
P ¼ I2

þQ2.
The designer should also pay attention to the gain-switch point based on

SINAD. SINAD is determined by

SINAD ¼
C

N þ NADC þ IMR3 þ IMR2

, (15:136)

where N is AWGN, NADC is ADC quantization noise, IMR3 is third-order inter-
modulations or CTB products, and IMR2 is second-order intermodulations or
CSO products. Note that the intermodulation products formulation is given in
Section 9.1. The design goal is to keep linearity and prevent saturation of ADC
caused by too strong of a signal. This tradeoff is measured in units of decibels
full scale (dBFS) compared to the input power of the RF-to-ABB down converter.
The dBFS is the ratio between the input voltage to the ADC at a given power, nor-
malized to the ADC full scale. Figure 15.50 demonstrates the AGC upper margin,
which is the ADC full scale and the CNR lower margin defined by SINAD.
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C/(N+IMD)
dB

(a)

(b)

Minimal C/N requirement 
for targeted BER 

Input RF Power to down converter
dBmV or dBm

Switch point (SP)
Hysteresis

SP1 SP2 SP3

GS1

GS2

GS3 GS4

ADC Level Max limit 

I/Q Vout
[dBFS]

ADC Min Level

Input RF Power to down converter 
dBmV or dBm

Switch point (SP)
Hysteresis

SP1 SP2 SP3

GS1

GS2

GS3
GS4

ADC Full Scale Vmax 

Margin to prevent ADC saturation from 
interfering signal leakage and signal PAR

and AGC accuracy tolerances

0dBFS

CNR Definition

ADC Voltage Dynamic Range Definition

Figure 15.50 AGC plot for the RF to ABB (analog base band) or IF I/Q down converter.
a) The up going power increases C/N until it is affected by IMR products and
compression which are causing the curvature in C/N plot. This is the AGC switch
point (SP) to next gain state (GS). dBFS ¼ 20 log V=VFull�Scaleð Þ. b) The criterion for
AGC planning is not to saturate the ADC and not degrade the C/N. Hysteresis is
applied to prevent toggling at the switch point. The take over gain defines the C/N
margin above the min C/N. Note that

CNR dB½ � ¼ 10 log
1

Noise=Cð Þ þ IMR=Cð Þ

� 

738 Chapter 15



15.9 Main Points of this Chapter

1. QAM MODEM has layers: MPEG framing, forward error correction
(FEC) encoding/decoding QAM/demodulation.

2. FEC has four layers. The order of the FEC process is as follows:

RS encoder (RS layer)

Interleaver (interleaver layer)

Trellis encoding (Trellis layer)

Link (Trellis layer)

Trellis decoder (Trellis layer)

Derandomizer (interleaver layer)

Deinterleaver (interleaver layer)

RS decoder (RS layer)

3. The main role of a data randomizer is to prevent long sequences of “0” or
“1,” thus helping the CLK, and to create a balanced spectrum.

4. There are two kinds of randomizers in use. The first is self-synchronized
and the other is frame synchronized.

5. The drawback of a self-synchronized scrambler/descrambler is that error
bits can propagate through it during detection. The number of errors will
correspond to the number of nonzero taps in the decoding side.

6. A frame-synchronized encoder/decoder scrambles the data by a known
pattern on both receiving and transmitting sides.

7. The role of a forward-error-correction code is to improve the BER curve.
The change in the BER performance curve might become steeper and add
gain processing, so for the same Eb/N0, BER would improve. In other
words, less CNR is needed for the same BER result.

8. Error-correcting codes are 2D at the minimum, which can measure the
bits of the data matrix parity both horizontally and vertically. This
way, the coordinate of the fault bit is known and the bit is corrected.

9. Reed–Solomon (RS) is a block-error-correction code.

10. The purpose of an interleaver and a deinterleaver is to randomize bursts
of errors, making them shorter. This way, the RS decoder will not crash
under an overload of errors.
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11. The Trellis encoding process is convolutional coding.

12. The Viterbi algorithm is a general technique for decoding Trellis codes
by checking the path with a minimum Euclidean distance to receive a
signal.

13. The advantage of QAM schemes is their spectrum efficiency [see Eq.
(15.25)]. Each symbol in the constellation map represents

ffiffiffiffiffi

M
p

bits for
I and Q.

14. In QAM, there is a 90-deg ambiguity for carrier locking. Thus, a phase
encoder is used to prevent false lock.

15. One of the difficult problems in digital transport is ISI. ISI results from
previous signal trails falling in the sample signal.

16. To overcome ISI, a Nyquist raised cosine (NRC) filter is used; it is an
approximation to an ideal square filter.

17. NRC is implemented on both transmitter and receiver sides. Hence, each
side has the square root filter known as SRRC.

18. SRRC is a finite impulse response filter (FIR) realized in DSP. It receives
its maximum at T ¼ 0 and goes to zero at +nT sampling periods. Thus
ISI, resulting from previous signal trails, is cancelled.

19. An RF up-converter in the QAM transmitter converts the BB into IF
frequency and then to a final RF frequency.

20. A QAM receiver consists of two main blocks: an RF super-heterodyne
down-converter and a BB demodulator known as a modem. The
purpose of a double-conversion super-heterodyne RF unit is to increase
selectivity, and adjacent and alternate channel interference.

21. The purpose of equalizers is to remove linear channel distortion effects
such as cable reflections, ghost images, and any depressive interference.
An equalizer is a matched filter realized in DSP.

22. The equalizer structure consists of a storage register that stores the data
samples and weight function to adjust the signal to the desired shape.
Equalization is an iterative process.

23. There are two main methods to adjust the equalizer weight parameters:
preamble, using a training series, and blind equalization.

24. In the preamble method, the equalizer weight coefficients are adjusted by
a known training sequence, which is transmitted prior to the data string.
After the equalizer is ready, it is set to be decision directed (DD) oper-
ated. This is done by feedback to the weight coefficients.
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25. Preamble-guided equalizers are inefficient in BW due to the time-
consuming training series.

26. The blind equalization technique uses feedback and it is a DD method.
The feedback uses an algorithm to check and minimize the stochastic-
error gradient.

27. There are several types of equalization techniques: a linear-transversal
equalizer (LTE), zero-forcing equalizer (ZFE), and fractionally spaced
equalizers (FSE). These concepts are hardware methods to realize
equalization.

28. One of the important roles of equalizers is to improve SNR. For this
reason, in each equalizer, there are some drawbacks, since while increas-
ing gain to compensate for a notch in signal, it increases noise as well,
which is one of the main challenges when designing an equalizer.The
main drawback of an LTE equalizer is its sampling rate, which causes
spectrum aliasing of consecutive samples. Thus, for a signal notch at
the BW edge of the corrected signal, a gain increase causes an increase
in aliasing noise and reduces SNR.

29. To overcome the LTE sampling problem, sampling is done in two stages.
This technique is utilized in an FSE. In FSE, the first step is sampling the
signal at twice the data rate. The signal is passed through a matched filter
to isolate it from the remaining periodic spectrum. The pulse is equalized
and then sampled at the symbol rate.

30. The concept of a ZFE equalizer is to compensate for the signal but not the
noise; hence an adaptive feedback algorithm is used to minimize the
noise error. These algorithms are called LMS (least mean square) and
are mainly used for trained (using preamble series) equalizers. The
other kind of equalizers, which are a modification of LMS, are called
modified error signal (MES) or constant modulus algorithm (CMA),
which are used for blind QAM equalizers.

31. DD equalizers are feedback equalizers that adapt their states per the
symbol outputs.

32. The rate of a Trellis convolutional encoder without a puncturing table is
determined as the ratio of number of inputs to number of outputs. For
example, the rate for one input and two outputs is 1:2.

33. The purpose of a puncturing table is to accomplish a variable rate at the
output of a Trellis convolutional encoder.

34. In order to detect and perform carrier recovery, modulation effects should
be removed. This is done by a nonlinear operation that brings all modu-
lation phases to one phase point. There are two kinds of nonlinear carrier
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recovery methods: power of N and Costas loop.

35. A Costas loop is composed of two orthogonal PLLs with a square-law
detector, or fourth-order detector for QAM.

36. Since a Costas loop is a PLL, it can recover phase and timing. Since it is a
feedback system, it is decision directed (DD) and is an ML algorithm
realization for phase-error minimization.

37. Phase-noise jitter reduces CNR and therefore affects BER versus CNR by
limiting BER performance. This means that if CNR is improved, BER
remains the same.

38. The integrated phase noise variance is Durms and its mean is zero. The
phase noise is a colored noise of 1/fn type.

39. The intuitive way to explain phase-noise jitter is by introducing a
sampling error; thus, the CNR is degraded.

40. One of the roles of a carrier recovery loop is to reject the close-to-carrier
phase noise. If the jitter transfer function of a PLL is LPF. Then the
carrier recovery loop transfer function is HPF. Thus, it rejects the
phase noise. Note that 1 2 LPF ¼ HPF, where the LPF is the PLL
low-pass characteristic transfer function.

41. Phase noise is FM noise that results from a residual FM modulation
caused by noise.

42. Quantization noise results from ADC and is related to the voltage step of
the AGC and number of bits. For a high number of bits, the quantization
noise improves for any additional bit by 6 dB.

43. ADC quantization noise is improved by increasing over sampling ratio
OSR.

44. ADC quantization noise can be shaped by using the sigma delta modulator.

45. Sigma delta is a feedback system and the higher the order of it, it would
reject stronger the quantization noise within the signal BW.

46. Quantizer noise transfer function is similar to the rejection of a VCO
phase noise in PLL, where the loop filter rejects the VCO phase noise
leakage into the PLL band. The order of the loop filter and its steepness
define the rejection rate.

47. The quantization noise rejection NTF is a high pass. This process is very
similar to PLL rejection of a VCO’s noise.

48. Take over gain (TOG) and noise over gain are design measurements to
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evaluate the RF down converter SNR immunity against the nose contri-
bution of ADC.

49. NOG is similar to the nose figure and measures the ratio between the
SNR of the down converter output compared to the SNR, including the
ADC noise. Both are normalized to the input of the down converter.
The ideal case is when NOG ffi 1, so ADC has a minimum contribution
of nose. It is desirable that ADC noise will beat least 10 to 15 dB below
the down converter noise at the I/Q output.

50. To accomplish optimal NOG, TOG parameter should be high.
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Chapter 16

Linearization Techniques

From the previous chapters, it is known that any linear analog signal is
accompanied by an interfering signal. Interference is composed of noise, which
is a random process, and distortions. Distortions result from the nonlinear (NL)
response of a network and can be divided into two categories: distortions
created by the electronic circuit and those created by the optics. Nonlinear distor-
tions (NLDs) may result in undesired tones, which may interfere with the desired
signal detection process, thus reducing the system’s dynamic range. NLD is a sto-
chastic random process as well.30 There are two definitions for that purpose,
signal-to-noise ratio (SNR) or carrier-to-noise ratio (CNR), in analog transport
that measure the ratios of the signal-to-noise level, and signal-to-noise and distor-
tion (SINAD). In digital modulation schemes, CNR is replaced by Eb/N0, which
is the bit energy per noise. However, in both cases, noise and distortions may
reduce the signal quality of service by affecting the bit error rate (BER) in
digital transport, CNR, and dynamic range. To overcome this problem, lineariza-
tion techniques are used. Linearization can be done in the optics and in the
electronic circuit that drives the optics.

In wideband systems such as community access television (CATV) transport,
the goals are to reduce both second-order distortions and third-order distortions,
since due to the enormous bandwidth (BW) of 50 to 870 MHz, both composite
second order (CSO) and composite triple beat (CTB) distortions fall within the
channel’s receiver band. Thus, these linearizers should be wideband. In narrow-
band systems such as cellular and radio over fiber (ROF), second-order distortions
are out of band and are filtered by the transmitter and receiver. However, third-
order distortions are in band and pass through the system’s intermediate frequency
(IF) as a legal signal, or in direct conversion, zero IF creates dc offsets due to IP2
and IP3. Therefore, when designing a narrow-band system, high IP3 is a major
consideration, while in wideband systems, both IP2 and IP3 are important. In
other words, linearization circuits improve the system’s IP2 and IP3, thus the
system’s dynamic range is improved.

The transmitter’s linearization circuits are divided into two categories of
predistortion circuits. One creates a transfer function that compensates for the
NL products of a device,7,13 and the other is a feedforward (FF) linearizer that
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creates distortions with the opposite phase of the system distortions. Therefore,
when summed with the output, the NLD is minimizes.

In the FTTx-receiving portion, a simpler and cheaper method is required.
This is done by using push–pull configuration to minimize the receiver electrical
circuit second-order distortions, or parallel feedback in a single-ended case.
A third method combines both push–pull and parallel feedback.

This chapter reviews electrical and optical linearization methods for
transmitting and receiving.

16.1 Electronic Linearization Methods in CATV
Transmitters

16.1.1 Feed forward (FF) linearization

FF has been extensively used with a solid state power amplifier (SSPA) and in
cellular base station applications.12 The FF linearization method does not use pre-
distortion circuit. This technique processes the distortions created by the main
amplifier [power amplifier (PA)] in such a manner that they are subtracted and
minimized at its output. No correction is done prior to PA or on the PA itself.
In the theoretical and ideal case of FF, the distortions are totally cancelled.
Figure 16.1 illustrates the basic concept of operation. The system consists of
two loops. The first loop is the distortions isolation loop. The loop subtracts
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Figure 16.1 FF linearization concept showing signal and distortions with phase
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fundamental. The second order are even and thus are not inverted.
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samples of the input signal (Sin), which is distortion free, from the output signal
(Sout), which contains the main amplifier distortions and fundamental tones, to
produce a correction sample of the main amplifier distortion. This correction
sample is the PA’s distortions, which feed the second loop. The second loop is
the inter-modulation (IMD) correction, alignment, and cancellation loop. Sout is
the main amplifier output. It consists of the amplified input signal, fundamental
tones, plus any distortion introduced by the main amplifier.7 A similar approach
is used for optics linearization,10 as will be described later on. Using phasor
notation, the following equation is applicable for the main amplifier marked as
G1 in Fig. 16.1:

Sout ¼ G1Sin exp( jwAMP)þ IMD, (16:1)

where G1 is the linear gain and wAMP is the phase shift introduced by the main
amplifier. The samples of the input and output signals of the main amplifier are
given by

Sin-cplr ¼ K0Sin,

Sout-cplr ¼ K1Sout;

8

<

:

(16:2)

where K0 and K1 are the coupling coefficients of the directional coupler (DIR) used
for sampling the input and output signals of the main amplifier. It is clear from
Fig. 16.1 that the input signal is distortion free and the output signal is
accompanied with distortions. Thus, if the input signal matches the output
signal’s amplitude and phase, the fundamental tones of the two are identical.
Hence, if the input signal sampling path is adjusted with an additional phase lag
placed in the first loop to compensate for the main amplifier delay and the amplifier
signal has a 180-deg phase inversion, then both the input signal and main PA
output of fundamental frequencies are identical in amplitude but opposite in
phase. As a consequence, the output of the first loop produces the main amplifier
distortions SERR as written by Eq. (16.3) and shown in Fig. 16.1:

SERR ¼ SIMD 1 ¼ Sin

n

K0A0Lf0LS exp jf0

� �

þ L0G1K1KS exp j wAMP þ pð Þ
� �

o

þ K1KSIMD, (16:3)

where L0 is the insertion loss of the input signal sampling coupler, L1 is the inser-
tion loss of the PA output signal sampling coupler, Lf0 is the insertion loss of the
first loop phase shifter (PS), and KS is the coupling factor of the sum point com-
biner that sums the input sampling and the PA output sampling. The output of the
combiner,

P

, feeds the second FF loop. LS is the insertion loss of the sum point
and f0 is the first loop’s PS phase response or state. It is assumed that the
main amplifier is an inverting amplifier. In addition, it is assumed that the coupling
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coefficient K1 has enough margin to provide fine amplitude tuning of the input
signal sampling. Thus, the sampled input signal amplitude is adjusted using an
attenuator A0 and PS f0 to match the main amplifier output signal sampling in
both amplitude and phase wAMP. In other words, since full alignment is needed
for fundamental signal cancellation in the first loop, a PS is added to the input-
sampled signal path to compensate for the main amplifier phase. This yields the
phase and amplitude alignment condition for the fundamental signal given by
Eq. (16.4). Note that the linear signal results from the linear gain coefficient of
the main amplifier power series denoted as G1. The gain values of the second-
and third-order distortions are driven from the second and third coefficients of
the power series mentioned in Chapter 9:

0 ¼ K0A0Lf0LS exp jf0

� �

þ L0G1K1KS exp j wAMP þ pð Þ
� �

; (16:4)

which provides phase and amplitude conditions. The results are the amplitude con-
dition K0A0Lf0LS ¼ L0G1K1KS and the phase condition wAMP þ p� f0 ¼ p, so
wAMP ¼ f0. Assuming an ideal first loop, the error-distorting signal produced by
the first loop is amplified by the second loop’s RF-error amplifier G2, which is
an inverting amplifier as well. The output of the second loop’s error amplifier is
aligned in phase, by a wCORR PS, and amplitude to the main amplifier’s output
is summed with the main amplifier’s output signal that contains distortions. In
order to achieve amplitude alignment between the second loop’s distortion
output and the main amplifier there is an additional attenuator A1 at the input of
the second loop’s error amplifier. However, an additional PS fEQ is needed
after the main amplifier’s output-signal coupler to compensate for the delay of
the second loop’s error amplifier wG2. The correction signal from the second
loop is coupled to the main amplifier’s-signal path by a DIR K2. This structure
results in the following condition for linearization:

0 ¼ IMDfL1LEQL2 exp jfEQ

� �

þ K1K2KSG2A1LCORR

� exp j wG2 þ pÞð
�

exp jwCORRð Þg:
� (16:5)

The output level and phase of the desired linear signal from the main amplifier
is given by

Sout ¼ SinL0L1LEQL2G1 exp j wAMP þ fEQ þ p
� �� �

, (16:6)

where fEQ is the equalization PS phase, LEQ is the insertion loss of the equalization
PS, L2 is the insertion loss of the IMD’s subtracting coupler, LCORR is the insertion
loss of the second loop’s PS at the IMD frequency, wCORR is the second loop’s PS
phase at the IMD frequency, K2 is the coupling coefficient of the output coupler for
the second loop, and wG2 is the error amplifier phase at the IMD’s frequency.

In real time, the alignment conditions given by Eqs. (16.4) and (16.5) are not
ideal and are finite. Thus the fundamental signal has a finite value at the output of

750 Chapter 16



the first loop given by

SinK exp jcð Þ ¼ Sin K0A0Lf0LS exp jf0

� �

þ L0G1K1KS exp j wAMP þ pð Þ
� �� �

:

(16:7)

Since the second loop’s amplifier is assumed to be inverting, the leaked signal
to the main amplifier path is given by

Ssigcplr ¼ SinK exp jcð ÞA1G2K2L0CORR exp j w0G2 þ pþ w0CORR

� �� �

, (16:8)

where the 0sign symbolizes phase shift values of the second loop’s amplifier and
the PS at the fundamental frequency as well as the insertion losses of the second
loop’s PS at the fundamental frequency. It is assumed that there is equal gain
attenuation and coupling for both the fundamental frequency and the IMD.

It can be observed that the fundamental signal coupled from the second loop to
the main output is 180 deg plus the additional phase with respect to the fundamen-
tal signal coming out from the main amplifier. The overall fundamental signal
power is given by the summation of the phasors presented by Eqs. (16.6) and
(16.8).

Using the same considerations, the IMD value in the real case of imperfect
alignment is presented by the following phasor:

IMD�M exp juð Þ ¼ IMD L1LEQL2 exp jfEQ

� �

þ K1K2KSG2A1LCORR

�

� exp j wG2
þ pþ wCORR

� �� ��

:
(16:9)

The value IMD � M is equivalent to the IMD magnitude. Thus the C/I ratio
(carrier to IMD) is given by

C=I½dB� ¼ 20 log
Sout þ Ssigcplr

IMD�M

�

�

�

�

�

�

�

�

: (16:10)

The reason for 20 log is because the phasors are voltages. Note that Eq. (16.10)
describes the vector sum of magnitudes. The disadvantage of the FF method is its
narrow BW response. As a consequence, FF is useful for cellular applications
rather than CATV, which is a wideband application, and the realization of wide-
band PSs is more complicated. One of the methods to realize PSs with a group
delay similar to that of amplifiers is by a low-pass filter tuned by a voltage-variable
capacitance diode (VARICAP). Additionally, it requires a complex calibration
process. Figure 16.1 provides a conceptual block diagram of an FF linearizer.
This technique cancels both CSOs and CTBs but has limited BW. In the area of
optical frequencies, this concept becomes very attractive for laser linearization
because at the optical domain, the correction and wavelength deviations due to dis-
tortion is considered narrow BW. The reader can use the concept provided in this
section together with the RF identities in Chapter 9 to calculate and optimize an FF
linearizer for narrow-band RF applications.
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16.1.2 Distortions of unlinearized modulators

This section reviews and derives the CSO and CTB intermodulation distortions of
an unlinearized modulator in order to determine the condition to null the CSO and
establish the specification for the CTB.9,10,15 The overmodulation limit of an exter-
nally modulated system is more severe than the directly modulated laser system
used for amplitude modulation (AM), vestigial side band (VSB), and CATV
systems.17

The normalized optical output power of the modulator is given by the normal-
ized delta between the ac power component P to the dc power kPl:

p ¼
P� kPl

kPl
¼ sin uþ fb

� �

, (16:11)

where u is given by u(t) ¼ pV(t)/Vp (see Sec. 7.5.1) and fb is the bias phase.
Assume a multichannel CATV modulating signal consisting of N unmodulated
RF carrier signals plus a dc bias term VB:

V tð Þ ¼
X

N

q¼1

V0 cos vqt þ cq

� �

þ VB: (16:12)

The voltage described by Eq. (16.12) is the modulating voltage applied on the
modulator plus the dc bias voltage VB. If cq is a random phase of each carrier
voltage, they are not coherent. Back to Sec. 7.5.1: b defines the modulation
index, b ¼ pV0/Vp. Thus, the total modulation phase, including the bias, equals
fT ¼ bþ fb. Using these notations, u(t) is given by

u tð Þ ¼ b
X

N

q¼1

cos vqt þ cq

� �

: (16:13)

Using the Taylor power series expansion for sin(u) and cos(u), and using the
trigonometric identity of sin(uþ a) and cos(uþ a), as well as Eqs. (16.11) and
(16.12), Eq. (16.11) is modified to:

p ¼ cos fT

� �

b
X

N

q¼1

cos vqt þ cq

� �

�
b3

6

X

N

q¼1

cos vqt þ cq

� �

" #3
8

<

:

9

=

;

þ sin fT

� �

1�
b2

2

X

N

q¼1

cos vqt þ cq

� �

" #2
8

<

:

9

=

;

, (16:14)
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where the modulation index b represents the linear signal, b2 represents the CSO,
and b3 is the third-order distortion (CTB). From Eq. (16.14), it can be seen that for
fT ¼ 0,16 second-order distortions are nullified while the fundamental linear
signal is at its maximum value. It can be seen that the fundamental and the
third-order terms are orthogonal to the second-order term.

The intrinsic bias point fb of the device is determined by the geometry, e.g.,
whether it is an Mach-Zehnder (MZ) or a balanced-bridge interferometer (BBI) as
well as by the imbalance of the two interferometer arms. Temperature variations
and stress may cause the intrinsic bias to change a small function of Vp. Such
drifts are slow with large time constants of minutes and even hours. Observing
the condition fT ¼ bþ fb and setting fT ¼ 0 to meet the quadrature bias point
in Fig. 16.2, set the phase drifts that change the bias point:

VB ¼ �
fb tð ÞVp

p
: (16:15)

To maintain bias stability requires a special parametric feedback loop for
locking the bias point against temperature changes. This is established by taking
into account the property presented by Eq. (16.15) and nullifying CSOs. Doing
so and stabilizing the optimal bias point, also known as the quadrature point,
results in only one requirement for a third-order predistortion circuit.

Setting the bias to the optimal point modifies Eq. (16.14) to contain only the
fundamental and the cubic terms, which can be expanded to

p ¼ b
X

n

q¼1

cos vqt þ cq

� �

�
b3

6

X

N

q1¼1

X

N

q2¼1

X

N

q3¼1

cos vq1 þ cq1

� �

cos vq2 þ cq2

� �

cos vq3 þ cq3

� �

" #

:

(16:16)
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Figure 16.2 Optimal biasing point of a two-port interferometer modulator showing
output power vs. modulating voltage.
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This expression can be further expanded using a combination, resulting in

p3 ¼ �
b3

24

X

+

X

N

q1¼1

X

N

q2¼1

X

N

q3¼1

cos vq1 + vq2 + vq3

� �

t þ cq1 þ cq2 þ cq3

� �

,

(16:17)

when making the following convention for negative indices: v 2 q ¼ –vq. As
was explained in Chapter 3, CATV channel plans usually contain large subsets
of commensurate channel frequencies arranged on a grid of equidistant frequency
values. These values are the channel spacing of 6 MHz, satisfying channel fre-
quency fN [MHz] ¼ 1.25 MHzþ 6N. Thus many mixing products can fall on
the same beat frequency vb, which is a valid channel frequency, as was explained
in Chapter 9. Triple beat occurs whenever three channel frequencies satisfy the
condition

vb ¼ vq1 þ vq2 þ vq3: (16:18)

If the beats are added coherently, meaning that phases coincide, the beats’
phasor phases satisfy

cb ¼ cq1 þ cq2 þ cq3: (16:19)

If there are three indices, then there are 3! permutations, which is 6. Thus, if
there is a particular triplet {q1, q2, q3}, the other five permutations correspond
to beats that are mutually coherent, meaning that they all have equal phases. As
a result, the total contribution associated with a given combination of three distinct
indices is six times larger than any of the individual beats associated with any par-
ticular permutation. Similarly for a given triplet {q1, q1, q2} with only two distinct
indices, there are only three permutations. Therefore, the total contribution associ-
ated with a given combination of two distinct indices is three times larger than any
of the individual beats associated with any particular permutation. These consider-
ations lead to the following expression for the CTB:

p3 ¼
X

+

6
X

N�2

q1¼1

X

N�1

q2¼q1þ1

X

N

q3¼q2þ1

B q1 + q2 + q3ð Þ

(

þ 3
X

N�1

q1¼1

X

N

q2¼q1þ1

B q1 + q2 + q2ð Þ þ B q2 + q1 + q1ð Þ½ �

þ
X

N

q¼1

B q, +q, +qð Þ

)

, (16:20)
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where B is given by

B ¼ �
b3

24
cos vq1 þ vq2 þ vq3

� �

t þ cq1 þ cq2 þ cq3

� �

: (16:21)

From a combinatory point of view, Eq. (16.20) provides all possible combi-
nations with repetition as generated by the summation. It can be solved efficiently
by a computer program.

16.1.3 Predistortion linearization fundamentals

A state-of-the-art design approach to broadband linearization is based on the mathe-
matical analysis given in the previous section. This method takes advantage of the
fact that external modulators have a consistent and stable transfer characteristic
that is generally unaffected by optical-power temperature and aging. The linearizer
is installed between the transmitter output and the modulator input. The mathemat-
ical presentation uses a memoryless model as was explained in Chapter 9, followed
by a finite memory system with transfer function G(v). A phase conversion factor
p/Vp to the modulator phase retardation follows and then the modulator frequency
response becomes M(v) ¼ sin(u), as shown in Figs. 16.3 and 16.4.

The main idea behind this predistortion concept is to create an arcsine
circuit. Based on the previous analysis, the shape of the NL transfer

Diode Pumped
Solid State

Nd YAG Laser

CW Light

Optical Modulator

P

V

Linearizer

V

Vin

V

Vin

RF IN

Vin

P

Figure 16.3 Predistortion linearization concept of external modulator.10 (Reprinted
with permission from the Journal of Lightwave Technology # IEEE, 1993.)
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characteristic should be

f Vinð Þ ¼ K�1 arcsin Ka1vinð Þ, (16:22)

where K is given by

K ¼
p

Vp

G (16:23)

and

p ¼ sin Kf Vinð Þ½ �: (16:24)

Hence, for a small signal approximation and using the Taylor series expansion
for the first linear argument, the linearizer produces

p ¼ Ka1Vin, (16:25)

where a1 is the coefficient of the linear term in the power series. Assume now that
the modulating voltage is expressed by an odd power series:

Vin ¼ a1Vin þ a3V3
in þ a5V5

in þ � � �: (16:26)

Then the normalized optical power p is given by

p ¼ sin Kf Vinð Þ½ � ¼ sin K a1Vin þ a3V3
in þ a5V5

in þ � � �
� �� �

: (16:27)
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(b)

Figure 16.4 Predistortion general model: (a) simplified model; (b) NL model with
memory.10 (Reprinted with permission from the Journal from the Lightwave
Technology # IEEE, 1993.)
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Again, using the Taylor series expansion while omitting higher orders than the
power of 3 results in

p ¼ Ka1Vin þ Ka3 �
K3a1

6

	 


V3
in: (16:28)

From this equation, it becomes clear that the condition to nullify the third-order
term is given by

K ¼

ffiffiffiffiffiffiffiffiffi

6a3;

a1

r

, (16:29)

which means that careful tuning is required for the linearization gain K. Moreover,
higher-orders terms should be examined, though they are omitted here, to make
sure their residual contribution does not affect performance.

So far, this analysis did not take into account the frequency response. Consider
the following model, as provided by Fig. 16.4(a):

K vð Þ ¼ G vð Þ
p

Vp

M vð Þ: (16:30)

Using the Taylor approximation of sinu up to the cubic term and taking
the voltage as described by Eq. (16.26), the problem is reduced to analyzing a
system that consists of a linear filter K(v) inserted between two memoryless
nonlinearities, as shown in Fig. 16.4(b). The first is the distortion transfer
function of the modulating voltage and the other is the modulator’s NL transfer
function. Taking the complex notation of exp(+jv1t), exp(+jv2t), exp(+jv3t),
where the three frequencies may be or may not be distinct, then the linearizer
output V contains the intermodulation term a3 exp[ j(+v1 +v2 + v3)t] and the
fundamental terms with the coefficient a1. In the frequency domain, these terms
at the filter output are multiplied by the complex transfer function of the
filter K(v). Thus the intermodulation products generated by the linearizer at the
filter output are

a3K +v1 + v2 + v3ð Þ exp j +v1 + v2 + v3ð Þt½ � (16:31)

and the fundamentals are given by

a1K +við Þ exp j +við Þt½ �, (16:32)

where the index i ¼ 1, 2, 3.
Finally both the intermodulations and the fundamental terms pass the modu-

lator transfer function. These products are further distorted. The third-order term
generates higher orders than the cubic orders that are omitted. Additionally, the
third-order term transparently propagates through the modulator’s linear slope,
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resulting in

b1a3K +v1 + v2 + v3ð Þ exp j +v1 + v2 + v3ð Þt½ �: (16:33)

Equation (16.33) shows the linear transfer of the input-distorted signal. The
fundamental term is distorted by the cubic argument of the modulator resulting in

b3a
3
1K +v1ð ÞK +v2ð ÞK +v3ð Þ exp j +v1 + v2 + v3ð Þt½ �: (16:34)

In addition, the fundamental signal passes the linear transfer function of the
modulator, resulting in the desired signal.

The sum of Eqs. (16.33) and (16.34) presents the conditions for linearity when
the sum result equals zero:

b3a
3
1K +v1ð ÞK +v2ð ÞK +v3ð Þ þ b1a3K +v1 + v2 + v3ð Þ ¼ 0: (16:35)

Writing K(v) as a phasor with magnitude and phase, which is frequency
dependent,

K vð Þ ¼ k vð Þ exp jf vð Þ½ � (16:36)

modifies Eq. (16.35). Hence, in order to nullify the third-order terms, the phase
versus frequency should be linear. In other words, the phase derivative should
be a constant value, which states a constant group delay over the frequency:

f vð Þ ¼ Tgv,

df vð Þ
dv
¼ Tg:

8

<

:

(16:37)

This condition results in linear properties,

f+v1 + v2 + v3ð Þ ¼ f +v1ð Þ þ f +v3ð Þ þ f +v3ð Þ, (16:38)

which simplify Eq. (16.35) to

b3a
3
1 k +v1ð Þk +v2ð Þk +v3ð Þ þ b1a3 k +v1 + v2 + v3ð Þ ¼ 0, (16:39)

which can be reduced to

b3a
3
1 k2 þ b1a3 ¼ 0, (16:40)

where k is a constant equivalent to the condition of Eq. (16.29). The outcome
of this analysis is that the prerequisite for wideband predistortion is to have a
constant group delay, and amplitude versus frequency in order to have a third-
order cancellation. Such ripples may come from the RF chain of amplifiers and
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RF components, modulator velocity mismatch between the optical and the electri-
cal fields, and the modulator piezoelectric-related ripple. Thus, for an optimized
frequency response, a traveling wave modulator is preferred. In the real case,
phase and amplitude alignment would define the amount of IMD suppression as
described by Eq. (16.35) from which it is clear that the ratio between the two
phasors’ magnitudes should be equal to unity and the phase between the two
phasors is 180 deg. A parametric chart of amplitude and phase mismatch can
provide the amount of suppression parameter for a contour. Figure 16.5 describes
a phasor-cancellation diagram, where the required amplitude mismatch and phase
mismatch defines the amount of IMD cancellation. The contours create an ellipti-
cal shape since the phase and amplitude errors can be +. The abscissas describes
the amplitude mismatch and the ordinates describe the phase.

16.1.4 Predistortions linearization circuits

There are several methods to realize the desired arcsine function in an electronic
circuit such as a back-to-back diode expansive circuit10 or a compressive one.

Degrees

dB
–30dB

–26dB
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0.25 0.5 0.75 1 1.25 1.5

Figure 16.5 Phasor-cancellation diagram showing the phase and amplitude mismatch
while the suppression is a parameter. The suppression is the ratio of the resultant signal
to the average power of the two IMD signals.10 (Reprinted with permission from the
Journal of Lightwave Technology # IEEE, 1993.)
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A distorted sine wave signal can be classified into two categories: odd mode
harmonics–distorted signal and even mode–distorted signal. The odd mode–
distorted sine wave is a signal in which both the top peak and the bottom peak
are distorted in the same manner. For instance, both peaks are clipped at the
same magnitude. The even mode–distorted sine is a half-cycle sine containing
only the positive peaks. This explanation is important for understanding predistor-
tion topologies. Predistortion techniques using a Schottky barrier for their lower
forward voltage were developed in the early 1970s for satellite communications.1

Diodes and a combination of a bipolar junction transistor (BJT) differential ampli-
fiers with diodes were used for CATV linearization circuits.10 Linearizers became
more advanced when integrated complementary MOS (CMOS) predistortion
circuits were developed.8,14

The first approach presents a back-to-back expansive circuit made of diodes,
as shown in Fig. 16.6. The dc current source biases the N diodes in a branch up
to the point that the dc block capacitors are charged to a fixed dc value. This
voltage is presented as a bias voltage source. The diodes are in forward bias and
the current of a diode at that point is given by

I ¼ IS exp(V=VT ), (16:41)

(b)

(a)

Figure 16.6 (a) Linearizer circuit and (b) its equivalent circuit.10,15 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 1993 and from the
Journal on Selected Areas on Communications # IEEE, 1990.)
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where VT ¼ kT/q. Figures 16.6(a) and 16.6(b) describe dc and ac conditions. In
the dc state, the dc bias current source is tapped differentially. Thus the upper
capacitor is charged to negative while the lower capacitor is in a positive dc
charge. These two capacitors at first approximation are at a fixed dc voltage
marked as Vb. Hence these capacitors are two opposing voltages, as shown in
Fig. 16.16(b). When the ac scheme is used during the positive cycle of Vin, the
upper branch has a higher conductivity because the chain of diodes has a higher
forward voltage while the lower branch has a lower voltage, thus its conductivity
is lower. In the second half of the cycle this is reversed. Note that Vb remains
unchanged in its polarity throughout the entire cycle. So the ac model describes
the ac signal on a dc. Therefore, the following notation is applicable while VN is
defined in Fig. 16.16(b):

I ¼ IS exp Vb þ VNð Þ=NVT½ � � IS exp Vb � VNð Þ=NVT½ �

¼ 2IS exp Vb=NVT½ � sinh
VN

NVT

¼ 2IB sinh
VN

NVT

, (16:42)

where IB is the current flowing through the diodes without the ac signal and N is
the number of diodes in each branch. Equation (16.42) describes the diode’s
current fluctuations around the dc point on the I–V curve. Thus the V– I impedance
characteristic is given by the inverse of Eq. (16.42):

VN ¼ NVT a sinh
I

2 � IB

	 


, (16:43)

RN Ið Þ ¼
@VN

@I
: (16:44)

Observe the load resistance R0 in Fig. 16(b): the voltage rate developed on it
is faster than the voltage changes at the input because of the nature of the sinh
function of the down-going impedance of the series diodes, creating the NL
block. This change compensates for the compressive sine-shaped L–V character-
istic of the modulator, resulting in a fairly linear overall L– I characteristic.

Assume that the varying voltage VN given by Eq. (16.43) is expressed as a
Taylor power series:

VN ¼ r1I þ r3I3, (16:45)

where

r1 ¼
NVT

2IB
:

r3 ¼ �
NVT
48I3

B

:

8

>

<

>

:

(16:46)
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From Fig. 16.16(b), using Kirchhoff’s voltage law (KVL) in a loop results in

Vin ¼ RSI þ r1I þ r3I3
� �

þ R0I ¼ RS þ R0 þ r1ð ÞI þ r3I3: (16:47)

Inverting Eq. (16.47) results in

I ¼ g1Vin þ g3V
3
in, (16:48)

where

g1 ¼
1

RS þ R0 þ r1

,

g3 ¼ �
r3

RS þ R0 þ r1ð Þ
4
:

8

>

>

<

>

>

:

(16:49)

Hence the linearizer output voltage is given by

V ¼ R0I ¼ R0g1Vin þ R0g3V
3
in: (16:50)

From this analysis, the coefficients mentioned in Eq. (16.28) are given by

a1 ¼ R0g1,

a3 ¼ R0g3:

8

<

:

(16:51)

These coefficients’ dependency over the bias point and number of diodes
is available by substituting Eq. (16.45) into Eq. (16.49) and then into
Eq. (16.51). These coefficients provide the linearization gain when applied into
Eq. (16.22). Optimization and tuning of coefficients is made by controlling
the diodes bias.

The CMOS linearization chip circuit in an adaptive predistortion linearizer
that was, presented in Refs. [8] and [14]. This technique has two nonlinear gain
(NLG) paths generating second-order and third-order predistortions. In CMOS
integrated circuits, the differential amplifier with variable transconductance is a
widely used architecture for implementing a variable gain amplifier (VGA).
Since gm of the MOS device varies as the square root of the bias current, the
voltage gain AV has the same nature:

gm ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mCOXWIbias

L

r

,

AV ¼ gmRout,

8

>

<

>

:

(16:52)

where W and L are the channel width and length, Cox is the gate oxide capacitance,
Av is the voltage gain, gm is the transconductance, and m is mobility. The
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second-order terms are generated because of the I–V square-law relationship of the
CMOS device given by

ID ¼
mCOXW VGS � Vtð Þ

2

2L
, (16:53)

where Vt is the field-effect-transistor (FET) threshold voltage, and VGS is the gate
source voltage. If VGS is composed from dc and ac terms, VB and VAC, Eq. (16.53)
becomes

ID ¼ K VB � Vtð Þ
2
þ KV2

AC þ 2K VB � Vtð ÞVAC, (16:54)

where K is given by

K ¼
mCOXW

2L
: (16:55)

The goal is to amplify KV2
ac and suppress the linear current term

2K VB � Vtð ÞVac. This is done by a differential transistor pair as shown in Fig. 16.7.
The two transistors are perfectly matched and the input signal is perfectly

balanced around the bias voltage. The output load resistor R1 converts the
current into voltage. This way a square-law voltage is created. When the two
ac phasors feed the differential pair, they are at 180 deg of each other, and
thus the first order ac terms’ sum is null and the second-order terms are at
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Figure 16.7 (a) VGA architecture. (b) Two-transistor squaring circuit.14 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 2003.)
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phases of 0 deg and 360 deg; thus, they sum in phase. Hence the second-order term
is given by

ID 2f ¼ ID1 þ ID2 ¼ 2K VB � VS � Vtð Þ
2
þ 2KV2

ac, (16:56)

where Vs is the source bias shown in Fig. 16.7(b). The amount of rejection can be
calculated in the same manner as was presented in Sec. 16.1.3.

Third-order distortion is created by a cross-coupled differential pair (CCDP).
An ordinary CCDP is used to cancel odd-order nonlinearities in the differential
amplifier, but it can be used as an effective architecture to synthesize a cubic trans-
fer function as shown in Fig. 16.8.

A common-source biased differential pair with IB, the differential output
current ID, and input signal voltage VD are related by

ID ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mCOXWIB

L

r

VD �
1

8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

IB

mCOXW

L

	 


s

V3
D: (16:57)

Observing Fig. 16.8, the differential output current from the CCDP is Iout ¼

IO P � IO N ¼ Iout-1 � Iout-2 where Iout-1 ¼ IO P1 � IO N1 and Iout-2 ¼

IO P2 � IO N2. Since W/L and the bias current are different for both differential

Figure 16.8 CCDP cell for generating a cubic transfer function.14 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 2003.)
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pairs, the following condition guarantees that the linear component of the output
current is cancelled:

W

L

	 


1

IB-1 ¼
W

L

	 


2

IB-2: (16:58)

This results in the cubic transfer function,

Iout ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mCOXð Þ
3

64KO
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L

	 
2

1

�
W

L

	 
2

2

" #

V3
D: (16:59)

Such a predistortion chip-block diagram is given in Fig. 16.9. This chip con-
tains a PS to compensate for the phase between the primary signal path and the NL
block. The phase control is done by a 5-stage polyphase filter using a resistor–
capacitor mesh. This filter generates broadband quadrature signals I and Q,
which are added with a variable gain factor to generate two outputs. These
outputs have a tunable relative phase angle and zero relative amplitude variation
between the NL block path and the primary signal path. The second control is
of gain to compensate amplitude variances between the NL block and the
primary path.14

16.1.5 Parametric feedback for CSO and CTB control

In previous sections, distortion mechanisms and cancellation methods were
reviewed. It was explained that CSO orders can be cancelled by controlling
the phase argument of the modulator, which is related to the bias point. The
long-term CSO and CTB performance of a predistortion-linearized transmitter
can be maintained by a closed loop. Since the dc change and signal are slow
and are quasi-dc, the loop is a narrow BW feedback system. Such loops are
called parametric loops, since the feedback quantity of intermodulation beats
detected by the optical output feedback detector vary slowly due to the slow
drifts mentioned. A faster loop creates more distortions as it would track the
instantaneous change rather than the average. This is similar to the automatic
gain control (AGC) requirements previously explained in Chapter 12; recall
that fast AGC would generate a residual AM on the signal, since it follows
and detects the AM envelope of the signal.

The goal of a CSO parametric control loop is to maintain the modulator at a
fixed phase retardation. The terminology retardation locked loop (RLL) is
analogous to a phase locked loop (PLL) in that as a PLL maintains the phase
of the voltage controlled oscillator (VCO) at a fixed value and locks its
frequency, the RLL maintains the phase retardation of the optical modulator at
a fixed value of fT ¼ 0 for canceling CSOs. Hence this system has to be
locked on a reference IMD that is analogous to a PLL reference frequency.
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For this purpose, there is a need for a known IMD that can be used as a reference
to lock on. This is accomplished by inserting two tones as pilots and using the
resultant second-order IMD or the second harmonic as a reference signal to
lock on. The reference IMD is produced by a an NL element. Since the NL
element produces many combinations from the two pilot tones, the desired
IMD is selected by a band-pass filter (BPF), as shown in Fig. 16.10. This way,
the RLL is locked on a reference IMD at fREF ¼ f2 2 f1. The RLL is tuned to
a bias point that sets the CSO level to 270 dBc or better. This is below the

Vdd

RFin–

RFin+

Gnd

1. Polyhase filter
3. Phase Adjust 2nd

5. VGA + 3rd NLG Block
7. Adder + Buffer

2. Phase Adujst 3rd

4. VGA (Primary Path)
6. VGA + 2nd NLG Block

RFout–

RFout+

Σ

Figure 16.9 CMOS predistorter chip-block diagram and actual chip.14 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 2003.)
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FTTx receiver CSO limit that mainly results from the photodetector’s (PD’s)
residual nonlinearities.

Assume two pilot carriers, per Eq. (16.13) (where i ¼ 2), injected into the
CATV channel path going into the modulator. These pilots’ frequencies are
selected in such a manner that they are at unused CATV frequencies and so are
the IMD products. In addition, their power level is way below the signal, so
that the RLL does not interfere with the RF functioning of the transmitter.
The second-order products are then given by

p 2ð Þ ¼ b cos fT

� �

X

2

i¼1

cos vitþ ci

� �

�
b2 sin fT

� �

2

�
X

+

cos v1 + v2ð Þtþ c1 + c2

� �

þ
1

2

X

2

i¼1

cos vitþ ci

� �

( )

(16:60)

Figure 16.10 RLL for biasing a Mach-Zehnder interferometer (MZI) modulator at the
inflexion point of its L–V characteristic in order to null CSO.10 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 1993.)
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If a small value of fT is assumed, the amplitudes of the intermodulations and
harmonics are given by

m v1 + v2½ � �
b2fT

2
,

m 2vi½ � �
b2fT

4
:

8

>

>

>

<

>

>

>

:

(16:61)

Equation (16.61) describes the reference IMD parameter that the RLL is
locked to. It is convenient to lock on the difference between the two tones, so
that the RF circuit becomes simpler to realize. From this, it is easy to derive the
IMD locking level specification. Knowing that b is referred to as the modulator’s
modulation index, the carrier-to-IMD ratio is given by:

C

2IMD2TONE

¼
1

b2

b2fT

2

	 
2

¼
bfT

2

	 
2

: (16:62)

Note that if b refers to the optical modulation index (OMI), then power refers
to its square. For a standard CATV OMI of 3.6% and a desired two-tone second-
order IMD of 287 dBc, it follows from Eq. (16.62) that fT ¼ 0.15 deg.

The input of the loop is the reference phase fREF ¼ 0. This is the desired phase
of the modulator in order to null the CSO. The modulator output is the actual phase
fT. The sampled phase is converted into the second-order IMD signal given in
Eq. (16.61), which produces the NL device b2=2. This modulated quantity is con-
verted into the optical amplitude by factor kPl and then sampled via a DIR with
coupling coefficient k to the RLL loop. The optical receiver responsivity r trans-
forms it into a current and the trans-impedance amplifier (TIA) converts this
current plus noise into voltage. This low-frequency fluctuating error voltage
passes through the loop filter H(s) and is converted into a control voltage that
locks the phase of the modulator, according to the conversion u sð Þ ¼
V sð Þ p=Vpð Þ, where s is the Laplace domain. The resultant error angle is the sum
of u and fB, which is the bias drift phase error. At the instance uþ fB equal to
zero, the loop is locked to zero CSO. The loop feedback is given by

B ¼
b2

2
kPlkr: (16:63)

Similar to the modeling of the AGC signal flow chart in Chapter 12, the para-
metric loop signal flow chart is given in Fig. 16.11.10 The parametric loop gain is
given by

A(s) ¼ ZH(s)
p

Vp

, (16:64)
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where Z is the PIN TIA, H(s) is the loop filter response and the last term is the
volts-to-radians conversion factor. The closed loop transfer function is given by

F sð Þ ¼
A sð Þ

1þ BA sð Þ
: (16:65)

Similarly a parametric loop can be applied on the predistortion linearizer,
locking it to its optimal bias point and granting the desired coefficients for
minimum CTB levels. It is possible to use the pilot tones for both the CSO
and CTB parametric loops. This architecture is called an adaptive predistortion
linearizer.4,8,14

The technique of predistortion is also adopted for ROF systems. These
systems are mainly used in buildings and serve as transponders for cellular oper-
ators to create a distributed antenna system. Such a system is called a radio
access point (RAP). These systems must be low cost; thus the laser is directly
modulated. However, it is also a multichannel RF transport, which requires the
linearization of both second and third order.2,3,6 Due to the multichannel
load, the ROF system exhibits similar multicarrier problems as in a CATV
system,5 affecting its dynamic range. The concept of such a predistorter is
given in Fig. 16.12.

Figure 16.11 Signal flow chart for RLL in order to nullify CSO.10 (Reprinted with
permission from the Journal of Lightwave Technology # IEEE, 1993.)
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16.2 Push–Pull

The push–pull concept is used for both receivers with a high-performance low-
CSO level and for a driving and amplification chain in the CATV transmitter. It
is a relatively simple, effective method to cancel even distortions generated by
the RF amplifiers. This section provides an elaborate analysis and design approach.
The push–pull concept is not a linearizer or predistortion, but a symmetric design
that cancels out even distortions.

16.2.1 Distortions analysis

The role of the first-stage amplification block is to convert the RF photocurrent
into a voltage with low noise and low NLD. The first stage can be, for instance,
a BJT amplifier, GaAs MESFET, PHEMT amplifier, or an heterojunction
bipolar transistor (HBT) monolithic microwave integrated circuit (MMIC). The
first stage should be matched to provide a low-noise figure. Without a proper
front end, matching the first stage would enhance the NLD from the multivideo
channels.

The solution for the problem is by using differential sampling of the PD in a
push–pull configuration. This solution requires identical amplifiers at each
sampling arm. In order to have a highly linear performance, each amplifier
should be biased in class A. Special-amplitude and phase-balancing networks
are required to have equally matched amplitude and phase arms in order to
cancel the distortions generated by the gain stages.28

Figure 16.12 Second-order and third-order predistortion system for ROF.2 (Reprinted
with permission from the Journal of Lightwave Technology # IEEE, 2003.)
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This method does not cancel distortions that are generated by the PD. The
configuration only cancels even harmonics (CSO) that are produced by the ampli-
fication chain. Figure 16.13 illustrates the PD differential sampling principle. Con-
sider two arms in a push–pull configured receiver, as described in Fig. 16.13. Both
arms have identical gain, frequency response (flatness), and phase response. The
upper arm has a linear gain coefficient and phase response, marked as A1x , a1.
The lower arm response is A01x , a01, where x is the input signal. In the same
way higher-distortion orders are described: A2x2 , a2, A02x2 , a02 is described
for second order, and A3x3 , a3, A03x3 , a03 for third order. It is important to
remember that the unit of A1 is a pure number, A2 is 1/volt, and A3 is 1/volt2.
This is because the polynomial sum is in voltages, which contains the fundamental
and its higher-distortions order. With that in mind, the next stage is to evaluate sup-
pression of the second-order harmonics, while applying a single tone represented
as phasor sampled from both sides of the PD.

The input signal sampled from the upper arm is marked as
V1 ¼ E � e jvtþf � ejp. The input signal sampled from the upper arm is marked as
V2 ¼ E � e jvtþf. Both voltages and currents are equal in amplitude but opposite
in phase. The output voltage from the upper arm and the lower arm is given by
the following set of equations:

VOUT UP ARM ¼ A1E � e jvtþfe jpe ja1

þ A2e ja2 E � e jvtþfe jp
� �2

þA3e ja3 E � e jvtþfe jp
� �3

,

VOUT LOW ARM ¼ A01E � e jvtþfe ja0
1

þ A02e ja0
2 E � e jvtþf
� �2

þA03e ja0
3 E � e jvtþf
� �3

:

8

>

>

>

<

>

>

>

:

(16:66)
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Figure 16.13 Principle of differential sampling of a PD for push–pull receiver.
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The output combiner balanced to unbalanced (BALUN) transformer sums
both arms out of phase. Hence the lower arm has an additional 180 deg. The
output voltage is given by

VOUT ¼ VOUT UP ARM þ VOUT LOW ARM � e
jp: (16:67)

Replacing the variables with the actual phasors shows that the push–pull
configuration cancels even harmonics (note these are not the two-tone discrete
second-order DSO). Hence, even distortions such as CSOs are nullified; DSOs
are cancelled for the same reasons:

VOUT ¼ A1E � e jvtþfe jpe ja1 þ A01E � e jvtþfe ja0
1 � e jp

þ A2e ja2 E � e jvtþfe jp
� �2

þA02e ja0
2 E � e jvtþf
� �2

�e jp

þ A3e ja3 E � e jvtþfe jp
� �3

þA03e ja03 E � e jvtþf
� �3

�e jp

¼ A1E � e jvtþfe jpe ja1 þ A01E � e jvtþfe ja0
1 � e jp

þ A3e ja3 E � e jvtþfe jp
� �3

þA03e ja0
3 E � e jvtþf
� �3

�e jp: ð16:68Þ

From Eq. (16.68), it can be observed that the push–pull configuration sup-
presses even modes. Third-order IMD is an odd harmonic signal, by which
“push-pull” does not cancel odd NLD products, as demonstrated by Eq. (16.68).
The push–pull method is useful for improving the linearity of the RF chain
since any distortion created by the PD is a valid RF signal passing through the
RF amplification chain of the receiver. Only distortions that are created by the
RF amplification chain are cancelled by the “push–pull” topology.

Furthermore, the suppression of the second-order IMD and harmonics is directly
dependent on the balance between the sampled amplitudes at both sides of the detec-
tor, as well as the gain balance between stages and AM-to-AM coefficients A1, A2,
A3, versus A01, A02, A03. Additionally, phase alignment between the branches is
essential for efficient 2nd-order IMD suppression. The 2nd-order harmonic IMD sup-
pression relates to the expression in Eqs. (16.69) and (16.70), describing the equiv-
alent of the X and Y distortion projections versus the fundamental. This expression
represents second-order two-tones IMD known as DSOs or second-order harmonics
and their voltage projections are described by

IMD½dBm� ¼ 10 log
E2

IMD X þ E2
IMD Y

2Z0

	 


þ 30: (16:69)

CSO½dB� ¼ 10 log
POUT

PIMD

¼ 10 log
E2

X þ E2
Y

E2
IMD X þ E2

IMD Y

: (16:70)

also see Figs. 16.14 and 16.15.
If we define distortions’ amplitude balance between the branches as d and phase

balance between the branches as c, then the following notation is applicable; note
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thatf, the phase of the 2nd harmonic or IMD tone, is twice as much compared to the
fundamental frequency:

dIMD ¼
A02
A2

, (16:71)

cIMD ¼ 2fþ a2ð Þ � 2f0 þ a02
� �

: (16:72)

In the same way, phase and amplitude balance are defined for the fundamental
frequency:

d ¼
A01
A1

, (16:73)

c ¼ fþ a1ð Þ � f0 þ a01
� �

: (16:74)

Calculation of the equivalent vectors for the fundamental frequency and second
harmonic voltages is done as per Pythagorean identity. Referring to the equivalent

2E2A2 cos 2'
2
' 2E2A'

2 cos

'
2
' 2E2A'

2 sin

2E2A2 sin 2

22
'

2
' 2

E2A2

E2A'
2

Phase Error

Figure 16.14 Second-order distortion voltages.
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Figure 16.15 Fundamental signal voltages.
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voltage square to the power, where Z0 is the characteristic impedance, results in the
following relations for the fundamental frequency in Eq. (16.75) and IMD second
harmonic in Eq. (16.76):

POUT ¼
E2A2

1

2 Z0

1þ d2 þ 2d cosc
� �

, (16:75)

PIMD ¼
E4A2

2

4 Z0

1þ d2
IMD � 2dIMD coscIMD

� �

: (16:76)

The last two equations show that when both conditions of phase balance and
amplitude balance are optimized, the second-order harmonic distortions are zero
and the output power is at its maximum and equals twice the power of a single
arm or twice the voltage square.

There are some configurations that use push–pull for the first-stage low-noise
amplifier (LNA) only. However, by using a topology of two identical arms, includ-
ing the AGC and the output stage, the CSO level is lowered and the second-order
CSO dynamic range is increased. This is important when designing a fiber to
the curb where the output stage should drive a long lossy coax and splitters
because the receiver’s output power should be high enough to provide a high
signal with minimum IMD and decent CNR. Hence, the PA dynamic range is
increased as well. The push–pull configuration typically reduces second-order
distortions by 20 dB. The disadvantage is size, power consumption, complexity,
and cost. In a digital design, which has a large signal, a differential approach
has better immunity against common-mode interference. That kind of interference
is cancelled in video push–pull as well. A traditional push–pull design uses an
input-matching transformer and output BALUN that has a wideband response
for CATV applications.26,27

16.2.2 Numerical example

Assume the following design problem of a single gain stage in a push–pull
configuration. The active device would be a WJ FP1189 PHEMT in a configuration
of drain-source parallel feedback. The biasing conditions are 50% Idss, Vds ¼ 6 V.
This device has a 27-dBm compression point and 2-dB NF. The goal is to calculate
and predict the second-order harmonic distortion levels below the carrier as a func-
tion of phase and amplitude balancing between the two arms of the push–pull
receiver. The receiver structure is given in Fig. 16.16.

At first approximation, to simplify the calculation and evaluation of the device,
only an AM-to-AM test is done to characterize the device. Additionally, it is
assumed that the only phase imbalance between the two arms is due to the arm
phase response differences. It is assumed that due to the high-compression-point
specification of the device, the AM-to-PM phase changes are very small at this
operating point. Thus, the differences between the phase response of the second-
order term of the device are equal to those of the first-order term and are absorbed
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within the arm phase differences. Note that second-order phase delay is multiplied
by a factor of two. We shall assume that the phasor initial sampling phase f ¼ 0.
In addition, it is assumed that the amplitude misbalancing between the two arms
for the first-order terms is equal to the second-order terms, and there is no fre-
quency dependency. Because of these approximations, the following relations
are applicable for predicting the envelope of performance for the receiver:

POUT ¼
E2A2

1

2 Z0

1þ d2 þ 2d cosc
� �

, (16:77)

PIMD ¼
E4A2

2

4 Z0

1þ d2
IMD � 2dIMD coscIMD

� �

, (16:78)

c ¼ fþ a1ð Þ � f0 þ a01
� �

¼ a1 � a01, (16:79)

cIMD ¼ 2fþ a2ð Þ � 2f0 þ a02
� �

¼ a2 � a02 ¼ 2 a1 � a01
� �

: (16:80)

Bear in mind that the measured AM-to-AM polynomial is a power approxi-
mation curve and not a voltage-curve approximation; hence an ¼ An

2 and
xn ¼ E2n. The AM-to-AM approximation was taken at 550 MHz and results in
the following polynomial coefficients,25 using MathCAD for an:

Pout ¼
X

7

n¼1

anxn: (16:81)
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Figure 16.16 High dynamic range push–pull single-stage optical receiver.
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Figure 16.17 shows the curve fitting between the measured AM-to-AM results
and approximated polynomial for the WJ-FP1189.

The next step is to evaluate the RF loading of the receiver for a given PD with a
responsivity of 1 mA/mW. The standard OMI per channel plan is 3.5% OMI for
79 channels between 50 and 550 MHz and 1.75% for the upper 31 channels
between 550 and 870 MHz. Using the Eq. (8.51) for the equivalent OMI at full
channel loading, the equivalent modulation index is given by:

OMIeq ¼ OMIch-A �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N þ k2(M � N)
p

) OMIeq

¼ 3:5 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

79þ
1

2

	 
2

(110� 79)

s

) OMIeq ¼ 32:6%: (16:83)

Using the expression for RF power given in Eq. (8.47) and using a 2:1 RF front
end (RFFE) matching transformer, the equivalent input RF power at optical power
of 1 dBm is given by

PRF tot ¼ PRF eq ¼ OMI2
eq

POPT � r
ffiffiffi

2
p

	 
2

�ZL ) PRF tot

¼ 0:3262
eq

100:1�3 � 1
ffiffiffi

2
p

	 
2

� 4 � 50 ¼ 1:684 � 10�5 W: (16:84)
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Hence the input power at maximum load is 217.7 dBm or 30.96 dBmV at the
input to each arm.

The second-order suppression versus amplitude imbalance, assuming a perfect
PD without any distortions, is given by Fig. 16.18.

It can be observed that phase alignment between the two arms of the receiver
is critical while the amplitude imbalance is below 0.5 dB. At that region, the phase
misbalancing is dominated. Above 1.5-dB amplitude imbalance, the asymptotic
performance converges to 40 dBc. It is important to remember that distortions
generated by the PD are not cancelled out by the receiver and are added to the dis-
tortions generated by the receiver. Hence the second-order performance is limited
by the PD and by the receiver’s arms’ alignment.

From Fig. 16.19, it can be seen that phase imbalance is dominant and can
improve performance up to 0.5 dB amplitude imbalance. At the amplitude imbal-
ance of 1.5 dB between the two arms of the receiver, the second-order suppression
is limited to 50 dBc and is not affected by the phase alignment. Hence, it is
recommended as a design goal to have a phase error less than 2 deg and amplitude
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Figure 16.18 Second-order harmonic interference suppression as a function of
amplitude imbalance while phase imbalance is a parameter. Input-power conditions
are 79 channels with 3.5% OMI and 31 channels with 1.75% OMI. The optical power
level is 1 dBm; PD responsivity is r ¼ 1 mA/mW; input-transformer-turn ratio is 2:1,
and amplifier-input impedance is 50 V. FET device WJ-FP1189 at 50% Idss and
Vds ¼ 6 V dc operating point and 23-dBm compression point.
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error less than 0.5 dB. Selecting a higher compression point device or biasing the
FET for higher Ids current would improve the CSO performance at higher optical
level inputs. In AGC receivers, as discussed in Chapter 12, it is important to select
the first stage LNA device for a low NF in one hand and for a high compression
point on the other. The compression point AM-to-AM curve of the device
defines the receiver’s performance for CSO and CTB. In AGC receivers, the
gain stage placed after the power leveling attenuator exhibits a constant power
level. At high optical levels where the AGC reaches its highest attenuations, it
is the input LNA stage that receives the highest RF levels at its input port. In con-
clusion, it is a good engineering practice to have a high dynamic range input LNA,
even in a push–pull configuration where high gain and high power are required.

16.2.3 Push–pull structure

As was explained above, it is important to have in a push–pull receiver, design
features for tuning and making phase and amplitude alignments in order to have
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Figure 16.19 Second-order harmonic interference suppression as a function of phase
imbalance while amplitude imbalance is a parameter. Input power conditions are 79
channels with 3.5% OMI and 31 channels with 1.75% OMI. The optical power level is
1 dBm; PD responsivity is r ¼ 1 mA/mW; input-transformer-turn ratio is 2:1, and
amplifier-input impedance is 50 V. FET device WJ-FP1189 at 50% Idss and Vds ¼ 6 V
dc operating point and 23-dBm compression point.
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acceptable performance for CSO suppression. Phase alignment can be done for
each arm while observing the spectrum analyzer two-tone test for the second
order. This method of tuning each arm is not effective and requires a lot of
touch time to tune. It can be used as a fine tune, but not as a fast main tune to con-
verge performance. One of the ways to overcome this is by using a differential
phase and amplitude alignment as shown in Fig. 16.20. The idea is to simul-
taneously tune both arms for phase and amplitude alignment in reference to a
common virtual ground for the phase and a common ground for the amplitude.
Hence, the alignment tuning networks are composed from a resistive network
for amplitude alignment and a reactive network for phase adjustments. The
phase adjustment network generally is a trimmer capacitor, and has a low-pass
response. Hence it can be considered a phase equalizer. The amplitude alignment
network is a potentiometer.

In a short RF lineup, where a single stage RF amplifier is used, the phase and
amplitude alignment networks are less critical. However, for a high-gain receiver
with AGC, the tolerances of the components and layout transmission lines add up,
increasing the overall phase and amplitude error. Hence there is a need to use phase
and amplitude compensation networks as shown above. It is important to place the
trimming components before the gain stages in order to align the phase and the
amplitude of the fundamental frequency from which the CSO is produced. A
post tune network at the receiver output would not improve the receiver perform-
ance and would not cancel out the second-order distortions with the same effi-
ciency as input networks. The alignment process should be done in several
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Figure 16.20 (a) Phase and amplitude balancing in a push–pull CATV receiver.
(b) Booster drive in CATV transmitter.
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frequencies since the passive components have different responses at different fre-
quencies, and due to the fact that the active components have different AM-to-AM
and AM-to-PM response curves at different frequencies. The solution is that a
compromise value is set as a minimum acceptable standard for all frequencies. Per-
formance is evaluated by a two-tone two-lasers test for DSO, or by a multitonetest
using a high-quality predistorted laser transmitter for the CATV standard.

16.3 Optical Linearization Methods
in CATV Transmitters

In the previous section, linearization methods reviewed were implemented on the
supporting electronics around the optical modulator, laser diode, and PD.
However, linearization is feasible in optics as well. Optical linearization can be
divided into four categories: FF, which is similar to RF FF, cascaded linearized
modulator, dual parallel and feedback. These three methods are implemented on
systems with external modulation. The last method is used for low-cost systems
with direct modulated lasers and involves feedback from a PD, which feeds the
laser with IMDs in a phase opposite to those created in the laser.

16.3.1 Feed-forward (FF) linearization

The optical concept of FF linearization is similar to RF FF explained in
Sec. 16.1.1. Figure 16.21 shows an optical FF concept.10 The RF signal is

RF
Delay RF

Delay 
Laser
Driver

DFB
Laser

Optical
Receiver 

VGA
VGA

RF 
Delay

RF
Delay 

Laser
Driver

DFB
Laser

Optical 
Receiver

VGA
VGA

Nd: YAG
Laser

Fibers
Out

Optical
Delay Line 

Fiber Splitter

RF-Input

RF
Splitter Fiber

Combiner  

Modulator

Figure 16.21 Optical FF linearization block diagram.10 (Reprinted with permission
from Journal of Lightwave Technology # IEEE, 1993.)
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split into three branches prior to modulation. The main route feeds the
balanced bridge MZI. The other two RF signals pass through the RF delay
to compensate for the modulator group delay. Then the signal passes through
a VGA. The first loop is closed similarly, as in Sec. 16.1.1, with the difference
that the optical signal is sampled by an optical coupler and then detected by a
PIN photodiode. Both the FF RF signal and sampled signal, which is detected
by the PIN PD, are summed by the RF combiner. The RF combiner can be a
wideband transformer that subtracts the fundamental. The remaining second-
order and third-order signals coming out from the primary loop feeds the sec-
ondary loop. The secondary loop consists of a VGA, which is an inverting
amplifier, and an additional RF delay to compensate for the auxiliary laser
and laser-driver amplifier response. Thus, both CSOs and CTBs are out of
phase with respect to the main laser’s IMD products. The output of the laser
driver modulates a DFB laser with a similar wavelength as that of the Nd-
YAG main laser. However the auxiliary laser’s wavelength must be detuned
to prevent coherent interference. The optical path coming out of the modulator
has a fiber delay line for signal alignment, which is required for compensating
the single-mode fiber’s (SMF’s) chromatic dispersion. This requirement is
because of the wavelength differences between the main and auxiliary lasers.
The second loop is closed by an optical combiner with a power ratio of
20/80%. The auxiliary laser does not have to be a high-power laser since it
only has to drive IMD products, which are 240 dBc. Additional parametric
locking of the MZI can be done as well to further cancel the CSO products.
The main drawback of such a design is the fiber delay, which is related to
the deployment link length, as well as the ripple and phase frequency response
of the RF components.

Laser

θ(t)

Photo
detector

Feed Forward Modulator

A – B

Main modulator Phase modulation drive

RF input

A B

Modulation output

Figure 16.22 Novel concept of optical FF linearization block diagram. This method
uses a phase modulator to achieve stable quasi-coherent addition at the output
coupler, thus eliminating phase control and noise problems.24 (Reprinted with
permission from Proceedings of OFC (# OSA, 1996.)
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An improved version of FF using a phase modulator for achieving a quasi-
coherent addition between the main MZI modulator and the FF loop modulator
is described in Fig. 16.22, per Ref. [24].

16.3.2 Dual parallel optical linearization

The concept of dual parallel linearization was presented in Refs. [20] and [23]. The
functional representation of the optical circuit is illustrated in Fig. 16.23. Two
modulators designated MA and MB are fed from a single optical source. It is
assumed that the modulators produce pure AM without any additional chirp29

that results in phase modulation due to the refractive index change of the modu-
lator. The optical power-splitting ratio of the taps is T1 and T2, which are design
parameters. In addition, an optical phase shift is introduced between the two modu-
lators by the PS element. The role of the PS block is to maintain the lower modu-
lator, MB, with p radians with respect to the upper modulator MA, so that the output
power is as described by Eq. (7.95) in Chapter 7. It is also assumed that both modu-
lators are locked in to the optimal bias point Q, and thus the second-order IMDs are
minimal. Additionally, the RF power-splitting taps that feed the modulator are
asymmetrically marked as 1:a2, or for RF voltage the split ratio is 1:a, where
RF is coming from the same RF source for both modulators. Since the optical
power at each modulator is not at the same value because the optical splitting
ratio is T1 and T2, in favor for the upper modulator, MA, the lower modulator,
MB, operates at a higher OMI and produces more distortions. By providing
higher optical power to the primary modulator, the distortions created by the
lower modulator may cancel the upper modulator distortions. The optical power

Laser

Bias + RF

Bias

MA

MB

T1 T2

αV(t)

αV(t)

PS

Figure 16.23 The dual parallel linearization concept.23 (Reprinted with permission
from the Journal of Lightwave Technology # IEEE, 1993.)

782 Chapter 16



incident on the upper modulator is marked as PPR-in primary, and the lower as PSR-

in secondary. As a result, using Eq. (7.95) and the Taylor series expansion, the
upper modulator optical power PPR-out and the lower PSR-out modulator are
given by23

PPR-out tð Þ ¼
PPR-in

2
1� sin

pVRF tð Þ

Vp

� � �

�
PPR-in

2
1�

pVRF tð Þ

Vp

� 

þ
1

6

pVRF tð Þ

Vp

� 3
( )

, (16:85)

PSR-out tð Þ ¼
PSR-in

2
1þ sin

apVRF tð Þ

Vp

� � �

�
PSR-in

2
1þ

apVRF tð Þ

Vp

� 

�
1

6

apVRF tð Þ

Vp

� 3
( )

, (16:86)

where VRF tð Þ is the RF voltage at the modulator electrodes. Note again that the RF
power and voltage split between the two modulators is 1:a2 and 1:a respectively,
and the optical power is not evenly split, so that the lower modulator operates with
higher OMI and distortions. If the optical sources are incoherent, the combined
output from the modulators is given by the sum of Eqs. (16.85) and (16.86):

Ptot tð Þ �
1

2
PPR-in þ PSR-in �

pV tð Þ

Vp

PPR-in � aPSR-inð Þ

�

þ
1

6

pV tð Þ

Vp

� 3

PPR-in � a3PSR-in

� �

)

: (16:87)

In conclusion, in order to cancel the third order, the following condition must
be satisfied:

PPR�in

PSR�in

¼ a3: (16:88)

Taking the result of Eq. (16.88) and applying to Eq. (16.87) provides the
optimum conditions with respect to the primary modulator. The modulated
optical power and the optical dc power are provided by

Ptot-ac ¼
p V tð Þ
�

�

�

�

Vp

kPPR-inl 1�
1

a2

� 

, (16:89)

Ptot-dc ¼ kPPR-inl 1þ
1

a3

� 

: (16:90)

where the symbol kPl ¼ P/2 refers to the optical average power.
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The OMI after linearization is the ratio of the modulated optical signal to the
dc optical power, as was defined in Chapter 6. Thus the OMI is given by the ratio of
Eq. (16.89) to Eq. (16.90):

OMI ¼
1� (1=a2)

1� (1=a3)
¼

a a� 1ð Þ

1� aþ a2
: (16:91)

If we assume imperfect optical phase alignment between the primary and sec-
ondary modulators, with a phase error value of f, then by using phasor calculation
and assuming an optical power ratio of a3, an expression for the fundamental,
second harmonic, and third tones are given by

P̂F ¼
1� a2

2a3
þ

a� 1

2
ffiffiffiffiffi

a3
p cosf, (16:92)

P̂2F ¼
1þ a

a

� 2

þ
1

4
ffiffiffiffiffi

a3
p cosf, (16:93)

P̂3F ¼
a� 1

a

� 3

þ
1

12
ffiffiffiffiffi

a3
p cosf: (16:94)

Note that the power is normalized to the primary path marked by^.
For the second harmonic to be 265 dBc with a ¼ 3.3, the relative phase tol-

erance is 89.94 deg , f , 90.06 deg. For the second harmonic to be 270 dBc, the
relative phase tolerance is 89.46 deg , f , 90.54 deg; these are extremely tight
tolerances to achieve. Hence, this method is better for the incoherent approach than
for the coherent one. This method resembles the FF concept in the sense of creating
out-of-phase distortions and using forward combining to cancel them out.

16.3.3 Dual-cascade optical linearization

In the previous section, the dual parallel linearization method was introduced. As
was briefly explained, this technique is similar in its concept to the FF method.
A different approach was introduced by having cascaded modulators in order to
meet the CATV CSO and CTB requirements,11,18,19,21 as shown in Fig. 16.24.
An additional method was introduced as a combination of the dual parallel and
the cascaded linearization techniques,22 as shown in Fig. 16.25.

Referring to Fig. 16.24, the MZI modulator after the Y branch splitter is
described by its electric field ~E excitation data of phase and amplitude. These
phasor values of ~E1 and ~E2 feed the MZI upper path and lower path:

~EIN ¼
~E1

~E2

" #

: (16:95)
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The cascaded modulators are described by the first and the second modulator
transfer function matrixes:

M1
pm ¼

exp
jpVRF

2Vp

	 


0

0 exp �
jpVRF

2Vp

	 


2

6

6

4

3

7

7

5

, (16:96)

M2
pm ¼

exp
jpGVRF

2Vp

	 


0

0 exp �
jpGVRF

2Vp

	 


2

6

6

4

3

7

7

5

: (16:97)
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Bias + RF 

MB

T1 T2

Polarization
control

MA
DIR

PC

Bias + RF

Bias

Figure 16.25 A schematic representation of cascaded dual MZI linearized modulators.
The primary modulator, MA, feeds a dc bias-controlled DIR that controls the power split
ratio to the auxiliary coupler MB. Compensation is made by a delay block marked as PC.
6This method combines both dual parallel and dual series linearization.22 (Reprinted
with permission from the Journal of Lightwave Technology # IEEE, 1992.)
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Γ V(t)
V(t)

Bias + RF

Output-1

M(2)
P

MC1 MC2 Output-2

Figure 16.24 Schematic representation of cascaded linearized modulators.19

(Reprinted with permission from Photonics Technology Letters # IEEE, 1995.)
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The parameter G is the amplitude coupling control of the second modulator’s
modulating voltage VRF, which is coupled from the first modulator. These two
dual-output modulators are cascaded, while having in between and at the output,
an optical DIR. This optical DIR has transfer function MC, given by Eq. (16.98),
and coupling angle g ¼ kL, where L is the coupling length and k is the coupling
coefficient between the two waveguides:

MC ¼
cos g �j sing

�j sin g cos g

� 

: (16:98)

Since both couplers are not identical, for the sake of general tuning, the overall
transfer function and electric field phasor outputs are given by the matrixes’
multiplication:

~EOut ¼
~Eout-1

~Eout-2

� 

¼ MC2M 2ð Þ
pmMC1M 1ð Þ

pm
1=

ffiffiffi

2
p

1=
ffiffiffi

2
p

� 

: (16:99)

The reason for the 1=
ffiffiffi

2
p

is for equal splitting of the electric field whose ampli-
tude is normalized to unity. The output field magnitude is given by its power
density equivalent:

P ¼
1

2

Eout-1j j2

Eout-2j j2

� 

: (16:100)

Thus the polar presentation of the output E field phasors is given by

~P ¼
1
ffiffiffi

2
p

Eout-1j j exp jf 1ð Þ

� �

Eout-2j j exp jf 2ð Þ

� �

" #

, (16:101)

where the indices (1) and (2) refer to the output port, and f corresponds to the
port’s output phases. From Eq. (16.99) and using phasor algebra, we get the
following result for the upper branch:
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(16:102)
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In case of equal DIRs, Eq. (16.102) becomes
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(16:103)

It is assumed that the modulator is biased to the optimal Q-bias point. Then by
using Taylor expansion, it results in the condition of third-order cancellation,
which dictates the value of optimal G. Therefore the condition of 0 ¼ @F3(VRF)/
@V3

RF provides the condition of distortion optimization, and @F(VRF)/@G,
@F(VRF)/@g provides the sensitivity to design parameters. These kind of chips
showed optimal coupling values in the range of 58 deg to 68 deg. In case the coef-
ficient G ¼ 0, then there is no linearization. The optimum value of G can be calcu-
lated by requiring the maximum RF voltage by selecting @F(VRF)/@G ¼ 0 and
@F3(VRF)/@V3

RF@G ¼ 0 for minimum value of the third order. The main drawback
of this method is the insertion loss introduced by cascading the two modulators.

To provide a summary of this method: linearization is accomplished by having
the second modulator with low OMI to nullify out the primary modulator distor-
tions. The second modulator creates out-of-phase IMD products with respect to
the primary modulator because of the mutual coupling between its two arms,
which is accomplished by the coupler installed between the two modulators.
There is no need for high OMI at the second modulator since the IMD products
that result from the first modulator are low.

A similar approach from this section, together with the dual parallel, is used to
analyze the structure provided in Fig. 16.25.22 The structure is to create a parallel
path to the second modulator, which produces an orthogonal field. This is done by
a polarization control (PC) block in Fig. 16.25. The input modulator’s output is
split by a 3-dB coupler or a polarization splitter. This configuration has some
advantages. First, the changeable RF modulation level ratio marked as g can be
used to optimize the optical power. This is in contrast to a single MZ modulator
with a fixed g value. Second, there is the option of applying the same modulation
levels for both MZ modulators, and hence no electrical degeneration is
experienced.

Figure 16.25 describes the structure of such a linearizer. A dc-biased DIR cas-
cades two MZI. A fixed DIR can be utilized as well. The amplitude of the electrical
field at the PC output is given by:

EPC ¼
ffiffiffiffiffiffi

Pin

p
cos

f1

2
þ
fm1 tð Þ

2

� 

� a, (16:104)
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where Pin is the input optical power, f1 is the constant phase shift by dc bias,
fm1(t) is RF modulation on the first MZI, marked as MA, and a2 is the power-
splitting ratio to the PC output.

In the same way, the output field of the second modulator, MB, is given by:

EMB ¼
ffiffiffiffiffiffi

Pin

p
cos

f1

2
þ

fm1 tð Þ

2
þ
f2

2
þ
fm2 tð Þ

2

� �

þ cos
f1

2
þ
fm1 tð Þ

2
�
f2

2
�
fm2 tð Þ

2

� �

� b, (16:105)

where f2 is a constant phase shift, fm2(t) is RF modulation applied on the second
MZI, which is linearly related to fm1(t) by a g factor, g is a constant, and b2 ¼ 1�
a2 for lossless power split of both MZI and DIR.

By using the PC, the fields from the outputs of the PC and MB modulator can
be tuned for orthogonality so EPC

? EMB. Hence the total output power is given
by the sum of the fields’ squares:

Pout ¼
1

2
EPC
�

�

�

�

2
þ EMB
�

�

�

�

2
� �

: (16:106)

From Eq. (16.104),

EPC
�

�

�

�

2
¼ Pin cos2 f1

2
þ
fm1 tð Þ

2

� 

� a2: (16:107)

To reduce IMD, f1 and f2 should have opposite signs, if modulation fm1(t)
and fm2(t) have the same polarity. Additionally, the lesser the difference
between the RF modulation levels fm1(t) and fm2(t), the lesser the electrical RF
modulation power lost. In fact, for the two-modulator scheme for parallel
modulators, there is an optimum:

fm2 tð Þ ¼ 2fm1 tð Þ: (16:108)

For a cascaded case, this optimum is given by

fm2 tð Þ ¼ fm1 tð Þ: (16:109)

The bias voltage can be adjusted to give

f1 � f2 ¼ p: (16:110)
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This minimizes the dc term in the optical power of EMB so that the last terms in
Eq. (16.105) vanishes, resulting in

EMB
�

�

�

�

2
¼ Pin � cos

f1

2
þ
fm1 tð Þ

2
þ
f2

2
þ
fm2 tð Þ

2

� � �2

�b2: (16:111)

The constant phase difference between the PC channel and MB does not have
to be taken into account for moderately high modulation frequencies due to the fact
that an optical power addition is used here rather than an optical fields addition.
Note that power is scalar while the field is a vector.

An RF IMD analysis is done by applying the two-tones modulation test. Here
fm(t) is given by

fm tð Þ ¼ fm sinv1t þ sinv2tð Þ, (16:112)

where fm is the driven signal amplitude.
Assume that fm2 tð Þ ¼ gfm1 tð Þ; this may result in the following modulating

signals:

fm1 tð Þ ¼ fm

sinv1t þ sinv2t

1þ g
,

fm1 tð Þ ¼ g � fm

sinv1t þ sinv2t

1þ g
:

(16:113)

Substituting Eqs. (16.107), (16.111), (16.113), and (16.114) into Eq. (16.106)
and expressing Pout as a series results in C1, which describes the fundamental terms
sinv1t þ sinv2t:

C1 ¼
1

2

a2 � Pin � J0 fm= 1þ gð Þ
� �

� J1 fm= 1þ gð Þ
� �

� sin f1

� �

þb2 � Pin � J0 fm= 1þ gð Þ
� �

� J1 fm= 1þ gð Þ
� �

� sin f1

� �

( )

, (16:114)

where J0 and J1 are Bessel functions.
For linearizing the modulator, the coefficient C3 for the third order has to be

equal to or near zero. Assuming modulating amplitude fm� 1, the result is

J1 fm

� �

� J2 fm

� �

� �
f3

m

16
: (16:115)

Substituting this result into Eqs. (16.113) and (16.114) would provide a
condition for nullifying C3:

�a2 � sin f1

� �

¼ b2 � 1þ gð Þ
3
� sin f1 þ f2

� �

: (16:116)
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Using b2 ¼ 1� a2 for the ideal case, a2 and b2 can be expressed as functions
of f1, f2, and g; thus, the following condition applies, which provides no severe
degradation of optical output:

sin f1

� �

sin f1 þ f2

� � ¼ �1: (16:117)

From Eqs. (16.117) and (16.110), the condition is given by

f1 ¼
p

3
,

f2 ¼ �
2p

3
:

8

>

>

<

>

>

:

(16:118)

From Eqs. (16.116) and (16.118) and the relation between a and b, formal
expressions for the last two can be provided

a2 ¼
1þ gð Þ

3

1þ 1þ gð Þ
3
: (16:119)

b2 ¼
1

1þ 1þ gð Þ
3
: (16:120)

The values of f1 and f2, a2 and b2, do not have to be very precisely defined.
Detuning one of the parameters can be compensated by adjusting other parameters.
That means the degree of freedom and tolerances are relatively large. By substitut-
ing g ¼ 1 and f1 2 f2 ¼ p into Eq. (16.116) results in

a2

2 � b2 � cosf1

¼ 8: (16:121)

Equation (16.121) provides the condition C3 ¼ 0 under fm� 1. However,
for an arbitrary fm, the condition of C/IMD3 . 90 dBc for third order may not
be satisfied. Assume that the left-hand side of Eq. (16.121) equals x, where x
can lie between x1 and x2. The optical splitting ratio a2/b2 and the dc bias of
the first electrode, which provides the phase offset f1 and thus f2, would have a
tolerance range. There is a need to determine the tolerance ranges for f1

with respect to the optical-splitting ratio a2/b2. Rewriting Eq. (16.121) would
set a range:

a2

2 � b2 � x1

� cosf1 �
a2

2 � b2 � x2

: (16:122)
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The condition of C3 satisfying C/IMD3 . 90 dBc would show values for f1

as a function of splitting ratio a2/b2. Forbidden zones are defined as areas where
C/IMD3 , 90 dBc.

16.3.4 Feedback linearization

In some applications such as return path or cellular where the laser is directly modu-
lated, there is a need for low cost and simple linearization. The feedback lineariza-
tion is reported by Ref. [30], but requires some modifications to implement it for
laser modulation scheme. This is accomplished by a feedback method. The outcom-
ing modulated light from the laser is sampled by a PD. In order to prevent the PD
from being driven into saturation and distortion, a beamsplitter of 20/80% may
be used as power coupler. The structure of such an optical block is similar to a
duplexer and is shown in Sec. 5.2. The modulated light and distortion sampled by
the PD is fed back to the laser input by a wideband feedback to minimize delays.
The sampled signal and distortions coming from the feedback are summed with
the input signal to cancel the fundamental frequency. Thus the requirement is that
the input signal and the feedback would be at 180 deg with respect to each other.

The correction IMD signal and the input tones feed the laser. In this way, IMD
products are cancelled. The cancellation is not absolute since the feedback group
delay results in a residual phase with the correction signal. Thus the two phasors
are not opposite in phase and the subtraction of the IMDs is not complete.
Figure 16.26 provides a conceptual block diagram of this linearization technique.
In low-BW systems, the feedback can be done by the back-facet monitor owing to
its limitation of a large-diameter PD, and thus a large capacitance is not crucial.
The drawback of that option for high-frequency wideband data transport is the
large diameter of the photodiode, which limits the BW, as was explained in
Chapter 8. Thus a return path up to 50 MHz can be realized with the back-facet PD.

In narrowband systems, IMD cancellation can be further optimized by adding
PSs and better alignment is achieved; Fig. 16.27 illustrates such a system. An input
RF signal is split into two paths by a power splitter, marked as PS1. The upper
route is the laser modulation and correction path. The upper arm of PS1 is con-
nected to a second power combiner/splitter, marked as PS2. At this point, the
IMD correction signal is added to the fundamental tones. The IMD correction
signals are opposite in phase to the IMD that results from the modulated laser.
A driving linear RF modulates the laser. The RF amplifier’s high linearity is
accomplished by its push–pull configuration. The modulated laser output is
sampled by a directional optical coupler and then detected by a PD. The linearity
of the receiver is accomplished by a differential sampling of the PD, resulting in a
push–pull receiver configuration. Amplitude control is added by a variable
attenuator, marked as ATT2. Phase inversion of 180 deg is done by the output
BALUN of the PD receiver. This output is connected to the RF power combiner/
splitter, marked as PS3. A PS marked as f1 is inserted after the lower arm of the
input RF power splitter PS1 for optimizing cancellation of the fundamental tones
at the sum point, which is the output of PS3. The output of PS3 is the correction
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feedback containing only IMD products. This path contains an RF amplifier,
amplitude alignment using a variable attenuator marked as ATT1, and PS f2 for
optimizing the IMD nullification.

The next step in such a design is to define constraints and outputs. The laser
output power defines the dc current. The modulation index, OMI [%], defines
the RF current and therefore the driving RF power applied at the laser input.

Consider a design problem where a laser with a known slope efficiency of h,
CSO, and CTB parameters are provided for a two-tone test with known OMI con-
ditions and the PD responsivity is r. The design requirements are for specific
optical power Popt1 and CATV modulation index OMICATV. It is known that the
PD is coupled via an optical coupler with a coupling value of CPL[dB]. From
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Figure 16.26 The concept of directlymodulated laser linearizationwith wideband feedback.
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these parameters, the following are concluded. The laser bias current Idc is defined
to satisfy the required optical power. Hence, the RF current for laser is driven by
Eq. (16.123) and RF power at the laser input is evaluated by Eq. (16.124), using the
equations provided in Chapter 6.

iRF ¼
OMI

100
� Idc, (16:123)

PRF ¼ Z0 �
iRF
ffiffiffi

2
p

	 
2

¼ Z0 �
Idc � OMI
ffiffiffi

2
p
� 100

	 
2

: (16:124)

The modulated optical power that creates the RF current at the PD is given by

iRF PD ¼ Idc �
OMI

100
� h � 100:1�CPL � r: (16:125)

Hence the RF current phasor detected by the PD is provided by

iRF PD(t) ¼ Idc �
OMI

100
� h � 100:1�CPL � r

	 


� cosvRF � t: (16:126)
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Figure 16.27 The concept of directly modulated laser linearization with phase- and
amplitude-correction feedback. Note that PSs are narrow-BW devices and thus this
concept is narrowband. Phase locking to the IMD level using a pilot tone can be
done. This may require RF BPF to isolate IMD, RF detector, and loop filter. The
leveling method is similar to AGC.
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Assume a laser diode such as a Mitsubishi FU450SFD. The linearity test
for two tones is defined at OMI ¼ 10%/tone, including a 15-km SMF to add
dispersion effects, due to laser chirp. The data sheet presents the IMD result in
decibels relative to the carrier power. Hence the next stage is to evaluate the
laser polynomial. Assume that the model for a modulated laser has a linear
slope efficiency as well as two additional slope efficiencies for the second- and
third-order DSO and DTO two-tone test. Thus it can be written as follows:

Popt ¼ h � xþ b � x2 þ c � x3: (16:127)

The units of the coefficients of the linear and NL slope efficiencies are h

[W/A] or [mW/mA], b [W/A2] or [mW/mA2], and c [W/A3] or [mW/mA3].
Such tests are performed by vendors using a spectrum analyzer as described in
Fig. 16.28. The two tones applied on Eq. (16.127) result in the following:
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OMI

100
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� 2

þ c � Idc �
OMI
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� 3

:
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>

>

>

>

>

>

>
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>

>

>

>

>

>

>

:

(16:128)

The next stage is to evaluate b and c from the CSO and CTB data. These are
provided by using trigonometric identities and selecting the relevant frequencies.
The third-order intermodulation (TOI) currents are given by

iRF-TOI ¼ r � Idc �
OMI

100

	 
3

�c

�
3

4
cos 2vRF1 � vRF2ð Þ þ cos 2vRF2 � vRF1ð Þ½ �, (16:129)

Σ
1

1

iRF
zo

PD
Laser 

Fiber

f1
RF Tone

f2
RF Tone

Spectrum
Analyzer

Figure 16.28 Laser IMD test in a spectrum analyzer.
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where r is PD responsivity. The second-order IMD (SOI) currents are given by

iRF-SOI ¼ r � Idc �
OMI

100

	 
2

� b

� cos vRF1 þ vRF2ð Þ þ cos vRF2 � vRF1ð Þ½ �: (16:130)

The IMD products are measured by a spectrum analyzer with input impedance
of Z0. The power is related to rms currents. Hence, the TOI result in dBc would be
given by:

dBcTOI ¼ 10 log

r � Idc �
OMI

100

	 
3

�c �
3

4
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�
1

2
� Z0

r � Idc �
OMI

100

	 


� h

� 2

�
1

2
� Z0

¼ 10 log
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OMI
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4

�
3

4

	 
2

h2
: (16:131)

Consequently the c coefficient is given by:

c
W

A3

� 

¼
4 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

100:1�dBc
p

� h � 104

3 � I2
dc � OMI2

: (16:132)

Using the same approach, b is given by:

dBcSOI ¼ 10 log

r � Idc �
OMI

100
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� b

" #2

�
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2
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� h
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�
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100

	 
2
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: (16:133)

Hence the b coefficient is given by:

b
W

A2

� 

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

100:1�dBc
p

� h � 102

IDC � OMI
: (16:134)
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The next step is to estimate the fundamental cancellation by amplitude- and
phase-alignment tolerances of the PS f1 and amplitude control ATT2. For that
purpose, the voltage summation at the PS3 output should be observed. Assume
that the detected voltages at the feedback path are given by

V ¼ V2 � cos vRF1t þ uþ pð Þ þ cos vRF2t þ uþ pð Þ½ �: (16:135)

The voltages, resulting from the push–pull analog TIA, have phase inversion
and phase shift u due to the laser, detector, and RF delays. Recall that phase inver-
sion is made by the BALUN for subtraction at PS3:

The fundamental tones feeding PS3 after passing through f1 are

V ¼ V1 � cos vRF1t þ wð Þ þ cos vRF2t þ wð Þ½ �: (16:136)

From the phasor diagram, in Fig. 16.29, the calculation of the Vx and Vy phasor
projections would be

Vx ¼ V1 � cosw� V2 � cos u,

Vy ¼ V1 � sinw� V2 � sin u:
(16:137)

The equivalent fundamental phasor magnitude is given by

V ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V2
X þ V2

Y

q

: (16:138)

Defining the voltage-amplitude balancing coefficient as the ratio of the laser
fundamental frequency feedback and the fundamental input, d ¼ V2/V1, would

ϕ

θ

V1

Input fundamental
tone phasor

V2

Laser feedback 
fundamental tone

phasor 

Y

X

Figure 16.29 Fundamental tone cancellation as a phasor diagram.
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provide the equivalent phasor nullification tolerances of phase and amplitude
mismatch:

V ¼ V1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ d2 � 2 � cos w� uð Þ

q

: (16:139)

where the phasor phase is j ¼ tan(Vy/Vx).
In the same way, IMD nullifying is evaluated for the laser output by observing

full roundtrip–inverted IMDs against newly generated IMDs created by the laser.
For this calculation, the laser polynomial model is used. For the calculation on
the current domain, assume PD has responsivity r ¼ 1 and zero delay. For this
iterative calculation, the fundamental tones would generate the current OMI
according to the amount of the fundamental nullification ability. Note that the
upper branch used to modulate the laser sums both antipodal IMD and residues
of the fundamental tones. These fundamental residues are summed with the
main RF tones used to modulate the laser. The fundamental tones modulating
the laser produce IMDs according to Eq. (16.127), where the c and b coefficients
are given by Eqs. (16.132) and (16.134). The full roundtrip IMDs pass the laser
as linear tones per Eq. (16.127), where the linear slope efficiency coefficient
is h. The total IMD would be the phasor equivalent of the full roundtrip with
the newly generated IMDs.

The drawback of this linearization technique is that it has a narrow BW.
The ability to cancel distortions depends on the phase response of the RF
devices such as amplifiers. Therefore, for narrow BW, RF fundamentals and

(a)
IN OUT

IN OUT

(b)

(c)

IN OUT

Figure 16.30 Back-to-back linearizer concepts: (a) expansive hyperbolic arcsin (TRL);
(b) compressive (RFL); (c) hyperbolic arctangent (RFL) based on comsat technical
review [1].
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distortions may have the same phase, therefore the IMD and fundamentals are
canceled according to the suggested scheme in Fig 16.27. However, for a wide-
band span, each fundamental RF tone and IMD product accumulate different
phase from the RF chain, and the phase difference between them is large. As a
consequence, the phasors are not aligned and IMD products are not canceled.

16.4 CATV Transmitter Structure

In previous sections, several linearization techniques for state-of-the-art CATV
transmitters were reviewed. In Chapters 12 and 13, the AGC, APC, and TEC
loops were described. All of these concepts are part of modern fiber-optical
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LoopTEC

Loop 
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RF
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Temp to Current 
and

Current to Temp
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Nonlinear
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3rd Order
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2nd Order
BPF RF
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CPU
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Control
Panel

RF

To MZI
Bias Locking

OMI
Loop

Figure 16.31 A conceptual block diagram of a CATV transmitter showing all control
loops and parametric loops.
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CATV transmitter architectures. In order to maintain a fixed-level OMI and avoid
overmodulation, the RF signal driving the external modulator is locked to a con-
stant RF level by automatic level control (ALC), which is the AGC concept for
transmitters. The second control loop is the TEC, which sets the laser diode to a
constant temperature and thus stabilizes its wavelength. The last loop is the
APC loop controlling the laser power. In addition to these loops, the modulator
is introduced by a predistortion circuit. For that purpose, two additional loops
are used. The first locks the modulator bias point using a parametric feedback,
hence canceling the CSO. The second loop is a parametric loop to lock the
optimal point of the third-order predistortion circuit. This loop is also parametric
feedback; both feedbacks use the same pilot tones.10 Figure 16.31 provides a block
diagram of such a CATV transmitter.

RF lineups in CATV transmitters are configured in push–pull to minimize
second-order distortions. In addition to modulator linearization, an RF chain is lin-
earized as well, using the same concept of back-to-back diodes.1,13 Phase align-
ment is accomplished by VARICAP diodes.

Figure 16.30 provides some linearizer concepts such as reflective transmission
line (RFL) and transmission line type (TRL).1

The overall system performance is measured by carrier-to-intermodulation
(C/I) and calculated by

C

N

	 


T

¼
1

1
C
I

� �

IMD

þ
1

C
N

� �

RIN

þ
1

C
N

� �

shot

1
C
N

� �

dark

þ
1

C
N

� �

thermal

: (16:140)

It is clear that the lower the intermodulations are, the higher the dynamic range of
the entire link.

16.5 Main Points of this Chapter

1. Analog system or link performance is measured by carrier to intermodu-
lation (C/I) and noise, which defines the system’s dynamic range.

2. In digital transport such as QAM, C/I affects the performance of BER
versus Eb/N0.

3. Analog system performance and dynamic range is evaluated by IP2 and
IP3, which are correlated to the CSO and CTB.

4. To overcome NLD and reduce distortions, there is a need for lineariza-
tion circuits.

5. Linearization can be done on the modulating electronic circuit or on the
optics.
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6. Linearization in electronic circuits is categorized into two main configur-
ations: FF linearizer, which is made of linear elements that sample distor-
tions, and the signal created in the RF path, which is subtracted. The
remaining distortions are inverted and feed the output with inverted
phase, and phase and amplitude alignment, so the output IMD are
cancelled.

7. The FF technique is implemented both in optics and RF.

8. The main drawback of FF for CATV applications is its alignment as well
as its limited BW, because of the PS’s BW limitations.

9. RF FF is useful for cellular applications.

10. In a CATV, the modulator’s distortions result from the sin(x) transfer
function of the modulator.

11. By selecting a proper bias point for the optical modulator, second-order
distortions theoretically can be cancelled.

12. The predistortion circuit’s role is to cancel the CTB of the modulator.

13. NLD analysis is based on the Taylor power series with no memory. This
means amplitude changes with no phase changes due to AM-to-PM.

14. The MZI predistorter generates an arcsinh function that linearizes the
MZI sin(x) transfer function.

15. One of the methods to have an arcsinh function is by a back-to-back
diode linearizer, as shown in Fig. 16.6.

16. In order to lock the linearizer to its optimum operating bias and to opti-
mize the MZI bias point for minimum CSOs, a special feedback loop is
used and is identified as parametric feedback.

17. A parametric feedback loop is similar to a PLL since it is a PLL locked on
reference IMD. Because of this, it is called a RLL.

18. An RLL loop requires two pilot tones to produce IMDs. This way, it can
be locked on the second-order IMD and third-order IMD for bias optim-
ization of the MZI and the bias of the predistorter, respectively.

19. The pilot tones, used in RLL to create distortions, are selected to be out of
the CATV frequency band in order to prevent interference. As a result,
the IMD products are out of the CATV band as well. This is the
frequency design concept of RLL pilot tones.

20. To create a reference IMD, the two pilot tones pass through the NL
device.

800 Chapter 16



21. An IMD generated by the MZI are sampled back, then pass a phase detec-
tor, and create an error voltage. The error voltage is integrated by the loop
filter, creating a correction voltage.

22. RLL for CSO and CTB consist of two loops; such a system is called also
an adaptive predistorter.

23. Predistorters are available for directly modulated lasers as well. Such
predistorters cancel second- and third-order IMDs.

24. CMOS technology is also used for linearization since the FET is a square-
law device.

25. The push–pull method is a linearization circuit that cancels second-order
distortions created by the RF amplifiers. It does not cancel the PD distor-
tions.

26. Push–pull is useful for both CATV receivers and RF drive in CATV
transmitters.

27. Push–pull performance is sensitive to the phase and amplitude alignment
between its two arms.

28. There are three methods used for modulators: linearization, dual parallel,
and dual cascade linearization, a combination of the previous two.

29. The main idea behind the three methods mentioned in point 28 is to have
a main modulation path and auxiliary modulation path, which provides
out-of-phase distortions. These distortions are summed with the output
of the main modulator and thus the distortions are cancelled.

30. Another optical linearization method is wideband fast feedback of the
modulated optical signal by sampling it with a PD. The sampled signal
is fed back with inverted IMDs to cancel the laser’s IMDs. The delay
of the feedback defines the phase lag and sets the limit of linearization.

31. A CATV transmitter has five control loops: (1) an OMI loop for constant
RF modulation depth; (2) an APC loop for optics power; (3) a TEC loop
for a fixed temperature of the transmitter’s laser in order to stabilize the
wavelength; (4) A dc bias parametric loop to cancel second-order CSO of
the modulator by locking its bias to the optimal bias point; and (5) a dc
bias parametric loop to optimize third-order CTB of the modulator by
locking the predistorter to the optimal bias point.

32. Parametric loop BW is narrow since the bias drifts are slow with time
constants of hours to days. A wideband fast loop would track undesirable
amplitude changes and would generate residual AM, consequently
making higher IMDs.

Linearization Techniques 801



References

1. Cahana, D., J.R. Potukuchi, R.G. Marshalek, and D.K. Paul, “Linearized
transponder technology for satellite communications; Part-1 Linearizer
circuit development and experiment characterization.” COMSAT Technical
Review, Vol. 15 No. 2A, pp. 277–307 (1985).

2. Rosly, L., V. Borgioni, F. Zepparelli, F. Ambrosi, M. Comez, P. Faccin, and
A. Casini, “Analog laser predistortion for multiservice radio over fiber
systems.” IEEE Journal of Lightwave Technology, Vol. 21 No. 5,
pp. 1121–1223 (2003).

3. Fernando, X.N., and A.B. Sesay, “Higher order adaptive filter based predis-
tortion for nonlinear distortion compensation of radio over fiber links.”
Proceedings of IEEE (2000).

4. Sadhwani, R., J. Basak, and B. Jalali, “Adaptive electronic linearization of
fiber optic links.” Paper ThG7. Proceedings of OFC, Vol. 2, pp. 477–497
(2003).

5. Salgado, H.M., and J.J. O’Reilly. “Accurate performance modeling of
subcarrier multiplexed fiber/radio systems: Implications of laser nonlinear
distortions and wide dynamic range.” IEEE Transactions on Communi-
cations, Vol. 44 No. 8, pp. 988–996 (1996).

6. Roselli, L., V. Borgioni, F. Zepparelli, M. Comez, P. Faccin, and A. Casini,
Predistortion, “Circuit design for I and III order simultaneous linearization in
multiservice telecommunications apparatuses.” Paper TH2F-7, IEEE MTTS
Digest, pp. 1711–1714 (2002).

7. Katz, A., “Linearization reducing distortion in power amplifiers.” IEEE
Microwave Magazine, Vol. 37, pp. 37–49 (2001).

8. Chiu, Y., B. Jalali, S. Garner, and W. Steier, “Broad band electronic linear-
izer for externally modulated analog fiber optic links.” IEEE Photonics
Technology Letters, Vol. 11 No. 1, pp. 48–50 (1999).

9. Wilson, G.C., T.H. Wood, and U. Koren, “Integrated electroabsorption
modulator/DBR laser linearized by RF current modulation.” IEEE
Photonics Technology Letters, Vol. 7 No. 10, pp. 1154–1156 (1995).

10. Nazarathy, M., J. Berger, A.J. Ley, I.M. Levi, and Y. Kagan, “Progress in
externally modulated AM CATV transmission systems.” Journal of
Lightwave Technology, Vol. 11, pp. 82–105 (1993).

11. Jackson, M.K., V.M. Smith, W.J. Hallam, and J.C. Maycock, “Optically lin-
earized modulators: chirp control for low-distortion analog transmission.”
IEEE Journal of Lightwave Technology, Vol. 15 No. 8, pp. 1538–1545
(1997).

12. Katz, A., “SSPA Linearization.” Microwave Journal, Vol. 42 No. 4,
pp. 22–73 (1999).

13. Cripps, S., Advanced Techniques in RF Power Amplifier Design. Artech
House (1999).

14. Sadhwani, R., and B. Jalaly, “Adaptive CMOS predistortion linearizer for
fiber optic links.” IEEE Journal of Lightwave Technology, Vol. 21 No. 12
(2003).

802 Chapter 16



15. Childs, R.B., and V.A. O’Brian, “Multichannel AM video transmission using
a high-power Nd. YAG laser and linearized external modulator.”
IEEE Journal on Selected Areas in Communications, Vol. 8 No. 7,
pp. 1369–1376 (1990).

16. Wilson, G.C., “Optimized predistortion of overmodulated mach-zehnder
modulators with multicarrier input.” IEEE Photonics Technology Letters,
Vol. 9 No. 11, pp. 1535–1537 (1997).

17. Atlas, D.A., “On the overmodulation limit on externally modulated
lightwave AM–VSB CATV systems.” IEEE Photonics Technology
Letters, Vol. 8 No. 5, pp. 697–699 (1996).

18. LaViolette, K.D., “CTB performance of cascaded externally modulated and
directly modulated CATV transmitters.” IEEE Photonics Letters, Vol. 8
No. 2, pp. 281–283 (1996).

19. Sabido, D.J.M., M. Tabara, T.K. Fong, C.L. Lu, and L.G. Kazovsky,
“Improving the dynamic range of a coherent AM analog optical link using
a cascaded linearized modulator.” IEEE Photonics Technology Letter,
Vol. 7 No. 7, pp. 813–815 (1995).

20. Korotky, K., and R. M. DeRidder, “Dual parallel modulation schemes for
low-distortion analog optical transmission.” IEEE Journal on Selected
Areas in Communications, Vol. 8 No. 7, pp. 1377–1381 (1990).

21. Burns, W.K., “Linearized optical modulator with fifth order correction.”
IEEE Journal of Lightwave Technology, Vol. 13 No. 8, pp. 1724–1727
(1995).

22. Boulic, Y.W., “A linearized optical modulator for reducing third order inter-
modulation distortion.” IEEE Journal of Lightwave Technology, Vol. 10 No.
8, pp. 1066–1070 (1992).

23. Brooks, J.L., G.S. Maurer, and R.A. Becker, “Implementation and evaluation
of a dual parallel linearization system for AM-SCM video transmission.”
IEEE Journal of Lightwave Technology, Vol. 11 No. 1, pp. 34–41 (1993).

24. Farina, J.D., B.R. Higgins and J.P. Farina, New Linearization Technique
for Analog Fiber Optic Links. OFC 96 Technical Digest. Paper ThR6.
pp. 283–284.

25. MathCad Professional 2001 User Guide Book. Parametric Technology
Corporation (2001).

26. Transmission Lines Accurately Model Autotransformers. By K. B. Nicals
and R.R Pereira and A.P. Chang. Microwaves and RF. November 1992
pp. 67–76.

27. Walston, J.A., and J.R. Miller, Transistor Circuit Design. Texas Instruments
Inc. and McGraw-Hill (1963).

28. Hagensen, M., “Influence of imbalance on distortion in optical push-
pull front ends.” Journal of Lightwave Technology, Vol. 13 No. 4,
pp. 650–657 (1995).

29. Koyama, F., and K. Iga, “Frequency chirping in external modulators.” IEEE
Journal of Lightwave Technology, Vol. 6 No. 1, pp. 87–93 (1988).

30. Qiang, L., Z.Z. Ying, and G. Wei, “Design of a feedback predistortion linear
power amplifier.” Microwave Journal, Vol. 48 No.5, pp. 232–241 (2005).

Linearization Techniques 803



Chapter 17

System Link Budget Calculation
and Impairment Aspects

The previous chapters provided a detailed review of an optical analog link at both
ends. In the central downlink, there is a predistorted multichannel community
access television (CATV) transmitter. On the user’s end, an analog receiver
employs simple linearization techniques to combat internally created distortions.
However, when considering the entire system, there are several parameters that
should be taken into account to measure the quality of service. Quality of
service is measured either by carrier-to-noise ratio (CNR) or bit error rate
(BER) performance. Quality-of-service parameters such as BER and CNR are
affected by optical-link building blocks and their inherent limitations. Those limit-
ations include reflections, dispersion, and fiber-related nonlinearities. Addition-
ally, the CATV channel is affected by external modulation and clipping effects
of the laser used in the transmitter in case of DML. Moreover the whole ling is
affected system wise by the transmitter quality, RF circuits and laser as well as
the receiver’s photo detector and the receivers RF circuit performance. An
analog receiver produces NLD (nonlinear distortions) such as composite second
orders (CSO) and composite triple beats (CTB), which can be countered with
proper electrical designing. A photodetector (PD) produces NLDs such as CSO
and CTB that are minimized by defocusing the spot and the PD active area as
well as using a high reverse bias. The inherent receiver noise floor is determined
by the PD shot noise as well as its noise figure performance. The CATV laser trans-
mitter is optimized and predistortion techniques are utilized to combat NLD pro-
ducts. Laser transmitters are divided into four categories related to wavelengths
and modulation scheme, such as a direct modulated laser (DML) or an externally
modulated laser (EML):

. DML transmitter operating at 1310 nm

. EML transmitter operating at 1319 nm

. DML transmitter operating at 1550 nm

. EML transmitter operating at 1550 nm
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An EML is used to reduce distortions and chirp effects, which also increases
the chromatic dispersion.

An additional performance-degradation source is an erbium-doped fiber
amplifier (EDFA).4 This section focuses on link degradations without getting
into the internal structure of EDFAs, which is beyond the scope of this book.
Further information on this subject can be found in Refs. [80] and [81].

In conclusion, a link budget is affected by both electronic RF-related distor-
tions, reviewed in Chapter 9, and optical lightwave-degradation mechanisms.
The optical mechanisms are as follows:

. clipping-induced impulse noise,

. bursty NLDs,

. dispersion-induced distortions,

. stimulated Brillouin scattering (SBS),

. self-phase modulation (SPM),

. stimulated Raman scattering (SRS),

. cross-phase modulation (XPM),

. polarization-dependent distortions (PDDs), and

. coexistence between nonreturn-to-zero (NRZ) and CATV signals that
occur at the digital fiber to the home, curb, building, business premises
(FTTx) and video links services.

In addition, there is a need to have a fast method to approximate the link budget in
order to have a ballpark estimate of the link constraints. These effects are analyzed
in detail in the following sections.

17.1 Link Design Calculations

One of the first steps in optical link design is to estimate the link budget at first-
order approximation. The link budget calculation defines the required gain,
which is affected by optical loss, resistive matching loss, and the voltage stand-
ing-wave ratio (VSWR) mismatch. Link bandwidth (BW) affects the system
threshold since it determines the total noise power of the link and its spurious-
free dynamic range (SFDR), as explained in Chapter 9. With these parameters,
one can select the proper optical components to build a link.

17.1.1 System gain

As was previously explained, in optical fibers, one cannot define the gain of an optical
device since there is no access to it. On one side is an optical pigtail, and on the other is
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an RF sub miniature version B connector (SMB) or sub miniature version A connector
(SMA) output connector. The same applies to a transmitter; thus, alternative defi-
nitions can be used.5,56 Gain can be defined with respect to RF currents and resistances
on transmitter and receiver sides. This way, the optical link gain can be defined as the
ratio of RF-output power to RF-input power:

Glink ¼
Iout

Iin

� �2
Rout

Rin

, (17:1)

where Iout is the receiver’s RF-output current to the output load Rout, Iin is the RF
current to the laser transmitter’s input resistance Rin. This notation can be modified
in terms of link characteristics according to the transmitter’s RF-to-optical conversion
efficiencyhTxRF [mA/mW], the receiver’s optical-to-RF conversion efficiencyhRxRF

[mW/mA], and optical fiber loss Lopt:

Iout

Iin

¼
hTxRF�hRxRF

Lopt

: (17:2)

The optical fiber losses are defined according to the net point-to-point optical
power budget:

Glink ¼
hTxRF�hRxRF

Lopt

� �2
Rout

Rin

: (17:3)

Substituting Eq. (17.2) into (17.1) results in a useful link-gain-budget equation.
Taking efficiencies as unity, one can correct the plot in Fig. 17.1 by adjusting the
link gain with the efficiencies’ correction factor; hence it can be written as

Glink dB½ � ¼ 20 log hTxRF

� �

þ 20 log hRxRF

� �

� 20 log Lopt

� �

þ 10 log
Rout

Rin

� �

:

(17:4)
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Figure 17.1 Total link gain for three cases of impedance ratios K ¼ Rout/RIn: (a) K ¼ 1;
(b) K ¼ 2/3 such as 50/75 V for various transmitter efficiencies, hTx, and 100%
receiver efficiency, which is hRx ¼ 1.
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17.1.2 Efficiency versus matching methods

There are two kinds of matching: the resistive method, which is used in simple
DML, as shown in Sec. 6.9.3, and reactive matching, which is commonly used
in optical receivers’ front ends, as described in Sec. 10.9. As explained, the photo-
diode is a current source with a shunt-output impedance. Thus the transformer-
matching concept improves power-transfer efficiency when the impedance
reflected to the transformer primary equals the PD-output impedance. The
current-transfer efficiency for an optical receiver is defined as a responsivity cor-
rection factor because not all of the photocurrent is transferred to the RF impe-
dance. Therefore, the correction factor is the current divider between the PD
and the RF load. Consequently, the overall receiving efficiency is given by
Eq. (17.5). It is clearly observed that the higher the PD-output resistance is, the
higher the efficiency is. An ideal PD would not have any shunt resistance.
Power-matching considerations would reduce the link gain by 6 dB, as both PD
and RF resistances are equal:

hRxRF ¼
RPDRout

RPD þ Rout

�
1

Rout

� r ¼
RPD

RPD þ Rout

: (17:5)

The transmitter side does not experience such a drop since the RF-matching
resistor is in series; hence, ideally, neglecting ac parasitic effects, the RF efficiency
is almost equal to the dc-modulation OMI gain of the laser. From Eq. (17.3), it is
clear that for high-link gain, it is desirable to have Rout/Rin . 1, and a responsivity
of r � 1. Therefore, the transformer-matching technique to a PD is the preferred
method for high-link gain. Figure 17.2 illustrates the concept of a resistive
matched link.

17.1.3 Link noise

When calculating the quality of service of a link, there is a need to quantify its
inherent noise at the input. Chapters 9–11 analyzed noise constraints, where the
concept was to have an ideal noise-free link and an equivalent noise source at the
input. This noise is amplified and measured at the output of an optical link.
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Figure 17.2 A resistive matched link.
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Chapter 12 demonstrates this method of referencing noise to the input when analyz-
ing automatic gain control (AGC) CNR performance. The same concept is useful for
link calculations. The equivalent input noise (EIN) density in milliwatts per Hertz or
decibels relative to milliwatt per Hertz reflected to the input is defined by:

EINlink mW=Hz ¼
noiseout

Glink

: (17:6)

The EIN can be converted into a link-noise figure by

NF dB½ � ¼ EINlink dBm=Hz þ 174 dBm=Hz½ �: (17:7)

Another presentation of a link-noise figure, 10 log(F) (NF), is the method
adopted in satellite communications, by defining noise equivalent temperature Te.

Te ¼ 100:1�EINlink dBm=Hz � 10 � log T0 � 10 � log kð Þ, (17:8)

where k is the Boltzman constant, T0 is 290 K, and Te results from excess noise,
whose sources were reviewed in previous chapters. These noise sources are:

. lasers

. photodiodes

. amplifiers in transmitter electronics

. amplifiers in receiver electronics

Using the definition for relative intensity noise (RIN) provided in Eq. (10.65), laser
EIN is given by

EINRIN ¼ RIN � Idc � Ithð Þ
2
�Rin �

OMIdc

hTxRF

� �2

, (17:9)

where RIN ¼ kP2l/kP0
2l is the laser noise measured directly at the transmitter

RIN, so named because it is the ratio of the mean-square amplitude of the
noise fluctuations per unit BW, kP2l, to the square of the dc optical power,
P0; Idc is the laser diode (LD) dc bias current, OMIdc (not in %) is the laser
slope efficiency called laser dc modulation gain, which is a regular OMI of
100% multiplied by the slope efficiency of the laser, generally denoted as h;
thus OMIdc ¼ h, hT�RF [mA/mW], the receiver’s optical-to-RF conversion
efficiency, Ith is the laser threshold, Rin is the laser on dc-input resistance,
and OMI is the modulation index as explained in Sec. 6.9. An additional
parameter is the receiver EIN reflected to the input. Knowing the link gain
per Eq. (17.3) and PD efficiency as defined by Eq. (17.5), and the fiber optic
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attenuation, L ¼ Poptlaser/PoptPD, EIN reflected to the input is given by Eq. (17.10)
after performing all substitutions:

EINshot ¼ 2q
Poptlaser

hT�RF

� �2
r

L, (17:10)

where q is the electron charge. Lastly there is a need to calculate the thermal EIN
as it is reflected to the input. This can be done using Eq. (17.6) or (17.7) normalized
to the link gain. Having all these parameters, the overall link EIN is calculated by
summing all EIN densities. Having this value and knowing the channel BW, one
can calculate the dynamic range of the entire link:

EINlink½mW=Hz� ¼ EINshot þ EINRIN þ EINthermal: (17:11)

Note that the link NF is referred to as the overall EIN result in Eq. (17.11).

17.1.4 Link dynamic range versus P1 dB and IP3

Equation (9.28) provided the SFDR full analysis. Thus, the noise value is given by
N ¼ EIN � BW. Another definition for the dynamic range is with respect to P1 dB
as given by

DR1dB ¼ P1dB dBm½ � � EINlink dBm=Hz½ � þ 10 log BW Hz½ �: (17:12)

17.2 Clipping-Induced Nonlinear Distortions

The sections above described a distortion-free link; however, there have been
many studies showing amplitude modulation vestigial side band (AM-VSB) quad-
rature amplitude modulation (QAM) transport BER degradation due to the “clip-
ping” nature of the laser transmitter.2 Such a phenomenon results due to the high
modulation index, OMI, as there is a high channel load and it is a DML. Research
has been conducted on the NLD effects on BER.6 Section 6.9 provides the basics of
DML and the definition of OMI with respect to the laser L– I curve. However, for a
large number of channels, the OMI depth increases, and in some instances, which
are statistically related, the magnitude of the modulating tones is added in phase.
This results in a clipping effect, since the signal is rectified. The rectification
process induces noise, which is referred to as “clipping noise.” In practice, the mul-
titone loading is per the frequency plan described in Chapter 3. The most adverse
effect of clipping is on QAM. Thus to observe the clipping noise of a QAM signal,
the spectrum analyzer should be set to the QAM channel’s center frequency. Spec-
trum analyzer parameters are: resolution BW and video BW (VBW) set to 3 MHz,
and the spectrum analyzer set to “zero-span.” In “zero-span” mode, the spectrum
operates as an oscilloscope.9,36 The spectrum is used as a band pass on the channel
and the video signal impulses are detected and displayed in time domain. Time
division is controlled by the sweep time setting. The spectrum analyzer’s video
output cable can be used to display the signal on an oscilloscope.
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17.2.1 Clipping statistical modeling

The theory of DML clipping distortion is provided in Refs. [1–3] and [14]. Numeri-
cal analysis presented in Ref. [29] shows that DML has an advantage over EM and
CTB are better by 6 dB. Assume DML channel loading of N uncorrelated channels:

I(t) ¼ Ia þ
X

N

n¼1

an cos nvt þ unð Þ, (17:13)

where an is the current amplitude of the frequency modulation (FM)–multiplexed
channel, Ia is the laser bias current, I(t) is the modulating current versus time, and
un is the phase of each channel. It is easier to observe a single channel in order to
derive the amplitude probability density function f :

f ½I(t)� Ia� ¼

1

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2 � ½I(t)� Ia�
2

p I(t)� Iaj j , A

0 else

8

<

:

9

=

;

, (17:14)

where A is the maximal swing, which is an for n ¼ 1, and the difference between A
and expression in the parenthesis provides the error between the max swing and
actual swing. The “p value” is a normalization factor to comply the probability
density function of “f ” integration is 1. When N is sufficiently high, the variance
s is given by the sum of all average powers of all the channels (note that channel
power is related to the amplitude square, i.e., pn / an

2):

s2 ¼
1

2

X

N

1

a2
n: (17:15)

Assuming all amplitudes are equal to A, the variance of those harmonic channels
is given by

s ¼ A

ffiffiffiffi

N

2

r

: (17:16)

The variance is similar to the OMI expression of N coherent tones in Eq. (6.84),
since A defines the OMI of a single tone. Using the power average of a harmonic
function as a sine or cosine makes the OMI expression identical to the variance
expression, as was expected. Modifying Eq. (17.16) by substituting A with m per
Eq. (17.17) leads to

m ¼
A

Ia � Ith

: (17:17)

Thus:

s ¼ m

ffiffiffiffi

N

2

r

Ia � Ithð Þ, (17:18)
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where Ith is the threshold current. Note that when m
ffiffiffiffi

N
p

is held constant, the variance
is held constant. This parameter defines distortions, since it is a different way of
representing multitone OMI. Figure 17.3(a) shows the amplitude probability den-
sities as functions of a number of channels N. Figure 17.3(b) shows the effective
transfer function of a laser for the input signal plus Gaussian noise from other
carriers and the output clipping statistics.2

For a large number of channels N, the clipping probability is approximately
normal, with zero mean and variance, as denoted by Eq. (17.18). Hence
P(|y| . R), where R ¼ N � A/m ¼ Ia – Ith is given by:

P y
�

�

�

� . R
� �

¼ 1� P y
�

�

�

� , R
� �

¼ 1�
1
ffiffiffiffiffiffiffiffiffi

2ps
p

ð

R

�R

exp
�y2

2s2

� �

dy ¼ erfc
R

A
ffiffiffiffi

N
p

� �

: (17:19)

Several papers were published on the CSO and CTB calculations,2,10,13 BER
statistics as of NLD,11,14,15,17 asymptotic bounds,3 signal-to-noise ratio (SNR),20

and turn-on delay16 as causes of clipping and the result of clipping effects. The
next step is to use clipping statistics to predict NLD and estimate QAM BER.

Assume that the laser is biased at I0 and the threshold current is Ith. In case of a
modulation current I fluctuating around the bias point, the modulation current is
written by:

I ¼ I0 � Ith þ DI � I0 þ DI: (17:20)

Hence, I can be presented as a modification of Eq. (17.13):

DI ¼
X

N

i¼1

ai cos vit þ uið Þ: (17:21)

Using the same process of Gaussian distribution and variance definition from
Eq. (17.18), the over-modulation square value of current can be written as:

kI2
CHl ¼

1
ffiffiffiffiffiffiffiffiffi

2ps
p

ð0

�1

I2 exp
� I � I0ð Þ

2

2s2

� 	

dlþ

ð1

2I0

I2 exp
� I � I0ð Þ

2

2s2

� 	

dl:

)(

(17:22)

The first term is kI2
Cl, the clipping part, and the second term is kI2

Hl, the hard
limiting part. This is explained by Fig. 17.4. The idea now is that the variance is
the delta modulation current:

I ¼ I0 þ DI ¼ I0 þ
ffiffiffi

2
p

sm, (17:23)

where m is given by

m ¼
I � I0
ffiffiffi

2
p

s
, (17:24)
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Figure 17.3 (A) Amplitude probability density function vs. the number of transmitted
channels N: (a) N ¼ 1; (b) N ¼ 2; (c) N ¼ 3; (d) N ¼ 5; (e) N ¼ 10; (f) N ¼ 30.1

Reprinted with permission from IEEE Selected Areas on Communications # IEEE,
1990. (B) Development of the effective transfer function. Input signal plus Gaussian
noise from other carriers (left) is clipped, resulting in expected output (y1) greater
than the output if there were no clipping ( y0). The set of all such inputs results in an
effective transfer curve (solid curve right).2 (Reprinted with permission from the
Journal of Lightwave Technology # IEEE, 1993.)
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Hence, the integration is on the fluctuating current. We can use the approxi-
mation,

ð1

x

exp �m2
� �

dm �
1

2x
exp x2

� �

� J
1

x3
exp x2

� �

, (17:25)

where J is a constant coefficient. Thus Ich can be written as

kI2
Cl ¼

1
ffiffiffiffiffiffi

2p
p I2

0m
3 1� D� Dm2
� �

exp
�1

2m2

� �

, (17:26)

where D ¼ g(J ), which is the mean-square contribution due to the clipping effect.
Using the same process employed for the clipping effect, the mean square of the
hard limiting current is given by

kI2
Hl ¼

4
ffiffiffiffiffiffi

2p
p I2

0mþ
1
ffiffiffiffiffiffi

2p
p I2

0m
3 1� D� Dm2
� �

� 	

exp
�1

2m2

� �

: (17:27)
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Figure 17.4 Clipping and strong limiting effects when modulating a laser: (a) laser
clipping; (b) a clipped signal as a sum of a linear signal plus a rectified portion.21

(Reprinted with permission from the Journal of Lightwave Technology # IEEE, 1997.)
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The input current is given by

kI2
I l ¼ I2

0

N � m2

2
¼ I2

0m
2: (17:28)

Thus, carrier to interference (CIR) is given by

CIR ;
kI2

inl
kI2

Clþ kI2
Hl
¼

kI2
inl

kI2
chl
¼

ffiffiffiffi

2

p

r

m
1

2þ m2 1� D� Dm2ð Þ
exp �

1

2m2

� �

: (17:29)

17.2.2 Asymptotic statistical properties of clipping-induced
noise

After the above statistical concept, it is clear that the next step is to find the asymp-
totic clipping of band-limited channel response. Assuming that the clipped signal
is composed of the sum of the linear signals and the rectified part, as shown in
Fig. 17.4, the following notation is applicable:3,21

z(t) ¼ Kx(t)þ w(t), (17:30)

where K is an attenuation factor, x(t) is the original modulation signal, and w(t) is
an additive noise that represents the clipping. In Chapter 3, it was explained that
the frequency plan has an analog AM-VSB band with high OMI, and digital chan-
nels with lower OMI. Hence, the signal is represented by

x(t) ¼
X

N

i¼1

m cos 2pfit þ uið Þ, (17:31)

where N is the number of AM-VSB channels, m is the peak-modulation index,
assumed to be common to all channels, fi is the frequency of the ith carrier, and
ui is a random phase assumed to be independently and uniformly distributed
over the interval (0–p). For a large number of channels, N . 10. It is assumed
that a Gaussian approximation is a random process. Thus, the asymptotic statistical
properties of the threshold crossing of a Gaussian process can be used to model
w(t), assuming a large difference between the bias current and the threshold
current of the laser, as shown in Fig. 17.4.

There are three particularly useful asymptotic properties for w(t). First, the
clipping events in w(t) are represented by a Poisson sequence of pulses that
occur at an average rate of18

l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f 3
b � f 3

a

3 fb � fað Þ

s

exp
�1

2m2

� �

, (17:32)

wherem ¼ m
ffiffiffiffiffiffiffiffiffi

N=2
p

is the rms OMI presented previously for the channels, and x(t) is
assumed to be a stationary Gaussian process with a flat power spectrum over the
frequency band ( fa, fb). Second, the probability density of the duration for each clip-
ping event, i.e., time interval between down-crossing and subsequent up-crossing
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of the laser threshold current by w(t), follows an asymptotic Rayleigh distribution
given by

p tp

� �

¼
p

2
�
tp

tp
2

exp �
p

4

tp

tp

� �2
" #

, tp � 0 (17:33)

where tp is the average time duration and is related to the clipping ratel according to

tp ¼
1

2l
erfc

ffiffiffiffiffiffiffiffi

1

2m2

s

 !

: (17:34)

Lastly, the shape of each pulse in w(t) is approximated by a parabolic arc:3

y(t) ¼
1

2
€gt2 �

€gt2

8
, if tj j ,

t

2
0, otherwise

8

<

:

9

=

;

: (17:35)

The peak of the parabolic arc occurs at tk, and is described by y(t 2 tk), or one
that starts at tk and is denoted by y(t 2 tk 2 tk/2), where tk is a support time that
replaces t in Eq. (17.35). The second derivative of g is approximated by:

€g ffi �
ṡ

s

� �2

M, (17:36)

where M refers to the threshold level in Fig. 17.4, and the expression of variance
ratio in Eq. (17.36) is denoted by:

ṡ

s

� �2

¼ 2pð Þ2
f 3
b � f 3

a

3 fb � fað Þ
: (17:37)

It can be shown that the area A of the parabolic pulse has a random distribution of
the following form:21

p Að Þ ¼
p

6C
2=3
1 A1=3tp

2
exp �

p

4tp
2

A

C1

� �2=3
" #

¼
2

3

C2

A1=3
exp C2AC2=3

� �

, (17:38)

where A . 0 and C1 and C2 are given by:

C1 ¼
p

4tp
2

A2

6

 !2=9

, (17:39)

C2 ¼
6

A2

� �1=3

, (17:40)

and A2 is the mean square of A. The impulsive noise impairment in a band-limited
channel can be characterized by examining the channel response to the clipped
signal z(t).

816 Chapter 17



This can be simplified by studying Eq. (17.30). Since the receiver’s channel
filter suppresses all frequency components in x(t) except the desired channel
signal, it is clear that the clipping noise contribution comes entirely from the
frequency of w(t). The average pulse duration, tp, in w(t) for the BW in a
6 MHz CATV channel, with N ¼ 42 channels and m ¼ 0.04, is calculated by
Eqs. (17.32) and (17.34), and is about �334 ps against 1/6 MHz, which is
167 ns approximately. The clipping noise train can be approximated by:

w(t) �
X

1

k¼�1

Akd t � tkð Þ, (17:41)

where d(t– tk) is the impulse function and tk are the Poisson-distributed event times,
and Ak are random variables representing the parabola area of w(t). The channel
response to w(t) is obtained by convolving Eq. (17.41) with the effective
impulse response of the band-limited channel. Thus the resulting clipping-
induced impulsive noise waveform is given by:

u(t) �
X

1

k¼�1

Akhc t � tkð Þ; (17:42)

where hc is the impulse response of the channel in the receiver.

17.2.3 BER of M-ary QAM channels’ clipping noise due to
DML OMI

The preliminary background to clipping noise given above can be used for deriving
the BER performance of an M-ary QAM in the presence of asymptotic clipping
impulse noise and additive white Gaussian noise (AWGN).11,21 A typical AM-
VSB CATV signal is shown in Fig. 17.5 and the modeling of link noise is depicted
in Fig. 17.6. In Ref. [11], a study was made to provide bounds for OMI in analog-
digital-hybrid subcarrier multiplexed (SCM) transmission. In that scheme, the
transport employs 79 AM-VSB analog channels and 31 QAM digital TV channels.
Chapter 8 provides an analytic expression for such a scheme in Eq. (8.49) to (8.51).
The assumption made in Ref. [11] is that clipping affects BER in the same way as it
does AWGN, with the following corrections:

Pb ¼
2

log2

ffiffiffiffiffi

M
p

 � 1�

1
ffiffiffiffiffi

M
p

� �

exp �Að Þ
X

1

j¼0

Aj

j!
erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3DUR

2 M � 1ð Þ

s

�
1

sJ

" #

, (17:43)

where A is the impulse index, which is defined as the product of clipping density
occurrences, which is the frequency of the frequency-multiplexed (FDM) signal
amplitude crossing over the threshold level of the LD. The ratio of demodulation
(DUR) is the ratio of the averaged M-QAM signal power to the undesirable signal
power, which is the sum of the averaged power of the impulse noise and the
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Gaussian noise. The following relations describe the variables in Eq. (17.43):

s2
j ¼

( j=A)þ G0

1þ G0
, (17:44)

G0 ¼
CNLD

CNRQAM

, (17:45)
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Figure 17.5 AM-VSB video modulation profile. (a) The carrier signal and modulation
envelope in time domain. (b) The standard color bar amplitude according to the
IRE.11 (Reprinted with permission from the Journal of Lightwave Technology #
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where CNRQAM is the M-QAM carrier to the AWGN SNR and CNLD is the
carrier-to-impulse-noise power ratio. The impulse index A is derived in the follow-
ing manner. The multicarrier FDM signal is given by

x(t) ¼
X

NA

i¼1

mi cos vit þ wi þQið Þ þ
X

NQ

k¼1

hk cos vkt þ fk þFk

� �

, (17:46)

where the first part of the equation refers to the AM-VSB channels and the second
to the QAM channels, m is the OMI for the VSB, and h is the OMI for the QAM;
NA is the number of AM-VSB channels and NQ is the number of the QAM chan-
nels, w and f are the phases of the carriers, and F and Q are random variables with
uniform distributions at intervals [2p, p], which expresses phase changes that
result from the VSB that and the fluctuation of phase resulting from frequency
instability of the synthesizer used to generate the carrier.

The spectral power of x(t) is calculated by the autocorrelation

Rxx tð Þ ¼
1

2

X

NA

i¼1

R mimið Þ cos vitð Þ þ
1

2

X

NQ

k¼1

R hkhkð Þ cos vktð Þ: (17:47)
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Figure 17.6 A 64 QAM signal BER in an SCM system with 60 AM-VSB signals. The first
AM-VSB case has m ¼ 4.0%/ch, and the second AM-VSB case has m ¼ 3.6%/ch.
Square dots: experiments; solid line: calculated. QAM OMI; h is varying.11 (Reprinted
with permission from the Journal of Lightwave Technology # IEEE, 1999.)
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For t ¼ 0, Eq. (17.47) becomes,

R 0½ � ¼
1

2

X

NA

i¼1

R mimið Þ 0½ � þ
1

2

X

NQ

k¼1

R hkhkð Þ 0½ � ¼
1

2

X

NA

i¼1

mi
2 þ

1

2

X

NQ

k¼1

hk
2
, (17:48)

where mi and hk are the averaged OMIs for each modulation signal. In the same
manner, the derivative of x(t), denoted as x 0(t), is calculated. This expression is
the variance in the modulation index, or in other words, the instantaneous
change in the signal during the clipping period of t. Thus,

Rx0x0 tð Þ ¼
1

2

X

NA

i¼1

R m0
i
m0

ið Þ t½ � cos vitð Þ þ v2
i R mimið Þ t½ � cos vitð Þ

þ 2viR m0
i
mið Þ t½ � sin vitð Þ þ

1

2

X

NQ

k¼1

R h0
k
h0

kð Þ
t½ � cos vktð Þ

þ v2
kR hkhkð Þ t½ � cos vktð Þ þ 2vkR h0

k
hkð Þ t½ � sin vktð Þ: (17:49)

For t ¼ 0, Eq. (17.49) becomes

Rx0x0 0ð Þ ¼
1

2

X

NA

i¼1

R m0
i
m0

ið Þ 0½ � þ v2
i R mimið Þ 0½ � þ

1

2

X

NQ

k¼1

R h0
k
h0

kð Þ
0½ � þ v2

kR hkhkð Þ 0½ �

¼
1

2

X

NA

i¼1

mi
0 2 þ v2

i mi
2 þ

1

2

X

NQ

k¼1

hk
0 2
þ v2

khk
2

(17:50)

where mi
02 and hk

02
are mean squares of the time differential values of each signal’s

OMI. Moreover, since mi
02 and hk

02
are much smaller than v2

i mi
2 and v2

khk
2
, it

enables defining an approximation:

R00 0½ � ¼ �Rx0x0 0ð Þ � �
1

2

X

NA

i¼1

v2
i mi

2 �
1

2

X

NQ

k¼1

v2
khk

2
: (17:51)

The clipping occurrence density is defined by

n ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�R00 0ð Þ

R 0ð Þ

s

exp
�1

2R 0ð Þ

� 	

: (17:52)
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Using these approximations and substituting vi ¼ 2pfi and vk ¼ 2pfk,
Eq. (17.52) becomes

n �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

NA

i¼1

f 2
i mi

2 þ
P

NQ

k¼1

f 2
k hk

2

P

NA

i¼1

mi
2 þ

P

NQ

k¼1

hk
2

v

u

u

u

u

u

u

t

exp
�1

P

NA

i¼1

mi
2 þ

P

NQ

k¼1

hk
2

2

6

6

6

4

3

7

7

7

5

: (17:53)

The clipping impulse index is ^ ¼ vTs. Assuming that the OMI average for
AM-VSB and QAM satisfy mi ¼ m and hk ¼ h, the impulse index is given by

L � Ts
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u
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t

exp
�1

m2 NA þ h2 NQ
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: (17:54)

Assume that all signal levels are as above, and that the timing of the horizontal
scan synchronization pulse is random, as was mentioned in Chapter 3. Also assume
that the average of OMI values for AM-VSB is given by mi ¼ PFAm and M-QAM
is given by hk ¼ PFQh, where, PFQ stands for peak factor, which is the index of the
difference between the carrier level of the M-QAM signal and its average ampli-
tude; for instance, a 64 QAM has PFQ ¼ 0.66 (23.67 dB). This issue was
explained in Chapter 12 for dealing with AGC calibration of CW versus video.
For the AM-VSB, PFA is obtained from the video-signal structure in Chapter 3,
as also displayed in Fig. 17.5. The AM signal employs negative modulation in
such a way that it increases the transmission power and decreases the light inten-
sity of the video signal. Hence, its average amplitude is smaller than that of the
horizontal synchronization pulse that has the same level as the AM carrier.
From Fig. 17.5, it can be seen that the peak-carrier amplitude appears at a synchro-
nization pulse, which lasts only 8% of the horizontal scan interval, 1H in
Fig. 17.5(b). Thus, this amplitude is negligible when estimating the averaged
amplitude of the AM-VSB. As was explained in Chapter 12, Fig. 17.5, and
Sec. 12.32, it is assumed that the averaged amplitude of practical AM is
between 70% black and 12.5% white, with the peak carrier; averaging of PFA

value for the AM signal results in 0.4375 or 27.7 dB. Finally, Eq. (17.55) can
be written as:

L � Ts
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The above discussion provides the tools for deciding on the OMI policy for
various links that have AM-VSB and QAM against BER performance. An exper-
iment was conducted to check how the AM-VSB distortion profile reduces
64 QAM. Forty analog channels between 91.25 and 445.25 MHz with 6-MHz
channel spacing were transmitted with a QAM channel at 473 MHz. The optical
power range was controlled by an attenuator. The optical power was 21.0 dBm,
which provided a digital CNR of �31 dB. The 64 QAM OMI, denoted as h,
was 0.4%. The AM-VSB OMI was varied and increased, as shown in Fig. 17.6.
In this case, 60 AM-VSB were launched. BER tended to expand as QAM OMI
was increased. The example shows two test cases where the AM-VSB channels
were held at 4.0% and 3.6% OMI per channel. It can be observed that the
higher AM-VSB OMI provided a lower QAM BER performance and lower
channel quality of service since the clipping effect that result from the AM-VSB
affected the QAM, because the distortions were in the QAM band. In order to
overcome that effect, QAM OMI is increased, which is equal to the improvement
of Eb/N0.

The next step is to find the OMI bounds for AM-VSB and QAM. Since those
TV transports are FDMC (frequency division multiplexing) and affect each other.
In fact the AM-VSB affects the BER performance of the QAM. There are two
bounds: the lower bound for AM-VSB CNR and QAM BER, and the upper
bound, which is affected by clipping and, as will be explained later on, by NLD
such as CSO and CTB products. Hybrid SCM transmission requires 51-dB or
better CNR at its threshold. This CNR depends on the received optical power
and the receiver, as explained in Sec. 17.8 and in Chapter 10, as well as on its
AGC strategy, reviewed in Chapter 12. For the case of AM-VSB signal at
optical level 21.0 dBm and the data in Fig. 17.7 data, the AM-VSB opital modu-
lation index (OMI) is given as 4% � m � 3.6%. The upper bound is affected by
CSO and CTB distortion products, which appear in distortion bursts.19 Assuming
that high-quality reception is for CSO , 260 dBc and CTB , 265 dBc, two
limits are set. The first limit is OMI; the second is the maximum received
optical power. The second constraint is solved in the receiver by AGC and PD
biasing. The OMI affects the RF level through the channel and is controlled by
modulation level in the transmitter, as explained in Chapter 16. Distortions are
created by the transmitter and the receiver, and are affected by the number of chan-
nels.22 In general, the approach is to observe the rms OMI average:11,14

mOMI ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2 NA þ h2 NQ

2

r

, 0:26; (17:56)

which requires overall rms loading of less than 26%.
The lower bound for 64 GAM signal’s OMI is analyzed as follows. The Digital

Audio Visual Council (DAViC) specifications require BER ,10212 after an error
correction employing the Reed–Solomon error correction code (204,188,16) and a
convolutional interleaver with a depth of 12. The OMI ranges for AM-VSB and
64 QAM are provided in Fig. 17.7.11 In analog/digital hybrid SCM transmission,
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carriers have generally been substituted for transmission signals such as AM-VSB
and M-QAM, to evaluate transmission quality. In practical hybrid SCM, however,
carriers are modulated by video or digital data. Hence, the amplitude of these
signals is more compressed than that of carriers. This phenomenon causes a
decrease in the frequency of clipping the multiplexed signal at the laser threshold.
Consequently BER is lower than that of the experimental results for the same
OMI.30 Figure 17.7 superimposes the OMI bounds by assuming transmission
signals, carriers, and AM-VSB signals with AGC have a 3.9 dB averaged
penalty. The OMI’s of the AM-VSB and 64 QAM are given by the carrier level.
Note that these carriers are CW tones. Therefore, a peak-to-average phenomenon
is observed. It can be seen that BER performance is restricted by both OMIs
of the AM and the QAM signal. The reticulated area shows the OMI ranges for
carriers, and the hatched area shows the OMI ranges for an AM signal with
AGC and practical 64-QAM signals. For the carriers, the OMI range is restricted
by the BER rather than the CSO and CTB within the analog CATV band. The
curve giving the BER bounds rises sharply for the AM-VSB OMI. Hence, the
OMI per AM-VSB channel is limited to about 4% in order to satisfy the required

Figure 17.7 OMI ranges when assuming carrier and AM signal of black picture for
AM signal. Reticulated and hatched areas indicate OMI ranges with different AM
conditions. Solid line: The lower bound of OMI given by assumed AM-CNR at received
optical power of 2 1 dBm. Broken Line: The upper bound of OMI providing assumed
distortions levels (CSO , 260 dBc, CTB , 265 dBc). Dashed line: The lower bound
of OMI given by assumed 64 QAM for BER ,1029 when employing carriers as AM
signals. Dashed dotted line: The lower bound of OMI given by assumed 64 QAM BER
when employing AM signal of a black picture as AM-VSB, under tills case modulation
signals are wiih AGC.11 (Reprinted with permission from the Journal of Lightwave
Technology # IEEE 1999.)
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BER prior to the error-correction process. The 64 QAM OMI has to be slightly
higher than 2% for such AM-VSB OMI.

Consequently, the OMI ranges shrink and the OMI needs a larger 64-QAM signal
to be compared with that for Gaussian noise. On the other hand, the OMI range is
wider for modulation signals with AGC, as shown by the hatched area. This is
because the clipping occurrence is reduced and the OMI restriction due to BER per-
formance is relaxed. A typical CATV transmitter’s AGC is shown in Chapter 16. The
AGC protects against over-modulation of the laser; therefore, having a higher OMI
range results in larger CNR margins for the AM-VSB signals. Furthermore, there
are no limitations on the QAM OMI that results from BER degradation due to
impulse noise for the practical SCM system. This is because the FDM (frequency div-
ision multiplexed) signal level becomes smaller than that, while assuming the AM
signal and the occurrence frequency of clipping is within the value of having no influ-
ence on BER. The carriers create a condition under which it is too difficult to evaluate
BER in hybrid SCM and the OMI’s of the transmission are severely limited.

17.2.4 CSO and CTB statistical properties and effects on BER

So far, the analysis has focused on modulation depth effects on the statistics of BER.
The next step is to evaluate how the clipping process affects the generation of CSO and
CTB, and examine how those products degrade BER performance in an SCM channel.
The analysis is based on Eqs. (17.13) and (17.46). The amount of CSO and CTB dis-
tortion products are given in Ref. [13]. It can be considered as a Gaussian random
process, since the FDM current passes throughout the laser I–P characteristics. The
resulting distortions are found by the autocorrelation function of the laser output:

CSO ¼ NCSO

m2
AM�VSB

8pm2
g�2 exp �

1

m2

� �

, (17:57)

CTB ¼ NCTB

m4
AM�VSB

32pm6
g�2 exp �

1

m2

� �

, (17:58)

where

g ¼
1

2
1þ erf

1
ffiffiffi

2
p

m

� �� 	

, (17:59)

and m is the rms modulation depth given by

mOMI ¼
1

2
m2

AM-VSB � NAM-VSB þ
1

2
m2

QAM � NQAM, (17:60)

which refers to the equivalent OMI of multicarrier transport mentioned in Eqs. (17.16)
and (6.84). NCSO and NCTB are the relative power sums of the second and third inter-
modulation products falling at frequency f. CSO/NCSO and CTB/NCTB are the ratios
of second- and third-order intermodulation products’ power to carrier power, IMD2
and IMD3.
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As was mentioned previously, the QAM depth is low, and thus its influence on
CSO and CTB is low; hence, the AM-VSB has the more significant influence on
the NLD products. When analyzing BER in the presence of clipping, there are
two kinds of noise impaired digital QAM transmission. First is Gaussian noise,
which includes PD shot noise, receiver’s noise, and laser RIN. Clipping NLD is
a second kind of non-Gaussian broadband noise, which is considered a random
train of pulses passing through the band-pass filter (BPF) of the QAM channel.
Thus the BER depends on the rate of pulses arriving at and the magnitude of
pulses passing through the QAM BPF:

BER ¼ 4

ffiffiffiffiffi

M
p
� 1
ffiffiffiffiffi

M
p PimpP ~i . d=2

� �

, (17:61)

where M is the number of QAM symbols, Pimp is the impulse arrival probability,
and P ~i . d=2

� �

is the probability that the magnitude of filtered pulse is larger than
the half distance between two QAM symbols. Pimp is given by the Poisson
statistics of clipping noise, Pimp � lTsym, also known as the clipping index, and
l is affected by mOMI ¼ m according to Eq. (17.32), and Tsym is equal to the
period of symbols. The value of P ~i . d=2
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, (17:62)

where Ei() is the exponential integral function, A is mean area of the impulse
whose statistics are given by Eq. (17.38), and fg and ksi are functions of the BPF
of the receiver. Equation (17.61) provides the symbol error probability, which is
equal to BER, assuming the use of Gray coding. Note that the distance between
two adjacent states of an M-ary QAM constellation is given by

d ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3TsymPave

M � 1

r

, (17:63)

where Pave is the average power per symbol.

17.2.5 Analysis of external modulator clipping statistics

An external modulator (EM) is used to combat chromatic dispersion due to laser
wavelength chirp; however, it also suffers from clipping effects. Thus, lineariza-
tion methods are used, as was elaborated in Chapter 16. The analysis of nonlinear
EM L– I curves is performed by treating them as an ideal two-level clipping
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event.15 A direct modulated laser L– I transfer function has been modeled as an
ideal one-level clipping which is a special case of the two level clipping. Hence,
under those assumptions, the output y(t) is expressed in Eq. (17.30), where w(t)
is a noise sequence of Poisson impulses and K is the attenuation factor. Equation
(17.30) can be written as

y(t) ¼ Kx(t)þ
X

1

n¼�1

Atn
d t � tnð Þ þ

X

1

m¼�1

Btm
d t � tmð Þ, (17:64)

where tn and tm are the Poisson clipping times, tn and tm are the clipping intervals
corresponding to lower- and upper-level clippings, LB and LA, respectively, and
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�
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, (17:66)

where P0 is the output power and, as in Eq. (17.32), ( fa, fb) is the BW of interest. When
such impulse sequences are input to an M-ary channel with matched filters, the output
is a shot-noise process. Therefore, the first-order probability density function f(z) of
the combined clipping noise and Gaussian background noise is obtained:
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where

f kð Þ zð Þ ¼ �1ð ÞkHk zð Þ
1
ffiffiffiffiffiffi
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: (17:70)
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H(z) is the Hermit polynomial,gA,B are the clipping indices per symbol interval Ts,
and
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m,n ¼ s2
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, (17:71)

where s2
g is the Gaussian noise variance, and CA

4 , CB
4 , CA

6 , and CB
6 are given in

Ref. [83] The variance of the clipping noise is given by:
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where Eq. (17.73) was used and kA2
tl and kB2

tl were expended over t using the
Rayleigh distribution and b ¼ rA=rB:
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The clipping noise power in the band of interest (+fa, + fb) is given by

Pw ¼ 2s2
w fb � fað Þ: (17:74)

Now, this in-band noise power is compared to the total clipping noise
power, PD, which can be obtained from the transfer function;15 i.e., the ratio, t,
that is given by the condition rA,B 	 1 and fb	 fa. Hence it can be written that
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(17:75)

If the input signal is comprised of N consecutive channels, the fraction of the
total clipping noise power distributed in each channel is Gin ¼ G/N. In
Table 17.1,15 G is compared to several values of rA, where fb/fa ¼ 0.1 and b1.
Gin values are listed for N ¼ 80. It can be seen that G ¼ 40–50%, implying that
more than half of the clipping noise is outside the band of interest. The clipping
noise reduction, as per Table 17.1, is 10 log N ¼ 19 dB.

Substituting Eqs. (17.67) to (17.69) in the integral of Eq. (17.76) provides the
BER performance for M-ary transport using EM:15
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where CM, d, PA
e , and PB

e are given by
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where D with m, n indices is given by

Dmn ¼
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and the G parameters are given by

GA ¼
s2

g

s2
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, (17:82)

GB ¼
s2
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s2
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, (17:83)

Table 17.1 Comparison between G and Gin vs. rA.
15

rA G Gin

10.82 0.525 0.0064
15.29 0.468 0.0059
22.37 0.398 0.0051
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and the clipping and noise variances are respectively given by

s2
w ¼ s2

A þ s2
B (17:84)

s2
g ¼ RIN rPopt

� �2
þ 2qPopt þ i2n þ NF, (17:85)

where r is the PD responsivity, Popt is the received optical power, in is the thermal
EIN noise current, and NF is the digital noise figure. In lightwave transmission, the
rms OMI is given by

mA ¼

ffiffiffiffiffi

1

rA

s

: (17:86)

For a multicarrier SCM system, the OMI is Eq. (17.56). Figure 17.8 provides
data for 256-QAM BER versus OMI for an SCM system with two-level clipping at
various b values while the AM-VSB OMI is 4.1%.

Figure 17.9 shows the operating OMI range for 256 QAM at a given number of
channels. An optimum OMI appears at �4.5%. Below that, OMI clipping noise is
less significant; however, AWGN governs and reduces BER performance due to
low CNR. At higher OMI values, NLD affects BER performance. It also shows
that BER performance is better for a single-clipping device, represented by the
solid line, compared to the double-clipping device represented by the dotted line.

70 AM/256 – QAM Hybrid SCM
AM OMI = 4.1%

OMI of 256 – QAM (%)

B
E

R
 o

f 2
56

 –
 Q

A
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No Clipping

b = 1
b = 1.05
b = 1.1
b = ¥
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Figure 17.8 256 QAM BER vs. OMI for an HFC-SCM system with 70-AM VSB channels
with two-level clipping at various b values.15 (Reprinted with permission from
Transactions on Communications # IEEE, 1998.)
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17.2.6 Dynamic clipping-noise effects on BER

In previous sections, the LD was presented as an ideal clipping circuit, which has a
linear limiting transfer function. The last section presented the EM as a dual limit-
ing circuit. However, large-signal loading of an active device involves transitions
of going in and out of the saturation state. Such situations need recovery time and
result in a decay of charges from the previous large-signal state. Thus, there is a lag
in the ability of the device to follow the input signal. Consequently, the stored
energy decay affects the signal amplitude, because a portion of it is used for the
decay of previous charges. This results in amplitude distortions, which yield to
spectral distortions. This effect is called memory effect. Such an effect results in
the turn-on delay of a semiconductor laser, which affects the laser clipping impul-
sive noise.16

The turn-on delay, Td, of a semiconductor laser is important in high-rate direct
modulation. It is the difference between the output and input signals. Typical
values vary between 0.3 ns to 0.5 ns in addition to frequency oscillation.
Figure 17.12 depicts a normalized time dependence of a laser (solid line) after
being pulse modulated (dashed line). Recall that AM-VSB has a higher OMI
than the resulted frequency dependent nonlinear distortions, which are dynamic
rather than static clipping, and affect the QAM channel by reducing BER perform-
ance. Assume the carrier lifetime is tc, the active volume is V, q is the electron
charge, level of threshold current is Ith, and signal dynamics is shown in Fig. 17.10.

Neglecting the stimulated recombination, since the clipping phenomenon occurs
below the threshold, it is a limiting process; the carrier density is expressed by16
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�
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�

n
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: (17:87)
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Figure 17.9 Optimal OMI range for 256 QAM minimum BER. Solid line: single clipping;
dotted line: double clipping.15 (Reprinted with permission from Transactions on
Communications # IEEE, 1998.)
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It has been assumed that the carrier lifetime tc nthð Þ is the threshold level. The
clipping pulse is a rare event of small amplitude and is short in time around the
threshold value. Thus, changes of carrier lifetime tc nthð Þ against carrier density can
be omitted. Further approximation of Eq. (17.87) yields a simpler expression,
because the phenomenon of interest occurs around the laser threshold:

dn

dt
�

i(t)

qV
�

n

tc nthð Þ
¼

1

qV
i(t)� Ith½ �: (17:88)

The statistics of i(t) can be expressed by:16
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where Ib is the laser bias current and t is the clipping pulse width, which is asymp-
totically a Rayleigh random variable. R00(0)/R(0) represents the ratio between the
second derivative of the autocorrelation function and the autocorrelation function
R(j), which is a Gaussian process emitted by the semiconductor laser itself. Using
these assumptions, integration of Eqs. (17.97) or (17.98) over the pulse width
results in a linear dependency of td ¼ t/2. However, the real dependency is exponen-
tial, as can be seen in Fig. 17.11.

Because the relationship for pulse width t average and variance are per
Eq. (17.90),16 it turns out that the values of the clipping pulse width are at the

I–Ith

0

2
τ− 2

τ+

Td

t

Figure 17.10 Semiconductor laser model for clipping pulse of width t, considering a
turn-on delay Td.

16 (Reprinted with permission from Photonics Technology Letters #

IEEE, 1997.)
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same order of magnitude as the turn-on delay Td:

ktl ¼ mOMI

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p
�R 0ð Þ

R00 0ð Þ

r

s2
t ¼ ktl

4

p
� 1

� �

9

>

>

=

>

>

;

, (17:90)

where mOMI is the effective full-load OMI. For 60 AM-VSB channels with
OMIVSB ¼ 4%/ch and 90 channels of 16 QAM with OMIQAM ¼ 0.6%,
ktl � 0.27 ns, and st � 0:14 ns. Furthermore, tc nthð Þ � 0:4 ns for a typical distrib-
uted feedback (DFB) laser. Hence, for the Td2–t relationship, a linear approxi-
mation can be assumed for values of 0 
 t=tc nthð Þ 
 1:5, as can be observed in
Figs. 17.11 and 17.12. As was previously explained, the clipping distortion is
modeled as the difference between the sequence of random parabolic pulses and
Rayleigh distribution for the pulse width of t. The difference is approximated
by a Poisson sequence of those parabolic pulses. The rate of those clipping
pulses is given by:

l ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�
R00 0ð Þ

R 0ð Þ

s

exp
�1

2m2
OMI

� �

: (17:91)

The spectral power of this process, S( f ), is expressed by:

S fð Þ ¼ lk P fð Þ
�

�

�

�

2lþ
p

2
d fð Þlk P fð Þ

�

�

�

�

2l, (17:92)

where d( f) is the Dirac delta function, and P( f ) is the Fourier transform of the para-
bolic pulse in Fig. 17.10. The power spectral density is described in Fig. 17.13.

Figure 17.11 Directly modulated laser turn-on delay Td vs. clipping pulse width t.
Dashed line: upper bound, Td ¼ t/2. Both scales are normalized to the carrier
lifetime, tc nth, at threshold.

16 (Reprinted with permission from Photonics Technology
Letters # IEEE, 1997.)
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Figure 17.12 Memory effect of turn-on delay in a laser. Dashed line: input pulse; solid
line: output signal from the laser. The delay, denoted as Dt, is the delay in ns. Both
curves are normalized to be at the same scale.31 (Reprinted with permission from
Photonics Technology Letters # IEEE, 1996.)
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Figure 17.13 The power spectral density of clipping noise, taking into account the turn-
on delay effect. The parameters for this plot are PD responsivity r ¼ 1, optical power
receiving is 0 dBm, 90 channels of 16 QAM with OMI/ch of 0.6%, and BW of 6 MHz
and 40 to 60 AM-VSB channels with 4% OMI/ch and BW ¼ 8 MHz.16 (Reprinted with
permission from Photonics Technology Letters # IEEE, 1996.)
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It can be seen that turn-on delay enhances clipping impulsive noise at higher fre-
quencies in hybrid AM-VSB QAM channeling.

From Ref. [31], it is observed that BER is affected by the turn-on delay as well
as the QAM channel center frequency. Figure 17.14 illustrates BER performance
for various delays.

17.2.7 Clipping-reduction methods

In previous sections, it was seen that the clipping effect is mainly dominated by the
AM-VSB channels, since they have deeper OMI compared to the M-ary channels.
Moreover, it was shown that the resulting clipping bursts induced by the AM-VSB
fold into the QAM channels, thus degrading the BER performance of the channel.
This subject was analyzed in several publications.17,28,32 – 35 The main idea to over-
come clipping is to create a predistorter28 per Fig. 17.15 or have a preclipping
circuit17 as shown in Fig. 17.16.

Preclipping is used to avoid limiting a high OMI signal by the laser transfer
function, which is the threshold point. Since the AM-VSB OMI is higher than
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Figure 17.14 BER vs. the 64-QAM center frequency for different values of the turn-on
delay, Dt. Theoretical predictions assume 63 analog carriers (95.25 to 555.25 MHz)
and a 64-QAM signal 10 dB below the analog carriers. Total rms modulation depth is
assumed to be 25.3%. Dashed line: frequency-independent approximation.31

(Reprinted with permission from Photonics Technology Letters # IEEE, 1996.)
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the QAM index, a slight clipping prior to the laser modulation will not
harm the AM-VSB channels’ OMI with respect to the QAM channels. The
preclipping process is accomplished by an RF limiter. The limiter output is
filtered to remove high-order distortions. The AM-VSB signal is then summed
with the QAM transport and modulates the LD. Detection is done by an
optical CATV receiver that separates the AM-VSB and the QAM by an
RF-diplex filter.

The third approach to overcome clipping is to have an adaptive laser bias
point. The circuit senses the incoming analog-modulated signal. The circuit is cali-
brated to a certain threshold level that defines the RF peak potential for clipping. A
peak detector operates as a sampling block. The dc voltage created is filtered and
the bias point of the laser is prepared for a large modulation swing, thus, it is
momentarily increased. In order to align the RF signal with the bias set, the RF
path is delayed by the time amount of the bias feedforward circuit’s transfer-func-
tion delay.

Based on the previous bias feedforward and preclipping method, a threshold
circuit detects the amount of the clipping signal, which is beyond the threshold
level. This difference is amplified and then inverted. The inverted signal is
added to the delayed SCM RF signal. In this method, the SCM RF peaks are
cancelled, and the limiting process created by the laser threshold is minimized.
As in the bias feedforward, the RF is delayed in order to align the RF signal

Channel

Predistorter Restorer

Gaussian
Input i(t) z(t)

y = y(x) y = y–1(x)

n(t),σn
2

1

1

1

1

One–sided limiter Two–sided limiter

Figure 17.15 A general model of predistortion and restoration for a one- or two-sided
clipping channel with a Gaussian-distributed input signal. In the nonclipping region, the
signal is normalized to have a transfer characteristic with a unit slope, unit clipping
boundary, and zero intercept.28 (Reprinted with permission from Transactions on
Communications # IEEE, 1996.)
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Figure 17.16 (a) A schematic block diagram of a preclipped AM/QAM-hybrid system
with signal illustrations. (b) An analysis model for the preclipper and low-pass filter.
(c) An equivalent noise model.17 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1997.)
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with the inverted peaks generated by the processing circuit, which is known also as
a dissymmetrization signal as shown in Fig. 17.18.

It has been shown here, and in Fig. 17.17, that preclipping techniques improve
the link BER versus AM-VSB CNR by 20-log OMIA/OMIB.
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Figure 17.18 (a) A block diagram of the dissymmetrization circuit; (b) time- and
frequency-domain representations of signals relative to the proposed scheme.35

(Reprinted with permission from Photonics Technology Letters # IEEE, 1994.)
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17.3 Bursts of Nonlinear Distortions

In the previous sections, it was explained that the clipping process results in
NLD1 – 3 and creates CSO and CTB products. These distortion products are not
continuous but appear in bursts. These bursts of NLD products are mainly gener-
ated by the AM-VSB channels and appear in the QAM digital-CATV band. Thus,
QAM-BER performance is degraded.26 The effect of the bursts can be measured by
a spectrum analyzer, which is set to zero span. This way, the spectrum analyzer
operates as an oscilloscope. Seventy-nine AM-VSB channels are combined with
two 256 QAM. This experiment was previously presented when analyzing
dopping effects on BER performance. The QAM channels are at 571.25 and
643.5 MHz, bearing 40.5 Mb/s and directly modulating a 1310-nm DFB laser.26

The link was through a 10.6-km single-mode fiber (SMF) and was at 0 dBm
when detected. A white-noise source with known excess noise ration (ENR) was
coupled as well for BER versus CNR test purposes. The receive conditions were
51.8 dB CNR, average CSO 256.8 dBc, and CTB of 260 dBc. The modulation
conditions were 3.5% OMI for the analog channel and clipping index of
g � 4 � 1024. To observe a CSO burst, the zero-span testing is used. The spec-
trum analyzer is set to the center frequency of the channel under test; in this
case, the QAM channel is at 571.25 MHzþ 1.25 MHz offset, and thus it is set
to 572.5 MHz for the CSO test (see Chapter 3). When doing zero-span, the
trigger can be an external or internal video. In this case the trigger is internal
and set to be 30 dB below the QAM level to start sweeping at the instance of

Figure 17.19 A bursty NLD CSO test. Sweep time: 100 ms; center frequency: 572.5-MHz
zero-spanmode. Trace A is the average power sweep and the solid line is the single-sweep
trigger level.36 (Reprinted with permission from the Journal of Lightwave Technology
# IEEE, 1998.)
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peak CSO distortion. Figure 17.19 illustrates the test, where Trace A is the average
threshold level, and trace B shows the CSO peak. The horizontal solid line is the
single sweep trigger level. The test of 230-dB NLD corresponds to 230-dB
AWGN CNR for a coded BER ¼ 1.5 � 1029; therefore any CSO above that
line refers to BER degradation.
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Figure 17.20 (a) Code protected QAM BER vs. the interleaver EC length. QAM SNR
equals 30 dB, and CSO distortion is 256.8 dBc. Two cases are shown: one where the
CSO is in band, and another where it is out of band, which affects the BER. (b) Trace 1
shows an RF spectrum of a 256 QAM channel centered at 569.5 MHz and without;
Trace 2 shows the NLD CSO products. Note that dominant CSO are at BW edges.26

(Reprinted with permission from Photonics Technology Letters # IEEE, 1998.)
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Chapters 12 and 21 explain that the AM-VSB peak-to-average can vary a lot,
by up to 18 dB, depending on the picture content, and the sync and blank signals in
special cases may result in a large X-mod effect. These changes affect CSO and
CTB products as well. Hence, CW tones are not very accurate for examining
NLD bursts. In previous sections, it was explained the laser RF AGC for modu-
lation depth control fixes RF level. Thus OMI for CW tones is reduced, owing
to the peak-to-average issue, as explained in Chapter 12. Hence in the CW case,
NLD products are lowered; therefore, the CW test is not accepted.

The method to combat the generated burst errors is by a variable convolutional
interleaver in QAM MODEM. The modem structure was briefly reviewed in
Chapter 15. The interleaver depth is of up to 204 symbols, and J ¼ 204/I
symbols are used with the RS code.26 The interleaving and coding disperses the
burst errors in time, so that there is no long error burst that the receiver cannot
overcome. According to Ref. [26], the burst noise tolerance provided by the inter-
leaver on the transmitter side and the deinterleaver on the receiver side is given by
Eq. (17.93), which is also called erasure correction, EC [ms], which is equal to t:

t ¼
J � I þ 1ð ÞT

RRS

1

N

� �

, (17:93)

where I and J are the interleaver parameters, and N ¼ 204 symbols is the R–S
block size. RRS is the transmitted R–S symbol rate and T ¼ 8 symbols. From
Chapter 15, it is clear that the larger the end-to-end latency of the interleaver/dein-
terleaver, the larger the interleaver burst tolerance EC [ms]. Thus, the link is more
protected against NLDs such as CSO bursts, since the NLD bursts are dispersed.
An optimal interleaver would have I ¼ 205 and J ¼ 1. Figure 17.20 shows that
as soon as the interleaver EC is larger than the NLD burst duration by about
three times, BER improves significantly.26 Additional optimization is to center
the QAM band in such a way that NLDs are out of band, as can be seen in
Fig. 17.20.

17.4 Multiple Optical Reflections

This chapter and previous sections demonstrated the effects on link-analog-CATV
quality that results from modulation depth affecting the BER performance. The
second impairment that affects an optical link is multiple optical reflections.
Reflections are a result of fiber discontinuities in the refraction index and Rayleigh
backscattering effect, which occurs in long cables due to microscopic inhomogene-
ities,37,44 as was explained in Chapter 4. Chapter 8 explained that PDs respond to
the E-field portion of a lightwave, where the optical light power is proportional to
the E-field square. Since a light beam is an electromagnetic wave, discontinuities
in its propagation path result in reflections. Such discontinuities are abrupt changes
in refraction indices at connection points, which can be minimized by using
angle-polished connectors, as explained in Sec. 4.2.
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17.4.1 Double Rayleigh backscattering

Figure 17.21 illustrates the generation of double-Rayleigh backscattering (DRB).
These reflections generate a beat noise. Assume R1 is the reflection factor at point
r1, and R2 is the reflection factor at point r2, P12 is the polarization coefficient
between the two reflection points, and h12 is the fiber loss between the two
points. Hence at a given dual reflection combination, the equivalent reflectance
is denoted by

R2
eq ¼ P12h12R1R2: (17:94)

So far, this modeling is for a single reflection; however, assume the fiber length
L consists of N identical separate microreflections. Hence it can be written that
L ¼ NDx, while all reflections are incoherent, and Dx is the differential fiber
length. To analyze this problem, a microreflector cell is characterized. Each cell
has a loss of h ¼ exp(2aDx) and reflectivity R ¼ SasDx, where S is the fraction
of scattered light that was captured by the fiber, and as is the proportion of the
signal scattered per length unit. Having these definitions, all reflection combi-
nations along the fiber can be calculated. Using an arithmetic-series sum for N
cells, there are N(N 2 1)/2 fabry perot (FP) etalon reflectors, resulting in a total
equivalent reflectance coefficient given by

R2
eq ¼

X

N�1

i¼1

X

N

j¼iþ1

PijRiRjhij ¼ PR2 h

1� hð Þ
2

N 1� hð Þ � 1� hN
� �
 �

, (17:95)

where i and j are the microreflector cell indices. To simplify Eq. (17.95), it is
assumed that parameters are homogeneous for each cell, equal to R and P, and
that the spacing between adjacent microreflectors is equal. Interactions between
fiber and discrete reflections Eq. (17.95) are written in a recursive way. Therefore,

Figure 17.21 Interference intensity noise that resuls from DRB and directly propagated
light, which creates a beat noise.37 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1996.)
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Eq. (17.96) can be written as

R2
eq N þ 1ð Þ ¼ R2

eq Nð Þ þ RNþ1Rin Nð Þ: (17:96)

Equation (17.96) describes the increased noise due to interaction between the
added reflector RNþ1 and the original group Rin given by

R2
in Nð Þ ¼ PR

1� hN

1� h

� �

: (17:97)

Using the above noted reflection cell properties, and letting P ¼ 0.5, since
Rayleigh scattering is randomly polarized, the insertion of a microreflector cell
is given by:

R2
in Lð Þ ¼

Sas

4a
1� exp �aLð Þ½ �, (17:98)

R2
eq Lð Þ ¼

1

2

Sas

a

� �2

aL� 1þ exp �aLð Þ½ �, (17:99)

where using the Taylor series, h is approximated by

h � 1� a � Dx: (17:100)

The parameters of S and a and as are provided by fiber manufacturers and are
measured for the wavelength of interest. For instance, at 1310 nm, S ¼ 0.0015 and
a ¼ as ¼ 0.081Np/km.

17.4.2 Double Rayleigh backscattering effects on laser RIN

One of the main concerns with reflections is their effect on laser performance. The
reflected lightwave can parasitically modulate the transmitting laser. One of
the ways to overcome this is to insert an isolator; however, the receiver is affected
from those delayed reflections. An analysis of that phenomenon is provided in
Refs. [27] and [37]. Assume an emitted, nonmodulated field according to:

Ei(t) ¼ A exp j v0t þ w(t)½ �
� �

, (17:101)

where v0 is the center frequency of the laser and w(t) is the laser’s random phase
noise. Using Fig. 17.21, the receiver’s PD is impinged by the same frequency fields
delayed in time. This time delay results in phase difference and beat note between
the delayed and undelayed signals. Thus, it can be written that between the two
optical connectors, the effective forward loss has a reflection coefficient given
by a1a2, and at the receiver’s input is the directly propagating field given by
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Ei(t)
ffiffiffiffiffiffiffiffiffiffi

a1a2
p

and the double reflection that has the same polarization,
Ei t � tð Þa1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a1a2R1R2

p
, which is the worst-case scenario. The received signal

for responsivity equal to unity, r ¼ 1, is given then by
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, (17:102)

where a1 is the first connector’s forward insertion loss, a2 is forward loss for the
second connector, R1 is the first connector’s reflection factor and R2 is the reflec-
tion factor for the second connector, and t is the associated delay with this travel-
ing delay. Defining R ¼ a1

ffiffiffiffiffiffiffiffiffiffi

R1R2

p
and a ¼ a1a2a1, I(t) can be written as

I(t) ¼ Ei(t)
ffiffiffi

a
p
þ Ei t � tð ÞR

ffiffiffi

a
p�

�

�

�

2
ffi a Aj j2 1þ r t, tð Þ½ �: (17:103)

The parameter r(t, t), which contains the interference component affecting the
intensity of I(t) is given by

r t, tð Þ ¼ 2R cos v0tþ f(t)� f t � tð Þ½ �: (17:104)

Finding the autocorrelation of Eq. (17.104) results in

Sr t, tð Þ ¼ kr t0, tð Þr t0 þ t, tð Þl

¼ 4R2kcos v0tþ u t0, tð Þ½ � cos v0tþ u t þ t0, tð Þ½ �l, (17:105)

where the random zero crossing expressed by u t, tð Þ ¼ f(t)� f t � tð Þ is normally
distributed with a variance of s2 ¼ 2ptDy, where Dy is the 3-dB Lorentzian line-
width of the laser. According to Refs. [27], [36], [37], and [83], the autocorrelation
function is given by

Sr ¼ 2R2 exp �2ptDnð Þ � 1þ cos 2v0tð Þ½ �, tj j . t

exp �2pDn tj jð Þ � 1þ cos 2v0tð Þ exp �4pDn t� tj jð Þ½ �
� �

, tj j , t

� �

:

(17:106)

Taking the Fourier transform of Eq. (17.106) and removing out the dc terms
provides the laser RIN( f ):

RIN fð Þ ¼ 4R2 1þ
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Equation (17.107) shows that the maximum conversion of phase noise into
RIN transpires when the main propagating beam of light is beats in quadrature
with the doubly reflected beam of light. That condition is when
v0t¼ n+1=2ð Þp. The expression for that case is provided by38

RIN fð Þ ¼
4R1R2

p

Dn

f 2þDn2

� 	

1þ exp �4pt �Dnð Þ½

�2exp �2pt �Dyð Þcos 2pf tð Þ�: (17:108)

Equation (17.108) can be further approximated; for 2pt �Dn� 1, the RIN is
given by

RIN(t)¼ 16pR2Dyt2sinc2 f tð Þ: (17:109)

This describes the limit of coherent small phase fluctuations, since the delay
affects the phase very little, and the maximum RIN is proportional to the laser line-
width. The incoherent case is when the phase delay satisfies 2pt �Dn	 1. Under
these conditions, Eq. (7.108) becomes

RIN(t)¼
4R2

p

Dn

Dn2þ f 2
: (17:110)

The conclusion is to select a narrow linewidth laser. Professional CATV trans-
mitters utilize yttrium-aluminum-garnet (YAG) lasers with a narrow linewidth.
Furthermore, this justifies the reason for EM transmitters, and thus the above-
mentioned limits are negligible. DML, however, results in significantly increased
RIN, and chromatic dispersion and chromatic RIN are increased.

17.4.3 Effects on QAM and AM-VSB CATV channels

The above-described effects decrease the quality of AM-VSB CATV in terms of
CNR and QAM BER due to the decrease in CNR and increase of RIN in DML-
type transmitters. Link tests are done by applying a transmitter and controlled
impairments in order to evaluate performance.25,36 The link is in accordance to
CATV-channel planning of 61 AM-VSB and 16 QAM. OMI is adjusted as
shown in Fig. 17.22. Reflections are controlled by variable back-reflectors with
double polarization control. AWGN was added to control CNR. To achieve
fiber effects, a 4-km SMF was used. QAM is generated by an externally triggered
pattern generator that provides a 20 Mb/s, 21521 pseudo-random beat sequence
(PRBS) to the QAM that generates 16 QAM. The experiment was compared
DML-DFB against EM-YAG laser (Fig. 17.23).

The experiment showed a significant drop of CNR versus reflections on a link
based on 1310-nm DML DFB against EM-YAG laser. The channels monitored
under this experiment were 55.25, 205.25, and 439.25 MHz. The OMI for this
experiment was 3.3%.
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Figure 17.22 A controlled experiment block diagram examining reflection effects on
AM-VSB and QAM channels.25 (Reprinted with permission from the Journal of
Photonics Technology Letters # IEEE, 1994.)
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EM-YAG laser. OMI equals 3.3%.36 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1998.)
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The second experiment (Fig. 17.24) was made on a 1550-nm EM DFB with
10.8 km SMF with an OMI of 3.2%. Although this is an external modulated
laser, the DFB CNR showed a strong frequency dependency versus reflections.
This is because DFB linewidth is wider than the negligible linewidth of the
YAG. Thus, the RIN of the DFB increases, as in Eq. (17.109). The next part of
the link-susceptibility test examined the reflection effects on an uncoded 16-
QAM transport versus the QAM OMI applied on a DML, as shown in
Fig. 17.25.36 This link was measured while having AM-VSB with 3.3% OMI/
ch, as shown in the test set-up in Fig. 17.22. It can be seen that for 260-dB reflec-
tions, BER performance is close to the ideal case of no reflection. AM-VSB affects
QAM BER in two ways: CNR degradation and clipping effects.

The next step in this CATV link test was to study coded 256-QAM transport
sensitivity to SMF reflections, while the QAM OMI is 0.8%/ch. This experimental
set-up is shown in Fig. 17.27 and compared with a DML-DFB, an EM-DFB, and a
EM-YAG laser. Figure 17.26 shows the DM-DFB laser transmitter with an AM-
modulation index of 3.3%, Fig. 17.26, a EM-YAG laser transmitter with an
AM-modulation index of 3.6%, and Fig. 17.26, a 1550-nm DEM-DFB laser trans-
mitter with an AM-modulation index of 3.2%. Thus, the EM-YAG laser transmit-
ter–based system has the best immunity to multiple optical reflections for both the
AM and the QAM channels.

Figure 17.28 depicts measured and calculated CSO at channel 2, 12 and 40 vs.
the fiber span for 42 AM-VSB video channels. The system uses DML (direct
modulated laser) of DFB type with frequency chirp of 720 MHz/mA for both
experiments, over the SMF and DSF (dispersion shifted fiber). The system require-
ment is CSO, 2 65 dBc. Hence for DML-DFB, SMF limits the distance com-
pared to DSF. This is the main reason for not using DML-DFB of 1550 nm for
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Figure 17.24 CNR vs. reflection of 79-AM-VSB channels modulating 1550-nm EM-DFB
on a link of a 10.8-km-SMF, channel frequency is a parameter. OMI equals 3.2%.36

(Reprinted with permission from the Journal of Lightwave Technology # IEEE, 1998.)
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long distance transport over SMF. To overcome this problem of chirp when using
a DFB, an external modulator (EM) is used rather than the DML method. An
EM modulator solves issues of dispersion but not CSOs as explained in
Sec. 17.2.1.29 The other method to combat chromatic dispersion is using DSF.
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Figure 17.25 Uncoded 16-QAM BER vs. the QAM OMI percentage for various reflection
indices for a DML 1310-nm DFB-laser transmitter, the AM-VSB channels are at 3.3%
OMI/ch.36 (Reprinted with permission from the Journal of Lightwave Technology #

IEEE, 1998.)
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Figure 17.26 The measured 256-QAM-coded BER vs. the reflection level at a QAM
index of 0.8% for a DM-DFB laser transmitter, an EM-YAG laser transmitter, and a
1550-nm EM-DFB laser transmitter.36 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1998.)
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17.5 Dispersion-Induced Nonlinear Distortions

This section explains the last passive characteristics of an SMF, which is degrading
the NLD performance of an optical link due to its dispersion, as explained in Sec.
4.1.44 The first mechanism was reviewed in Sec. 17.4 and is related to multiple
reflections. Multiple reflections create beat-note distortions as well as eye degra-
dation that appears in jitter. The jitter is due to the delay in the arrival of
data and appears as shadow eye, thus eye-opening is affected.43 The second
mechanism is dispersion due to DML laser chirp and residual chirp in EM,
which generates the chromatic dispersion. Moreover, it was explained that the
laser suffers from mode hopping. Thus, at a given instance, the laser emits
several wavelengths, with one dominant wavelength that hops to another wave-
length, and so on. Thus, besides the chirping effect in DML, there is a mode-
hopping effect that cannot be ignored in the case of EM. The EM laser combats
modulation chirp, but it is not a mode-hopping cure. One of the methods to
examine NLD due to dispersion is to use a two-tone test. By using these tones
on a DFB and directly modulating it, the optical power at the SMF input can be
described as an AM39

Pin ¼ P0 1þ OMI sin v1t þ f1

� �

þ sin v2t þ f2

� �
 �� �

, (17:111)

where P0 is the averaged optical power, v1 and v2 are the angular frequencies of
the subcarriers, and f1 and f2 are the phase differences between laser chirp and
intensity modulation. The instantaneous electric field is given by

Ein ¼
ffiffiffiffiffiffiffiffi

2P0

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ OMI sin v1t þ f1

� �

þ sin v2t þ f2

� �
 �

q

: (17:112)

Using the Taylor series, Eq. (17.112) can be expanded, and its spectral distri-
bution given by the Fourier transform showing its FM components.39,41,42

However, a straightforward analysis can be made by observing the wave propa-
gation through the SMF and how it is affected by its losses and its group delay
variation due to the fiber’s dispersion. Hence, the optical power at the fiber
output is given by40

PT�SMF ¼ a
d t � tð Þ

dt
Pin t � Dtg Ið Þ

 �

, (17:113)

where Dtg Ið Þ is the group delay variation as a function of the modulating current of
the DFB laser, which results due to the SMF dispersion, and a is the SMF attenu-
ation factor, as explained in Sec. 17.4.1. The group delay variation as a function of
the modulating current is given by

Dt I(t)½ � ¼ DLDl(t) ffi DL
dl

df

dfopt

dI
I(t) ¼ �DL

l2

c

dfopt

dI
I(t), (17:114)

where fopt is the optical frequency, l is optical wavelength, c is the speed of light,
D is the fiber dispersion, L is the fiber length, df/dI is the frequency chirp due
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to direct modulation, and I(t) is the harmonic modulation current of the two
subcarriers, which is given by

I(t) ¼ Ipeak sin v1t þ w1ð Þ þ sin v2t þ w2ð Þ

 �

: (17:115)

The power term variation in Eq. (17.113) can be expanded by the first term of
Taylor series:

Pin t � Dtg Ið Þ

 �

¼ Pin(t)� Dtg Ið Þ
dPin(t)

dt
: (17:116)

Substituting Eqs. (17.114) into (17.116) and then into Eq. (17.113), the
second-order CSO with respect to the carrier are provided by

IM2

C
¼ D � L � Ipeak

l2

c

� �

dfopt

dI

� 	2

v1 þ v2ð Þ
2, (17:117)

where C is the carrier power level and IM2 is the second-order distortion level.
Since CSO is composite second order rather than discrete second order (DSO),
all products should be counted. The CSO frequency would be denoted by vd.
Hence Eq. (17.117) becomes

CSO ¼ NCSO D � L � Ipeak

l2

c

� �

dfopt

dI

� 	2

vdð Þ
2: (17:118)

The CSO is proportional to the square of the distortion frequency, the fre-
quency chirp, and the laser-driving current as well as the wavelength. Thus one
way to combat these induced chromatic distortions is by EM. In this case, the
CSO and CTB are given by23

CSO ¼ 10 log
OMI � D � l2

cL � f

4c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

16 Dtð Þ2þ
4l4

cD � L2p2f 6

c2

s2

4

3

5

þ 10 log NCSO þ 6, (17:119)

CTB ¼ 10 log
9 � OMI2 � D2 � l4

cL2 � f 2

4c
4 Dtð Þ2þ4p2f

 �

� �

þ 10 log NCTB þ 6, (17:120)

where f is the RF frequency, lc is the optical carrier wavelength, and NCSO and
NCTB are the product counts of the CSO and CTB products. It can be seen the
CSO/CTB is proportional to 10 log( f4)/10 log( f 3).
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17.6 Optical Fiber and Optics Nonlinear Effects

This section reviews nonlinear effects resulting from the SMF. Even though SMF
seems to be a passive device, its characteristics at high optical power levels
resemble those of an active device when producing NLD products. These pheno-
mena are major considerations when designing a hybrid fiber coax (HFC) WDM or
DWDM system for a long haul. Such long fiber deployments with multiusers, as in
the FTTx, require amplification using EDFAs and splitting. High optical power
might reach the SMF upper bound of optical power injection. These levels gener-
ate several fiber NLDs, which are SBS7, SPM, and external phase modulation
(EPM).8 When having a multiwavelength system such as WDM or DWDM,
additional nonlinearities appear, such as SRS and XPM. Additionally, the
optical front-end contributes to NLD products owing to PDD effects. All these
impairments affect the link budget and performance due to CNR degradation,
carrier to X-talk ratio, and carrier-to-distortion ratio, which affect BER perform-
ance and eye opening.

17.6.1 Stimulated Brillouin scattering effect

Stimulated Brillouin scattering effect is an acoustic phenomenon in which the
transmitted optical power in the SMF is converted into a backward scattered
signal. Consequently, this limits the maximum optical power that can be launched
into the fiber. This effect is the result of the high optical power momentum, hn,
being partially absorbed by a phonon causing its vibration. This vibration affects
the refractive index by generating an acoustical fiber Bragg grating (FBG). In
order to create reflections, its period should satisfy L ¼ l/2n, where n is the
refraction index. For SMF, with n ¼ 1.5 and wavelength of 1550 nm, the period
L � 0.516 mm. Assuming the acoustic ultrasonic wave, generated due to the
optical excitation, and energy and momentum conservation, propagates at 6 km/s,
then phonon vibration is at the frequency of 6 [km/s]/0.516 [mm] ¼ 11.6 GHz.
The vibration frequency is lower than the optical frequency. The overall momentum
is preserved; thus, the result is a backscattered light beam at a lower frequency. This
interaction between optical wavelength at a given power and the SMF is called the
Brillouin–Stokes frequency offset. Therefore, there is a threshold power for SBS to
occur.47,48

In optical fibers, SBS can be observed only in the backward direction, since the
Brillouin shift in the forward direction becomes zero. The Brillouin shift is given by:

f ¼
2n

l
vB, (17:121)

where vB is the velocity of sound waves, and f is frequency shift. The SBS threshold
for CW light, PCW, may be written according to the Smith condition:47,52

PCW ¼ 21
AeK

gBLe

, (17:122)
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where Le is the effective interaction length given by

Le ¼
1� exp �aLð Þ

a
, (17:123)

and Ae is the effective core area of the fiber, a is the fiber loss in m21, L is the length
of the fiber, K is the polarization factor, 1 
 K 
 2, and gB is the peak Brillouin gain
coefficient. With these values, the SBS threshold is given by

PCW ¼ 21
AeK

gBLe

Dnp � DnB

� �

DnB

, (17:124)

where � denotes convolution, nP is the pump linewidth, and nB is the spontaneous
Brillouin BW. For Gaussian profiles, the convolution is given by

np � nB ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2
p þ n2

B

q

: (17:125)

For Lorentzian profiles, the convolution is given by

np � nB ¼ npþ nB, (17:126)

and gB is given by Ref. [48]:

gB ¼
2pn2P2

12K

Cl2r0VaDnB

, (17:127)

where r0 is the material density, P12 is the elasto-optic coefficient, and Va is the
acoustic velocity.

SBS affects both analog and digital transports. AM-VSB and QAM signal are
affected by the CSO, CTB, and CNR.49 Equations (17.128) and (17.129) provide
an approximation for the CSO and CTB products:53

CSO½dB� ¼ 10 log NCSO

1� sð Þm

4s

� 	2
( )

, (17:128)

CTB½dB� ¼ 10 log NCTB

3 1� sð Þm

16s

� 	2
( )

, (17:129)

where m is the OMI, N refers to the CSO and CTB products’ count, and the var-
iance, s, which is the fractional transmission coefficient for the SMF, is given by
the empirically estimated formulation driven from the ratio of the backward scat-
tered power to the injected power RBS:

s ¼
1

2
1�

RBS

0:85

� �

: (17:130)
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CSO distortions of SMF should be below 262 dBc. Hence, the backward scattered
power for a 14-dBm drive should be lower than 220 dBc.54,55

Eye-opening relates to digital NRZ ASK45 – 47 and affects BER50 eventually;
the higher the SBS threshold power, the shorter the fiber. Figure 17.29 demon-
strates OC48 data rate BER versus the receiver’s optical power, where the
launched power is a parameter. Figure 17.30 demonstrates the SBS threshold
dependence on fiber length. Figure 17.31 demonstrates the SBS occurrence
point, where it can be seen that below the SBS threshold, Pout/Pin is the fiber
loss, then it saturates. Figure 17.32 shows that fiber efficiency depends on its
length. The experiment to produce those results was as follows.50 An original
light signal of 1557 nm was amplitude modulated at 622 Mb/s and launched
though a 6-km SMF together with a 1551-nm pumping light. The wavelength con-
verted light that generated through the fiber was selected by optical filters. Then
BER was tested, as shown in Fig. 17.33, where circles denote the original wave-
length BER. Figure 17.34 shows the wavelength conversion.

17.6.2 Self- and external phase modulation effects

The self-phase modulation effect is a result of interaction between the fiber’s chro-
matic dispersion and the spectrum of the modulated beam of light is optical signal
propagating through the fiber. Multiple narrow, single side-band SCMS in an analog
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Figure 17.29 BER curves at 2.5 Gb/s vs. various fiber launch powers. The BER
penalties are due to the efficient conversion of low-frequency components of the
digital signal, primarily strings of “1” in the forward-propagating signal.45 (Reprinted
with permission from the Journal of Lightwave Technology # IEEE, 1993.)
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CATV transporter of 10 or 20 Gb/s with a DWDM-system transmission limitation
through SMF is affected by referring to the CATV channel, resulting in SPM due to
CSO and CTB, which can be analyzed and obtained by using the wave envelope
equation in a lossy dispersive and nonlinear mediums, as will be demonstrated in
this section. CSO and CTB result when DML-DFB or EM lasers with high
power, which is below the Brillouin threshold, are launched through dispersive
SMF.60 – 67 The self-phase modulation phenomenon occurs when the traveling light-
wave signal through the SMF modulates its own phase.

Assume an optical power, P(z, t), propagating through the SMF that is pro-
portional to the square of an electrical field envelope E(z, t). Assume a back-
ward-modulated propagating wave:

E z, tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi

x z, tð Þ
p

exp jy z, tð Þ½ �, (17:131)

where its intensity modulation envelope information is given by x(z, t), and phase
is given by y(z, t).
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Figure 17.30 SBS threshold vs. fiber length.50 Reprinted with permission from
Photonics Technology Letters (# IEEE, 1995.)
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Figure 17.31 The Input–output characteristics of the fiber used for BER test.50

(Reprinted with permission from Photonics Technology Letters # IEEE, 1995.)
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For dispersion to occur and AM by fiber to happen, the refraction index of
the fiber should vary with power. Hence, n Eð Þ ¼ n0 þ n1 Ej j2. Since the SMF
has loss, its loss coefficient is given by a. Now there is a need to define the
wave propagation index, b, which is affected by the refractive index. Dis-
persion results from a group delay, reflect the various propagation speeds of
different wavelengths, but also vary due to the refractive index change
versus power:

1

Vg

¼ b1 ¼
db

dv
: (17:132)
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Figure 17.32 Fiber efficiency vs. fiber length, pump power is set to SBS threshold.50

(Reprinted with permission from Photonics Technology Letters (# IEEE, 1995.)
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The variance of a group delay versus frequency is given by the second
derivative of the wave propagation index:

b2 ¼ �
1

Vg

� �2
dVg

dv
¼

d2b

dv2
¼ �

Dl2

2pc
, (17:133)

where D is the fiber dispersion coefficient, c is the speed of light, and l is the
wavelength.

The envelope equation of a lossy nonlinear medium is given by76

@E

@z
þ b1

@E

@t
�

j

2
b2

@2E

@t2
þ aE ¼ �jkn Ej j2E, (17:134)

where k ¼ 2p/l.
Using a slow varying envelope approximation, and neglecting second-order

derivatives, we get66

@E

@z
þ b1

@E

@t
þ
a

2
E ¼ �j

1

Aeff

kn Ej j2E, (17:135)

where Aeff is the effective core cross-section area of the SMF.
Assuming multicarrier frequencies Vi directly modulating a laser for single

wavelength transport with OMI equal to m. Also assume that launched power at
the SMF input located at z ¼ 0 equals to P0 and phase fi, hence the light intensities
and phases are given by:

x 0, tð Þ ¼ P0 1þ m
X

N

i¼1

cos Vit þ fi

� �

" #

, (17:136)
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Figure 17.34 Wavelength conversion using 2.5 km SMF. Pump power is set to SBS
threshold.50 (Reprinted with permission from Photonics Technology Letters
# IEEE, 1995.)
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y 0, tð Þ ¼ G Ib � Ithð Þm

ðt

0

dt0
X

N

i¼1

cos Vit
0 þ fi

� �

¼ gm

ðt

0

dt0
X

N

i¼1

cos Vit
0 þ fi

� �

, (17:137)

where g is the laser chirp factor, Ib is the laser-bias current, and Ith is the laser
threshold current. For an EM laser, the phase is given by:

y 0, tð Þ ¼ b
X

N

i¼1

cos Vit
0 þ fi

� �

: (17:138)

Performing all substitutions in these relations gives CSO NLD that result from
SPM:24,62

CSOSPM V½ � ¼ NCSO

1

2
m

l2

2pc
Dkn

P0

Aeff

V2 aLþ exp �aLð Þ � 1½ �

a2

� �

, (17:139)

where L is the fiber length, and NCSO is the CSO product count.
Dispersion effects should not be neglected when transmission distance is very

long, the phase index b is large, and the phase-modulating tone frequency is very
high. This was confirmed by an experiment demonstrated in Ref. [62]. Also,
by avoiding the use of DML and minimizing chirp with an EM laser, CSO products
that result from SPM can be optimized. Figure 17.35 depicts the worst case CSO in
channel 78 as a function of launched optical power from an EDFA into a fiber
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Figure 17.35 CSO at 78 channels as a function of launched optical power into
repeater-less AM-CATV system with three different transmission distances of 64, 74,
and 87 km. Experiment parameters are: OMI/ch ¼ 2.8%, D ¼ 17 ps/nm/km,
l ¼ 1551.7 nm, a ¼ 0.2 dB/km, Aeff ¼ 90 mm2, and n ¼ 2 � 10220 m2/W b, for the
three tones at 1.9, 3.8, 5.7 GHz are 3.9, 3.9, and 1.3 respectively. CSOs resulted
from both SPM and EPM. (Reprinted with permission of IEEE #).62
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spool. Three transmission distances were observed, 64 km, 74 km, and 87 km.
Results show good match to analysis.

17.6.3 Stimulated Raman scattering effect

Chapter 1 described the structure of passive optical networks (PONs), and
WDM and DWDM multiplexer devices and related technologies are described
in Chapters 4 and 5. Chapter 2 provides an introduction to the optical network
unit (ONU) and subscriber modules. This section explains an important
system performance parameter resulting from optical X-talk of two or more
high-power WDM channels due to an SRS effect.47 In WDM-FTTx-HFC
systems, each wavelength is individually modulated by a high-frequency
data signal.63,68 In the analog channel, the CATV modulates the data from
the laser at a given wavelength with a defined OMI, while the digital-
channel at different wavelengths and modulation depth is defined by ER.
These parameters define the link’s SNR. When multiple wavelength–carrying
SCM signals propagate in a single fiber, fiber nonlinearities can lead to X-talk
between subcarriers of different wavelengths. X-talk is measured by CNR and
BER degradation. Stimulated Raman scattering causes power transfer from
shorter-wavelength WDM channels to longer-wavelength WDM channels.
The power transfer increases as the wavelength difference between any two
channels until about 100 nm. Therefore, the SRS power transfer cannot
become the maximum within EDFA BW.

The brief analysis presented here is based on Refs. [47], [63], and [68], while
the performance analysis and statistics is from Refs. [69] and [70]. Assume a case
of two WDM channels, where each optical carrier is modulated by M subcarriers.
The optical power at the fiber input, z ¼ 0, is given by

Pk t, z ¼ 0ð Þ ¼ P0 1þ
X

M

i¼1

m cos Vit þ uk,i

� �

" #

, (17:140)

where k ¼ p,s represents the pump with the shorter wavelength, and the signal with
the longer wavelength, respectively. The index “i” accounts for all modulating
tones up to a total of M, with the frequencies Vi. It is further assumed that all sub-
carriers have the same OMI, m. The phase uk,i of any given subcarrier i is totally
random, i.e., ukp, uks.

SRS is proportional to gpsPpPs,
75 where gps is the Raman efficiency between

the pump wavelength with the power Pp and signal channels with the power Ps.
From Eq. (17.140), it can be observed that the total X-talk for subcarrier i in

the pump channel can be viewed as being comprised of three terms:

. mgpsP
2
0 cos Vit þ up,i

� �

: The first term states that this expression is due to
the SRS interaction between subcarrier i and the optical carrier channel.
This is just the optical power loss, mgpsP

2
0, of the subcarrier i and is
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analogous to pump depletion in conventional on–off keying (OOK) WDM
systems.

. mgpsP
2
0 cos Vit þ us,i

� �

: The second term states that this expression is
attributable to SRS interaction between the optical carrier in the pump
channel and the subcarrier i in the signal channel. Note that this term is
not found in OOK WDM systems and is the most significant SRS
X-talk term in WDM SCM systems.

.
ffiffiffiffiffiffiffiffiffi

M=8
p

m2 gpsP
2
0

� �

: The third term is negligible compared to the previous
two and is an order of magnitude lower. The reason is that in order to
keep the clipping noise low, the OMI index, m, of each subcarrier is so
set that m ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2M=2
p

� 0:48 for a number of channels M � 10. This
condition states that it is about one order of magnitude lower in terms
of CNR.

Since the SRS interaction between optical carriers results in only a dc optical
power loss or gain, they do not contribute to X-talk at the subcarrier frequencies.

For subcarrier i in the signal channel, the X-talk is the same, except that now
the first term contributes optical power gain mgpsP

2
0 instead of loss. Thereby, the

shorter-wavelength channel still suffers more from SRS X-talk than the longer-
wavelength channel.

A formalistic approach to determine X-talk levels is by analytically solving the
governing equations of an SRS interaction in an optical fiber63,69 and assuming a
linear regime case:

@Ps

@z
þ

1

Vgs

@Ps

@t
¼ gpsPp � a
� �

Ps, (17:141)

@Pp

@z
þ

1

Vgp

@Pp

@t
¼ �gpsPs � a
� �

Pp, (17:142)

where Vgs is the group velocity of the transmitted light with wavelength ls, and
Vgp is the group velocity of pump signal with wavelength lp, a is the fiber loss,
and g is the standard Raman-gain coefficient divided by the effective area of
fiber. The convention is to first solve Eq. (17.141), neglecting g and then substitut-
ing Ps into Eq. (17.142). After all substitutions are done,63,69 SRS X-talk is
given by

XT
sp
i ¼

2 gpsP0

� �2 aLeff

2

� �2

þ exp �aLð Þ sin2 dpsViL

2

� �

" #

a2 þ dpsVi

� �2
h i

1 + 2 gpsP0Leff

� �2
, (17:143)
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where Leff is the effective fiber length given in Eq. (17.123), and dps, which is the
group velocity mismatch between the pump and the signal wavelength, is given by

dps ¼
1

Vgp

�
1

Vgs

: (17:144)

The signs of the denominator term, 1+2 gpsP0Leff , are as follows: “–” is for
the pump channel and “þ ” is for the signal channel. By setting dps to zero, it is
clear that SRS X-talk is independent of the subcarrier frequency if the fiber dis-
persion is negligibly small. When operating at a 1.3-mm wavelength window, dis-
persion effects are ignored. Figure 17.36 explains the experimental test set-up for
an SRS test. Figure 17.37 illustrates the SRS X-talk level for electrical versus
optical power per WDM channel at 1.3 mm.

Figures 17.38 and 17.39 provide SRS X-talk plots for 1.3 and 1.5 mm as a
function of number of channels when power level is a parameter. For WDM
SCM systems operating in the 1.5 mm window, SRS X-talk will be lower for
high subcarrier frequencies (�400 MHz), since dispersion is significant and may
result in walk-off between RF subcarriers at different optical wavelengths. (Wave-
form distortion due to SRS walk-off is elaborated in Ref. [59], [68]). SRS X-talk
can be minimized. The method for minimizing these effects is done by X-talk can-
cellation technique using parallel transmission.63

The idea is straightforward. If one can transmit the same set of signals on two
fibers and then combine them at the receiver, parameters can be arranged in such a
manner that X-talk from the two fibers is cancelled when signals are added.

DFB
Laser

PM

MZ
Modulator

Tunable
Laser

Optical Receiver

SMF
L = 25 Km

Pump 

Probe 

Optical
Amplifier

Spectrum
Analyzer

Optical
Filter

l Pump

l Probe 

Bias
Input
Signal

Figure 17.36 Experimental set-up for SRS X-talk measurement.63 (Reprinted with
permission from IEEE Journal of Lightwave Technology # IEEE, 2000.)
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The idea is to use a fiber with reverse dispersion characteristics or to operate the
wavelengths of each fiber at opposite sides of the zero-dispersion wavelength of
the same type of fiber.

17.6.4 Cross phase modulatione (XPM) effects

The previous section explained that an FTTx WDM SCM system carrying
modulated subcarriers is susceptible to X-talk between wavelengths. Due to
fiber dispersion, the phase of the transmitted signals is converted into intensity
modulation; this phenomenon can be explained by investigating how laser phase
noise is converted into intensity noise.65 These interactions lead to so-called
XPM, resulting in X-talk.63,66,67
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Figure 17.37 The SRS X-talk level, electrical vs. input optical power per WDM channel for
1.3-mmWDMSCM systems, with two WDM channels and 20 km of standard SMF spools.
The X-talk dependency for channel spacing of 2, 4, 8, and 16 nm, respectively, are
provided.69 (Reprintedwith permission from Photonics Technology Letters# IEEE, 1995.)
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Figure 17.38 The SRS X-talk level (electrical) vs. the number of WDM channels for
1.3-mm WDM SCM systems, with a channel spacing of 4 nm and 20 km of
standard SMF. The X-talk levels for input optical power levels of 0.0, 5.0, and
10.0 dBm per WDM channel are shown.69 (Reprinted with permission from
Photonics Technology Letters # IEEE, 1995.)
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Assume two optical waves with the same polarization copropagating in SMF,
as in the previous section. Let the field Ek(z, t) be a slow-varying complex-field
envelope of each wave, with k ¼ 1 for l1 and k ¼ 2 for l2, where l1 . l2.
When the slowly varying field over time is employed, second-order derivatives
are negligible. Assuming normalization for power, jEk j

2 ¼ Pk.
The coupled equations that describe XPM under these assumptions are

given by63

@E1

@z
þ

1

Vg1

@E1

@t
¼ �j2gP2 �

a

2

� 

E1, (17:145)

@E2

@z
þ

1

Vg2

@E2

@t
¼ �j2gP1 �

a

2

� 

E2, (17:146)

where g is the nonlinearity coefficient, a is the absorption coefficient of the
fiber, i.e., loss, and Vg1 and Vg2 are the group velocities. Using the same
technique for solving the SRS equations, the normalized XPM X-talk at l1 is
given by

XTXPM1 ¼
�2b̈1V

2gPc

a� jVd12ð Þ
2

exp �aLð Þ½cos Vd12Lð Þ � 1þ aL�
� ��

þ j exp �aLð Þ cos Vd12Lð Þ �Vd12L½ �
� ��

(17:147)
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Figure 17.39 The SRS X-talk level (electrical) vs. the number of WDM channels for
1.5 mm WDM SCM systems, with 2-nm channel spacing, 20 km of standard SMF,
and a subcarrier frequency of 500 MHz. The input optical power per WDM channel
is specified in the figure. SRS X-talk levels for D ¼ 0 ps/nm/km are also shown
for comparison.69 (Reprinted with permission from Photonics Technology Letters
# IEEE, 1995.)
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For l2 XPM X-talk is given by

XTXPM2 ¼
�2b̈2V

2gPc

a� jVd21ð Þ
2

exp �aLð Þ cos Vd21Lð Þ � 1þ aLð Þ
� ��

þ j exp �aLð Þ cos Vd21Lð Þ �Vd21Lð Þ
� ��

, (17:148)

where €bi ¼ d2bi=dv
2 and the index i ¼ 1 or 2. Unlike SRS-induced X-talk analy-

sis done in Sec. 17.6.3, Eqs. (17.147) and (17.148) have the same sign and the only
change is indices of group velocity mismatch “d,” also called the walk-off
parameter between wavelength 1 to 2, and €b.

The total X-talk is the sum of SRS and XPM. For a small V or large
Dl ¼ jl1 2 l2j, the X-talk is dominated by SRS. For high modulation frequencies
or small Dl, the X-talk is dominated by XPM effect. In between, phases of both
mechanisms should be considered. It turns out that SRS and XPM are exactly in
phase or out of phase, depending on k and the sign of €b. When optical phase modu-
lation is converted to intensity modulation via group velocity dispersion, its phase
will change somewhat but remain relatively close. As a result, assuming l1 . l2

stimulated Raman scattering cross talk (SRS-XT) and XPM-XT will add in-phase
when k ¼ 1 and out-of-phase for k ¼ 2 per XTk ¼ XTSRSk þ XTXPMkj j2. Figures
17.40(a) and 17.40(b) demonstrate the theoretical X-talk level at l1 versus modu-
lation frequency f ¼ V/2p, Dl ¼ 4 nm, Pc ¼ 17 dBm, and L ¼ 25 km. The solid
line denotes the total X-talk, and the dashed lines denote the magnitudes of the
individual contributions from SRS and XPM, respectively. Stimulated Raman
scattering dominance is at low frequency and XPM is at high frequency. Where
there is an in-phase addition, the overall result is 6 dB higher than each of the
two contributors.

17.6.5 Polarization-dependent distortion (PDD) effects

Section 4.5 provided a glance at the isolator structure and light-beam propagation
through it. It is a passive nonreciprocal device since it has a defined direction.
Polarization distortion induces CSO and CTB products due to the multiple reflec-
tions created within the birefringent crystal.71 A representative analysis is reported
in Refs. [71]–[74]. Isolators are used in integrated triplexers as well as in CATV
transmitters. There are other polarization mechanisms of these distortion types.
The first is the combination of fiber-polarization mode dispersion (PMD) and
laser chirp. The other mechanism is the combination of fiber PMD, laser chirp,
and fiber polarization-dependent loss (PDL).73 PMD and PDL effects on BER
are analyzed in Ref. [73]. This section discusses PDDs created in the optical iso-
lators, cascaded EDFAs, and fiber transmission lines.71,74

The generation mechanism of PDD in isolators is due to the inner structure of
the isolator and the refraction index characteristics of the birefringent crystal. As
can be seen from Fig. 17.41, the crystal is tilted at a slight angle to eliminate reflec-
tion from the crystal’s front facet, which faces the output port. Although the
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birefringent crystal is set an angle, some multiple reflections are transferred to the
input port from the plane of the back-facet: those reflections induce distortions.
From Fig. 17.41, it is clear that the reflected light suffers a delay of t due to its
round trip between the birefringent-crystal facets’ distance Ld, which is twice
the thickness of the crystal and the tilt angle of the crystal. Thus t ¼ Ld/c,
where c is the speed of light.

Figure 17.41 illustrates the mechanism of PDD as a function of reflection
angles uA and uB. These angles are related to the input light polarization states

Modulation frequency, MHz

C
ro

ss
ta

lk
, d

B
c

0 500 1000 1500 2000
–60

–55

–50

–45

–40

–35(a)

XPM/GVD

SRS

SRS+XPM/GVD

XPM/GVD

SRS+XPM/GVD

SRS

Modulation frequency, MHz

C
ro

ss
ta

lk
, d

B
c

0 500 1000 1500 2000

–55

–60

–50

–45

–40

–35

–35(b)

Figure 17.40 Theoretical X-talk level vs. modulation frequency for (a) l1 (b) l2, for
Dl ¼ 4 nm, Pc ¼ 17 dBm, and L ¼ 25 km. The solid line depicts the overall X-talk
and the dashed lines are for XPM and SRS component contributions. Note the area
of the in-phase (coherent) addition, where the total X-talk is higher by 6 dB than each
contributor.63 (Reprinted with permission from the Journal of Lightwave Technology
# IEEE, 2000.)
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Figure 17.41 A PDD mechanism with generated distortions. (a) Multiple optical
reflections are sent into the SMF in a vertically polarized beam. (b) Multiple
reflections are not sent into the SMF in a horizontally polarized beam. (c) Type A
isolators (d) Type B isolator.71 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1994.)
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and their interaction with the birefringent crystal. Such a crystal has two optical
axes (see Sec. 4.5), known as slow and fast, with corresponding refractive
indices that correspond to the reflection angles.

Such a reflective mechanism between the two facets creates multiple reflec-
tions; however, only the first-order reflection is referred to here. The round trip
of the reflected beam creates a delay. Hence the receiver’s detector experiences
two tones with inteferometric distortions. When using DML–DFB, the modulation
creates chirp. This results in CSO, due to the interaction polarization–induced
multiple optical–reflection mechanism. One of the ways to overcome this is by
using EM and minimizing the chirp effect. Figure 17.42 demonstrates the
reduction of NLD when using an EM laser against DML for a type A isolator.

The experiment for examining this phenomenon is as follows. A screened
1.5-mm analog DFB LD integrated with a 30-dB isolator was used. Recall that
SMF has a lower loss at 1.5 mm but higher dispersion compared to 1.3 mm. The
laser was directly modulated by 40-CW channels, under the Japanese frequency
plan, within the range of 91 to 421 MHz and an OMI of 4% per channel. The exam-
ined channel was at 421 MHz, where the CSO count, NCSO ¼ 11, is maximal, and
the laser linewidth under the CW conditions was 78 MHz.71,74 The laser output
was connected to EM, so that two options were available to modulate the laser
and examine chirp effects at the DML state. In order to validate the effects of
the polarization states as the root cause for distortions created by the device
under test (DUT) isolator, a polarizer consisting of l/2 and l/4 plates was con-
nected to the laser output. The l/4 produces linear polarized light, and the l/2
rotates the polarization axis. In this manner, linearized light with a known
rotation angle could be input to the DUT. Figure 17.45 illustrates the above-
mentioned set-up.
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Figure 17.42 CSO measured results vs. rotation angle of l/2 plate for type A-1 isolator
for DML and EM modulations.71 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1994.)
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Two types of isolators A and B were evaluated against a reference PANDA
(polarization maintaining) fiber. The PANDA fiber has a large and stable PMD
value. In this case, a 2.8-m PANDA fiber with 2.5 ps was tested to determine
whether the PMD effect is related to PDD. The type-A isolator optically separates
the backward light and the input port, and type-B isolators, with a different numeri-
cal aperture (NA) compared to the fiber’s NA, as in Figs. 4.33 and 17.41, were the
DUTs. Under DML, the PANDA had shown no PDD. However, large PDD was
observed with isolator type A3, as shown in Fig. 17.43, even though its PMD is
only 0.04 ps. These results mean that PMD is not related to PDD in isolators
and PANDA fibers. Further, type B had shown no sensitivity to the l/2 plate
rotator, as depicted in Fig. 17.44.

17.7 CATV/Data Transport Coexistence

Currently, FTTx transport systems are based on WDM and DWDM multiplexing
methods. Data transferred over the fiber consists of CATV, AM-VSB, and QAM
together with 155 Mb/s up to OC48.48,51,57,58 Such a link requires stringent speci-
fications for the CATV link, which is CTB .63 dB, CNR .50 dB, CSO .65 dB,
and BER ,1029 for a 80-km link. As was previously reviewed, this link
exhibits X-talk due to SBS and due to the electrical X-talk explained in Chapter
20, as well as finite isolation of the optical demultiplexer (DEMUX) unit. To
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Figure 17.43 CSO measured results vs. rotation angle of l/2 plate for type A isolators.
The polarization mode dispersion value t equals 2.2 ps for A-1 and A-2 isolators, and it
is 0.04 ps for an A-3 isolator; results are for DML.71 (Reprinted with permission from the
Journal of Lightwave Technology # IEEE, 1994.)
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overcome SBS X-talk, a large-effective-area fiber (LEAF) is used. This type of fiber
has higher SBS threshold power, low chromatic dispersion, and low attenuation.
Those characteristics allow the launching of higher optical power, which enables a
longer-distance digital lightwave system. Hai Han Lu and Wen Shing Tsai57 demon-
strated such a link performance experiment, which is described in Fig. 17.46. Kawata
et al.77 provided a report of video and IP coexistence for FTTH deployments.
The wavelength plan was as follows: three wavelengths, l1 ¼ 1560.6 nm,
l2 ¼ 1559 nm for AM-VSB, l3 ¼ 1557.4 nm for QAM, were modulated by a
highly linear push–pull driver, and QAM, with 40.2 Mb/s, which was converted
from 750 to 860 MHz by a modulator. This way, each laser is loaded with a lower
OMI, which reduces the probability of clipping, and thus the intrinsic BER and
CNR are improved. The remaining wavelengths, l4 ¼ 1560.6 nm, l5 ¼ 1559 nm,
l6 ¼ 1557.4 nm, l7 ¼ 1557.4 nm, were modulated by OC48. The video signal was
amplified by an EDFA, summed with the digital data, and its power set by a variable
optical attenuator. These wavelengths were launched into the 40-km LEAF, amplified
by EDFA, and were again transmitted through a 40-km LEAF, and then demuxed by a
DWDM DEMUX. The demuxed wavelengths were measured for CNR and BER
performances. These results can be compared to the reference, where each wavelength
operates exclusively.

The comparison of BER performance of the OC48 link versus optical input
power is shown in Fig. 17.47. The received signal for BER of 1029 is
233.5 dBm. Since the received signal for that link is 220 dBm, BER is ,1029

for an 80-km link. The link RF spectrum is shown in Fig. 17.48: with a
ripple of +1.5 dB. This is due to the half-split band as well as LEAF use.
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Figure 17.44 CSO measured results vs. rotation angle of l/2 plate for a type-B isolator
with PMD t ¼ 0.82 ps and 2.8 m PANDA fiber t ¼ 2.5 ps.17 (Reprinted with permission
from the Journal of Lightwave Technology # IEEE, 1994.)
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Linear X-talk arises from the incomplete isolation of the channels at the DEMUX,
which is expressed by

XTlinear½dB� ¼ 20 log
K12 P20=P10ð Þ

1þ K12 P20=P10ð Þ

� 	

, (17:149)

where P10 is the average power of channel one, P20 is the average power of channel
two, and K12 is the ratio of the power transmission of channel two to the power
transmission of channel one at DEMUX power one.

Multichannel video and IP are the typical transport of FTTH defined by the
International Telecommunications Union Telecommunications Standardization
Sector (ITU-T) recommendation G.983.3. The broadband PON system, which is
based on the wave allocation of ITU-T G983.3, can provide high-speed IP
service as well as CATV service, and bidirectional service such as video on
demand. A cost-effective system uses coarse WDM, where the wavelength
spacing is 20 nm. This was proposed by the ITU-T recommendation G.694.2.
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Figure 17.45 The test set-up to measure PDD of PANDA fiber and isolators.71

(Reprinted with permission from the Journal of Lightwave Technology # IEEE, 1994.)
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Such a system is described in Fig. 17.49, and the wavelength allocation is shown
by Fig. 17.50.78

The DEMUX, as was previously demonstrated, must sufficiently suppress the
leakage signal, which becomes additional noise. At first approximation for the
digital signal, it is assumed that the noise created by the amplitude distribution
of the detected photocurrent of the analog signal, which is AM subcarrier multi-
plexing, has a Gaussian distribution. Since the number of video channels is
large, the power penalty PP [dB] is given by78,79

PP ¼ �10 log 1� 1ð Þ, (17:150)
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Figure 17.47 OC48 BER after 80-km LEAF fiber is applied for DWDM link.57 (Reprinted
with permission from Transactions on Broadcasting # IEEE, 2003.)

Figure 17.48 The CATV spectrum after 80-km LEAF fiber is applied to a DWDM link.57

(Reprinted with permission from Transactions on Broadcasting # IEEE, 2003.)

System Link Budget Calculation and Impairment Aspects 871



where 1 is the total X-talk power. For the analog signal, the total CNR is given by

1

CNRtot

¼
1

CNRsys

þ
1

CNRi

, (17:151)
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Figure 17.49 (a) G983.3 wavelength allocation and application examples.
(b) Proposed wavelength allocation, multichannel video 1550 nm, IP upstream
1570 nm, and downstream 1590 nm.78 (Reprinted with permission from the Journal
of Lightwave Technology # IEEE, 2004.)
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where CNRsys is the system’s CNR only when an analog signal is transmitted, and
CNRi is C/Ni when those values are given by 78,79

C ¼
1

2
mrdPdð Þ

2, (17:152)

Ni Pið Þ ¼ 2Rb riPi

ER� 1

ERþ 1

� �� 	2 ð
fþ

f�

sin2 pf =Rbð Þ

p2f 2
df , (17:153)

where m is the OMI, rd is the photodiode responsivity for the analog signal wave-
length, Pd is the analog power being received, Pi is the received optical power of
the leakage digital signal, Ri is the responsivity of the analog receiver for the digital
wavelength leakage, Rb is the bit rate, ER is the extinction ratio of the digital
leakage, and f2 and f þ are the lower and the upper limits of the VBW. For
example, when CNRtot degradation for CNRsys is to be less than 0.1 dB, the
total X-talk from the leakage digital signal must be less than 237.5 dB against
the analog signal. The typical values are: CNRsys ¼ 52 dB, Pd ¼ 0 dBm, rd ¼
Ri ¼ 0.95, Rb ¼ 1.25 Gb/s (OC12), OMI ¼ 5%, 1 ¼ 9 dB, f 2 ¼ 88.25 MHz,
and fþ ¼ 94.25 MHz.

17.8 Main Points of this Chapter

1. To calculate the link budget, there is a need to know the input modulation
current, input impedance, output current, and load impedance for calcu-
lating the link gain.

2. The link gain is affected by laser-slope efficiency or transmitter conver-
sion efficiency in milliwatts per milliampere, fiber loss, and receiver’s
conversion factor or photodiode responsivity in milliampere per milliwatt.

3. The laser modulation efficiency is affected by the matching network.

4. An additional parameter that affects the link performance is effective
input noise current, which defines the overall link CNR.

5. Noise sources are laser RIN, photodiode shot noise, transmitter’s ampli-
fier, and receiver’s electronics.

6. The analog link’s is dynamic range is defined by the P1 decibel and the
SFDR, which is defined by the IP3.

7. Clipping noise results from the limiting effect of the LD, which rectifies
the input signal peaks.

8. Clipping noise statistics become Gaussian as the number of channels
increase.
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9. Laser clipping is a single-sided clipping; the EM clipping model is
double-sided limiting.

10. AM-VSB and QAM data OMI is optimized to be 4% and 2% for CNR
and BER due to the clipping effect.

11. The clipping effect results in CSO and CTB, which reduce the link carrier
to distortion.

12. The clipping effect of AM-VSB results in NLD, which reduces the QAM
BER performance.

13. An additional mechanism in lasers that induces NLD is turn-on delay, or
memory effect. The memory effect results in a charge that distorts the
modulating signal as it is used to discharge the previous charge state.
Thus, the signal is self-modulated.

14. One of the methods to prevent clipping is by having an active bias point
for the laser. When a large signal swing appears, the bias is increased
before the signal reaches the laser. The peak is detected, the bias is
increased, and the delayed modulating signal is applied on the laser
with minimum clipping.

15. A different approach for predistortion is based on the same concept; the
modulating signal’s clipping peak is sensed by a threshold detector,
inverted, and combined with the original delayed modulating signal.
The preclipped signal is applied to the laser, resulting in modulation
with minimal clipping. See Fig. 17.18.

16. Clipping NLD, such as CSO, appears in bursts, called “burst-on NLD.” It
is a statistical process.

17. Another impairment of an optical link is multiple optical reflections
resulting at the fiber surface of the connection point. It has a Rayleigh
statistic known as “double Rayleigh backscattering.”

18. DRB affects the laser RIN, since the DML linewidth and reflection delay
increase the laser jitter, which is converted to RIN. The laser’s main
propagation when it beats with the reflected light converts the laser
phase noise into RIN.

19. DRB is directly related to the reflections level in decibels. The larger this
reflection value is, the lower the CNR is, and the BER performance of a
QAM link gets worse.

20. DRB is directly related to the laser’s Lorentzian linewidth. Thus, a YAG
laser has an advantage over a regular DFB laser, since it has a narrower
linewidth.
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21. Direct modulation of a laser affects the DFB laser linewidth. Therefore,
one of the ways to overcome DRB is by using an EML.

22. Dispersion-induced NLD in SMF are a consequence of the SMF chro-
matic dispersion interaction with the DML’s resultant wavelength
chirp. This delay spreads the FM sidebands, creating CSO. The longer
the fiber, the higher the NLD products.

23. Dispersion-induced CSO, distortions are proportional to 40 log f, and
CTB distortions are proportional to 30 log f, where f is the RF frequency
of the modulating tone.

24. Stimulated Brillouin scattering (SBS) is a result of quantum momentum
transfer from the photon, according to De Broglie p ¼ hn relation, the
phonon lattice. The vibrated lattice varies the refraction index of the
fiber. The lattice vibrates (phonon) at the microwave frequency.

25. The SBS refractive index varies periodically as an acoustical fiber Bragg
grating (FBG).

26. Due to the momentum preservation, there is a back-reflected lightwave at
a lower frequency than the transmitted wavelength. This frequency shift
is called Brillouin–Stokes frequency shift.

27. The FBG is formed at the speed of the propagating sound wave. Thus, the
Brillouin–Stokes frequency shift, Df ¼ V/L, where V is the acoustical
wave velocity and L is the FBG period.

28. The SBS optical power threshold is directly related to its effective active
area and losses coefficient, and inversely to its Brillouin gain.

29. The fiber Brillouin gain is related to the material density, refractive
index, and elasto-optic coefficient, which are material properties.

30. SBS effects can be countered by phase modulation at a frequency twice the
channel frequency, or by frequency dithering to increase the laser line-
width. This will affect other link parameters such as chromatic dispersion.

31. SBS results in CNR degradation and CSO and CTB distortions due to
chromatic dispersion degradation effects that result from the variation
in the refractive index.

32. Stimulated Raman scattering effects result in X-talk between short wave-
lengths in a WDM channel and a longer one. This reduces CNR and thus
affects BER performance.

33. Self-phase modulation is a result of the interaction between the fiber’s
chromatic dispersion and the modulated beam’s spectrum propagating
through the fiber.
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34. The self-phase modulation phenomenon occurs when the traveling light-
wave signal through the single-mode fiber (SMF) modulates its own
phase. This is also defined as eternal phase modulation (EPM).

35. Self-phase modulation results in CSO, which is directly related to the
fiber dispersion OMI and optical power.

36. Self-phase modulation can be minimized by using an EML.

37. The cross-phase modulation effects result in X-talk between subcarriers
modulating the beam of lights, which are on different wavelengths.

38. PDD results from the tilt angle of the birefringent crystal within an
optical isolator, resulting in a reflected beam of light. This reflected
light is delayed with respect to the main beam; delay is due to its
round trip over the crystal thickness, thus resulting in CSO. The walk-
off on crystal is due to polarization of light.

39. PDD can be minimized using an EML and type-B isolator, which does
not reflect polarized light into the fiber.

40. X-talk between wavelengths in DWDM FTTx systems may come from
finite isolation in the DWDM DEMUX.

41. Large effective area fiber (LEAF) can be used to overcome the SBS
effect.

42. A LEAF has a higher SBS threshold power, low chromatic dispersion,
and low attenuation, which can minimize all other fiber impairments
reviewed here.
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Chapter 18

Introduction to Digital Data
Signals and Design Constraints

The goal of this chapter is to provide digital designers of FTTx transceivers with
basic system fundamentals. The design limitations and impairments determine the
component specifications. Such parameters are generally bit error rate (BER) and
its degradation due to extinction ratio (ER) trade-offs, mode-partition noise, jitter,
and relative intensity noise (RIN). In this chapter, these parameters are presented
first. The next section deals with digital transport through analog networks such as
ladder filter and receiver control field (RFC) coils. The goal here is to explain how
the pseudo-random bit sequence (PRBS) signal is affected by the dispersion of
these elements in the aspect of pattern dependent jitter. Fiber impairments were
already dealt with in Chapter 17; so both sides, electronics and optics, are
covered. Digital formats such as nonreturn to zero (NRZ), Manchester, and
return to zero (RZ) are briefly reviewed. In this background, the clock-and data-
recovery (CDR) concept is explained. Additional information about amplitude
control loops needed for digital transceivers, which are critical in burst mode, is
provided in Chapters 12 and 13. In Chapter 12, the foundation in control theory
for CDR is provided and phase locked loops (PLL) are discussed. Burst-mode
automatic-gain control (AGC) techniques are explained in Chapter 19. A basic
theory is provided here about CDR operation, which is a PLL. This information
is important to understand the limitations of fast synchronization and acquisition
in burst-mode operation. Trade-offs between CDR with a low-jitter transfer func-
tion and fast acquisition are also discussed. This review is a prerequisite one must
have prior to starting basic design of any digital transceiver.

18.1 Eye Analysis and BER

There are several ways to measure receiver sensitivity versus quality of service,
such as defining signal-to-noise and distortion (SINAD), signal-to-noise ratio
(SNR), or carrier-to-noise ratio (CNR) in an analog receiver for proper detection.
Another way is to define the BER in a digital receiver.6 An introduction to
photodetection and noise limits, which affect the system performance envelope,
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is provided in Chapters 8 and 10. The sum of all of these noise-power limits defines
the system SNR. These noise limits include shot noise, thermal noise, RIN, and
mode-partition noise. In Chapter 7, a review of the mechanisms of RIN and
mode-partition is provided. In addition, sampling jitter is a factor for performance
degradation as well. An introduction about jitter and phase noise is provided in
Chapters 14 and 15. All of these lead to the need for an additional SNR definition
for digital transport of optical transceivers. These definitions are BER versus
received optical level, BER versus jitter, BER versus extinction ratio (ER), and
BER versus laser noise types.

The second definition for sensitivity degradation has the same meaning; it
defines the minimum SNR for proper digital bit or symbol detection. Generally,
specifications define BER in the following manner: BER � 1 � 1029@ for
received power of PRX ¼ 225 dBm. It means that the BER should be less than
or equal to an average of one error per 1 Gb at a given received power state. In
Fig. 18.1, the detected signal received by the decision circuit, which samples it
at a decision instance of tD, is shown. The sampled value of I1 fluctuates from
bit to bit around an average value I1 or I0 depending on the logic level value 1
or 0. The decision circuit compares the value with a threshold value ID. The detec-
tion probability is also illustrated in Fig. 18.1.

It is clear from Fig. 18.1 that when the margin between the 1 logic level and the
0 logic level is increased, the probability of error is minimized. It means that the
dark crossover area is minimized. The decision conditions for detection are 1 if
ID � I1 and 0 if I0 � ID. Violation of these conditions results in an error. If the
level of noise is high enough, then the signal fluctuations can reach the decision
area and result in an error. As a consequence, a large margin between the
logic levels can help in preventing errors. Thus, having a higher ER and eye
opening provides higher immunity to errors.

Level

Time Probability

Variance

”1"

”0"

”D"

Figure 18.1 Fluctuating signal (left), Gaussian probability densities of the levels 1
and 0 (right). The crossover is the area of error.
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The probability of error, also called BER, is defined as

BER ¼ p(1)P
0

1

� �

þ p(0)P
1

0

� �

, (18:1)

where p(1) and p(0) are the probabilities of receiving 1 and 0, respectively, P(0/1)
is the probability to decide 0 when 1 received, and P(1/0) is the probability to
decide 1 when 0 received. The probabilities of an event of 1 or 0 are identical,
hence p(1) ¼ p(0) ¼ 1/2; as a result, the BER function is defined as

BER ¼
1

2
P

0

1

� �

þ P
1

0

� �� �

: (18:2)

The probability density functions P(0/1) and P(1/0) depend on the probability
function p(I) of the sampled value I, and p(I) depends on the noise statistics that
cause the current fluctuations; namely, the thermal noise, its equivalent thermal
current iT and the shot noise with its equivalent shot current iS. Both noise mech-
anisms have an approximate Gaussian process with zero mean in PIN detectors.
Hence, the noise variance is the square sum of both the processes. Moreover,
the sum of two Gaussian processes results in a Gaussian process:

s2 ¼ s2
S þ s2

T: (18:3)

However, both variances are different for each state since the photocurrent
depends on optical power; hence, shot noise has different averages at different
levels [Eqs. (18.4)–(18.6)]. According to Bayes rule, the conditioned probability
of error P(0/1) is given by

P
0

1

� �

¼
1

s1

ffiffiffiffiffiffi

2p
p

ðID

�1

exp �
I � I1ð Þ

2

2s2
1

� �

dI ¼
1

2
erfc

I1 � ID

s1

ffiffiffi

2
p

� �

: (18:4)

In this case, s1 is the 1 state noise, which is composed of shot noise RIN
and additive white-Gaussian noise (AWGN), which refers to the illumination
power at the high logic level Eq. (18.13). On the other hand, at the zero-state
level the probability of error is given by

P
1

0

� �

¼
1

s0

ffiffiffiffiffiffi

2p
p

ð1

ID

exp �
I � I0ð Þ

2

2s2
0

� �

dI ¼
1

2
erfc

ID � I0

s0

ffiffiffi

2
p

� �

: (18:5)

Replacing P(0/1) and P(1/0) in Eq. (18.2) by those in Eqs. (18.4) and (18.5)
results in the BER term

BER ¼
1

4
erfc

I1 � IDð Þ

s1

ffiffiffi

2
p

� �

þ erfc
ID � I0

s0

ffiffiffi

2
p

� �� �

: (18:6)
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In this case, s0 is the 0 state noise variance that is composed of shot noise RIN
and AWGN, which refers to the low optical power illumination power for low
logic level state. Equation (18.13) provides the current levels for 0 and 1 states.
For a low optical power state, shot noise and RIN are at a quantum-limit state.

In practice, the decision threshold level ID is optimized to the center as an
average between the high-level-logic state and the low-level logic state. Hence,
in order to have equal probability and centered ID, the following condition of
P(1/0) ¼ P(0/1) results in

I1 � ID

s1

¼
ID � I0

s0

: (18:7)

Solving Eq. (18.7) results in the condition of ID, which is the decision
threshold limit:

ID ¼
s0I1 þ s1I0

s0 þ s1

: (18:8)

The above result means that in case of large amount of noise at logic state 1,
the decision threshold is shifted down in order to have an equal swing between
the decision threshold line states corresponding to 1 and the decision threshold
line states corresponding to 0. In the case of s0 ¼ s1, ID ¼ (I1þ I0)/2; however,
s0 , s1 is always true. Moreover, it shows that when SNR gets worse, the eye
is closed because ID shifts down and s1 gets larger. Thus, BER performance gets
worse. Defining the ratio at Eq. (18.7) as Q simplifies, the notation for BER becomes

I1 � ID

s1

¼
ID � I0

s0

¼ Q: (18:9)

Hence, the probability of error can be written as

BER ¼
1

2
erfc

Q
ffiffiffi

2
p

� �

�
exp �Q2=2

	 


Q
ffiffiffiffiffiffi

2p
p : (18:10)

Substituting Eq. (18.8) into Eq. (18.7) results in a simple expression for Q:

Q ¼
I1 � I0

s1 þ s0

: (18:11)

As a conclusion, Q2 defines the system SNR, which is directly related to the
eye diagram opening and modulation extinction as is explained in the next section.

18.2 Extinction Ratio

Q factor is a ratio that represents eye opening to total noise, in fact it is root square
of SNR. Generally speaking, ER is used as a measure for eye opening, and average
optical power Pave is used in fiber links calculations. Hence, it is much more
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convenient to describe BER as a function of Pave and ER. The average power of an
eye pattern is given by

Pave ¼
P1 þ P0

2
: (18:12)

Additionally, the currents at each logic level and optical state are given by

I1 ¼ rP1,

I0 ¼ rP0,
(18:13)

where r is the photodiode responsivity. ER is defined as

ER ¼
I1

I0

¼
P1

P0

¼ 1þ
DP

P0

; (18:14)

hence, 1 � ER � 1. Substituting Eq. (18.12) into Eq. (18.14) and then into Eq.
(18.11) results a new expression for Q as a function of ER and noise variance:

Q ¼ r2Pave

ER� 1

ERþ 1

� �

1

s1 þ s0

� �

: (18:15)

This term is important and shows the Q asymptotic limit when ER! 1:

Q ¼ r2Pave

1

s1 þ s0

� �

¼
rPave

(s1 þ s0)=2
: (18:16)

As was expected, it is the ratio between the average current to the average
noise current. Hence, Q2 refers to the ratio of powers and is the SNR limit.
The average noise in the eye diagram is the average ISIþ noise. More
impairments such as mode partition and mode hopping should be included and
are reviewed in the next section. Jitter effects are explained in Sec. 15.8.6.
Several more relations and trade-offs can be concluded from the above relations.
For instance, in order to maintain a constant level of BER, SNR should be
preserved.

In case of a finite ER, Q is defined by Eq. (18.15). However, if ER gets lower,
Q, which is the SNR, gets lower and Pave should be increased. The reason behind
that is to preserve SNR in order to have the same BER value.

A figure of merit can be determined by the ratio of Q(ER)
against Q(ER! 1), i.e., a ratio between the ideal SNR and the finite value
SNR. The ratio between Q(ER) and Q(ER! 1) is defined as the power
penalty dER, showing the additional power needed to preserve a constant BER
level by preserving SNR:

dER ¼ 10 log
ERþ 1

ER� 1

� �

: (18:17)
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In the above discussion, there are some approximations to which attention
should be paid. The noise variances are affected by the changes in ER, since
shot noise and RIN are directly dependent on optical power levels. However,
both variances can be approximated to thermal noise in case the thermal noise
of the receiver is dominant. Hence, the following approximation is applicable:

s0 ¼ s1 ¼ sT: (18:18)

In Fig. 18.2, BER is shown as a function of SNR in units of dB. The relation
between SNR and Q can be written as

SNR(dB) ¼ 20 log (Q): (18:19)

In order to meet the criterion BER , 10210, the SNR should be higher than
16 dB. The power penalty versus ER is illustrated in Fig. 18.3. The higher
the ER, the lower the penalty because the SNR is improving. It is observed that
the function has an asymptotic nature. As ER! 1, the power penalty goes to
0 dB. In real life, there is always a power penalty, since ER has a final value. Gen-
erally speaking, ER values are around 8 dB; hence, the power penalty is 1.5 dB,
which means that an additional 1.5 dB is required to preserve the SNR value for
a given BER performance.
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Figure 18.2 BER vs. SNR in decibels.
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18.3 Mode Partition

An introduction to mode-partition noise, denoted here as sPC, is provided in Sec.
7.4.3. Since the normalized carrier or signal equals unity, Eqs. (7.85) and (7.86)
can be modified into the following form:1

1

SNR
¼

N

S
¼ s2

PC ¼
1

2
pBð Þ4(A4

1s
4 þ 48A4

2s
8 þ 42A2

1A2
2s

6), (18:20)

where B is the data rate, the parameters A1 and A2 can be found from Eq. (18.23),
and s is the wavelength rms deviation variance. Equation (18.20) indicates that
the ratio of signal-to-partition noise depends on half width of the laser diode
spectrum and the chromatic dispersion of the fiber. Additionally, Eq. (18.20)
shows that SNR is independent of signal power. As a consequence, by providing
an unlimited large signal power, the overall system SNR cannot be improved
beyond the limit imposed by the partition noise. This results in the error rate
asymptote in the error rate versus input optical power, which is determined
by the signal to the mode-partition noise. For a given error rate asymptote,
the mode partition noise must satisfy Eq. (18.21), which defines the SNR for
the desired BER as shown in Fig. 18.2:

1

s2
PC

� Q2: (18:21)
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Figure 18.3 Power penalty vs. extinction ratio, ER.
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The target value of Q in dB (SNR) is given in Fig. 18.2. In the case of silica
fiber, the wavelength range between 1000 and 1600 nm and the group delay
change is given by

dt

dl
¼

s lC � l0ð Þ

cl2
, (18:22)

where s is a material constant, C is the speed of light, l0 is minimum dispersion
wavelength. The coefficients A1 and A2 are given by

A1 ¼
s lC � l0ð Þz

cl2
C

,

A2 ¼
sz

2cl2
C

:

8

>

>

<

>

>

:

(18:23)

Observing Eq. (18.23) applied into Eq. (18.20) and the limit condition given
by Eq. (18.21), the product B † z (GB � s21

� km) can be evaluated versus
wavelength. This product is defined as the bit rate distance and can be written
in terms of noise limits:

1

Q2
� s2

PC ¼
pBzð Þ

4

2

s lC � l0ð Þ

cl2
C
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s4 þ 48
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2cl2
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(
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cl2
C
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s

2cl2
C

� �2

s6

)

,

(18:24)

where s is half rms width of the spectrum. From Eq. (18.24) it can be seen that
the mode partition noise is directly related to the wavelength rms deviation var-
iance and increases with bit rate product. Moreover, it is not affected by the
signal power. An ideal link with 1/SNR ¼ 1/Q2 degraded by mode partition
noise will have SNR degradation as

1

SNReq

¼
1

Q2
eq

¼
1

Q2
þ S

1

CNRPC

¼
1

Q2
þ s2

PC: (18:25)

This equation can be presented as the ideal SNR, multiplied by the asympto-
tic error coefficient. After some algebraic manipulation the mode partition carrier
to noise is given by

s2
PC ¼

1

Q2
eq

�
1

Q2
¼

1

Q2

� �

Q2 � Q2
eq

Q2
eq

: (18:26)
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Thus, to ensure the desired BER performance Eq. (18.26) is modified to

1

s2
PC

� Q2
Q2

eq

Q2 � Q2
eq

¼
Q2

eq=Q
2

1� (Q2
eq=Q

2)
¼ Q2 K

1� K
¼ Q2r, (18:27)

where 0 , K,1 is the SNR penalty because of the mode-partition noise. K des-
cribes the amount of SNR correction, or signal increment needed to compensate
for the SNReq performance degradation of Q due to mode-partition noise.
However, observing Eq. (18.25) carefully, it can be seen that mode-partition
noise sets the overall system SNR limit. Hence, even though the optical power
is increased and the intrinsic ideal SNR, denoted by Q, 1/Q2

! 0, is improved,
the overall SNR is limited by the mode-partition noise, s2

PC. Thus, this power
penalty describes the SNR loss or the equivalent carrier power loss in the
case of no mode partition noise. The statement in Eq. (18.27) is that SNR
caused by mode-partition noise s2

PC should be below the worst-case SNR degra-
dation quantity so that the equivalent SNR will satisfy Qeq for the desired
BER performance. For clarity see Eq. (18.26). It is clear that the condition
s2

PC � 1=Q2 � 1=Q2
eq, hence Q2

eq . 1=½s2
PC � ð1=Q

2Þ�. In other words, the

higher the 1=s2
PC; (s2

PC ! 0), the higher the equivalent SNR, and the power

penalty is minimized. The power penalty in decibels is given by

a ¼ 10 log
ffiffiffiffi

K
p

: (18:28)

An alternate penalty expression is provided by Ref. [1]:

1

s2
PC

� Q2 102a=10

102a=10 � 1
¼ Q2 Q2

PC

Q2

� �

: (18:29)

This equation states that for a given mode partition SNR, Q2
PC, and ideal

SNR for a given BER performance, Q2, without partition noise, in order to
ensure the BER performance, the mode-partition SNR, 1=s2

PC, should be better
than the ideal SNR after the power penalty correction; i.e., its contribution
should be below the SNR correction amount. Moreover, the mode partition
noise sets the BER limit, beyond which BER cannot be improved. This is
equal to the phase-noise BER limit presented in Sec. 15.8.6.

This carrier-to-noise relation can be presented by useful design plots. For
instance, Eq. (18.24) states that the mode-partition noise generates dispersion,
which increases partition noise as the fiber length z increases. Thus, the bit-rate dis-
tance product B † z is a way to measure SNR degradation caused by mode-partition
noise dispersion. From Fig. 18.2, BER of 1029 is guaranteed for SNR of 15.5 dB or
Q ¼ 6. For a laser with a peak wavelength deviation, s, of 1 to 2 nm, the bit rate
product would be varying and would set a link budget limit for the desired BER
performance. This limit states the maximum distance between the transmitter
and the receiver. This limit sets the data rate versus fiber length as a function of
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mode partition noise due to chromatic dispersion. The higher the data rate, the
shorter the distance between the receiver and the transmitter. As mode partition
or wavelength deviation becomes higher, the bit rate distance product becomes
lower. As the data rate increases, the absolute fiber length becomes shorter. This per-
formance envelope guarantees the desired BER of 1029. It can be seen that at the
center wavelength of l0 ¼ 1310 nm, the B † z product is maximized since there is
no chromatic dispersion (the material s parameter value was assumed to be 0.05):

Bz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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C)4s8
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þ42 s lC � l0ð Þ=cl2
C

� �2
(s=2cl2

C)2s6
o

4

v

u

u

t
:

(18:30)

The curve in Fig. 18.4 can be used as follows. Assume that the data rate is
1.25 GB/s. Then for 1050 nm B2 ¼ 10, the maximum distance will be 10 km/
1.25 ¼ 8 km for s ¼ 1 nm and for s ¼ 2 nm it will be 6/1.25 ¼ 4.8 km.

Using Eq. (18.30) under a specific wavelength variance, but variable Q, results
in a different bit rate distance product with respect to a specific Q0 at a given BER
asymptote. The plot in Fig. 18.4 is for Q0 ¼ 6 to satisfy a BER of 1029. In
Fig. 18.5, the data-rate correction factors for a different SNR are provided. For
that purpose, the coefficient h is determined. This factor is the ratio between the
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Figure 18.4 Bit rate distance (GB/s � km) vs. wavelength lc (mm) for BER ¼ 1029

and signal-to-noise asymptote Q ¼ 6, the center wavelength l0 ¼ 1310 nm, material
constant is s ¼ 0.05, and rms wavelength deviation variances are s ¼ 1 nm (solid
line) and s ¼ 2 nm (dashed line).
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bit-rate-product function Bz, where Q is varying to Bz value in which the Q value is
a given SNR for a specific BER. In this case the bit-rate product function Bz values
are Q ¼ 6 for BER of 1029. It can be seen that as the data rate increases, SNR
decreases, and vice versa. Hence, to preserve BER performance one should
compromise the following: for high data rates reduce distance, or for low data
rates increase distance. In Fig. 18.6, BER performance versus the correction
factor h is shown. As h increases above unity, where h ¼ 1 equals the state of
Q ¼ 6 and 20 log 6 � 15.5 dB SNR, the noise due to mode partitioning
becomes higher, hence, the SNR becomes lower and BER performance is
reduced, and vice versa.

In conclusion, mode-partition noise reduces SNR and closes the eye; in
addition, it adds chromatic dispersion. Moreover, it sets the limit of SNR for a
given BER asymptote and limits the data-rate transport due to chromatic
dispersion.

This analysis shows that there is a trade-off among the desired data rate, fiber
length, and wavelength deviation. The Bz factor demonstrates that due to the SMF
chromatic dispersion effect, there is a limit of data rate versus distance due to a
wavelength modal-noise effect. Higher data rates are more susceptible to wave-
length deviation. Hence, long distance results in large dispersion for high rates.
Therefore, a high rate has to have a short distance and vice versa. Ideally, a
laser that has no wavelength deviation due to mode partitioning would provide
the best Bz results as shown in Fig. 18.4.
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Figure 18.5 Normalized bit rate distance h calculated with respect to a BER of 1029 at
Q ¼ 6 (SNR ¼ 16 dB) for a wavelength of 1250 nm and wavelength rms deviation
variance s ¼ 2 nm.
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18.4 Timing Jitter

An elaborated review about phase noise, its relation to time domain jitter,2 and the
phase error it creates, denoted by Durms, which reduces the SNR, is given in
Chapters 14 and 15. As a consequence, the sampling error, marked as Dt, is
random and BER performance is degraded according to the jitter statistics. This
is mainly due to sampling time fluctuations from bit to bit. Again, as in the expla-
nation for mode partition noise in the previous section, the phase noise sets the
SNR limit above which BER cannot be improved [this is demonstrated by
Eq. (15.85)]. Timing jitter in the digital transceiver corresponds to amplitude fluc-
tuations due to sampling error statistics. Hence, under the assumption of biasing
the laser below the threshold, the current amplitude should be I ¼ I1 2 kil,
where kil is the average current-error value. For a PIN detector, which is dominated
by thermal noise variance, sT, Eq. (18.11) can be written as

Q ¼
I1 � kDi jl
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2
T þ s2

j

q

þ sT

: (18:31)
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Figure 18.6 BER vs. normalized bit rate distance h (correction factor), which is
calculated with respect to a BER of 1029 for Q ¼ 6 (SNR � 15.5 dB) at a wavelength
of 1250 nm, and wavelength RMS deviation variance s of 2 nm. Note that h ¼ 1 for
a BER of 1029. When h , 1, it means that SNR is getting values higher than the
values at Q ¼ 6 and therefore BER is improving. That is due to the definition of h.
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The noise variances under the root square represent the noise at 1 state when
the laser is on. The variance sj represents the jitter noise during the period of Dt.
The second variance sT represents only thermal noise without jitter noise at the off
state of the laser. This is the intrinsic thermal noise at the PIN photodiode. Note
that the dark shot current is negligible. Thermal noise remains the same at both
1 and 0 states. As was explained in Sec. 15.8.6 using analog design terminology
of phase noise and FM noise, misalignment in the sampling clock creates timing
jitter. Assuming a data rate of B, the sampling period can be calculated as
T ¼ 1/B. Therefore, the current fluctuations can be described in terms of Dt mis-
alignment. Thus, the current shape is governed by a pulse-shape function hOUT(t).
As a result, the current fluctuations can be written as

Di j ¼ I1 hOUT 0ð Þ � hOUT Dtð Þ½ �: (18:32)

The ideal sampling case occurs at t ¼ 0. Using the same approach presented in
Sec. 15.8.6, it can be found that hOUT(t) ¼ cos2(pBt/2). Hence at t ¼ 0 and Dt ¼ 0,
Di ¼ 0. For low values of Dt, BDt� 1, hOUT(t) can be approximated using the
Taylor expansion as

Di j ¼
2p2

3
� 4

� �

BDtð Þ
2I1: (18:33)

The timing jitter distribution is assumed to be Gaussian with zero mean. For
that reason, the timing-jitter-probability density is provided by

p Dtð Þ ¼
1

t j

ffiffiffiffiffiffi

2p
p exp �

Dt2

2t2
j

 !

, (18:34)

where tj is the rms variance of Dt. Equation (18.34) can be modified to the current
fluctuation probability density by applying Eq. (18.33). Note that Dij is pro-
portional to Dt2. Remembering that the normalized Gaussian distribution is
given by

G xð Þ ¼
1

s
ffiffiffiffiffiffi

2p
p exp �

x2

2s2

� �

, (18:35)

The current fluctuation probability density function can be found by

p Di j

	 


¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p (4p2=3)� 8½ � Bt j

	 
2
I1

q

exp �
Di j

(4p2=3)� 8½ � Bt j

	 
2
I1

( )

:
(18:36)
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The current jitter variance sj is given by

s j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi

k Dið Þ2l
q

¼
(4p2=3)� 8
� �

Bt j

	 
2
I1

ffiffiffi

2
p : (18:37)

The mean value is given by

kDi jl ¼
s j
ffiffiffi

2
p ¼

mI1
ffiffiffi

2
p : (18:38)

To simplify the notation, m is defined as

m ¼
4p2

3
� 8

� �

Bt j

	 
2
, (18:39)

where it should be noted that m contains the timing variance. Using Eqs. (18.31)
and (18.37) and with the aid of the m parameter, the average optical power
received by a photodetector with responsivity value r can be calculated as

PRx mð Þ ¼
sTQ

r

� �

1� (m=2)

1� (m=2)½ �2�(m2Q2=2)
, (18:40)

where the relation between the dc current at 1 to the average optical power is
given by I1 ¼ 2rPRx. When there is no jitter, m ¼ 0 because the timing error
variance tj is equal to 0. Therefore, it is possible to define jitter power penalty par-
ameter, dj, in dB, as the ratio between the averages of optical power at m = 0 and
m ¼ 0 states. The power penalty parameter describes the amount of power incre-
ment needed in the receiver’s path to keep the same BER performance due to jitter
degradation:

d j ¼ 10 log
PRx mð Þ

PRx 0ð Þ

� �

¼ 10 log
1� (m=2)

1� (m=2)½ �2�(m2Q2=2)

� �

: (18:41)

Assume an asymptotic SNR value with Q ¼ 6, SNR ¼ 10 log 36, to guarantee
a BER value of 1029 as per Fig. 18.2. The jitter power penalty curve can be pre-
sented as a plot shown in Fig. 18.7. The drawbacks of this approximation are that it
is for small fluctuations and that the jitter distribution is not Gaussian. Hence,
Eq. (18.41) can provide a ballpark number that is an underestimate of the accurate
power penalty.

The plot in Fig. 18.7 can be used as follows. Assume the data rate is
625 MB/s and the rms jitter variance is 80 ps. Therefore, the timing jitter par-
ameter is given by Btj ¼ 625 MB=sec� 80 psec ¼ 0:05. This results in a 0.3-dB
optical power penalty. It is equal to a reduction in Q because the noise is increased.
If there is no jitter accompanying the signal at the input optical power of Po (dBm),
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the SNR parameter is Q. Jitter reduces Q and a power penalty is the amount of
power needed to preserve the same Q value for getting the same BER performance
as there is no jitter. For signal analysis, it is convenient to mark the current as

I1 ¼ r100:1Po�3: (18:42)

Due to power penalty causing SNR degradation, it is equal to current reduction
for a fixed noise level. Thus, the new degraded current is

I2 ¼ r100:1Po�d�3: (18:43)

Knowing that Q ¼ I/s, where s is preserved and I is reduced, the new Q factor
due to jitter is

Q2 ¼
I2

s
¼

r100:1Po�0:1d�3

s
¼

r100:1Po�3�0:1d

s
¼

I110�0:1d

s
¼ Q10�0:1d: (18:44)

Thus, for this example Q is reduced by 0.933 from 6 to approximately
5.6. Using Fig. 18.2, the SNR was reduced from 10 log 36 ¼ 15.5 dB to
10 log 31.36 ¼ 14.9 dB and the BER becomes 1028.
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Figure 18.7 Power penalty (d) vs. timing jitter parameter Btj for Q ¼ 6.
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This example shows the BER degradation calculation method, which can be
used with the same concept to evaluate the BER performance reduction for all
link impairments explained here such as RIN, mode-partition noise, and ER. It
can also provide the designer a measure of how much to correct the optical
level in order to improve SNR until the limit bound is set by the noise impairment.

18.5 Relative Intensity Noise

The theory behind RIN is provided in Sec. 7.4.4, while CNR limits are dealt with in
Sec. 10.7. This section provides a useful tool for estimating BER reduction as a
function of the power penalty as a result of RIN effects. The overall noise variances
for SNR calculations are given by the sum of thermal noise, shot noise, and RIN
variances:

s2 ¼ s2
T þ s2

S þ s2
RIN, (18:45)

where the RIN noise is given by

sRIN ¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k DP2
OPT

	 


l
q

¼ rPOPTR, (18:46)

where r is the responsivity of the photodiode, and R is a constant defined by

R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k DPOPTð Þ
2l

q

POPT

: (18:47)

This parameter depends on the transmitter’s laser quality and is defined as

R2 ¼
1

2p

ð1

�1

RIN vð Þdv, (18:48)

where RIN(v) is given by Eq. (7.83) in Sec. 7.4.4. When observing the perform-
ance of a transmitter at a given BW of interest, as indicated by Eq. (18.48), the
SNR at the output can be a 20-dB signal to RIN. Hence, the coefficient R represents
the inverse SNR. Thus for a 20-dB SNR, R ¼ 0.01 or 220 dB.

Using the same bias conditions for a laser as in Sec. 18.5, and referring to the
calculations to the average received optical power by the relations of
l1 ¼ rP1 ¼ 2rPRx, the signal’s current-to-noise variance is given by

Q ¼
2rPRx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2
T þ s2

S þ s2
RIN

p

þ sT

, (18:49)
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where the noise variances are given by

sS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4qrPRxDf

q

, (18:50)

sRIN ¼ 2rRPRx, (18:51)

sT ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4KTDfF

RL

s

, (18:52)

where F is the noise factor, k is the Boltzmann constant, Df is the bandwidth and RL

is the load resistance, which is the real part of the input impedance ZL of receivers.
Changing the subject of Eq. (18.49) provides an expression for the input power as a
function of RIN parameter denoted as R:

PRx Rð Þ ¼
QsT þ Q2qDf

r 1� R2Q2ð Þ
: (18:53)

It can be observed that the power increases as R increases in order to preserve
the same BER. If there is no RIN, then the received optical power is at its
minimum. This is because there is no power penalty and degradation in Q. There-
fore, there is no requirement to compensate for RIN noise by increasing the power
in order to preserve SNR or Eb/N0 that guarantees the same BER performance.
Consequently, it is convenient to define the RIN power penalty as the ratio
between the ideal case of R ¼ 0 and a nonideal case of R = 0. Based on the
above definition, the power penalty in decibels is given by

dRIN ¼ 10 log
PRx Rð Þ

PRx 0ð Þ
¼ �10 log 1� R2Q2

	 


: (18:54)

This parameter can be presented by a plot given in Fig. 18.8 for Eq. (18.54)
for Q ¼ 6, which guarantees a BER of 1029. It shows the amount of optical
power correction needed in order to preserve BER performance. From
Eq. (18.46), it can be written as

Q2 ¼
2rPRx

	 
2

s2
T þ s2

S þ s2
RIN þ s2

T

: (18:55)

Thus

1

Q2
¼

1

2s2
T=(2rPRx)2

� �

þ s2
S=(2rPRx)2

� �

s2
RIN=(2rPRx)2

� �

¼
1

(2=CNRT)þ (1=CNRS)þ (1=CNRRIN)
:

(18:56)
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It can be observed that the lowest SNR performance would set the limit of the
overall equivalent SNR. Hence, there is a limit beyond which the increase in
optical power would not improve the BER. Moreover, it was explained
by Eq. (7.83) that as the data rate exceeds the relaxation oscillation frequency
of the laser, the RIN noise is severely increased. This is related as well to
rise and fall time, eye overshoots, and ringing. The calculation is done assuming
an ideal single mode laser is in use and there is no chromatic dispersion.
However, real lasers suffer from additional modes and mode hopping, which
creates chromatic dispersion as well as mode-partition noise. Thus, the SNR and
BER performances are further degraded as was explained in Sec. 18.4.

18.6 Minimum Detectable Signal and Optical Power

In analog channel-detection thresholds defined as minimum detectable signal
(MDS), a similar definition exists for digital transceivers as well. However, in
digital transport this quantity is measured by BER versus Q. The goal is to determine
the minimum optical power for a specified BER performance using Eq. (18.10). It is
assumed that the laser bias conditions for 0 level are below the threshold and P0 ¼ 0,
where the bias current I0 ¼ 0, and for 1 the optical power level equals to P1 at bias
current I1. To make this case more general, it is assumed that the photo detector gain
value is M. Hence at the 1 state the current is given by

I1 ¼ MrP1 ¼ 2MrPRxave, (18:57)

0 0.018 0.036 0.054 0.072 0.09 0.11 0.13 0.14 0.16 0.18
0

3.5

7

10.5

14

17.5

21

24.5

28

31.5

35
Power penalty vs. RIN parameter R

RIN parameter R

Po
w

er
 p

en
al

ty
 [

dB
]

Figure 18.8 Power penalty vs. RIN parameter R.
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where

PRxave ¼
P1 þ P0

2
: (18:58)

Using the same assumptions as before, the photo diode is illuminated at 1, thus
the input noise is AWGN and shot, while at 0 the noise is AWGN. It is assumed also
that the dark-current shot noise is negligible. Thus the noise variances for shot and
AWGN are given by

s2
s ¼ 2qM2FAr 2PRxave

	 


Df , (18:59)

s2
T ¼

4kT

RL

FnDf , (18:60)

where FA is the APD excess noise discussed in Sec. 10.8. Using these terms, Q is
given by

Q ¼
I1

s1 þ s0

¼
2MrPRxave
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2
T þ s2

S

p

þ sT

: (18:61)

For given BER specifications, Q is determined. Hence, the average optical
power can be extracted by

PRxave ¼
Q

r
qFAQDf þ

sT

M

 �

: (18:62)

Equation (18.62) shows how the received optical power at a given BER depends
on various receiver parameters. Moreover, APD gain compensates for the thermal
noise and improves the SNR by setting lower optical power for a given BER. For
a PIN photodetector, M ¼ 1 and the thermal noise it governs. Therefore, the
minimum input power for a given BER is given by

PRxave �
Q

r
sT: (18:63)

Hence, PRxave /
ffiffiffi

B
p

, where B ¼ 2Df; this is because Eq. (18.63) depends on the
variance sT given by Eq. (18.52). It is clear that for, PIN photodetector, the
minimum optical power is set by the thermal noise and increases proportionally
to

ffiffiffi

B
p

, where B is the bit rate and bit rate BW defines the noise BW.
Equation (18.62) can be modified by replacing FA with Eq. (10.81) from

Sec. 10.8. Taking the derivative of Eq. (18.62) versus M and solving for M
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@PRxave=@M ¼ 0 will provide an optimum minimum for PRxave:
14

MOPT ¼
1
ffiffiffiffiffi

kA

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sT

QqDf
þ kA � 1

r

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sT

kAQqDf

r

: (18:64)

Using the above optimal result, and Eqs. (10.81) and (18.82) will provide the
minimum optical value for an APD receiver:

PRxave ¼ Q2 2qDf

r
kA MOPT � 1ð Þ þ 1½ �: (18:65)

It is observed that the optical level depends on the APD ionization coefficient
kA. The sensitivity improves as kA gets lower. For InGaAs, sensitivity improves
about 6 to 8 dB. In addition, it can be observed that PRxave / B, which is linearly
dependent compared to PIN photodiode. The linear dependency of the received
optical power on BW is common to shot-noise-limited receivers. In special
cases, the thermal variance sT ¼ 0 and M ¼ 1. It shows that the sensitivity degra-
dation, which requires higher optical power for preserving a specified BER per-
formance, is limited by the APD excess noise. In the ideal case of an APD with
M ¼ 1 and sT ¼ 0, the minimum optical power needed is given by

PRxave-ideal ¼ Q2 2qDf

r
: (18:66)

Using the definition of responsivity provided in Chapter 8, the shot noise limit
for SNR is given by

Q ¼
ffiffiffiffiffiffiffiffiffiffi

SNR
p

¼
rP1

2qDf
¼

hP1

2 hnDf
¼

rPRxave

qDf
¼

hPRxave

hnDf
, (18:67)

where h is quantum efficiency of the photodetector. The photon energy is related to
the light power pulse during a given time slot. It is known that B ¼ 2Df, where B is
the data rate. Thus, the duration per each bit pulse is 1/B. Therefore, the energy
pulse of the photons is given by

Ep ¼ Pin

ð1

�1

hp tð Þ dt ¼
Pin

B
: (18:68)

On the other hand, during a one-bit duration, the energy is defined by the
number of photons Np impinging on the photodetector:

E p ¼ N phn: (18:69)

Thus, the optical power results in

Pin ¼ N phnB: (18:70)
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Applying this relation into Eq. (18.67) and using the BER equation from
Eq. (18.10) provides the BER as a function of quantum efficiency and the
number of photons incident on the photodiode:

BER ¼
1

2
erfc

ffiffiffiffiffiffiffiffiffi

hN p

2

r

: (18:71)

Using h ¼ 1 in the ideal case would provide the number of photons to be 36
which are needed for BER of 1029. However, the actual number is much higher,
about 1000, due to the thermal-noise degradation effect.

18.7 Digital Through Analogue

Prior to dealing with low pass and filter limitations on digital transport, it is import-
ant to remember Nyquist’s theorem. It states that for synchronous impulses that
have a symbol rate of fs, the response to these impulses can be observed indepen-
dently, that is, without inter-symbol interference (ISI). This is interpreted to mean
that a filter must have a bandwidth equal to the symbol rate or data rate. Nyquist
further describes a filter meeting this criteria. However, other filters such as the
common LC, RC filters, and Bessel or Gaussian filters are also used. These
filters are often used with 3-dB bandwidth less than the Nyquist bandwidth.
They remove all undesirable harmonics. However, the phase response of such
filters may affect long PRBS data streams. These effects may create pattern-depen-
dent jitter.

The output spectrum of NRZ created by maximal-length BRBS shift register
generates a sinc(x) function shape. In this function, the first null occurs at the
clock frequency, which corresponds to the data rate. The longer the PRBS
series, the more spectral lines it is going to have. The spectral lines are the
Fourier transform of the PRBS NRZ. Detailed information is provided in Sec.
20.3. The unfiltered power envelope spectrum of such a PRBS series is provided
in Refs. [3] and [20]:

P ¼
sin½p( f =fCLK)�

p( f =fCLK)

� �2
A

Z

� �2

, (18:72)

where A is the signal amplitude and Z is the impedance. The spectral line separ-
ation frequency, Df, depends on the PRBS series length n defined by the linear
shift register (LSFR) and is given by

Df ¼
fCLK

2n � 1
: (18:73)

The requirement of ISI filtering suggests Bessel or RC low-pass filters, which
are realized by using ladder networks. Such simple RC LPF consists of a series
resistor R1 and a shunt capacitor C1, where Rs is the source output impedance
and RL is the load as described by Fig. 18.9.
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Simple analysis provides the output-voltage transfer function:

VOUT ¼
RL

RS þ R1 þ RL

� �

1

1þ sC1RL (RS þ RL)=(RS þ R1 þ RL)½ �

¼ K
1

1þ stb
:

(18:74)

The phase response of such an LPF filter is a function of frequency, where
s ¼ jv and is given by

w ¼ �arctgvtb: (18:75)

The group delay of the LPF is equal to dw/dv:4

dw

dv
¼

tb

1� vtbð Þ
2
: (18:76)

It can be seen that as the LPF reaches its cutoff and the group delay starts to
increase rapidly. Due to finite Q, the phase response depends on the circuit
damping factor and so does the group delay. The Taylor series expansion of Eq.
(18.76) can provide a good estimate of the filter BW necessary to meet the
desired group delay. This trade-off is a compromise between noises filtering
to deterministic jitter that results because of group delay. The group delay
effect of the LPF LSI filter near its 3-dB frequency creates dispersion on the
high-spectral-line frequencies. Too narrow or sharp of an LPF shape would start
to generate dispersion by affecting the PRBS series spectral components earlier.
In Fig. 20.2, PRBS sinc(x) spectral shape is displayed as a function of PRBS
LSFR length.

A similar problem exists for isolation coils, which are used to isolate dc from
the data signal. In this case, the RFC coils are connected on the ac side via a shunt;
thus, the equivalent circuit is a high-pass filter (HPF), as shown in Fig. 18.10. The
concern is to have high impedance at a frequency as low as possible. In other
words, the HPF should be of a very low cutoff frequency to ensure that the low

C1 RL

Signal Source

R1RS

+

Figure 18.9 A simple LPF ISI filter.
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PRBS frequency spectral components are not dispersed or shorted to ground. Such
PRBS sinc(x) spectral lines are displayed in Fig. 20.2. This frequency boundary is
defined as low-frequency cutoff.16

Another problem is the ac-coupling capacitor between the TIA and the main
amplifier (post amplifier) as shown in Fig. 18.10. When receiving a long train of
consecutive bits of data in a long PRBS, this may cause a base line wander of
the eye. As a result, this increases BER and pulse-width distortions, which also
vary with base-line wander.

The next step is to evaluate the power penalty that results from the low-
frequency cutoff and determine how low the low-frequency cutoff fLF should be.
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Figure 18.10 Low-frequency cutoff effect: (a) low-frequency cutoff definition and
maximum BW, (b) dc wander effect due to PRBS series charging the ac coupling
capacitor, and (c) equivalent circuit HPF, showing the RFC coil and coupling capacitor C.
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The question is what is the longest string of zeros or ones in a data stream. In
SONET/SDH systems, which use scrambling as a line code, the run length poten-
tially is unlimited. However, tests of SONET/SDH are checking the system limits
under long consecutive-identical-digit (CID) immunity. This checks both the CDR
and the pattern-dependent jitter.

Thus, long PRBS patterns are used with more than 2000 bits with a 50% mark
density followed by 72 consecutive bits of zero, then another 2000 bits followed by
72 consecutive bits of one. Hence, it is reasonable that the run length is n ¼ 72. In
gigabit ethernet systems, where eight-bit 10-bit is used, the number of zeros is
limited to n ¼ 5.

For the case of a linear HPF with a single pole, the drift voltage represents the
capacitor charge and is given by:16

Vdrift ¼
VPP

O

2
1� exp �2pfLF

n

B

 �h i

�
VPP

O

2

n

B
2pfLF, (18:77)

where VPP
O is the output signal swing and B is the bit rate. The Taylor approxi-

mation is valid if 1/2pfLF	 n/B. The drift voltage causes the power penalty
(PP) as described by

PP ¼ 1þ
2Vdrift

VPP
O

: (18:78)

Substituting the approximation in Eq. (18.77) for the drift voltage results in

fLF � PP� 1ð Þ
B

2pn
: (18:79)

For example, for a SONET system with a power penalty of 0.05 dB,
PP ¼ 1.0116, and a data rate of 2.5 GB/s (OC – 48), where n ¼ 72, the lowest
data rate should satisfy the following condition:

fLF � (0:0116� 2:5 GB/s)=(6:28� 72) ¼ 64 kHz.

For 10 GB/s,

fLF � (0:0116� 10 GB/s)=(6:28� 72) ¼ 257 kHz:

In conclusion, the low-frequency cutoff for a SONET system should be 40,000
times lower than the bit rate. For a gigabit ethernet, where n ¼ 5, the specification
is more forgiving.

18.8 Data Formats

Data transmission can be either synchronous as in SONET, in which symbols are
transmitted at a regular periodic rate, or asynchronous, where spacing between
word or message segments is no longer regular. Asynchronous transmission is
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often given in the descriptive name start/stop. Asynchronous communication
requires that symbol synchronization be established at the start of each message
segment or code word. This requires a great deal of overhead. In the synchronous
mode, symbol timing can be established at the very beginning of the transmission,
and only minor adjustments are needed.

One of the synchronous digital communication’s methods to encode the data
and clock together in a series-bit format. The main motivation behind this is to
create enough data transitions to provide the data-clock-recovery PLL the
ability to synchronize, lock, and restore the clock signal.18 This problem
becomes critical as a long series of constant-level consecutive bits are transmitted.
Another problem resulting in large digital data strings is dc creep or wander,16,17

as was explained in Sec. 18.8. The next section provides a brief review as a
preparation for CDR in Sec. 18.10.

18.8.1 Nonreturn to zero

Nonreturn to zero (NRZ) data (see Fig. 18.11) is shown in the format that is used
within a computer or other data source. A digital one logic level is shown as a
high level and a digital zero is shown as a low level. Each bit in a random NRZ
sequence has a 50% probability of being a 1 or a 0, regardless of the state of the pre-
ceding bits; therefore, large sequences of consecutive identical bils (CIDs) are poss-
ible. Designing high-speed systems that can work with random data can be difficult
due to the low-frequency content from the long sequences of CIDs in the data signal.

Additionally, this method creates a “dc creep,” or “wander,”16,17 which has
plagued designers since the start of digital transmission. As the number of high
levels varies, the average dc voltage also varies. Thus, in order to have an
average zero voltage, the number of one-level bits should be lower than the
number of zero-level bits. A higher number of one logic-level bits will increase

Figure 18.11 A time domain representation of NRZ data showing the dc average at its
ideal position of zero dc. The clock duration T represents a single bit cell.
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the dc creep voltage. To remove the dc voltage and permit transmission through
transformers, the original positive swing from zero volts to a higher voltage
(0 to 1) is replaced by positive and negative voltage levels. The dc creep is still
there. However, in the case of an equal number of 1 and 0, the average dc is
zero volts. On the other hand, on a unipolar level the average dc is half of the
swing. Various changes have been made in the data pulse shape to reduce dc
creep. The dc and CID results in BER and affects CDR synchronization.

18.8.2 Return to zero

Return to zero (RZ) is a modification of the NRZ pattern. NRZ was modified as
follows. The pulse level returns to a zero level after a half clock cycle for
1 level only. There is no pulse for a digital zero (Fig. 18.12). The dc creep still
exists, but is reduced in level. Observing the time domain of both NRZ and RZ
there is a problem of long periods without transitions. Note that for RZ, the
problem is for a long string of 0s and for NRZ it is for both levels 1 or 0. This
problem results in CDR loss of synchronization. It becomes severe at long
strings. RZ coding is done by an AND gate between the data and clock signals.
Thus the 1 becomes narrower and the dc creep is minimized compared with that
in NRZ.

Amplitude
Vptp

T

Time

CLK

NRZ
Data

RZ
Data
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RZ out
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Figure 18.12 (a) A regular NRZ data-level clock and RZ levels at the ideal dc level.
(b) An RZ encoder.
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The drawback of RZ compared with NRZ is its BW, which is twice as much
compared with that of NRZ. An intuitive way to understand this is by comparing it
to the mixing process, which is an AM process. The data is the information signal
and the clock is the carrier. The AND gate is the mixer and the RZ data is the up-
converted signal. Thus, the clock harmonics are observed and the NRZ spectrum
appears on both sides of the clock harmonics. Hence, it is equal to the double-sided
AM with the carrier. Another way to understand it is to use the Fourier transform
from the time domain to frequency domain. In this case, time domain multipli-
cation becomes frequency-domain convolution. Therefore, clock (CLK) convolu-
tion with NRZ produces wider BW, which is twice the NRZ BW. For these
reasons, it makes the RZ sequence easier to recover the clock by a PLL than
NRZ, which is similar to a single side-band-suppressed carrier.

18.8.3 Manchester coding

Both previous patterns suffer from two main problems: dc creep and few tran-
sitions when a long series of consecutive bits with the same logic level is trans-
mitted. To overcome these two problems the Manchester code is used. The
manchester code used with an IEEE 802.3 Ethernet is another type of code used
to reduce the dc creep. It is a widely used method for wireless local area networks
(LANs) and in some short-range wireless transmission methods. The difference
between a 1 and 0 is in the polarity of the change with respect to the clock. The
method utilizes the data clock and NRZ data together. The NRZ data reverses
the clock polarity. The encoding device is a simple XOR (exclusive OR) gate
(Fig. 18.13); thus, the dc creep becomes almost zero. Moreover, one of the main
advantages of Manchester encoding is that it is centered around the clock as a
carrier. Thus, it has no dc components and it solves the problem of CID, which
is presented by the NRZ or RZ line coding. Manchester coding is also useful to
overcome the low-frequency cutoff problem. This coding method has more
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Figure 18.13 The Manchester code used with an Ethernet made by inverted XOR.
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transitions compared with RZ and NRZ. The Manchester coding spectrum has a lower
dc energy and is centered around the clock frequency. Its drawback is its BW, which is
wider than the regular NRZ for the same reasons that were presented for RZ coding.

18.8.4 8-Bit 10-bit

The 8-bit 10-bit family of line encoding was initiated by IBM.19 The main goal
here is to solve two problems: dc creep and synchronization. This code is particu-
larly well suited for high-speed LANs, where the information format consists of
variable length packets from about a dozen up to several hundreds of 8-bit
bytes. This code translates each source byte into a constrained 10-bit binary
sequence. The main rule is to have an equal number of zeros and ones. In this
manner, the dc wander is avoided since the average of all 10 bits is zero.

18.9 Clock and Data Recovery

The clock and data recovery device is based on a linear PLL or Costas loop,7 and is
commonly used in SONET applications. There are several advantages in clock
restoration. The entire system-jitter transfer function would be better referred to
only as one-clock-source phase noise or jitter. Second, it can be used for coherent
detection, buying better BER performance versus Eb/No. A typical PLL structure
is displayed in Fig. 18.14. The main building blocks of a PLL are the phase detec-
tor with its gain Kd measured in units of voltage per radian; the loop filter, which is
the integrator that sets the loop dynamics; the BW and jitter transfer function; and a
voltage controlled oscillator (VCO), which is equivalent to an ideal integrator with
a single pole at the origin.9,10 The VCO is characterized by the gain constant KVCO

in units of frequency versus voltage.

Phase
Detector Kd

Loop Filter
F(s) 

VCO
KVCO 

Divider N
Optional

Data in

CLK out

Data out

Figure 18.14 A phase-locked loop (PLL) basic block diagram showing active loop
filter F(s).
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Using the Laplace notation, the following second-order second-type CDR PLL
transfer function can be written, with loop order and type as defined in Sec. 12.2.4.
Assuming an input signal has a phase of ui(t) and the VCO has an output phase of
uo(t), then the error voltage generated by the phase detector is given by

Vd tð Þ ¼ Kd ui tð Þ � uo tð Þ½ � , Vd sð Þ ¼ Kd ui sð Þ � uo sð Þ½ �: (18:80)

This error voltage is filtered by the loop filter, which sets the proper dc control
voltage to the VCO in order to minimize the phase error. Since, in theory, the loop
amplifier has infinite gain, and the control voltage has a fixed value, and loop
amplifier is an integrator, then, at a steady state, the error voltage input is zero.
Practically, there is no zero-error voltage since the signal is always corrupted by
noise, thus there is a finite value of error voltage.

The VCO frequency depends on its output-phase changes and is described by

duo tð Þ

dt
¼ KVCOVC tð Þ: (18:81)

Using the Laplace transform it becomes, as expected, an ideal integrator:

uo sð Þ ¼
KVCOVC sð Þ

s
: (18:82)

The control voltage at the VCO input is given by

VC sð Þ ¼ Vd sð ÞF sð Þ ¼ Kd ui sð Þ � uo sð Þ½ �F sð Þ: (18:83)

Using the block diagram in Fig. 18.14, the following loop transfer functions
are derived:

uo sð Þ

ui sð Þ
¼ H sð Þ ¼

KdKVCOF(s)

sþ KdKVCOF(s)

¼
KdKVCOF(s)=s

1þ ½KdKVCOF(s)=s�
¼

LT(s)

1þ LT(s)
: (18:84)

Equation (18.84) describes the closed-loop transfer function H(s), where LT(s)
is the open-loop transfer function. Note that the VCO is an ideal integrator with
one pole at the origin. Hence, the minimum type of a closed loop can be one.
The phase error describes the closed-loop phase-detector’s transfer function and
is given by

ui sð Þ � uo sð Þ

ui sð Þ
¼

ue sð Þ

ui sð Þ
¼

s

sþ KdKVCOF sð Þ

¼
1

1þ KdKVCOF sð Þ=s½ �
¼

1

1þ LT sð Þ
¼ 1� H sð Þ: (18:85)
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Equation (18.85) shows that the PLL error transfer function is complementary
to the closed-loop transfer function. Since the PLL closed-loop transfer function
represents the low-pass filter response (LPF), the error represents the high-pass-
filter response (HPF). The next transfer function is for the control voltage:

VC sð Þ ¼
sKdF sð Þui sð Þ

sþ KdKVCOF sð Þ
¼

sui sð Þ

KVCO

H sð Þ ¼
ui sð Þ

KVCO=s
H sð Þ: (18:86)

Equation (18.86) demonstrates that the control voltage tracks the input phase
changes and the fast transitions of the input phase are filtered out. On the other
hand, Eq. (18.82) shows that fast enough transitions in the phase error output of
the phase detector are not filtered by the PLL and are transparent. This is useful
for data recovery or data tracking as depicted by Fig. 18.14.

The next step of this analysis deals with a second-order second-type PLL loop
commonly used in CDR circuits. For an integrator, as provided in Fig. 18.15,
where the operational amplifier gain is infinite, F(s) is given by10

F sð Þ � �
sCR2 þ 1

sCR1

¼ �
st2 þ 1

st1

, (18:87)

where t1 ¼ R1C and t2 ¼ R2C. Applying Eq. (18.87) into Eq. (18.84) results in

H sð Þ ¼
KdKVCO(st2 þ 1)=t1

s2 þ sKdKVCO(t2=t1)þ KdKVCO(1=t1)
, (18:88)

or in the frequency domain, where s ¼ jv,

H sð Þ ¼
2zvnsþ v2

n

s2 þ 2zvnsþ v2
n

, (18:89)

where vn is the natural frequency of the PLL loop, and z is the damping factor
of the loop, which indicates about its dynamics and stability. These values are

–
R1

R2 C

Figure 18.15 A second-order integrator with inverting gain.
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given by

vn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

KVCOKd

t1

r

, (18:90)

z ¼
t2

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

KVCOKd

t1

r

¼
t2vn

2
: (18:91)

The loop BW is defined by a 3-dB power-drop frequency. By solving
the condition of Eq. (18.89), H sð Þ

�

�

�

�

2
¼ 1=2, the 3-dB frequency is given by

v3 dB ¼ vn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2z2 þ 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2z2 þ 1
	 
2

þ1

q

r

: (18:92)

It can be seen that for fast acquisition and timing recovery, the loop BW
should be increased;9,10 thus, the phase-detector’s gain can be increased during
the training burst, or t1 can be minimized by changing R1 using a digital
potentiometer, or by controlling the capacitance C using a varactor. After acqui-
sition is accomplished, the loop BW is decreased to provide a better jitter-transfer
function.5,11,12

Using the expression of F(s) from Eq. (18.87) and applying it into Eq. (18.85)
result in the error transfer function u(s), which is an HPF:

ue sð Þ

ui sð Þ
¼ 1� H sð Þ ¼

s2

s2 þ 2zvnsþ v2
n

: (18:93)

Jitter transfer of CDR is analyzed in the same manner as a regular
synthesizer.11,12 In this case, CDR is a phase-locked oscillator (PLO), where
its division ratios are N ¼ 1 and M ¼ 1. The parameter N is the feedback
divider that sets the frequency and M is the reference setting. All noise com-
ponents in a typical CDR PLL are illustrated in Fig. 18.16. Using Fig. 18.16,
the CDR jitter transfer function from uin to uout of each noise variance can be
analyzed.11

The input-data jitter transfer function is given by the output-noise variance
sn data:

sn data ¼ wn data

KVCOKdH(s)=s

1þ ½KVCOKdH(s)=sN�

¼ wn data

2zvnsþ v2
n

s2 þ 2zvnsþ v2
n

; (18:94)

where wn data is the input jitter variance to the CDR.
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The phase-detector noise variance contribution is given by

snPD ¼
VnPD

Kd

KVCOKdH(s)=s

1þ ½KVCOKdH(s)=sN�
: (18:95)

Two interesting conclusions can be derived from these equations. First, both
the data-jitter and the phase-detector jitter transfer functions are the same
having a low-pass frequency response. In addition, a higher phase-detector gain,
Kd, reduces the phase-detector noise variance VnPD contribution to the overall
CDR jitter. Another parameter, which has a significant effect on the CDR jitter,
is the VCO. Its jitter transfer function is given by

snVCO ¼ wnVCO

1

1þ ½KVCOKdH(s)=sN�
¼ wnVCO

s2

s2 þ 2zvnsþ v2
n

: (18:96)

Equation (18.96) demonstrates how the CDR suppresses the VCO phase noise
variance wnVCO close to the carrier due to its HPF response. The VCO phase-noise
variance close to the carrier contributes a small amount to the overall DT jitter
because the PLL suppresses it. It is clear from Eq. (18.85) that if the PLL loop
filter is steep, then the complementary HPF filter will be as steep. Thus, a high-
order PLL loop filter results in a better rejection of the VCO phase noise within
the loop BW. CDR VCOs are realized by distributed RC-feedback tank circuits
with a relatively low Q. These types of VCOs are called ring oscillators. Therefore,

Kd

Loop Filter
F(s) 

VCO
KVCO /s 

Divider N
Optional

Data in

CLK out

Data out

Σ Σ Σ

ΣΣ

ϕn_Data VnPD VnLPF

ϕnVCO
ϕnN σ

Figure 18.16 Noise components in a typical CDR PLL based on Ref. [11]. (Reprinted
with permission from Microwave Journal # 1999.)

916 Chapter 18



it is important to suppress their close-to-carrier phase noise, which can be rela-
tively higher than the input data jitter. Note that the VCO phase-noise variance
at the output of the CDR is calculated by multiplying the VCO phase-noise var-
iance by the phase-error transfer function provided in Eq. (18.93). Since at
large, frequency offset from carrier VCO phase noise is relatively low, lower
than the CDR phase noise within the PLL BW, its contribution to the overall
CDR jitter is also low.

The last contributor to the CDR overall jitter transfer function is the loop
amplifier filter. However, its effects are relatively lower compared with that of
the previous CDR building blocks. The CDR-loop-filter jitter contribution to the
overall jitter variance is given by

snLPF ¼
VnLPF

Kd

KVCOKdH(s)=s

1þ ½KVCOKdH(s)=sN�
: (18:97)

It can be seen that the loop-filter jitter transfer function has a low-pass jitter
response like the phase detector. It can also be observed that the loop-filter jitter
energy is compensated by the phase-detector gain. Therefore, the higher the
phase-detector gain, Kd, the lower the loop-amplifier noise variance VnLPF at the
CDR output.

In the case of N = 1 and the VCO is compared to a lower reference clock in
aided-acquisition fast-locking CDR,13 the feedback divider noise variance, wnN,
transformed to the output is given in Ref. [11]. Such a CDR is described by
Fig. 18.17:

snN ¼ wnN

KVCOKdH(s)=s

1þ ½KVCOKdH(s)=sN�
: (18:98)

Divider noise variance has a LPF response and defines the CDR PLL noise
floor. At high gain, the feedback value is equal to N and thus the output noise
variance becomes NwnN. In conclusion, it can be seen that when N = 1, all
jitter variances degrade the CDR noise floor by 20 log N. So, it is essential to
operate with N ¼ 1. However, in aided locking during preamble, the loop BW is
increased. In this manner, it becomes faster and acquisition is faster, which
enables fast synchronization. Wider CDR has higher jitter and integrated phase
noise. Hence, fast locking and jitter are trade-offs and a design compromise.
Some receivers with CDR have tunable CDR BW for these reasons.

The overall CDR jitter transfer function over frequency is given by the rms
sum of all noise variances:

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2
n data þ s2

nPD þ s2
nVCO þ s2

nLPF þ s2
nN

q

: (18:99)

From this analysis, it is desirable to have a CDR with a relatively high phase-
detector gain. This design approach minimizes the jitter transfer function of the
CDR loop, since the loop filter and phase-detector noise variance improve per
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Eqs. (18.95) and (18.97). In addition, it can be seen that the CDR loop filter deter-
mines the jitter transfer function’s shape and noise suppression of the CDR VCO.
The data-jitter transfer function is directly related to the loop filter, which deter-
mines the CDR 3-dB cutoff frequency. Narrow CDR BW improves and purifies
the data jitter, and suppresses the VCO jitter close to the carrier. However, a
narrow-frequency-response loop slows the CDR during acquisition. Thus, a vari-
able BW is sometimes used in order to accomplish fast clock and timing recovery
during the preamble period.

Sometimes CDR jitter is characterized by phase noise in the frequency domain
and by timing jitter in the time domain, or by integrated phase error denoted as
Durms. All of these values represent the same quantity of FM noise and its phase
variance over time. The translation procedure from each one is provided in
Secs. 14.5 and 15.8.6.

When transceivers operate in burst mode, the receiver time slot should be effi-
cient. Hence, CDR locking and acquisition processing should be fast. Previously it
was explained that the CDR is designed to operate in a narrow-band loop for
accomplishing low jitter. Hence, the training series should be long enough to
enable locking. Cycle slips due to large phase error increase locking time even
further.9 For that purpose, aided-acquisition circuit topology is required. Aided-
acquisition circuit response should bring the CDR VCO close to the locking
region of the loop pull in the frequency range. The search should be slower than
the loop BW.9,10,11 When long PRBS data streams with a large amount of consecu-
tive bits are used, the CDR requires large acquisition time. Thus, if preamble is

Phase
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KVCO 

Divider
N = 64 

Data in

CLK out

Retained data out
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Lock
Detector

FPD
Kd1

Ref
Clock

Figure 18.17 An aided-acquisition receiver CDR, using CMOS and bipolar
technologies.13 (Reprinted with permission from the IEEE Communications
Symposium #IEEE, 2000.)
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saved, the CDR can be locked initially to a reference clock that is similar to the
data clock the CDR needs to recover. When the phase error is low enough,
within the pull range of the CDR PLL, it can be switched into the data-recovery
mode.13 To accomplish the decision of data recovery or prelocking, a lock-detec-
tion circuit is used. When the CDR is out of lock or has drifted too far, the auxiliary
loop indicates that it is out of lock. Thus, the selector switches the phase-detector,
feeding the loop filter from the CDR phase detector marked as Kd, to the auxiliary
phase and the frequency detector marked as FPD. The PLL locks the VCO to the
reference clock. At the locking instance, the lock detection indicator switches back
the loop-filter input to the CDR phase detector. The VCO is already centered to the
system clock and is within the pull-in range of the CDR locking. In this manner,
the CDR retains the data and recovers the system clock. This aided-acquisition
method helps to accelerate the acquisition time and prevent CDR drifts. Two
kinds of technologies are used: bipolar for the CDR loop and CMOS for the
aided-acquisition lock detector and FPD. High-frequency VCOs are divided by
N to be locked to the auxiliary loop. In CDR mode, they feed directly the main
loop’s phase detector, while the auxiliary phase-lock monitors proper CDR
process. In Fig. 18.17, such a receiver CDR PLL is illustrated. Hence, in burst
mode, during the idle period of a receiver slot, the CDR is locked to the reference
clock. As data appears, it is switched to receiver mode and the receiver guard time
is reduced since the CDR is already locked.

VCO realization in high-data-rate CDR is based on a push–push differential
VCO.8,13 These VCOs operate as a frequency multiplier and oscillate at an
output frequency of 2f. The fundamental frequency f is suppressed at 20 dB
lower, but can be used to lock the auxiliary loop, as shown in Fig. 18.17. This
may simplify the divider design, since the frequency to the phase detector is
lower.

So far the discussion has mainly been on continuous-signal PLL. However,
CDR used for clock recovery, called DPLL (digital PLL),15 is synchronized on
a random digital-data stream. These data streams are sent synchronously with a
clock signal. The task of DPLL CDR is to extract the clock out of a random
data bit stream. Assume a bit stream of an arbitrary stream of 0s and 1s, which
is synchronized to a clock with frequency fCLK. Assume at first case, that there
are enough transitions between logic levels, as shown in Fig. 18.18. Now
assume that at a given instance there are several 1 levels and 0. If this bit
stream is compared to the original clock, it can be said that this data signal is a
clock with a varied frequency. It can be interpreted as a kind of FM that has its
highest frequency, is the case of transitions, alternate between 0 and 1. This
stream has half of the clock frequency, since the duration of each bit is a whole
clock cycle. Therefore, this fast FM change can be detected at the output of the
phase detector as indicated by Eq. (18.85), since this is a high pass characteristic
to the PLL output. However, because the CDR PLL loop BW is narrow, the fast
changes of ui are filtered out as indicated in Eq. (18.83). At the instance both
the VCO phase and the input-bit stream phase coincide, the CDR is locked and
the PLL output frequency of the VCO becomes the clock frequency. Hence,
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CDR PLL is considered to be FM and PM detectors. Generally, CDR VCO is cen-
tered closely to the baud rate of the data signal. The PLL is synchronized due to the
transitions of the data signal.

The drawback of CDR PLL lies in the limitation of the amount of consecutive
bits with the same logic level. Too long of a data series with a fixed logic level, which
exceeds the PLL time constant, brings the loop to the out-of-lock condition. This is
because the interpretation is at a dc level at the CDR input since there are no signal
transitions. Thus, the CDR VCO, which is the recovered clock, starts to drift and
the receiver loses synchronization. Hence, there is a need for data codes, which gen-
erate many transitions for a long series of consecutive bits with the same logic levels.
The second goal is to have an efficient spectrum coding, and the last goal is to mini-
mize dc drift or wander. These data patterns were briefly reviewed in Sec. 18.9.

18.10 Main Points of this Chapter

1. The BER evaluation function approximation of Q assumes a Gaussian
distribution for both AWGN and shot noise.

2. The SNR is equal to Q2.

3. The other assumption made for a simplified BER calculation is that the
laser is biased below threshold for the 0 logic level. Hence, the only
noise at that state is AWGN.

4. The higher the ER, the better the SNR or the value of Q2, thus the BER is
improved.

T

2T

3T

2T

Time

CLK

Data

Amplitude
Vptp

Figure 18.18 Data and clock signals demonstrating that the data duration is a
variation of frequency with respect to the system clock and hence can be interpreted
as FM. Note that the time alignment between the data and clock is a result of rhe
phase-locking process.
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5. For infinite ER, the SNR becomes the ideal limit of the average optical
power multiplied by the responsivity r and divided by the average noise.
The ideal case is r ¼ 1.

6. Mode partition noise that results from laser mode hopping sets the SNR
limit for BER, which cannot be corrected even though the signal level is
increased.

7. One of the results of mode-partition noise is dispersion. The larger the
wavelength rms deviation variance s, the larger the chromatic dispersion.
Thus, the chromatic jitter increases.

8. Chromatic dispersion sets the limit for the data rate at a given fiber length.
The higher the rate, the larger the chromatic dispersion and the fiber length
is shorter. This parameter is called bit-rate distance product in
(GB/s) � km.

9. Mode partition acts on both dimensions of the eye: eye closing due to SNR
reduction and jitter due to chromatic dispersion.

10. Timing jitter results from the transition statistics between logic levels of
0 and 1. This creates signal-sampling fluctuations and sampling error.
Hence, the SNR is reduced by the amount of sampling phase misalign-
ment. This is also referred to as the signal-phase noise or FM noise.

11. RIN noise (laser AM noise) sets the SNR limit in the same manner as was
explained for mode-partition noise.

12. The parameter power penalty is used in order to describe BER degra-
dation because of the above-mentioned impairments. The power
penalty reduces the SNR and, as a result, BER performance is reduced.
This problem can be solved by increasing optical power up to the SNR
limits imposed by these impairments.

13. The minimum detectable signal and optical power set the system
threshold for the desired BER specifications.

14. One of the main problems of digital-data transport is the digital-through-
analog network such as filters or RFC inductors. These networks are
equal to LPF and HPF filters applied on a wide band signal.

15. The LPF network affects the digital signal at its high-frequency com-
ponents by dispersion. Dispersion is due to nonlinear phase response of
the filter near to its 3-dB frequency, which results in group delay.

16. LPF networks result in pattern-dependent jitter because of the dispersion
of the high-order harmonics of a digital signal.
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17. HPF networks affect the low-frequency components of a wide-band
digital signal.

18. The longer the PRBS of a digital signal is, the more low-frequency and
high-frequency components it will have.

19. One more important parameter in HPF networks is low-frequency BW
limit, which defines the figure of merit to transport the long PRBS series
with a large number of consecutive bits that have the same logic level.

20. HPF networks may due to the capacitor charging generate dc wander,
while long PRBS series are applied through.

21. Several codes are used to overcome dc wander, have a fixed average dc level
for digital series, and have the ability to restore the system clock using a
PLL. The most common codes are NRZ, RZ, Manchester, and 8B 10B.

22. The goal of line codes is to have no dc offset which depends on the bit
pattern, i.e., the number of 1 and 0 and to be efficient in spectrum. PLL
should have sufficient transitions to enable the CDR, to restore the clock.

23. NRZ format is the most commonly used pattern where 1 is high voltage
and 0 is low level. Its disadvantages are dc creep, because of the depen-
dence of average dc on the number of 1 and 0, the difficulty to synchro-
nize for long PRBS with large CIDs. Additionally, it has large dc energy
and it is spectrally efficient. Its spectral response is given by sinc(x),
where the null is at the clock frequency.

24. RZ is a modification of NRZ in order to create a large number of tran-
sitions for synchronization and to minimize dc wander. Its drawback is
the BW that is twice as much compared with that of NRZ.

25. RZ is generated by multiplying the NRZ data with the CLK, using an
AND gate. Hence, it is similar to AM and the clock signal appears in
the spectrum.

26. The Manchester code is ideal for CDR and synchronization, since it has a
large number of transitions even at a large amount of consecutive iden-
tical digits. It is realized by XOR of the NRZ data with the CLK signal.

27. The Manchester code’s spectrum is centered at the CLK frequency
and therefore has low dc energy. As a result, it has low dc wander. It
has a wider spectrum than the NRZ.

28. 8B, 10B is an IBM code that answers to both the dc drift problem and
transitions even at a large of consecutive identical digits. Thus, it is
easier to synchronize than on NRZ.

29. The CDR circuit is a PLL, which consists of a phase detector, loop filter
(integrator), VCO, and a feedback path from the VCO to the phase detector.
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30. CDR VCO is generally centered at the system clock or data rate.

31. CDR input is the data signal and its outputs are clock restored from the
VCO and data from the phase detector.

32. The CDR transfer function is an LPF. The phase-detector transfer func-
tion’s frequency response is high pass with the following relation
HPF ¼ 1 2 LPF.

33. CDR jitter and the jitter transfer function depend on the phase-detector
noise-voltage variance, loop-filter noise-voltage variance, VCO phase
noise, and divider noise variance, in the case used in the CDR.

34. The output jitter of a CDR composed from the VCO phase noise at a large
offset from the carrier because it has an HPF response; phase-detector-
close-to-carrier jitter because it has an LPF response; loop filter and
divider with the same jitter response of an LPF; and data jitter with
LPF jitter response.

35. High phase-detector gain reduces the jitter effect of the phase detector
and loop filter.

36. At a high CDR loop gain, the feedback value of the PLL is N if the
divider with a division ratio of N is used.

37. The divider reduces the CDR jitter response of the phase-detector’s VCO
data and loop filter by þ20 log N.

38. There are several methods to synchronize a CDR. First is by using a
preamble training series with many transitions. Second is by having
the CDR locked to a reference clock and transfer the CDR to data-mode
synchronization. This method is called aided acquisition.

39. PLL is both a PM and FM detector.

40. CDR-design check-list considerations are:

40.1 Eye margin

40.1-1. How much noise can be added to input while maintain-
ing target BER (voltage margin, gain margin)?

40.1-2. How far can clock-phase alignment be varied while
maintaining-target BER (phase margin)?

40.1-3. How does the static phase error vary versus frequency,
temperature, and process variation?

40.1-4. Are input amplifier gain, noise, and offset sufficient?
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40.2 Jitter characteristics

40.2-1. What is the jitter generation (VCO, phase noise, phase
detector charge pump)?

40.2-2. What is the jitter transfer function (overshoot peaking
and BW)?

40.2-3. What is the jitter tracking tolerance versus frequency?

40.3 Pattern dependency

40.3-1. How do long runlengths affect system performance?

40.3-2. Is BW sufficient for individual isolated bit pulses?

40.3-3. Are there other problematic data patterns (resonances)?

40.3-4. How does PLL, jitter and stability change versus data
transition density?

40.4 Acquisition time

40.4-1. What is the initial power on lock time?

40.4-2. What is the phase lock acquisition time when input
source is changed?

40.5 How is precision achieved?

40.5-1. Are there any needed external capacitors and inductors?

40.5-2. Does CDR require any external reference frequency?

40.5-3. Is there any required laser trimming or highly precise IC
process?

40.6 Input/output impedance

40.6-1. Is S11/S22 maintained through the frequency band
(input output impedance, reflections on eye, determinis-
tic jitter)?

40.6-2. Are the reflections large enough to close the eye, creat-
ing a shadow eye?

40.7 Power supply

40.7-1. What is the power-supply-rejection ratio (PSRR)?

40.7-2. Does the CDR reflect noise to supplies?
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40.7-3. What are the power supply effects on the jitter (is the
PSRR sufficient enough)?

40.8 False-lock susceptibility

40.8-1. Is there any phase ambiguity?

40.8-2. Does the phase detector have dead zone?

40.8-3. Is there any condition or data pattern that can create false
lock?

40.8-4. Can VCO leakage to the phase detector create injection
locking?
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Chapter 19

Transceivers and Tunable
Wavelength Transceiver
Modules

In this chapter, digital transceiver structure is reviewed. The concept of digital
transceivers has been briefly introduced in Sec. 2.4. However, in this
section, detailed design considerations and design topologies of burst-mode
control, modulation, heat dissipation, housing, transmit-optical subassembly
(TOSA), and receiver-optical sub-assembly (ROSA) blocks’ inside structure,
and wavelength locker are explained. A preliminary review of digital transceiver
design approaches is given in this chapter. Burst mode is reviewed in Sec. 19.1, a
glance on tunable wavelength transmitters is provided in Sec. 19.2, and design
approaches for transceiver integration into small form packages are dealt with
in Sec. 19.3.

19.1 Burst Mode

In the continuing endeavor toward broadband networking and combined multime-
dia services such as interactive video, voice, and fast internet, the systems have
become BW thirsty. Applications of voice-over-internet protocol (VOIP), high-
definition-TV-over-internet protocol (HDTVOIP), and internet traffic have been
increased. Hence, there is an increasing demand for broadband-access networks
for FTTx and FTTC that can operate in time division multiple access (TDMA)
bursts.2,5 The ethernet passive-optical network (EPON) is a prospective solution
for very high data rate transport to the end user in the FTTx, FTTP, and FTTH con-
figurations.2,3,42,54 A general architecture of an EPON is illustrated in Fig. 19.1.
The main idea of this approach is to have multiple optical-network units
(ONUs), which are connected to an optical-line terminal (OLT) through a single
optical fiber and a tree network, which can be a star coupler of 1:N. The upstream
is managed in time-division-multiplexing (TDM) technology. In this manner,
each ONU has its own dedicated transmit time slot. ONUs are at the offices or
homes on the user’s end of the network. The OLT is the network central. Slots
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from ONU are synchronized, so the packets from one ONU do not coincide and
collide with that of another, once data transport is coupled to the fiber. The
OLT broadcasts downstream with a header to identify the relevant ONU that
should receive a packet.

The ONU extracts the clock from downstream, using clock data recovery
(CDR) that synchronizes the whole system. To accomplish this multiuser coexis-
tence and synchronization, the packet stream always starts with a training series
called the preamble as shown in Fig. 19.3. The preamble concept for synchroniza-
tion was explained in Sec. 18.10. Additionally, to prevent data collisions, ONU
transmissions are separated by a guard time. At this stage, no signal is transmitted
from any ONU, so it is in a dark state. Since network deployment is such that each
ONU distance from the OLT is different, the optical power level arriving to the
OLT varies from burst to burst. Therefore, the second role of the preamble series
is to set the correct level for the decision circuit and bring automatic gain control
(AGC) to its proper gain position. Extreme power levels between packets are
design challenges that the burst-mode receiver (BMR) should handle. Data burst
comprises short guard and preamble times, as depicted in Fig. 19.3. Thus, the recei-
ver should accomplish a high sensitivity for low signal reception as well as a good
response for a strong signal. As a consequence, BMR must have a large dynamic
range. Moreover, BMR starts to operate at high sensitivity maximum gain and con-
verges to its gain because of the preamble training series. On the transmitter side,
ONU transmitters should have a fast automatic-power-control (APC) settling time
prior to the short preamble burst transfer. This requirement ensures that the OLT
BMR receiver is ready for real data transport.5 – 8,52,53 Fast APC and laser-bias-
point stabilization guarantee that there are no residual amplitude distortions,
while modulating the laser because of power fluctuations, until the APC loop
had been stabilized. Burst-mode receivers are reviewed in Sec. 19.1.1, while
burst-mode transmitters are explained in Sec. 19.1.2.

Extinction
Ratio

Loud/Soft
Ratio

Optical star
coupler

ONU  1

ONU  2

ONU  2

OLT

1

2

n

1

2n 3

1 32 n

Upstream : Burst

Downstream: Continuous and
broadcast

Figure 19.1 An EPON architecture.2 (Reprinted with permission from the Journal of
Solid-State Circuits # IEEE, 2004.)
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19.1.1 Burst-Mode Receivers

19.1.1.1 Burst-mode receiver concepts

Burst-mode transceivers are commonly used in passive-optical network (PON),
full-service-access network PON (FSAN PON), asynchronous-transfer-mode
PON (ATM PON), EPON, broadband PON (BPON), and gigabit PON (GPON)
applications.1 – 3,5 – 8,40 – 42,55 – 57 Such networks typically use TDM protocol, in
which information is transmitted from the remote nodes, such as multiple
ONUs, that are connected to a single fiber, such as tree network of N:1, to the
central office, such as OLT in a PON, or from one node to another on an optical
bus sharing the same wavelength. The upstream traffic is managed by TDM tech-
nology in which time slots are dedicated to the ONUs. Time slots are synchronized
so the upstream packets from the ONUs do not interfere with each other once the
data is coupled into a single fiber. Between packets is the guard time in which no
signal is transmitted from any ONU in the system. Those data bursts on an optical
network that arrive at the OLT receiver exhibit large differences in optical power.
Hence, it is necessary to have a receiver that can adapt to those optical power
ranges. On the other hand, the transmit section in such a transceiver should have
a clever APC loop that can control the laser power dynamically during a burst
transmission. For a PON system, the receiver’s wide dynamic range is accom-
plished by an AGC. In that manner, system deployment is much more flexible,
since splitters can be inserted while the receiver still maintains its ability to
detect signals with a decent BER. For power, the APC loop should recover fast
at the moment of burst transmit and satisfy modulation parameters such as
biasing and modulation depth, which define the overall extinction ratio. Further-
more, since such a transceiver contains CDR for data-clock recovery and
reduces data dependent jitter,39 which means that the system should have time
to synchronize and lock the CDR.2 The synchronization involves setting the
AGC to the proper signal level at the decision circuit and preventing data distor-
tions, which may affect the eye quality and BER, and synchronizing the CDR in
order to restore the clock and recover the data for correct sampling timing.
Sampling issues are explained in Sec. 15.8.6. So, a burst consists of guard time
that allows termination of all setting transitions as well as having a preamble train-
ing series for the CDR loop and AGC threshold setting. After the guard time, the
receiver is ready to accept valid data. The ratio between the burst duration and the
preamble time may provide a measure about the burst efficiency. Consequently,
the motivation is to reduce the training series length to a minimum.

Those above-mentioned system constraints influence the design of a transceiver
and its performance trade-offs. In receiver section, there are two main approaches to
the design of the PIN-detector-to-postamplifier coupling that follows a PIN TIA,
which is the preamplifier. Those approaches are dc coupling, and sometimes
pseudo-dc coupling that has a dc restoration circuit in conjugation to the ac circuitry,
or ac coupling.1 The motivation for dc coupling is its ability to restore the low-
frequency components of the digitally received data. This is because it is a Fourier
transform that shows low-frequency spectral lines of the burst-mode data as well as

Transceivers and Tunable Wavelength Transceiver Modules 929



high-frequency energy. The capacitor might filter low-frequency energy since it is a
high pass filter. This issue is explained in Secs. 18.8 and 20.1.

19.1.1.2 Sensitivity penalty for burst mode

As explained in Chapter 18, BER statistics of continuous (nonburst) digital trans-
port is affected by SNR, the statistics of which is Gaussian because of the noise
statistic approximations are Gaussian. BMR analysis and BER degradation are cal-
culated with respect to continuous-mode operation. That kind of analysis holds for
any receiver for which the Gaussian-noise approximation holds. The performance-
penalty calculation is derived by comparing quality of service, BER, of the burst
mode with that of continuous receiver. The approach for analyzing the burst-
operation penalty arises due to the fact that the first bit exhibits amplitude vari-
ations. Thus, having a threshold based on this exclusive bit results in a threshold
voltage that has similar Gaussian statistics to those in Chapter 18.1 The variations
in threshold may result in BER degradation. This is because they affect the
decision point value that becomes statistical and not deterministic, as was demon-
strated in Fig. 18.1 for the continuous scenario. That degradation is defined as the
BER penalty with respect to the continuous mode. Consequently, when using a
longer preamble, the penalty becomes lower. In other words, in continuous
mode, a large amount of consecutive bits of 1 are averaged to establish a threshold
or adjust the gain. The averaging process is conducted by a low pass filter, which
takes time.1 The continuous mode establishes a solid threshold, while burst has a
fluctuating threshold. A longer preamble resembles a pseudo-continuous-mode
threshold, and a single-bit preamble results in a 3-dB penalty.

In digital systems, like the analog systems described in Chapter 12, there are two
main concepts for realizing AGC1,2,40 as illustrated in Figs. 19.2(a), (b), and (c).
The first AGC concept is feedback AGC. In this configuration, the photodetector
(PD) is dc coupled to a PIN-TIA preamplifier that is ac coupled to a gain-controlled
postamplifier where the gain is controlled by an amplifier using feedback with a
low-pass transmission. The GCA output is connected to a decision circuit, which
is a comparator, with threshold reference voltage Vt. Gain control is accomplished
by a signal that is proportional to the low-pass feedback output. This approach
might be too slow for burst applications due to the low-pass integration time
that is proportional to its BW; hence, a faster feedforward concept1,40 is used
as shown in Figs. 19.2(b) and (c). In this case, the PIN TIA is dc coupled to
both the threshold sample and hold estimator and the decision circuit. Unlike
the first approach, the threshold is dynamically affected by the preamble training
series of 1. The peak detector is used for the sample and the hold, and the capaci-
tor reset discharge is done by the FET transistor as shown in Fig. 19.2(c). The
integration time and reference value are determined during burst guard and pre-
amble. Guard time is used for reset and followed by preamble as the burst
starts, causing the threshold to be dynamically updated by the training series.
Proper choice of a constant RC time in the peak detector is possible to make
the charging time correspond to n bits of preamble. During charging, the circuit
acts as an approximate integrator for the n pulses of the preamble and establish
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Figure 19.2 (a) Continuous-data-stream feedback AGC; (b) sample and hold averaging
reference gain control using feedforward, g(t) is the normalized pulse shape and T is the
symbol duration; (c) simplified peak detector used as an approximation to the ideal
burst-mode-feedforward circuit of (b).1 (Reprinted with permission from the Journal of
Lightwave Technology # IEEE, 1993.)

Transceivers and Tunable Wavelength Transceiver Modules 931



the proper threshold by using a simple voltage divider at the output. The advan-
tage of the circuit in Fig. 19.2(c) is that it has no sampling control due to the
detector diode that operates as a catch diode, preventing the capacitor discharge
for receiving 0 after it was charged with 1. During guard time, this capacitor is
discharge by the parallel FET. As a consequence, Vt would have the average
value between the 0 and 1 states. For a weak signal burst, the absolute value is
lower than that of the stronger signal Vt, and the threshold level is updated per
burst preamble. In this way, the dynamic decision per burst improves BER per-
formance, and the threshold level is updated per optical-power burst.

Prior to continuing with statistical analysis, several assumptions need to be made:

. Each burst contains a noise corrupted n-bit preamble consisting of a string of
1s, which is used to establish the threshold voltage Vt. Vt sets a reference to
determine the 1s and 0s in subsequent data streams. The n bits in the preamble
are not considered to be data and are not considered in BER calculations.

. Averaging n bits in the preamble can be used to reduce the error in Vt by
using an ideal circuit to filter the noise in the preamble, resulting in an
energy-to-noise power spectral-density ratio of n � Eb/No, where Eb/No

is the energy-to-noise power spectral-density ratio for any single bit in
the preamble or data stream.

. Receiver sensitivity is limited by additive white Gaussian noise (AWGN)
in which the statistics for determination of 1 or 0 are equal. This will apply
to all types of PIN receivers, TIAs with high or low impedance, and some
types of APD receivers, which are far from the sensitivity limit and limited
by the amplifier rather than the detector noise. That means the amplifier
noise figure is a figure of merit.

The goal of the analysis is to find the statistics of the dynamic threshold
voltage1 and use it to calculate the equivalent probability of error based on

Vt Burst 1

Vt Burst 2

Burst 2 Burst 1

Preamble Preamble

Guard
time

Figure 19.3 A burst scenario from a far and near nodes amplitudes and powers are
different. The reference is set by the preamble to half voltage between the two logic
levels. Guard time is inserted between two bursts in which the reference Vt is reset.1

(Reprinted with permission from the Journal of Lightwave Technology # IEEE, 1993.)
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modifications of Eqs. (18.2) and (18.6). The first modification refers to voltage
rather than current since the TIA output is a voltage. This transformation is
simply the transimpedance gain. Based on Chapter 18, the continuous probability
of error equations with respect to decision threshold Vt can be found Ref. [1].

The probability of error for a binary system is the probability of detection of a
logical 1 when 0 was transmitted, plus the probability of the opposite scenario
(Fig. 18.1). In the case of a fixed-threshold system, these quantities are determined
by the probability density functions of the received signal r when 0 or 1 are
transmitted. Those are defined as f(rj0) and f (rj1), respectively. Hence, probability
of error can be written as

Pe 1 0jð Þ ¼

ð

Vt

�1

f r 0jð Þdr; (19:1)

which is the probability of detecting 1 when 0 is transmitted.

Pe 0 1jð Þ ¼

ð

Vt

�1

f r 1jð Þdr; (19:2)

which is the probability of detecting 0 when 1 is transmitted, where r is the
received signal.

Using the Gaussian distribution that has the same probability considerations as
in Chapter 18, the overall probability is given by

Pe ¼
1

2
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1

Vt

1
ffiffiffiffiffiffi
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exp
� r � S0ð Þ
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dr þ
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�1

1
ffiffiffiffiffiffi
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s0

exp
� r � S1ð Þ

2

2s2
0

� �
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8

<

:

9

=

;

:

(19:3)

Since fiber optics modulation is on–off keying (OOK), has a good extinction
ratio of .10 dB with a symmetrical half-way value decision threshold, under same
definitions as in Chapter 18, the probability of error becomes

PeOOK ¼
1

2
erfc

S1

2
ffiffiffi

2
p

s0

� �

¼
1

2
erfc

Eb
ffiffiffi

2
p

No

� �

: (19:4)

So far, the static probability is given by Eb/No, where s2
0 ¼ No, Eb is the

energy per bit and No is the noise-power spectral density. However, in burst
mode, the reference voltage is corrupted by noise. Thus, the decision line
between the two states in Fig. 18.1 becomes a Gaussian bell shape. Note that
the threshold voltage is an average of the 1 and 0 train.

Where more than one bit is used to define the threshold, i.e., where preamble is
used, the variance s2

0 decreases. Under ideal conditions, it is s2
0=n, where n is the
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preamble length. Hence, the threshold voltage distribution is given by1,40

f Vtð Þ ¼
1

s0

ffiffiffiffiffiffi

n

2p

r

exp
�n Vt � (S1=2)½ �

2

2s2
0

� �

: (19:5)

Substituting this value into Eq. (19.3) and performing a dual integral result in
the burst-mode probability of error function. Note that S1/2 is the half-way voltage
between the two logic levels:

Pe ¼
1
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9

=

;

: (19:6)

This is a numerical integral. Assuming f(Vt) is ergodic, the average burst-mode
BER can be calculated from a sufficiently large number of bursts independently of
the burst length. The conclusion is that the more accurate the threshold and its
SNR, the sharper the decision boundary. As a result, the BER penalty delta
between continuous and burst-mode operations gets smaller (Fig. 19.4). The
solved curve for a 2-bit preamble in Fig. 19.5 shows a 3-dB penalty against a con-
tinuous-mode receiver with ideal threshold. This penalty decreases as the preamble
length increases, as can be seen in Fig. 19.4.

The APD case is well analyzed in Ref. [41], which takes into account the APD
gain factor, preamble length, extinction ratio, and reference voltage dc offset: the
fluctuation in the decision boundary voltage value.

19.1.1.3 Burst mode receiver dynamics

As was previously explained, ac-coupling topology involves a loss of low-
frequency energy. Hence, codes such as 8B10 or 16B18B are used and preferred
to NRZ.64 The ac-coupling method is feasible in this manner because its
frequency-response limitation can be overcome. Thus, the receiver is adaptive to
various optical powers between packets. This was demonstrated in the previous
section. Such receivers contain CDR and can produce clocking within 10 ns in
the case of 10 GB/s.4 The main problem in BMR is recovery time. Dynamic analy-
sis of BMR is reported by Rotem and Sadot.4 From Fig. 19.6, it is clear that the
ac-coupled signal with a decision circuit has a time constant of t ¼ RC.

Using previous definitions given by Eqs. (8.7) and (18.17), the output voltage
from the TIA, V(t), can be written as4

V tð Þ ¼ ip 1þ dERD tð Þ½ �G, (19:7)
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where D(t) represents the digital bits train. D(t) ¼ 1 for mark bit and D(t) ¼ 21 for
space bit, ip is the detected optical current, G is the TIA transimpedance gain and
dER ¼ (ER 2 1)/(ERþ 1), where ER is the extinction ratio, defined as the ratio
between the optical powers of a mark bit and a space bit. Note that the ER
power penalty is defined as h ¼ 1/dER. From Fig. 19.6, it is clear that the compara-
tor input voltage is lower due to the voltage drop on the capacitor C. Hence, it can
be noted as

Vþ tð Þ ¼ V tð Þ � VC tð Þ: (19:8)

n (number of bits in preamble)

0 2 4 6 8 10 12 14 16
0

1

2

3

pe
na

lty
 (

dB
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Figure 19.4 Penalty for burst mode operation as a function of preamble length that is
used to establish threshold.1 (Reprinted with permission from the Journal of Lightwave
Technology # IEEE, 1993.)
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Figure 19.5 BER vs. Eb/No of continuousmodeoperationwhen the threshold is assumed
to be determined without errors against burst mode. The threshold is determined from the
first 1 received. The penalty of burst vs. continuous is 3 dB.1 (Reprinted with permission
from the Journal of Lightwave Technology# IEEE, 1993.)
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Using Eqs. (19.8) and (19.7) with the states of D(t) for 0 and 1 results in two
conditions:

Vþ1 tð Þ ¼ ip 1þ dERð ÞG� VC tð Þ (19:9)

and

Vþ0 tð Þ ¼ ip 1� dERð ÞG� VC tð Þ: (19:10)

In case the optical power, P is constant during a time period that is substan-
tially longer than t, the coupling capacitor is charged with the dc level of the
signal. Thus VC(t) ¼ S, where S ¼ iPG. This is a steady state denoted by the
subscript. Hence, for the general case, steady-state voltage at the comparator is
given by

VþSS tð Þ ¼ SdERD tð Þ: (19:11)

Therefore, the mark and space voltages are given by

Vþ1 SS tð Þ ¼ SdER (19:12)

and

Vþ0 SS tð Þ ¼ �SdER: (19:13)

These equations indicate that the eye center is zero regardless of the optical
power. So the eye center was shifted by the coupling capacitor from the average
dc voltage S at the TIA output to zero, while keeping its opening as shown
in Fig. 19.7.

TIA Vc(t) Comparator

+

–

Vt

Data out
R

C

+ –

V(t)+

τ = RC

PIN PD

Figure 19.6 A schematic diagram of an ac-coupled optical receiver. V(t) is time varying
voltage and Vt is the threshold voltage, which can be zero.4 (Reprinted with permission
from Transactions on Communications # IEEE, 2005.)

936 Chapter 19



In conclusion, this transition to zero may affect BER performance if the eye
is not perfectly symmetrical around zero. This means that the likelihood of one
state is preferred to the other. Therefore, there is a need for recovery time or
settling time. One of the methods is preamble, as was explained previously,
and AGC can be added to improve the dynamic range. This scenario is demon-
strated by Fig. 19.8. The BMR sensitivity power PSENS at the required BER
(BERR) is defined by the voltage VSENS. The error probability, pe, of a single
bit is equal to BERR when Vþ0 ¼ �VSENS is a space bit or Vþ1 ¼ �VSENS is a
mark bit. It is assumed that the receiver is dominated by thermal noise, and
other noise mechanisms, such as shot noise, resulting from the photodetector
are neglected.

The recovery time definition is related to BER performance. Thus, tRx is the
time required from the arrival of a new packet until all the bits satisfy the condition

S(1+ δER)

+ δERS

– δERS

S(1– δER)

V(t)

S

“1"

“0" “1"

“0"

V +(t)

0

[v]

Figure 19.7 Eye center shift between TIA output to comparator input.4 (Reprinted with
permission from IEEE Transactions on Communications # IEEE, 2005.)

Figure 19.8 Signal recovery after burst level change from maximum optical power to
minimum optical power. The capacitor charge becomes negative biased and starts to
decay.4 (Reprinted with permission from Transactions on Communications# IEEE, 2005.)
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Pe � BERR; an additional 10 ns are required for CDR recovery, but these are
omitted to simplifying the calculation. The maximal recovery time occurs when
a packet with minimal optical power Pmin follows a packet with maximal power
Pmax, i.e., when optical power was changed from Pmin to Pmax. The opposite
case shows negligible recovery time. Immediately after that power transition,
the capacitor is charged to the maximum average voltage Smax of the previous
packet, resulting in a negative voltage at the comparator input port. The average
voltage starts to change during the exponential decay of charge from Smax to
Smin and the eye returns to the zero-offset voltage as it was before. The capacitor
voltage change versus time is described by

VC tð Þ ¼ Smax þ Smin � Smaxð Þ 1� exp �
t

t

	 
h i

: (19:14)

Substituting Eq. (19.14) into Eq. (19.8) with all relations found results in

VC tð Þ ¼ Smin � Smaxð Þ 1� exp �
t

t

	 
h i

þ dERSminD tð Þ: (19:15)

The solution of Eq. (19.15) occur when the sensing-voltage condition satisfies
Vþ1 tRxð Þ ¼ þVSENS. The optical dynamic range of a burst is proportional to the
average dc-voltage range and is defined as b:

b ¼
Pmax

Pmin

¼
Smax

Smin

: (19:16)

The power penalty of a BMR is defined as the ratio between the weakest power
level and the sensing level:

aB ¼
Pmin

PSENS

¼
dERSmin

VSENS

(19:17)

Substituting the relations in Eqs. (19.16) and (19.17) into Eq. (19.15) results in

dERSmin

aB

¼ Smin � bSminð Þ exp �
t

t

	 


þ dERSmin: (19:18)

The solution provides the recovery time tRx:

tRx ¼ t ln h b� 1ð Þ
aB

aB � 1

� �

, (19:19)

where h is the extinction ratio penalty and is equal to 1=dER. It is clear that the
equation is valid when the argument under the logarithm is larger than 1, otherwise
it is an instantaneous recovery. The behavior of tRx is shown in Fig. 19.9. As the
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penalty factor aB goes to infinity, the normalized recovery time (tRx/t) reaches its
asymptotic bound:

tRX

t
¼ ln h b� 1ð Þ½ �: (19:20)

The above postulation demonstrates that the recovery time is based on the
stringent requirement in which the threshold BERR is maintained throughout the
process. In fact, the average BER can be better than BERR, but this BER analysis
is for the worst case of overestimated power penalty. A different approach requires
that the average BER should be equal to BERR involves packet structure and
length considerations. Thus, at some instances, the probability of error might be
higher than BERR, i.e., pe . BERR at the head of the payload, immediately
after tRx in Fig. 19.8, while the overall average can be lower.

The next step is to investigate the power penalty caused by ac-coupling
cutoff.4 This mainly affects the NRZ data with long PRBS as elaborated in
Chapter 20 (Secs. 20.2 and 20.3) and in Chapter 18 (Sec. 18.8). Many components
in an optical link, such as modulators, drivers, and receiver optical front end
(OFE), which is a PD with TIA, are ac coupled. Ac coupling is an HPF filter
and the main goal is to reduce its corner low-frequency cutoff as low as possible.
In the case of periodic dc power, which coincides with a low-frequency-cutoff-
time constant of the HPF, it would result in baseline wander. These drifts affect
the horizontal baseline of the eye, resulting in BER performance degradation.
Thus, balanced codes are used to null dc drift (Secs. 18.8 and 18.9). For NRZ

Figure 19.9 Recovery time vs. power penalty for Pmax to Pmin transition.4 (Reprinted
with permission from Transactions on Communications # IEEE, 2005.)
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data transport, the dc component can be defined by cumulative-bit difference
(CBD), which describes the return difference between number of 1s and the
number of 0s. The maximal baseline wander normalized by the eye opening is
denoted by

BLWmax ¼ 1� exp �CBDmax

TB

t

� �

, (19:21)

where TB is the bit period, and BLW is baseline-wandering factor. Hence, the
stimulated power penalty can be written as

aD ¼ exp CBDmax

TB

t

� �

: (19:22)

These equations describe the average penalty and base line wander where an
average CBD is substituted.

A regular SONET frame transport can consist of hundreds of consecutive 1s
and 0s and has a CBD of that order. This may result in too high penalty in case
a time constant of nanoseconds is required for BMR recovery. As a consequence,
dc-balanced coded blocks are used such as 8B10B or 16B18B. This solution is at
the expense of BW overhead, which is 25% and 12.5% for 8B10B and 16B18B,
respectively. The maximal CBDs of 8B10 and 16B18B codes are 14 and 26,
respectively.

Now both power penalties can be used to calculate the recovery time of a
BMR. It can be observed from the above analysis that the nature of each
penalty is contrasting with each other: aD decreases with t, while aB increases
per modification of Eq. (19.18). This means that there is an optimum; an equivalent
global constraint can be defined as alim ¼ aD � aB. The design goal is not to
exceed the limit penalty per aD � aB � alim. Using Eq. (19.22) for aD, the
recovery time of Eq. (19.19) can be modified with respect to alim and CBD:

tRx ¼ t ln h b� 1ð Þ
alim

alim � exp½CBDmax(TB=t)�

� �

: (19:23)

This expression describes the BMR recovery time as a function of CBD, t, and
alim. Optimization of the recovery time is done by using the expression
@tRX=@t ¼ 0. However, it is useful to analyze it numerically and produce some
plots as in Fig. 19.10 for 8B10B. In this case, the maximum CBD is 14, alim is
a parameter with values of 1, 2, and 3 dB. The bit period TB is equal to 1/(data
rate), the dynamic range b is the optical range and h is the extinction ratio
penalty 1=dER.

So far, partial optimization was made only on the receiver; however,
system-wise, the overall receiver and transmitter should be optimized. One of
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the interesting cases is when having a tunable laser transmitter or burst APC.
Hence, a packet consists of three stages: laser tuning time tTx or, in the case of
single wavelength transmitter, APC setting time; BMR recovery time tRx, which
is a preamble period; and the coded payload duration, which can be 8B10B or
16B18B. Thus, the link setup time tLS is the sum of tRx and tTx.

Consider a situation where a tunable laser does not emit when it is set to its
new wavelength. Then the ac capacitor in Fig. 19.6 discharges exponentially.
Recalling Eq. (19.14), at the beginning of a new packet the voltage across the
capacitor is VC ¼ Smax exp (� tTx=t). Hence, the dynamic range is reduced since
the capacitor voltage is dropped. As a result, the recovery time is shortened in
the rest of the calculation. Therefore, b should be modified accordingly as an effec-
tive dynamic range parameter:

beff ¼ b exp
�tTx

t

	 


: (19:24)

Substituting Eq. (19.24) into Eq. (19.23) and adding tTx provide the link
settling time:

tLS ¼ tTx þ t ln h b exp
�tTx

t

	 


� 1
h i alim

alim � exp CBDmax(TB=t)½ �

� �

: (19:25)

Figure 19.10 Optimal recovery time in nanoseconds of a BMR vs. the ac-coupling time
constant in nanoseconds. ER is 10 dB, penalty range is 1, 2, and 3 dB, data rates
12.5 GB/s, CBD is 14, and CBDave is 1.23.4 (Reprinted with permission from
Transactions on Communications # IEEE, 2005.)
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Attention should be paid on two conditions regarding Eq. (19.25):

alim � exp CBDmax

TB

t

� �

. 0) t .
CBDMTB

ln alim

(19:26)

and

b exp
�tTx

t

	 


� 1
h i

. 0) tTx , t lnb: (19:27)

If tTx . t lnb, the capacitor is already discharged, so that the analysis of the
low-power packet arriving after a high-power packet is not relevant. Instead, what
is relevant is where a high-power packet arrives after a low-power packet. So it
becomes tLS ¼ tTx þ 0 rather than tLS ¼ tTx þ tRx, since the BMR recovery time
is negligible in this case. The other constraint is if t , (CBDMTB= lnalim) then,
according to Eq. (19.22), aD . alim, which is possible. The minimum tuning
time is derived by calculating the extreme of Eq. (19.25) according to

@tLS

@tTx

¼
1

1� b exp(� tTx=t)
: (19:28)

The derivative reaches a discontinuity of minus infinity at tTx ¼ t lnb.
Larger values of tTx are not allowed due to the condition in Eq. (19.27); it is
concluded that this extreme is the optimal point. This results in a beff value of 1;
hence, according to Eq. (19.24), no receiver adjustment is required, thus tRx ¼ 0.
Eventually, the penalty is invested in the data-code-related penalty. Therefore,
aD ¼ alim ¼ exp½CBDmax(TB=t)�, which results in t ¼ CBDmaxTB= lnalim and
this provides the minimum link settling time, which is the optimal time:

tLS min ¼ tTx�opt ¼ CBDmaxTB

lnb

lnalim

: (19:29)

In conclusion, at the optimal point, link settling is only affected by the transmitter,
thus at long-wavelength tuning, the optimal time is equally long while the receiver
does not add any more delay. A useful chart is provided in Fig. 19.11 for the
tunable laser link, where 8B10B, 12.5-GB/s and 16B18B, 11.25-GB/s patterns are
used. BMR with less than 10-ns recovery time can be realized with a small penalty.
Moreover, in a synchronous burst switching system, based on tunable lasers or in
any burst-switching system with a dark period between the bursts, the recovery
time of a BMR is practically zero with a CDR recovery time of 10 only ns.4,63

19.1.1.4 Burst-mode receiver topologies

Following aforementioned design considerations, there are several BMR chip
topologies for METRO and FTTx.3,5,24,42,43 The main challenges in BMR are
the fast-adaptive AGC-hardware design2 and automatic-threshold control
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(ATC).42 The technology used is SiGe BiCMOS and the standard calls for 5 V or
3.3 V for digital PECL output. Temperature range is 240 to 858C and the power
range is from 230 to 28 dBm. Another consideration when designing a receiver is
the PD responsivity distribution, which affects the detected current and PD stray
capacitance that dictate the bandwidth. Hence, the receiver’s front end at high
power should cover the PD range, typically between 0.65 and 1 A/W. This is criti-
cal when a weak burst is received. So the worst case for the dynamic range is
between a weak burst with low responsivity and a high-power burst with high
responsivity. For an extinction ratio of 10 dB, the total current dynamic range
may reach 67 dB. In Fig. 19.12 a BMR receiver chip with an adjustable reference
is illustrated, while the ATC concept is shown in Fig. 19.13.3

The external PIN PD is connected to a TIA, which converts the photocurrent
into a voltage. This voltage is amplified further to have larger swing at lower
optical inputs. The signal is limited (compressed) by postamplification that
follows the PIN TIA in order to remove undesirable amplitude fluctuations. The
second-stage postamplifier input is also fed by a dummy TIA to compensate for
the dc variation of the main TIA, thereby reducing the dc offset overheating. A
large capacitor, CF, is connected to the dummy TIA to reduce noise. Those two
stages are the receiver’s front end. The output from the second amplifier, the post-
amplifier, feeds a high-speed comparator. The threshold level is set by an 11-bit
digital-to-analog converter (DAC). As can be observed in Fig. 19.12, there are
two paths feeding the selector. This is to accelerate the threshold value compu-
tation, thus relaxing the DAC settling time, which is about 100 ns with a
voltage range between 3.8 and 0.8V. The main problem, as was presented, is
how to handle bursts of different amplitudes. The ITU-T recommendation

Figure 19.11 Minimum link setup time vs. power penalty for 8B10B and 16B18B in a
10-dB dynamic range and with a 10-dB extinction ratio.4 (Reprinted with permission
from Transactions on Communications # IEEE, 2005.)

Transceivers and Tunable Wavelength Transceiver Modules 943



RFMD

Dummy 

TIA

Gain Stage

RFMB

RNL

RFM

QNLB RNLBQNL

PIN

RB

CB

R1CF

Glue
Logic

Switchable
Clock

Generator

SPI

SAR

Burst
Detector

References

S
E

LE
C

T
O

R

A

A A

D

D D

S&H

T
o 

D
S

P

To DSP

To DSP

From DSP

11Bits 11Bits

11Bits

SMF

VR

Figure 19.12 A burst-mode receiver block diagram.3 (Reprinted with permission from
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G.983.1, which specifies the physical layer, allows splitting this problem into two
tasks: the burst-amplitude measurement and threshold setting.

The measurement can be carried out in the so-called physical-layer operation
and maintenance cells (PLOAM) available in the ATM protocol. This process
includes a specific receiver-control field (RCF), which contains all 1 patterns.
For this purpose, one of the DACs is used together with a comparator to implement
a successive approximation ADC.

The reference level for the threshold based on measurements is estimated by
using an algorithm applied on external digital signal processing (DSP). Measurements
for that purpose are done using the on-chip 11 bit sample and hold (S & H) and ADC
of the 1 levels of each ONU (Vli), during the ATM PLOAM cells and dark level,
or voltage Vdark. The measurement of the dark level while remote transmitters are
off is performed every second allowing compensation for the offset thermal drift.

Hence, one of the DACs is used to create a successive approximation ADC.
That is, the corrective feedback between the S&H measurement and updating
the threshold resets the threshold while converging iteratively. Note that the
logic level of 1 refers to a certain optical level, while 0 refers to another. The differ-
ence between the two is the extinction ratio. That is why two nodes may have
different values for high and low logic levels. Therefore, optical power levels
for each result in different thresholds and the so-called loud–soft ratio that
measures the difference between 1 levels for the extreme optical powers. Both
optical levels related to logic levels differ from dark levels. This is because the
laser is not biased below a threshold.

For these reasons, the concept of the architecture presented in Fig. 19.12 is called
the alternate operation. When a path receives a signal from a particular ONU, the
other path DAC is set for the other threshold voltage level for the next burst to
come from another ONU; this way settling time is saved. In an ATM-PON system,
each ONU can transmit only during its assigned time slot; hence, external digital
chip knows which ONU is going to transmit the following burst. The resultant
signal is routed out by the selector and feeds the chip output via a PECL output buffer.

Following this description, the threshold voltage tuning algorithm is given by
Ref. [3]:

VTH ¼
Vli þ Vdark

2
if Vli , Vcalib

VTH ¼ Vli � DV if Vli � Vcalib

8

<

:

, (19:30)

where Vcalib and DV are determined during system calibration to minimize pulse
width distortion (PWD):

PWD ¼
PW� PWN

PWN

, (19:31)

where PWN and PW are the nominal and actual pulse widths, respectively.
When the burst amplitude and arrival time are unknown, a burst detector is used.

This is called ranging procedure. At that stage, the BMR operates with a minimum
threshold voltage, just above dark level. The burst detector is triggered when a signal
is higher than VTH�min for a period of time longer than a given minimum value.
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Sample-and hold-architecture, shown in Fig. 19.13, comprises seven
switches, four storage capacitors, and three operational amplifiers using CMOS
technology—the circuit implementation methods capable of mitigating the usual
problems of clock feed-through, offset, and finite gain. The accuracy of such a
circuit is better than 2 mV corresponding to 11 bits over 2.4-V dynamic range
with a settling time of 250 ns.

When S1 and S2 are closed, the capacitor Cs is charged to the input signal level.
Sampling is accomplished when S1 or S2 goes to the off state. Next, after S4 and S5

are closed, the bottom plate of the sampling capacitor Cs is connected to the output
as a feedback capacitor and the output voltage is updated to give a new output
sample. During this phase the capacitor CH performs the Miller pole-splitting com-
pensation of the operational amplifier, which is made of a cascade of A1 and A2. At
the end of F2, assuming the coincidence of slightly delayed clock phases F2A and
F2B, the amplifier output is settled and the switches S4 and S5 are opened. The
output voltage is held by CH, which operates as a memory element.

During the clock phase F1, switches S2 and S3 are on, thus A1 is in unity-
gain configuration and makes offset available across COF. Since the major con-
tribution to the total input referred is due to the first stage A1, a simple offset
compensation is accomplished. Furthermore, if S2 and S3 are matched when
they are turned off, they inject the matched charge into Cs and COF. This
allows compensation of the associated clock feedthrough if Cs is equal to
COF. To schedule the opening of S2 prior to that of S1 prevents charging of
Cs due to the input signal.

A significant aspect of S&H circuits is the charge injected by the holding
switch, S5 in this example, when it is turned off. Another approach to solve this
case is implemented. A unity gain buffer B1, a capacitor Cx, and two switches
S6 and S7 are added to the circuit as shown in Fig. 19.13. Slightly prior to the
end of phase F2B, S6 is turned off in order to precharge Cx with a fraction of its
channel charge. Then, when S5 is turned off, a fraction of its channel charge is
injected to the node X, which is the input of A2. If S5 and S6 are matched, a com-
pensation of the injected charge is obtained by closing S7 after opening S5. The
unity gain buffer sets the same dynamic biasing for S6 as for S5.

19.1.1.5 Burst-mode AGC topologies

In previous sections, BMR dynamic analysis and receiver architecture are pre-
sented. The next challenge in realizing BMR is to have “fast-attack” AGC and
reset the system2 with a minimum signal distortion and a high dynamic range,
and feedforward auto bias.56 The distortions include duty cycle and require
automatic-offset compensation (AOC) and auto-offset control (AOC).42

In 1998, ITU-T announced a global standard for the ATM-PON system as
Recommendation G.983.1. The high-gain sensitivity specification of Class C
was defined to construct further flexible and economical networks. In this
system, the transmission loss varies for each path, thereby the burst cells in
OLT have a large power difference. Additionally, the laser-diode bias current
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can be applied on burst cells to reduce cost of ONU since they are installed at the
subscriber side. As a result, the receiver on the OLT side should exhibit high sen-
sitivity, wide dynamic range between burst cells, and a high loud–soft ratio and
receive signals with ER as low as 10 dB. Conventional preamplifiers that have
bit-by-bit-controlled transimpedance suffer from the inability to receive large
signals with low ER due to the log amplifier operation is mode nature. For that
purpose AGC should handle a fast response time from the first bit of the cell, be
able to receive signals with low ER, and high loud/soft ratio as shown in
Fig. 19.14 without affecting and distorting the data swing. Such amplifiers realized
in CMOS can handle 30-db loud–soft ratio, they have a sensitivity better than
239.3 dBm and the AGC has a fast response from the first bit. Such amplifiers
satisfy the high sensitivity specification of Class C and are more flexible; thus,
economical ATM PON can be constructed.57

In regular burst-mode configuration as in Fig. 19.14, the TIA converts
the photocurrent into voltage to feed the input of the decision circuit. As previously
explained, the decision circuit recovers the data per the generated threshold.

1/2
High

Low

PD

PIN -TIA
Preamplifier

Decision Circuit

VI

(a)

High Loud/Soft Ratio

Preamble Input Decision Circuit Input

Permissible
Range

(b)

Figure 19.14 (a) BMR configuration and (b) the required operation range of the
preamplifier.57 (Reprinted with permission from the Journal of Solid State Circuits
# IEEE, 2002.)
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The threshold setting is at half the magnitude of the signal swing. In order to realize
a loud–soft ratio, the preamplifier TIA is needed to compress the dynamic range of
the input signal into the allowable range of the decision circuit as, shown in
Fig. 19.14. The strategy is to realize the TIA transimpedance gain to be controlled
cell by cell according to the amplitude of the input signal. The gain strategy is
to have high gain for small low-power signal, and low gain for a large signal.
Additionally, the TIA should handle low ER signals and have high sensitivity.

Traditional TIA operates as shown in Fig. 19.15. In this case, a current bypass
diode is connected in parallel with the resistive feedback of the TIA. As long as the
signal is below the diode’s on threshold, the TIA gain is defined by the resistive
feedback. Thus, VOPT ¼ R � IOPT. When the current exceeds the diode’s on
voltage, the TIA output voltage drops. This type of TIA is called bit-AGC
control since the TIA gain control is done by every bit. Moreover, if a low ER
signal appears at large optical input power, it will be centered on the dc bias gen-
erated after detection by the PD and amplification of TIA. In this manner, the
amplitude of the signal is clipped and ER is reduced. Consequently, it is harder
to discriminate between 0 and 1. This is overcome with a cell-by-cell concept
according to the input-signal amplitude. In that case, the AGC response is accord-
ing to the input signal amplitude and the gain strategy is cell by cell. In the case of a
low ER with a large signal, the transimpedance gain will be G1. However, when
the signal is weaker, the gain is increased to G2 as shown in Fig. 19.16. This
allows a better signal level discrimination and can be realized by having a FET
in parallel to the feedback resistor. A FET is a channel device and operates as a
gate-voltage-controlled variable resistor as shown in Fig. 19.17.

Input Current

O
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pu
t V
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ta

ge

Log Amplifier
Operation Amplitude

Reduction

Output Signals

Input Signals
(Low Extinction Ratio)

Figure 19.15 Conventional bit AGC for burst-input signals with low ER.57 (Reprinted
with permission from the Journal of Solid State Circuits # IEEE, 2002.)
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At the instant a signal is detected, it goes through a high-gain state since the
shunt FET Vgs is low. The bottom-level detector (BLD) quickly detects the
bottom level of Amp 3, shown in Fig. 19.17. A hold circuit in the BLD keeps
this state. The gain-control circuit (GCC) receives this level and determines the
new gate voltage for the shunt FET. The feedback resistance is maintained
during the entire cell period. In case the input current at the PD output increases,
i.e., a new cell arrives, Vgs increases. Thus, the transconductance gm of the FET
increases, thereby reducing the effective feedback resistance, as shown in
Fig. 19.17. As a consequence, the transimpedance gain of the TIA goes from G1

to G2, as shown in Fig. 19.16 and better discrimination between 0 and 1 is
accomplished. When the cell changes, the reset signal is triggered and launched
into the BLD. Then, the GCC output and transimpedance are set to a normal
state of maximum-gain high sensitivity, which is an off state for the shunt FET
in Fig. 19.17. In this manner, the loud–soft ratio is accomplished where a low-
extinction-ratio signal can be received without clipping. A similar TIA-AGC
concept appears is in Fig. 19.18 and is described in Ref. [2]. Assuming a normal
TIA with an equivalent input capacitance to the TIA, Cin, which is the PD
capacitance plus the TIA input capacitance, then the gain of the TIA is given by

G ¼
Vout

Iin

¼ �
AV

AV þ 1
�

RF

1þ s½RFCin=(AV þ 1)�
¼ �

AVRF

1þ AV þ RFCins
, (19:32)
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Figure 19.16 Cell AGC for burst-input signals with low ER.57 (Reprinted with permission
from the Journal of Solid State Circuits # IEEE, 2002.)
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operation phases.57 (Reprinted with permission from the Journal of Solid State
Circuits # IEEE, 2002.)
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where s is the Laplace domain variable, AV is the voltage gain of the TIA, and RF is
the feedback resistor. The 3-dB pole is given by

f3dB ¼
1

2p
�

AV þ 1

RFCin

: (19:33)

AV has a limited BW represented by a pole, hence, the transfer function in
Eq. (19.32) is a second-order polynomial denominator. This makes a peaking
effect, which expands the whole TIA BW. Of course, this affects the eye by over-
shooting and undershooting transitions. Replacing the simple feedback resistor
RF by a variable feedback resistor as in Fig. 19.18 provides more degrees of
freedom for optimization. Thus, it can be optimized by proper selection of RFIX,
CFB, RAGC, and MAGC. That is the cure for the overshooting problem, adding an
additional time constant, thereby modifying the feedback Eq. (19.32). The equival-
ent feedback resistance, RF, is given by Eq. (19.34). This feedback resistance drops
at high frequency:

RF ¼ RAGC þ
RFIX

1þ RFIXCFBs
: (19:34)

Note that MAGC is absorbed within RAGC. The 3 dB of the compensation pole of
the peaking effect is given by Eq. (19.35). From Fig. 19.18, it can be seen that RFIX

sets the minimum TIA gain for improving the TIA BW:

f3dB ¼
1

2p
�

1

RFIXCFB

: (19:35)
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Figure 19.18 TIA with AGC realized on feedback.2 (Reprinted with permission from the
Journal of Solid State Circuits # IEEE, 2002.)
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In Fig. 19.19, a BLD configuration is shown. By detecting and holding the
bottom level, using a CMOS diode and a hold capacitor, the circuit creates a
control signal for the GCC. Since the circuit is CMOS, the diode uses the source
contact as a junction. The CMOS pair resets the circuit by shorting the catch
diode realized by a FET. In this manner, the storage hold capacitor is wholly
charged by the current source to establish the hold level.

The GCC concept is provided in Fig. 19.20. As the BLD amplitude increases,
the differential amplifier output also increases. This gradually turns on the FET
switch denoted as SW. If the FET SW is off, M1 operates exclusively as an
active load. If the FET SW is on, then both M1 and M2 are operating together as
an active load. Both FETs are designed to have the same operating point. By
setting the impedance of M2 lower than that of M1, when they are operating as
an active load, this circuit will have high gain for a small signal and low gain
for a large signal.

Noise performance of AGC TIA is a major concern. Therefore, the short
channel CMOS process reduces the channel resistance and, as a result, the
thermal noise is lowered. As explained in Sec. 11.3, FET is a field device,
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Figure 19.19 BLD configuration: (a) circuit concept and (b) operation timing
sequence.57 (Reprinted with permission from the Journal of Solid State Circuits #

IEEE, 2002.)
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which creates a charge drift current in the channel; thus its noise is characterized
mostly by Johnson noise. The input noise current density of a TIA circuit, as shown
in Fig. 19.17, can be expressed by57

i2

Df
¼ 2qIg þ

4kT

RF

þ 4KT
2

3

� �

gm

1

R2
F

þ
C2v2

g2
m

� �

, (19:36)

where Ig is the gate leakage current that provides the shot noise component, gm is
the input FET transconductance, RF is feedback resistance, and C is the input
capacitance. The other two expressions in Eq. (10.36) are the thermal noise
components that result from the feedback resistor and the FET. There are
several design constraints for RF. A high value of RF decreases the shot noise in
the second term on the right-hand side (note that C is the input capacitance and
gm is the FET transconductance). However, the 3-dB BW imposes a limitation
as per

f3dB ¼
1

2p
�

G

RFC
, (19:37)

where G is the open-loop gain of the IC device. An additional variant in noise
optimization of AGC TIA is the FET’s gm. As it goes to high values, the noise
density decreases until it reaches a minimum point, above which the C value
starts to govern noise; thus, noise density starts to increase. The reason for that
is that increasing gm increases FET size and thereby increases its input
capacitance.

19.1.1.6 Burst-mode receiver testing

In previous sections and in Sec. 18.10, it is explained that the lock acquisition of a
BMR is an important matter since it defines the number of preamble bits required
for CDR and AGC recovery. In order to increase transmission efficiency, it is
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BLD Output

M1 M2

SW

Figure 19.20 The GCC configuration.57 (Reprinted with permission from the Journal of
Solid State Circuits # IEEE, 2002.)
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essential to minimize the preamble, training series length. That is a consideration
for designing a BMR test setup. Another matter is the estimation and the measure-
ment of the CDR locking. CDR is a PLL and there are several methods available to
test locking. One method is to monitor the voltage-controlled oscillator (VCO) and
estimate the frequency accuracy; another method uses a mixer as a correlator and
measures the beat note between the CDR and the targeted frequency that is locked
to the same reference as the CDR input sequence. The drawback of these methods
is the overestimation of acquisition; it is not necessary for the clock to be perfectly
aligned with the data before the payload becomes valid. Increasing the acceptable
percentage offset decreases the measured acquisition lock time. The question
though is what offset percentage will decrease lock time. There is no direct relation
between BER on the payload and the acceptable offset. The other practical
problem is that the VCO tuning voltage is not accessible, and CDR is part of a
chip or receiver IC.

The last challenge for a BMR is measuring its performance under burst trans-
port. Burst synchronization consists of three main cycles: AGC preparation,
decision-level preparation, and CDR synchronization. Such a setup consists of a
bit-error-rate tester (BERT) and two packet generators with variable phase,
frequency, and amplitude to emulate PON or bursty traffic. The goal of such
a setup is to have BER measurements versus phase, frequency, or amplitude
steps to emulate traffic from various ONUs. Lastly, the setup has to measure pre-
amble length in order to guarantee a certain BER on the payload.51

In order to test the lock acquisition time of a BMR against packets that vary in
phase, frequency, and amplitude, the packets must be created. There are several
methods to realize such traffic. For that purpose some pulse-pattern generators
(PPG) offer options for two alternating packets. However, the phase, frequency,
and amplitude of each packet cannot be set independently. Some solutions offer
the use of programmable delay lines (PDL), fiber delay lines (FDL), fast optical
switches, fast tunable transmitters, and variable optical attenuators (VOA). The
drawback of this strategy is the additional error it adds to the device under test’s
(DUT’s) acquisition time result due to the reconfiguration time of the setup,
which is a statistical variance by itself.

A BMR test setup is illustrated in Fig. 19.21(a). It contains two PPGs and a
power combiner (PC) for the generation of a packet. There is no need for FDLs,
PDLs, VOAs, fast optical switches, and fast tunable transmitters. The phase,
amplitude, and frequency of each packet are set independently. The flexibility
of this solution comes at the cost of synchronization complexity between the
two PPGs. By sharing a common global clock, the two PPGs can achieve at
best-bit synchronization. Thus, the two PPGs may end up transmitting overlapping
bits. Packet synchronization had to be implemented in order to emulate PON and
OPS network traffic. In order to overcome this problem and generating two
nonoverlapping packets, a Matlab graphical user interface (GUI) monitors and
controls the two PPGs. While one PPG is being transmitted, the other is set to
send 0 so that it appears to be silent or NRZ. Assuming that the two PPGs generate
the same frequency, the pattern loaded by the Matlab controller in each PPG has to
be twice the length of each individual packet.
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The PPGs used in this test setup are HP80000 and Anritsu MP1763B. The
maximum delay range between the two packets is 5 ns, while the delay resolution
is 1 ps. The delay range sets a lower limit for the bit rate of the generated packets.
For testing convenience, the delay range is enough to cover a full bit period.
A 5-ns-delay range covers the complete period of a 200 Mb/s. The delay resolution
sets a higher limit on the bit rate of the generated packets. A 1-ps-delay resolution
represents 1% of the bit period of a 10-Gb/s signal. The packet generator can gen-
erate up to 12.5 Gb/s. For testing the effect of amplitude steps on lock acquisition
time, the amplitude of each packet can be set independently at the voltage range
of 0.2 to 2 V.

The quality of service in digital communication is measured by BER. The
design challenge is to modify a continuous-test setup into a burst-mode setup.
There are two ways to establish such a tester: using the UUT CDR as a synchro-
nization reference clock and using a global reference clock. This is the main
issue in test setups as the clock is used as a sampling clock for the BERT
error detector (ED). To establish a BER testing, the ED needs synchronization.
The reference pattern can be either generated in hardware by the ED for PRBS
test patterns, or stored in internal memory for user-defined patterns. Synchroni-
zation times can range from microseconds to minutes and depend on the pattern

Figure 19.21 (a) Burst-mode test setup containing a pulse-pattern generator (PPG),
power combiner (PC), and power splitter (PS). (b) Preamble-length measurement
using the nonlinear algorithm. The preamble length in this example is
21 � 32 ¼ 672 bits.51 (Reprinted with permission from Lightwave Technologies in
Instrumentations and Measurements # IEEE, 2004.)
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length, the bit rate, and synchronization method. Due to the fact that the syn-
chronization is on the microsecond time scale, it is important for the ED not
to lose synchronization from packet to packet. This is especially true for short
packets. SONET data, since it is continuous, will not cause a synchronization
loss. Synchronization is required when the link is first established and never
lost during the BER test. In contrast, in burst-mode, synchronization may be
lost if the ED is clocked by the CDR-recovered clock. The reasons for that
are CDR lost synchronization, i.e., out-of-lock PLL, and the data signal is
shifted with respect to the recovered clock, causing the incoming pattern not
to correspond to the reference pattern programmed in the ED. Those scenarios
occur when the CDR is subjected to a frequency or amplitude step. The other
case of the above mentioned is synchronization loss due to a phase step. Phase
step may cause the recovered clock to sample the incoming bits at the edge of the
bit window. Under this condition, the CDR may output a bit either exactly when
the ED expects it or one bit ahead of time or one bit behind, to advance or retard.
This is a random process over the first few bits of a packet.

Thus, due to the synchronization problem, continuous setup based on CDR
cannot be used for BMR evaluation. The main problem is that the signal under
test and its recovered clock are also used as sampling clocks. The solution is to
use a reference clock as a sampling clock. If the sampling clock is derived from
the same clock used to generate the data, then the ED should never lose synchro-
nization because of the aforementioned scenarios.

Prior to BER measurement, the ED has to be loaded with a properly shifted
version of one of the two packets. Recall that the length of the reference pattern
is twice the length of each individual packet, where a single common frequency
is assumed. The first of the two packets, denoted as packet 1, is used as a
dummy packet, which lets the CDR reach a steady state prior to a phase, fre-
quency, or amplitude step is applied. Any error relating to packet 1 is omitted
by masking the corresponding bit. BER measurements are performed on
packet 2 only. The Matlab GUI applies circular shifts to each PPG in order to
guarantee that packets 1 and 2 do not overlap. These circular shifts are used
to derive the position of packet 2 in the reference pattern to be loaded in the
ED. The Matlab GUI uploads the reference pattern to the ED and applies
circular shifts.

The suggested concept of the BMR-BER tester enables the BER to be
measured, while CDR loses locking due to the amplitude or phase step, or
during the acquisition period. In fact, BER is a measure to evaluate the CDR
synchronization and locking acquisitioning. This testing method enables the
measurement of the BER in case of retarded or advanced bit.

The advantage of this test setup is in its ability to evaluate the preamble series
and optimize its length. It was explained that the payload efficiency increases as
the preamble-series bit count decreases. The idea is to reduce the length of the pre-
amble by reducing the number of the masked bits in packet 1, while targeting a
certain BER such as 10210. In this example the Anritsu MP1764A ED, operating
as PPG, allows for the masking of bits on a 32-bit resolution. There are several
algorithms to find the preamble length, as follows.
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. The linear algorithm shown in Fig. 19.21. The packet length is 1024 bits.
Here only packet 2 is shown, this is the valid data packet. The gray and
white squares represent 32 masked and unmasked bits, respectively. In
this example, the 21st square, marked with an “X,” represents the last
32 bit page that should be masked to guarantee the target BER on the
payload. In order to find it automatically, the linear algorithm considers
22 block window patterns, which include the initial empty block
window. Using the linear algorithm, 22 BER measurements are needed
to determine the preamble length for a given phase, frequency, or ampli-
tude step. The complete linear algorithm takes approximately 2 min to
execute. Though 2 min is not a long time, bear in mind that the preamble
length has to be measured many times to generate a plot of preamble
length versus phase, frequency, or amplitude step. Generating such a
plot with a 10-ps resolution and a 1000-ps delay range, i.e., 100 points,
requires 3.3 hr. So it is a slow process and another method is needed.

. The nonlinear algorithm is the preferred way to overcome the drawbacks of
the linear algorithm. It requires fewer trails, 6 rather than 22, and a preamble
length can be found within 20 to 30 s. From Fig. 19.21, the search for
preamble length stops when the incremental block window is 32 bits.
More generally, the number of BER measurements required to determine
the preamble length is predicted by Nb BER measurements ¼ log2 N 2 4,
where N is the packet length and as shown in Fig. 19.21, N is equal to
1024 and the number of BER tests is equal to six. Generating a plot of
preamble length versus phase step, on a 10-ps resolution and 1000-ps
delay range, i.e., 100 points requires 45 min compared with 3.3 hr of
the linear algorithm. However, the linear algorithm performs better
in situations where the preamble is short. This is because the nonlinear
algorithm has six BER tests, while the linear algorithm has a variable
number of tests.

19.1.2 Burst Mode Modulation Strategies

In Chapters 12 and 13, a deep theoretical review about power leveling loops is
provided. However, it describes mostly a static condition and the continuous
mode of operation in AGC and APC. The main challenge in dynamic APC-loop
operation is somewhat similar to receiver-mode AGC preparations. During a
continuous transport, APC is locked to a certain bias specification to guarantee
the desired optical power launch from the laser. The main challenge in burst-
mode upstream transmitter (US-TX) is fast turn off, the APC power-level
storage state, and having a fast aided-acquisition of power APC.8 Additional
functionality required from any optical transmitter is end-of-life (EOL) detection.
Typical burst-mode transmitter is shown in Fig. 19.22.

Generally, there are two methods of coupling data to laser ac and dc as well as
two biasing methods: above threshold where the laser is already starting to emit
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and below threshold where the laser is not emitting or lasing.6 In burst-mode
operation, it is preferred that the laser be above threshold in order to accelerate
turn-on time and limit the duty-cycle distortion caused by the turn-on delay
explained in Sec. 17.2.6. On the other hand, burst-mode operation requires an
instance where the whole system has no light emission from the ONU. Those
requirements define the APC architecture and its operation sequence.

In GPON US-TX, it is required to have dc-coupled interface between the laser
driver and the laser diode. The reason is that the guard time between bursts is
limited to 32 bits or 25.6 ns at 1.25Gb/s per the ITU G.948.2,60 where the data
launched after scrambling may reach 72 consecutive identical digits.

For proper operation of APC loops in burst mode, APC should have three
phases for laser turn on. These turn-on phases are demonstrated in Fig. 19.23
and result due to APC dynamics (reviewed in chapter 13) and dictated by the
GPON system structure6,48. APC is a power-control loop that has to be adjusted
and prepared. The lasers’ APC has to be trained for the data pattern and desired
power. This is done as follows: first, prebias bits are provided as a preamble.
The APC loop control logic settles and the laser is biased, which overlaps the train-
ing bits. Hence, the APC back-facet monitor delivers both the dc level for locking
the laser to its desired power and the detected pattern adjusts modulation, which is
done by controlling the extinction ratio. At the termination of APC settling and
laser-bias delay to turn-on state, valid data is applied. At the turn-on cycle, APC
should bring the laser to its proper bias under modulation, thus, preamble is
used. The design challenge has a short preamble in order to reduce transmission
overhead. The preamble bits overflow the laser turn-on-time to accomplish
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Figure 19.22 Burst-mode optical-transmitter building blocks.6 (Reprinted with
permission from IEE Electronics Letters # IEE, 2004.)
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proper APC power locking and fast termination of all modulation-related effects of
the laser biasing and locking to power. After the APC is set, valid data preamble is
applied in order to order to train the burst-mode receiver’s AGC and CDR. When
the transmitting cycle ends, the laser is turned off. Turning it off consumes time
until the laser is completely off. Figure 19.23 displays the transmitter’s turn on
phase in (b), turn on in (c), and an eye diagram is provided in (a). Those above
mentioned processes define the burst-mode overhead for the OLT in
Fig. 19.23(d). Assume a strong burst in the previous time slot; the laser turn off
requires time until it is at a fully dark state. Thus, there is a guard time between
slots lasting for a period of 32 bits. After that guard time, preamble time is inserted
for the receiver to perform AGC and CDR setting and consuming the delimiter
time. The ITU – T G484.2 calls for mandatory guard time of 32 bits, preamble

Figure 19.23 An upstream transmitter (US-TX) waveform at 1.25Gb/s. (a) An eye
diagram at 1.25Gb/s; (b) burst turned on 1.25ns; (c) burst turned off 2.5ns.6

(Reprinted with permission from IEE Electronics Letters # IEE, 2004.) (d)
specification of upstream burst mode over head showing 3 stages of OLT. (Reprinted
with permission from IEEE Journal of Lightwave Technology # IEEE, 2004.)48
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of 44 bits and delimiter time of 20 bits. The total length of guard time is determined
by the laser turn on and turn off.

An additional design constraint is a laser-performance variation and parameter
distribution. Those parameters show temperature-dependent characteristics and a
nonlinear relationship between the laser current and optical power. Thereby,
both the laser-bias current and modulation current should be tuned according to
the targeted optical power and extinction ratio.

In Fig. 19.22, a burst-mode laser-driver concept in a transceiver is depicted.6 A
similar design approach can be found in Ref. [7]. The operation of such a laser
driver is as follows. In order to start a transmission cycle, first preamble data is
transferred and synchronized with the clock. This is done during the guard-time
stage, which is in the dark state. The laser driver is responsible for modulation
and determines the ER, while the APC sets the power level. For that purpose, it
should be “trained” by the preamble series, starting prior to the biasing state.
This is the so-called aided acquisition. Hence, during the dark state, as well as
during normal operation mode, power-detection block provides the digital-APC
block to the pattern. At the dark state, it provides a starting point for bias
current and modulation current based on the pattern detector. The role of the
pattern detector, mainly for long consecutive bit streams, is to determine the
average optical level at the APC and make the proper corrections in order to
preserve the modulation-depth current and threshold bias, which determines the
ER. The back-facet monitor photodiode senses the average power emitted from
the laser. However, in order to determine and control the modulation depth,
which is the ER, a peak detector is required to follow the peak optical power.
Those, plus desired ER, can provide a good estimation for the APC setting. The
other option is to have a level monitoring system that detects the data using
current mirrors and determines the 0 and 1 states by comparing them with refer-
ence currents. These currents are fed to the APC block as well. Smart APC
control is fed by the back-facet-monitor-detected data and pattern detection, and
it sets the proper modulation current and bias point, thus controlling optical
power and ER. Experimental data6 shows the advantage of the prebias training
series in Tables 19.1 and 19.2.

Earlier designs involved storing the APC state using analog memory as a
means of operational amplifiers, capacitors, and analog switches.8,52,53 In this
case, since ER is known, the desired laser power bias is defined as well as
the modulation depth. The laser acquires power locking, to a certain average
point. The idea is to preserve this point for the next burst and aided acquisition
(Sec. 13.1). This design concept is improved as follows.8

In Fig. 19.24, a block diagram of a burst-mode laser driver is shown.8 This
driver is designed to operate at 155 MB/s for ATM PON and FSAN applications.

Table 19.1 Measured turn-on delay for different prebias bits length (G.984.2 length is
16 bits).

Prebias bits 0 2 4 6
Turn-on delay (ns) 1.21 0.52 0.14 0.00
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It can be used for narrow PON and p-PON (50 MB/s). The input signals can be
applied in low voltage CMOS (LVCMOS) or low voltage PECL (LVPECL),
depending on the desired bit rate and available format. The data is predistorted
by the turn-on-delay-compensation (TODC) block prior to reaching the laser
driver, denoted as the laser-driver stage (LDS). In this manner, pulse-width distor-
tion of the optical signal is prevented. The emitted signal is detected by the back-
facet monitor PD and is feeding a peak comparator (PC), which compares the
signal with a reference value. The digital section (DIG) digitally controls the on
current of the LDS as well as producing an EOL alarm. A clock signal for the
peak comparator and DIG is derived from the framing and overhead-flag signals
by the clock generator (CLK).

In Fig. 19.25, two laser-driving stages are shown. The first is a conventional
differential pair. The modulation is done by the differential inputs to the
FET stages, while the bias is set by the current source. It is commonly used, as
it has low jitter, small turn-on delay, low power supply noise, and a good
power-supply-rejection ratio (PSRR), which are all beneficial. However, it con-
sumes a significant amount of power since IMOD as well as IBIAS is always on.

Table 19.2 Sum of launched optical power tolerance over 240 to 858C, 0.5 dBm at
240 to 608C.

Pave calibrated at (dBm) 25.5 22.5 0.5
ER calibrated at (dB) 11.0 14.0 17.0
DPave (dB) 0.8 0.6 0.5
DER (dB) 0.7 0.9 0.2
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Figure 19.24 A laser-driver-block diagram.8 (Reprinted with permission from the
Journal of Solid State Circuits # IEEE, 2000.)
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Thus the power consumption is P ¼ VDD(IMODþ IBIAS). Hence, designers’ goals
are to reduce this idle current to a no-modulation-signal state. An optional solution
is given in Fig. 19.25(b), where the current steering stage is replaced by a digitally
controlled switch that draws current only during the transmission of active frames.
Moreover, it draws current only at the transmission of 1. In this way, power saving
is accomplished. The laser is operated without bias to save current and achieve
larger ER. Therefore, the power consumption of that driver is given by

P ¼ 0:5� VDD � ION � STDMA, (19:38)

where ION is the current driven into the laser when 1 is transmitted, STDMA is the
TDMA slot usage, typically 1 out of 16, and 0.5 due to the average 50% mark
density within a burst. Compared with that of a regular driver, the current is
reduced by approximately 1/32.

Since the laser diode, generally 1310-nm Fabry Perot (FP) in a full-service-
access network (FSAN) upstream, is unbiased, it exhibits a turn-on delay of
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Figure 19.25 A laser drive: (a) conventional and (b) low power with turn-on delay.8

(Reprinted with permission from the Journal of Solid State Circuits # IEEE, 2000.)
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about 1.3 ns, which results in a peak-to-peak jitter increase of 0.3 ns. Therefore,
the turn-on delay is precompensated. This is solved as shown in Fig. 19.26(a).
The solution is a low-pass filter that extends the data-pulse duration. Recall that
the LPF is an integrator, thus, whatever slot of data enters to the laser driver,
marked as data in Fig. 19.26(b), it ends by the amount of turn delay after the orig-
inal data packet ended. The implementation is done by a conditionally loaded
inverter. On falling data edges, node X is loaded by the capacitor C1 until the
voltage VDEL2VTH is reached. At that point, M1 is turned off, and M2 prevents
rising-edge-data transition since it isolates the capacitive load and slowly dis-
charges the capacitor C1. That way the data end time overflows and compensates
the laser turn-on delay as shown in Fig. 19.27. The analog node denoted by X is
restored to digital levels by the second-stage inverter. The output pulse width in
this circuit is increased slightly with the temperature, but due to the small tempera-
ture coefficient of 3.2 ps/8C, it is of no practical concern. The VDEL voltage is
provided by an external trim potentiometer as shown in Fig. 19.24.

The role of APC is to fix the laser’s output power to a desired targeted power
level. This is explained elaborately in Sec. 13.1. However, in burst mode, the
average power differs from the peak value because the mark density varies from
slot to slot depending on the burst activity. Conventional burst APC is shown in
Fig. 19.28. The back-facet monitor converts the modulated light to the average
power. The peak power is detected by the peak detector, which is fed by a TIA.
The peak detector has to be fast and follow bit by bit; thus it consumes a high
current. Moreover, the peak detector has a limited hold time; thus, it may result
in an error for the next burst. A better burst-mode APC approach is shown in
Fig. 19.29, where the APC operates burst by burst rather than bit by bit, thus
has no need for fast power-consuming circuits. This design uses the PD parasitic
capacitor CPD as a part of an integrator rather than a nuisance in a conventional
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Figure 19.26 (a) A turn-on delay compensation circuit, (b) corresponding timing.8

(Reprinted with permission from the Journal of Solid State Circuits # IEEE, 2000.)
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approach. APC goal is to minimize the error voltage created between the peak
value of the PD current iPD to the reference current IREF. During the first data
burst, the PD capacitor CPD is precharged to a known voltage VPC. Then, during
the following data burst, this capacitor is charged by the iPD current from the
PD and simultaneously discharged by current pulses generated by the data
switch and the reference current source IREF. Finally, at the end of the burst, the
voltage vX at the node marked as X is compared with the precharge voltage
source VPC by a clocked comparator. Depending on the result, a counter that
controls the laser output power is stepped up or down. For instance, when
vX . VPC, which indicates that IPD . IREF, the counter is stepped down to
reduce the laser power. Since the laser power is stored in a counter, it is preserved
and not discharged as in a regular sample and hold peak detector. The counter is
updated between bursts to prevent a disturbance in the transmitted data. This
whole cycle can be described analytically.

The voltage at the node X is described by8

DvX ¼
1

CPD

ð

BURST

iPD tð Þ � iREF tð Þ½ �dt, (19:39)
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Figure 19.28 Conventional burst mode power control.8 (Reprinted with permission
from the Journal of Solid State Circuits # IEEE, 2000.)
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Figure 19.27 Concept of turn-on delay timing compensation.8 (Reprinted with
permission from the Journal of Solid State Circuits # IEEE, 2000.)
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where iPD(t) is the PD current and iREF(t) is the modulated reference current.
Substituting burst signals for current results in

DvX ¼
1

CPD

IPD � tPD � n1 � IREF � tREF � n1ð Þ, (19:40)

where IPD is the PD peak current, tPD and tREF are the pulse widths of the PD and
reference currents, respectively, and n1 is the number of 1 bits in the burst. Lastly
tPD ¼ tREF, which is satisfied due to the turn-on delay compensation results in

DvX ¼
positive IPD . IREF,

negative IPD , IREF:

�

(19:41)

In conclusion, from this analysis the decision regarding the PD peak current is
made without ever measuring its value. Moreover, the PD parasitic capacitance
value has no meaning or effect on the final outcome; hence it is not critical.
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Figure 19.29 (a) Low-power burst mode and (b) timing diagram.8 (Reprinted with
permission from the Journal of Solid State Circuits # IEEE, 2000.)
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Delays between the PD and the reference current pulses, e.g., resulting from the
turn-on delay compensation, have no impact on the decision either.

Additional circuitry is in the end-of-life (EOL) monitor. As a laser ages, its
physical characteristics vary, resulting in a current increase for the same power
level. As the laser’s demand for current is above the maximum current available
from the laser driver, the optical power starts to drop over time. This is observed
by the back-facet monitor. If it drops below a certain fraction of the nominal value,
which in this case is 1/2 or 1/3 of the nominal current, it determines the laser’s
EOL. In Fig. 19.30(a) such EOL-circuit topology is shown. Further, this circuit
is an extension of the one shown in Fig. 19.28. For that purpose, a controller is
added, which selects the first two successive bursts for APC and the following
two for EOL by switching the current source to be the proper reference for
EOL, i.e., IREF/2 or IREF/3 rather than IREF.

19.2 Wavelength Lockers and Wavelength Control Loop

In Sec. 2.4, a top-level look into the structure of digital transceiver is provided,
where some of its parts are common to tunable laser transponder in Sec. 2.6.
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Figure 19.30 An end-of-life detector and timing diagram.8 (Reprinted with permission
from the Journal of Solid State Circuits # IEEE, 2000.)
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One of the key building blocks of such a transponder is the wavelength locker. The
role of this device is to provide a measure of wavelength deviation from the desired
wavelength for locking. An analogy to that device is the phase detector in PLL.
However, unlike PLL, wavelength locking of the tunable laser is not done with
respect to a reference crystal oscillator; thus the wavelength locker is not a
phase detector but is more similar to a frequency modulation (FM) discriminator.

The idea behind this is as follows. The laser beam is split into two routes with a
given splitting ratio m:n, for instance 33:67. The weak port of the splitter is directly
connected to a reference photo detector (PD). This PD senses all time the laser
power without any relation to its wavelength state. The stronger arm of the
power splitter is connected to a band-pass filter (BPF) realized by a fiber Bragg
grating (FBG). The FBG output is coupled to a second PD. This way, FBG
losses are compensated by higher optical power from the splitter. When the
laser is tuned to the desired wavelength, the voltage at the PD that is coupled to
the FBG is optimal. This voltage is compared with that of the other PD port,
which serves as a reference, using an operational differential amplifier. If the
laser is at its desired wavelength, the error voltage is zero. When there is a wave-
length deviation, then there is an error voltage, which is proportional to the
wavelength offset. There are two laser states: the first is when the laser wavelength
is above the reference wavelength and the other is when it is below the reference.
The reference wavelength is defined by the FBG and set on its slope of FBG
wavelength response as shown in Fig. 19.31. To create a voltage polarity detector,
this reference wavelength is set at half of the filter slope as shown in Fig. 19.31.
Therefore, as the laser wavelength deviates from the desired wavelength, say
going into the pass band of the BPF, the error voltage goes to one direction,
assume the positive direction since Vlaser . Vref. Now when the laser wavelength
goes to the FBG stop band, the condition becomes Vlaser , Vref; thus, voltage
polarity changes as a discriminator. This is because the current in the PD that is
connected to the FBG tracks the FBG filter shape factor. Since the BPF filter is
symmetrical, both of its roll-off sides serve as a discriminator, and there is
another wavelength that can be locked on the same filter. Moreover, if this FBG
is periodic, then there are many wavelengths that can be locked depending on
filter wavelength repetition known as free spectral range (FSR).44,58 Additionally,
since the reference PD is not sensitive to a specific wavelength, it can be used for
the APC power monitor as well.

With this device, one can build a locking circuit using corrective feedback
for wavelength locking. The laser pigtail is connected to a directional coupler.
The main arm transfers the signal, while the coupled arm delivers a portion of it
to the wavelength locker. Its output is connected to an error amplifier and then
to an integrator realized by a controller. In Fig. 19.32 wavelength-locking
concept is illustrated.13

A large effort was invested to miniaturize and integrate wavelength lockers of
small sizes with lasers.11,16,17 For that purpose, an etalon is used rather than an
FBG, while splitters made of mirrors replace the planar-lightwave-circuit (PLC)
splitter as shown in Fig. 19.32.13 Such an integrated wavelength locker is shown
in Fig. 19.33.
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Integrated wavelength lockers are divided into two types.16 The first is an
internal back locker, which is placed at the back of the laser, with the light
beam emitted from the back facet that is used as an input for the wavelength
locker of the laser. In this structure the incident beam is not collimated.

The second type is an internal front locker, which received the input light from
the front facet of the laser. In both cases the reference channel depends only on the
output power of the laser, while the etalon channel’s signal depends on wave-
length. Thus, both the power-monitoring and the wavelength-locking function
can be accomplished by using signals that are provided by integrated flip chip
photodetectors.

A third option of integrated wavelength monitor is reported in Refs. [44],
[46], and [58]. In this case, the wavelength discriminator is based on a prism
as a splitter and etalon as the wavelength discriminator. Beam collimation is
accomplished by the lens. Thermistors are placed in order to keep a constant
temperature, controlled by the thermo-electric cooler (TEC), preventing temp-
erature effects on the wavelength discriminator that may result in locking drift
(Fig. 19.34). With tunable laser transmitter building blocks, it is straightforward
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Figure 19.31 An FBG or etalon is used as wavelength discriminator, resulting in a
periodic transfer function that enables to lock various wavelengths per free spectral
range (FSR) increments defined by the ITU grid. In this case a 50-GHz grid.58

(Reprinted with permission from the Journal of Lightwave Technology # IEEE, 2004.)
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as to how the block diagram of such a transmitter will look. Further details are
provided in Sec. 2.6.

Additional wavelength-locking techniques are not related to the tunable
transponder realization that was reviewed here. Those are injection10,23 and beat
frequency locking.21,22 Injection locking’s advantage is the reduction of nonlinear
distortion and chirp effects. Injection locking is done when a master laser is used to
lock a slave laser. In the second method, lasers are locked to a reference laser. By
using the square-law characteristic of the PD, locking is done. Since the PD detects
the electrical field, having a PD that receives two fields, one of the reference
and the other of the locked laser, would generate a beat current at a frequency
equal to the wavelength difference. Thus, it operates as a mixer in an RF appli-
cation. Therefore, in this case locking is similar to the PLL concept. In Sec. 8.5
a glance into the square-law concept of a PD is provided, where coherent detection
is introduced. Further review can be found in the literature.

The next challenge in implementation of tunable wavelength transponders is
to have a fast tunable transmitter9,12,15,59 as well as a stabilizing wavelength.14

Wavelength stabilization can be done with cooling provisions.19 Tunable laser’s
control voltage or current affects cavity resonance. By applying control voltage
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Figure 19.34 A butterfly laser module with a wavelength locker and TEC.58 (Reprinted
with permission from the Journal of Lightwave Technology # IEEE, 2004.)
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on MEMS mirrors,20 or more controls in case of the GCSR, which involves
microcontroller’s algorithms,14,18 wavelength is changed. Tunable laser’s
switching between channel 20 to 31 other channels lasts 50 ns for 80% power
and an error-free wavelength. Such a fast tunable transponder concept is
shown in Fig. 19.35.15

Another method for wavelength locking is done using a wavelength
selective photodetector (WSP).50 In this concept, two photodetectors are con-
nected as one chip back to back. One PD is a PIN and the other is a reversed
PIN PD known as NIP. The photocurrent is related to the responsivity of
each PD. Thus, there is a specific wavelength window, to which both PDs
provide the same photocurrent. A TEC loop is locked on the WSP PD as
a wavelength detector and thus wavelength stability is reached over tempera-
ture. Further elaboration on TEC loops and heat budgets is provided on
Chapter 13.

19.3 Transceiver Housing TOSA ROSA Structure and
Integration

Another design challenge for digital optical transceivers is packaging.35 Packaging
design considerations include housing, miniaturization of optics modules, high-
density populated circuit design, thermal conduction, and EMI radiation.25,32

Digital transceivers with a one-by-nine transmitter optical subassembly and a
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one-by-nine optical receiver subassembly (TOSA ROSA) as in Fig. 19.36 were
reported in 1996 and 1998.34,30 Those early transceivers with miniature bulk
optics had to support a 9-dB extinction ratio, 219- to 23-dBm receiver power,
211.5- to 23-dBm launch power for a 1.25-GB/s baud rate with jitter more
than 240 ns. The IEEE 802.3z published Spring 1998 set the requirement for
size reduction and a low operating voltage of 3.3 V.

The evolution of digital transceiver packages started as old “one-by-nine”
configuration as, shown in Fig. 19.36,30,34 or GIBIC to small-size packages of SFF
and XFP, while increasing the data rate and adding more diagnostics and controls
SFP. The main challenge was in overcoming electrical X-talk between to receiving
or transmitting, where receiving was (more analysis about X-talk and shielding
theory is given in Chapter 20). This gave a push for the chip design of laser drivers
and receivers with larger amount of functionalities. In this way smaller printed-
circuit-board assemblies (PCBAs) with a denser population became feasible.

Figure 19.36 An assembly process of old one-by-nine 1.25-Gb/s transceivers with
TOSA ROSA.30 (Reprinted with permission from Proceedings of Electronic Components
and Technology Conference # IEEE, 1998.)
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TOSA ROSA modules comprise TO in which there is a laser diode and back
facet monitor for APC.30 Further advanced TOSA designs contain a thermistor and
TEC in order to save space at the SFP PCBA and to simplify mechanical inte-
gration (Fig. 19.37 and Fig. 19.38).25 TOSA ROSA replaced butterfly packages
and have flexible PCBs rather than leads with data rates that could be increased
up to 10 GB/s28 (Figs. 19.45 and 19.46).

Modern SFP TOSA are hermetically sealed, laser welded, and contain TEC for
wavelength stabilization to satisfy the 100-GHz ITU grid in DWDM.25 Wavelength
accuracies in such designs utilizing TEC reaches+0.01 nm over a temperature range
between 25 and 708C. ROSA units contain PIN APD as well as PIN TIA in order to
increase sensitivity. SFP modules reported in Ref. [31] accomplish a high optical
signal-to-noise ratio (OSNR) with minimum receiver sensitivity of 232 dBm for
back to back, 232.6 dBm after transmission over 80 km of standard SMF, and
228 dBm for OSNR level of 16 db at a BER of 1 � 10210.

Having such a high performance in small SFP package is a challenge. Modern
SFP PCBAs support both the receiver and transmitter. Receiver IC supports the
receiver portion by a limiting amplifier, postamplifier, following the PIN TIA in
order to remove amplitude noise. An additional APD control bias is implemented
by a dc/dc step-up power supply. The bias current of the APD is low, not more
than 1 mA. Special optical-power overdrive-protection circuit is realized by a
current mirror circuit that monitors the APD optical current. As the received
power reaches too high, it turns off the APD.

On the transmit side there are two control loops at least: an APC loop to lock
the laser power, and a TEC control with a pulse-width modulation (PWM) TEC
driver, which is reviewed in Chapter 13. It is a feedback system, which is
solved by linearization for optimization at the quiescent point.49,50 The TEC
loop is monitored by a CPU that updates the TEC driver’s reference temperature
for locking. This CPU interfaces the analog ports of the APD bias and the TEC
reference temperature by DACs.
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Figure 19.37 A block diagram and pin assignment of cooled TOSA.25 (Reprinted with
permission from Proceedings of Electronic Components and Technology Conference
# IEEE, 2005.)
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Early SFF transceiver designs used SMD potentiometers for calibrating the
APC loop and ER.33 Either they were replaced by digital potentiometer ICs or
they became part of the transceiver IC. In this manner, SFP transceivers or other
advanced transceivers are programmed using I2C BUS. Such a transceiver is
illustrated in Fig. 19.39.

The above-mentioned small design raised two issues referring to packaging.
The first concern is shielding (more about its design approach is given in
Chapter 20) and the second concern is heat load and heat conduction.25

In order to prevent X-talk and desensitization of the receiver path by the
transmitter, shielding and proper layout should be done. Receiver/transmitter
separation should be made. Inner shielding is generally used in SFF modules.
Older designs had two PCBAs: one for receiving and one for transmitting.33 By
having a dividing wall and flexible PCB for the TOSA ROSA, and improves sen-
sitivity reduces X-talk. Such a design approach is shown in Fig. 19.40.

Additional challenges are to design light weight housing while reducing
costs and light weight design effort. New epoxy composites using, a liquid
crystal polymer (LCP) reinforced with long carbon fibers (LCF) are bringing
shielding effectiveness (SE) to over 20 dB with a weight savings of 25%.
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Figure 19.38 Cross section of cooled TOSA against legacy Butterfly package, TOSA
contains TEC thermistor and back facet monitor PD for APC loop. Such design
operates at OC48.25 (Reprinted with permission from Proceedings of Electronic
Components and Technology Conference # IEEE, 2005.)
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Other techniques involve a woven continuous-carbon fiber (CCF) epoxy compo-
site. By weaving the CCF into a balanced twill structure (BTS) with excellent
conductive networks, SE is significantly increased while still having a low
weight percentage of the carbon fiber. Thus, the SE of such a housing is
higher than the CCF by 20 dB. Such packages are used for one-by-nine
OC48 transceivers.32

Thermal load due to the power dissipation of laser driver, laser diode, and
receiver section is a design challenge as well. The main heat sources in SFP
designs are the TOSA (0.2 W), even cooled, the ROSA (0.26 W), and the transcei-
ver IC (0.2 W). This brings the heat budget between 0.66 and 0.7 W. The analysis
is based on dividing the SFP into three zones: the front receptacle, the center, and
the rear areas.25 The front contains the TOSA ROSA modules, the center is the
PCBA with the transceiver IC, and the rear has no heat source. The heat inclines
toward the front. Therefore, to overcome the heat, there is a need to efficiently
conduct and transfer it to the outer package. It is better to have a smaller inclination
of the temperature on the outer package.

Thermal-wise TOSA should be isolated from other building blocks that generate
heat to prevent heat combination. TOSA with TEC is a temperature sensitive device.
The SFP packaging concept is similar to SFF. It has an outer shielding metal and
inner die-cast metal plate, generally made of aluminum or zinc alloys. These
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Figure 19.39 A block diagram of a modern SFP transceiver with APC TEC and APD.25

(Reprinted with permission from Proceedings of IEEE Electronic Components and
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Figure 19.40 An SFF two by nine assembly process showing shielding between the
receiver and transmitter.33 (Reprinted with permission from Electronic Letters #

IEEE, 1999.)
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alloys were chosen to radiate the thermal energy. However, the coefficient of thermal
conductivity (CTC) of the material has been restricted to less than 200 mW/mK.
Thus, the plate-working method is adopted where it serves as local heatsink at criti-
cal heat zones. The penalty is cost, but the gain is a higher CTC of about 350 mW/
mK for a Cu alloy. The main idea is demonstrated in Fig. 19.41, where the radiating
Cu plate is thermally connected to the transceiver IC via a thermal sheet and extends
to the rear, making thermal contact to the push-out spring. Since the rear is at a lower
temperature, a heat tunnel is generated, and heat is transferred to the back.

DWDM SFP is the most intelligent device among the SFP modules. Ther-
mally, the TOSA is the most sensitive block in this design because the TEC is
inside it. Thus, its mechanical design is most difficult. As mentioned, it radiates
heat upward and downward, but the other significant problem is EMI RFI
shielding.

As will be explained in Chapter 20, air slots in housings have the potential for
emissions and EMI RFI susceptibility. There are two big openings at the TOSA
ROSA receptacles, where optical fiber is inserted in a conventional SFP as

Figure 19.41 (a) A sectional view of DWDM SFP showing: (1) a backward heat transfer,
(2) an upward transfer, and (3) a downward transfer, and (b) thermal-heat simulation of
the transceiver IC only.25 (Reprinted with permission from Proceedings of Electronic
Components and Technology Conference # IEEE, 2005.)
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shown in Fig. 19.42. Moreover, the gap between the SFP housing and the inner
cage is covered by EMI RFI spring fingers. This way the design combats emissions
and X-talk between SFP modules in a router or a switch. It is known that the
smaller these slots are, the better it is since slot dimensions define the cutoff
frequency for emissions. To make these openings even smaller, TOSA ROSA
are separated into some portion and the protruded metal part attached to the recep-
tacle, which is called the sleeve and is isolated from the other metal parts of the
TOSA package. The sleeve is tied to a stable potential like the chassis ground
through the housing and the fingers of the DWDM SFP. The ROSA is designed
with the same concept. As a result, only small holes for the optical beam exist
as shown in Fig. 19.42(b).

All of those design concepts make the DWDM-SFP a state-of-the-art product.
Such modules operate with a high wavelength accuracy according to the ITU grid,
and have an APC loop, a burst-mode AGC, and an APC control as well as CDR, a

Figure 19.42 The front view of an SFP: (a) standard and (b) DWDM SFP, which solves
the EMI problem.25 (Reprinted with permission from proceedings of Electronic
Components and Technology Conference # IEEE, 2005.)

Figure 19.43 A sate-of-the-art DWDM-SFP transceiver.25 (Reprinted with permission
from Proceedings of Electronic Components and Technology Conference # IEEE,
2005.)
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full diagnostic of receiver optical power, ER calibration and status, temperature
and current monitoring, EOL, and all other features mentioned in previous
sections. Such a DWDM is illustrated in Fig. 19.43.

It is clear that in high-data-rate transport, the key is miniaturization of trans-
ceiver modules to reduce the parasitics and have proper shielding. The faster the
data transport becomes, the more radiation it has in higher frequencies. Moreover
it picks up noise when receiving and degrades performance. Thus, having sealed,
tight packaging and narrow slots is crucial. In Fig. 19.44, a 10-GB/s XFP module

Figure 19.44 An XFP motherboard.62 (Reprinted with permission from MSA # 2002.)

Figure 19.45 A 10-GB/s 1310-nm mini-flat transmitter.27 (Reprinted with permission
from IEEE LEOS # 2004.)
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insertion to the motherboard is shown. The heat sink and EMI cage are
also shown.62

Other strategies of SFP modules and FTTx use PLC technology and have
bidirectional (BiDi) transceivers.24,47,52 For high speeds such as 10 GB/s,
TOSA ROSA are integrated with a silicon optical bench, thus, it can solve

Figure 19.46 A 10-GB/s (a) TOSA, (b) ROSA, both with interface PCB and transmission
lines.27 (Reprinted with permission from IEEE LEOS # 2004.)
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pattern-dependent jitter with PRBS 23121 since parasitic inductance between
optics and electronics are reduced.27 This whole module becomes an SMT flat
transmitter as can be seen in Figs. 19.45 and 19.46. The designs of TOSA
ROSA are shown in Figs. 19.47 and 19.48.

Digital optical transceivers are becoming highly integrated. As was pre-
viously reviewed, there are two contradicting design constraints: functionality
increase, such as wavelength stability in DWDM, power locking, AGC, and
miniaturization according to MSA requirements for which a large effort is
invested.

In FTTx design, mixed-signal systems on package (SOP) is designed.45 These
designs have integrated optical devices, such as a PLCs or Y-branch-polymer
couplers rather than bulk optics; digital-transceiver ICs for OC48, including
CDRs, laser drivers, TIAs: MUX DMUX that converts NRZ to parallel data and
vice versa, and CMOS RF ICs. For example, a 10-GB/s transponder architecture
is similar to the one that appears in Sec. 2.6, where in the receiver-path section
data-dependent jitter equalizers are added.39

Design attention is now focused on the development of new packaging tech-
nologies, such as silicon bench.29 In gigabit ethernet transceivers, CMOS inte-
grated detectors are reported.26 On the other hand, the number of functionalities
and diagnostics is increased.

19.4 Main Points of this Chapter

1. BMRs require a training series known as preamble in order to prepare an
AGC decision reference voltage and set CDR locking.

2. The preamble length defines the accuracy of the decision reference
voltage.

3. The reference voltage setting is made by the feedforward method, where
the received signal is split into two routes: one to the comparator and the
other for reference.

Precision sleeve

11.2 mm

Package holder Ball lens cap

TO-package

Figure 19.48 A ROSA cross section showing inner design.30 (Reprinted with
permission from Proceedings of Electronic Components and Technology Conference
# IEEE, 1998.)
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4. Reference voltage varies between bursts because the link budget varies
between various ONUs.

5. Bursts are isolated by guard time, during which period the previous refe-
rence voltage is reset.

6. Decision-reference-voltage statistics are Gaussian and affected by the
preamble length. The longer the preamble, the more accurate is the refer-
ence, thus BER is improved.

7. Burst efficiency is determined by the ratio between the preamble length
and the burst duration. The remaining time is dedicated to actual data,
which is the payload of the burst. Thus, the aim is to have a relatively
short preamble.

8. The sensitivity penalty is determined by the reduction in BER
performance versus preamble length. The longer the preamble, the
lower the sensitivity penalty, but the burst efficiency is reduced.

9. Generally, receivers are ac coupled. This affects the NRZ code because
of the large dc energy it carries. Hence, the eye suffers from dc
wander. As a result, the eye is shifted with respect to the decision refer-
ence voltage. Thus, the BER performance is affected. As a solution,
balanced codes are used such as 8B10B or 16B18B with no dc.

10. Optimization of the burst-mode link consists of three stages: (1) laser-
tuning time or APC-locking time; preamble-settling time, where the
decision reference is set and the CDR is locked; and payload-time,
where data is transferred.

11. The burst-mode receiver has an automatic gain control applied on the
trans impedance amplifier. The method is to vary the transimpedance
resistance value, thus controlling the current-to-voltage gain versus the
optical-level input.

12. A modern BMR has two reference decision circuits that operate in paral-
lel. When the preamble is received, a sample and hold circuit senses the
bit train and converts it to digital by an ACD. Digital signal processing
estimates the preamble average voltage and sets it to the comparator
input as threshold until BER is optimal in a so-called successive approxi-
mation manner. There are two comparators in such a receiver. While one
is readily waiting for the other burst, the first is adjusted and receives the
current burst. Selecting between the two is done by a selector switch.

13. The AGC in the BMR has to handle the loud–soft ER ratio, which is the
two extremes of the receive scenarios. The first is a low-fiber loss near
ONU with a high optical power and the other is a low-optical power
and a low SNR for the same ER. The delta between the powers of the
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1 level is called the loud–soft ratio. If this delta (in decibels) is large, it is
called the high ratio, indicating a large dynamic-range requirement.

14. The AGC system is a limiting process that prevents a large swing at the
decision circuit.

15. The problem with a log amplifier AGC is the amplitude reduction of
the strong swing for a high-power signal and the enhancement of
the low-SNR low-power signal swing. The TIA gain is not a uniform
slope throughout the input current range, thus the loud–soft ratio is
affected.

16. The TIA feedback-impedance control saves the loud–soft ratio since the
TIA gain slope is uniform and constant throughout the relevant optical
power. It varies at the instant of the optical-power change.

17. The TIA-AGC concept is realized by a FET in shunt to the TIA feedback
resistance. Since the FET is voltage controlled, resistor-transimpedance
gain is continuously controlled.

18. The FET gain voltage is controlled by a GCC, which sets the gate
voltage. As a result, since the FET is shunted to a resistor, when there
is a high current the source potential is going down with respect to the
gate, Vgs increases and resistance decreases.

19. The GCC is controlled by a BLD. This circuit holds the bottom level and
is reset at the guard time for the next burst.

20. The BMR tester generates the preamble series to check the AGC. It
measures BER and the optimal preamble for minimum BER.

21. The burst-mode transmitter comprises the laser and laser driver that is
optimized for a bias current and modulation to reach the desired ER.
The APC is fed by the back-facet monitor to measure the average
power, power level, and pattern sequence. The APC data feeds the
laser driver. Thus, the APC can manage power in bursts. In this way,
the transmitter preserves the optical level and the ER.

22. When a laser is biased below threshold, it consumes time at turn on. The
preamble for bias is required in order to define the APC average power.
This process starts during guard time to accelerate laser turn on at the
correct bias, and, therefore, at the correct optical power.

23. The longer the transmission preamble series during guard time, the faster
the turn-on convergence.

24. Since the laser has a turn-on delay, it might have a lag with respect to
modulation data.
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25. To solve the laser turn-on delay, data is delayed as well in order to align
the data start with the laser turn on and the termination of data with laser
turn off.

26. When laser is aging, its optical power at a given bias current declines.

27. The end-of-life circuit concept is to compare the sensed current from the
back-facet monitor to a reference current, below which, an alarm flag
indicates EOL.

28. The wavelength locker is not a phase detector but a frequency discrimi-
nator.

29. The wavelength locker has two routes. The first is a reference beam
routed directly to a photo detector. The second route transfers the other
portion of the split beam through an optical band-pass filter to a
second detector. In case of wavelength-deviation, power is affected by
the optical BPF. This results in an error voltage between the reference
and the wavelength dependent voltage. This error voltage from the
wavelength locker is used to tune the laser to the proper wavelength
and lock it.

30. The tunable laser transmitter is called a transponder, since it has more
functions than a regular transmitter.

31. A digital transmitter has optical modules called TOSA for transmitting
and ROSA for receiving.

32. DWDM SFP contains a TOSA TEC in it for better temperature control.

33. Shielding and small slots in the housing are essential to prevent emis-
sions, and a carbon epoxy housing is used to save weight.
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Chapter 20

Cross-Talk Isolation

20.1 Introduction

One of the most difficult problems in a bidirectional communications system is
coexistence, that is, desensitized by an a very sensitive receiver that is adjacent
noisy transmitter. We may ask how much the receiver sensitivity is degraded
due to the emitted noise that leaks from the transmitter into the receiver. From a
different perspective, the problem is to define the reduction of a receiver’s
“noise-floor” performance at its threshold input as a consequence of the transmitter
noise leakage.

In a narrow-band full duplex communications system, in which the transmit-
ting and receiving channels do not overlap in band, the problem is solved by using
a front-end receiving/transmitting duplexer filter, as demonstrated in Fig. 20.1.
The requirements of the transmitting portion of the RF duplexer are to attenuate
any kind of white noise, or other noise, emitted from the transmitter into the
receiving front-end low-noise amplifier (LNA). The transmitter noise composed
from a wideband with spurious and discrete intermodulation (IMD). Hence, the
requirements from the transmitter-duplexer portion are to attenuate the transmitter
out-of-band noise, spurious and harmonic IMD, which can leak into the receiver.
The receiver portion of the duplexer filter attenuates the transmitter signal power,
transmitter in-band noise, and prevents the transmitter power and noise from going
into the receiver’s front end, thus preventing the compression of the receiver.
Leakage of any transmitter signal into the receiver section may prevent proper
signal reception.

The similar concept of an RF front-end (RFFE) duplexer is used when commu-
nity access television (CATV) channels and direct broadcast satellite (DBS) chan-
nels are fed from the same photodetector (PD). The PD is connected to the CATV
RF chain via a low-pass filter (LPF) with a sharp elliptic response that rejects the
DBS band, which occupies the 950–2100 MHz. The DBS section is isolated from
the CATV band by an HPF with an ecliptic response that rejects the 50–870 MHz
band filter. Design methods are given by Zverev.19
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20.2 Desensitization in Wideband Systems with
Overlapping Rx/Tx BW

In wideband systems such as digital- and analog-integrated modules, desensitiza-
tion or X-talk is more severe and more difficult to isolate. Unlike other, narrow-
band systems, as was described previously, a CATV video receiver channel
and the digital transmission bands overlap. The digital transmission carries
nonreturn-to-zero (NRZ) pseudo-random bit sequence (PRBS), such as 27 21
and a high-data rate such as OC12 or OC24. The video channel’s bandwidth
(BW) is 50–870 MHz. The spectral characteristic of an NRZ is sinc(x) or
sin(x)/x, as depicted in Fig. 20.2, and its spectral power is given by [sinc(x)]2,
which is measured by a spectrum analyzer. The spectral picture is the Fourier
transform of the NRZ PRBS train. The NRZ code represents a wideband data
signal with BW occupation from the dc to its first null, which is the clock
(CLK) frequency. For instance, the main lobe null of OC12 is approximately
617.76 MHz. The noise-energy-density distribution depends on the length of the
PRBS series. For a short series such as 27 2 1, there are 127 spectral lines in
the main sinc(x) lobe with a frequency spacing of 617.76 MHz/127 or
4.86425 MHz. For a longer series such as 223 2 1, there are 8,388,607 spectral
lines in the main sinc(x) lobe with a frequency spacing of 617.76 MHz/8388607
or 73.6 Hz.

However, the overall energy is the sum of all the spectral energy lines and is the
same power for any rate. Therefore, PRBS 223 2 1, we may see less noise receiver
on the noise floor due to X-talk, while PRBS 2721 will be harder to overcome.

A long PRBS interference has a greater spread over the spectrum with much
less energy per spectral component compared to a shorter PRBS series. Thus,
for a long PRBS series, spectral lines will hardly pop out of the noise floor of
the CATV receiver if the isolation between receiver/transmitter is reasonable.
In conclusion, in a longer PRBS series, there are many more dc components

Tx-BPF Rx-BPF

Tx–Band Rx–Band  

Tx–Band
Power rejection

by Rx BPF 

Tx–Band
Noise and 
spurious  

rejection by Tx 
BPF 

Frequency

S21[dB]

Insertion loss

Tx to Rx
Isolation

Duplexer
separation
isolation 

Figure 20.1 An RFFE duplexer.
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compared to a shorter PRBS series. As a consequence, it is harder to defeat desen-
sitization or X-talk in a shorter PRBS series.

The CATV BW is from 50 to 870 MHz. Hence, the frequency band above the
CLK rate (OC12, 617.76 MHz) is occupied by the second lobe of the sinc(x),
which is also an interfering noise. The second lobe has a lower power but the coup-
ling mechanism improves with frequency. Therefore, we may detect an interfering
noise at a 3/2 CLK frequency, which is the peak of the second lobe. In OC12, this
peak would be at 926.64 MHz, but noise would start to show earlier due to an
increase in coupling, at around 800 MHz for OC12. The reason for noise rising
at 800 MHz is that it reaches the area of the second lobe energy peak. In such a
case, with two overlapping channels, digital transport and CATV, and noise
characteristics on the other hand (frequency-dependent noise or discrete interfer-
ence), the isolation problem between the receiver and the transmitter becomes
much harder to solve.

As a rule of thumb, the transmitter noise must be suppressed 10 dB below
the noise floor of the CATV video-receiver section. In this way, it will keep
a reasonable SNR in the CATV receiver section, without any significant effect
on its spurious noise-floor performance. Otherwise, if the interference is too
high, the input signal-to-noise and distortion (SINAD) ratios at the back-end
receiver, a TV, becomes lower, affecting the picture quality. Thus, X-talk
interference should be within the noise floor or lower than any composite
second-order (CSO) or composite triple-beat (CTB) product defined by the
SCTE standard.

Main Lobe

Second Lobe

2N−1
f0

ΔdBc = −25.5 dBc = −20log

2
3π

2
3π

sin

Figure 20.2 NRZ data pattern spectrum is sinc(x).
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Assume the following design problem and constraints analysis. The noise
figure of a typical FTTx CATV receiver is generally at the level of 5 dB. The
noise density at the receiver input is evaluated by using the relations:

Ne½dBm=Hz� ¼ NF þ 10 log KT þ 30, (20:1)

10 log KT þ 30 ¼ �174 dBm=Hz, (20:2)

Ne ¼ �169 dBm=Hz: (20:3)

Assume that the receiver’s net gain is G � 17 dB; then the noise density at the
receiver output, as appears in Fig. 20.3, will be

Neþ G � �152 dBm=Hz: (20:4)

The result of NeþG is the noise floor of the receiver measured using the spec-
trum analyzer. In conclusion, the requirement is that the transmitter-noise leakage
at the CATV receiver output will be below 2162 dBm/Hz. This value satisfies the
design goal of a standard system’s CNR. The NTSC CATV channel has a 4-MHz
BW. Hence, the total noise power at the FTTx CATV receiver output is

�152 dBm=Hzþ 10 log 4 MHz ¼ �86 dBm: (20:5)

If the requirement for the CATV signal tone is 14 dBmV or 234.7 dBm, then
the CNR is 51.3 dB.

Hence, the X-talk interferences should be 60 dB below the carrier in order to
maintain a decent CNR and SINAD, or comply with the minimum CSO and CTB
spec of 60 dBc. In other words, the absolute level of the X-talk interferences should
be below 295 dBm with respect to the signal. That means a high transmitter-
receiver HPF-isolation response is needed, as will be explained later on. There
is a need to remember that in this case, the transmitter noise is not a white Gaussian
noise. It is a colored discrete noise with a frequency-dependency nature of sinc(x),
and the power leakage to the transmitter is proportional to sinc( f )½ �

2�HPF( f ),
where HPF( f ) is the X-talk frequency response of the isolation between
the digital transmitter section or receiver section and the analog section, and f
represents frequency.

Ne noise at the
Rx  input

G[dB]

Output

Figure 20.3 Noise amplification.
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20.3 Wideband PRBS NRZ Interference Analysis

Wideband interference is created by a current or voltage waveform that has a sharp
and fast rise and fall times, and a short level dwell time. Any sequential waveform
can be converted by a Fourier transform into its spectral components, which are
sine and cosine harmonics at different amplitudes. To be accurate, any sequence
can be described by a Fourier series. To examine the coexistence of the digital
channel with an analog CATV channel, the discussion is on the square wave.

Figure 20.4 shows a square wave NRZ data versus CLK, where PW is the
pulse-width, T0 is the pulse interval (CLK frequency), and A is the amplitude.
The envelope of the interference is given by

a ¼ 2AT0 sinc pf T0ð Þ, (20:6)

where the frequency or the data rate is given by f0 ¼ 1=T0: The area AT0 represents
the pulse energy.

The Fourier transform of the NRZ code is used to calculate each harmonic
level and is given by:1

An ¼ A
1

PRBS
sinc npf

T0

PRBS

� �

: (20:7)

For the CLK signal, the Fourier series is

Cn ¼ A
PW

T0

sinc npf
PW

T0

� �

: (20:8)

PW

A

B

T0

CLK

BIT

Figure 20.4 Square wave definitions.
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For a 50% duty cycle CLK, Eq. (20.8) becomes

Cn ¼ A sinc npf 1
2

� �

: (20:9)

The relation between the CLK and PRBS harmonic-frequency increments
observed in the spectrum analyzer is given by

Df ¼
f0

PRBS
¼

1

T0(PRBS)
¼

f0

2N � 1
, (20:10)

where N is the number of the PRBS generator shift-register stages in its maximal
length, for example PRBS of 27 2 1, 223 2 1 etc.

This means that for series with N states, the shift register has 2N 2 1 states.
This is equal to the division of the CLK frequency by 2N 2 1 until the last bit is
out. In fact, the shift register can be observed as a frequency divider. Thus,
there are 2N 2 1 spectral lines in the NRZ Fourier transform. Since the power is
proportional to the square of the voltage amplitude A, the power of each spectral
line is given by

Pn ¼
A2

Z0

PRBSþ 1

PRBS2
sinc npf

T0

PRBS

� �2

: (20:11)

The power of each spectral line picture seen on the spectrum-analyzer screen is
given by1

Pn ¼
A2

Z0

PRBSþ 1

PRBS2
sinc npf

T0

PRBS

� �2
X

1

nn=0¼�1

d f �
n

PRBS
� f0

� �

þ
A2

Z0

1

PRBS2
d(f ): (20:12)

However, since the system is causal, n . 0, there are not any frequencies below
zero. The dc marker of the spectrum analyzer is f ¼ 0. In conclusion, the strength
of the interference is directly related to the length of the PRBS series. The number
of harmonics is directly related to the PRBS series length. The discussion here
refers to a theoretical case of a square wave; however, in real time, the wave
has a trapezoidal shape with a finite rise and fall times. In that case, the Fourier
transform envelope of the pulse is given by

b ¼ 2AT0 sinc pf T0ð Þ � sinc pftrð Þ: (20:13)

The signal envelope in this case behaves as described in Fig. 20.5. Several con-
clusions can be drawn from Fig. 20.5 and Eq. (20.13). The rise and fall time of the
data pattern affects the roll-off of the interference. A fast rise time t would have a
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higher frequency 2nd pole 2A/t in the envelope of the interference. Moreover, it
can be said that the main lobe’s BW has a flat response until its first pole. This
fact simplifies the calculation of the X-talk isolation requirements.

For a 600 mV OC12 (617.76 MHz) data stream, PRBS 2721 and the rise and
fall times of 50 ps at the transmitter’s input (BERT, bit error rate tester, output to
the transmitter), the following signal parameters are obtained: the first pole fre-
quency (Fig. 20.5) is 199 MHz. This pole frequency is of the OC12 CLK pulse
width. It represents the main lobe BW peak energy. The second pole frequency
is at 6.37 GHz, which is the rise and fall times of 50 ps of the BERT, as shown
in Fig. 20.5.

Hence, the NRZ data’s main lobe energy of a digital system with Z0 ¼ 50 V

and 600 mV amplitude, evaluated as per Eq. (20.12) and Fig. 20.5, is V2/Z0 and is
given by

10 log 0:62 �
1

(27 � 1)

� 	

� 10 log 50þ 30 ¼ �12:5 dBm ¼ 36 dBmV: (20:14)

As a result, the isolation requirement to meet the leakage of 295 dBm in
an integrated triplexer (ITR) is 12.5 dBm 2(295 dBm) ¼ 82.5 to 90 dB

Envelope = 2AT0

(πf)2t

2A

(πf)2t

2A

Slope =

2A
Slope

πf
=

f[Hz]
T0

T0

1
f

π
= 1

f =

b

f
t

1

20[dB/Dec] slope

40[dB/Dec] slope

2A
b

sinc(πft) ≈ πft

sinc(πft) ≈ 1

sin(πfT0) ≈ 1

sin(πfT0) ≈ 1

11

b = 2AT0

sinc(πft) ≈ πft

sin(πfT0) ≈ πfT0

1
0 < f <

⇒=

⇒

∞<<
π

⇒
πf

=

⇒

πt
< f <

πT0

⇒

πT0

πt

Figure 20.5 Trapezoid pulse and its Fourier-transform envelope.
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approximately. Since X-talk coupling increases with frequency, the second lobe
peak might leak. The second lobe peak of the PRBS NRZ is at 3/2 f0 (at OC12
3/2 f0 ¼ 926.64 MHz) and is 13.5 dB lower than the main lobe peak. The con-
clusion is that the X-talk coupling versus the frequency above 199 MHz should
be below 270 dB, or the second lobe peak would leak.

Different PRBS series lengths result in a different power leakage and X-talk.
The ratio between X-talk power levels is related to the NRZ PRBS length. For
instance, the spectral power ratio between the two series 27 2 1 and 223 2 1 is
10 log(27 2 1/223 2 1), and equals a 48-dB reduction in X-talk when a longer
PRBS such as 223 2 1 is used instead of 27 2 1. Figure 20.6 provides the isolation
requirements for various PRBS series versus data voltage levels.

20.4 EMI RFI Sources Theory for Shielding

The source of emission is well described by two of Maxwell’s equations:5,15

r � H ¼ 1
@E

@t
þ J ¼ jv1Eþ J, (20:15)

r � E ¼ �m0

@H

@t
¼ �jvm0 H, (20:16)
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Figure 20.6 The X-talk isolation requirement as a function of data voltage, while PRBS
is the parameter. System noise floor: 285 dBm at 4 MHz and the discrete X-talk limit is
10-dB below the receiver’s noise floor; i.e., maximum leakage level is 295 dBm.
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The first equation describes Ampere’s law. The second equation describes
Faraday’s law. Faraday’s law claims that the change in the magnetic-field flux
creates voltage. Using Stock’s theorem, Eq. (20.16) becomes

þ

Ed l ¼ �m0

ð

@H

@t
d s, (20:17)

Equation 20.17 claims that the magnetic flux versus time, for instance through a
coil area or a closed loop, generates voltage. Equation (20.15) explains surface
currents, denoted as J, created on conductive surfaces due to a time-varying
current in the field-emitting wire. This means that the shield that protects the sus-
ceptible part and isolates the emitter part should have very high conductivity and
very low impedance. The surface current generated on the shield is given by
Ohm’s law:

J ¼ sE, (20:18)

where s is the material conductivity in units of V21/m. At high frequencies, the
induced current on a protective shield is a surface current with a penetration
depth d given by the skin effect:

d ¼

ffiffiffiffiffiffiffiffiffiffi

2

vms

s

: (20:19)

For an ideal shield where the conductivity s ¼ 1, the skin depth d goes to
zero, and the fields inside the shield go to zero exponentially; m is the magnetic
permeability.

According to antenna theory, the surface current generated on the shield
creates electromagnetic (EM) fields. Therefore, in order to minimize the voltage
created on the shield or to minimize the current density, it is important to attach
the shield to the lowest ground (GND) potential at several points. This is equal
to several impedances connected in parallel. The result is that the shield potential
is reduced. In case the shield is attached only to one GND point, it would create a
high-current density at the current drain point, resulting in strong EM field radi-
ation. These fields would create strong EMI interferences. If the shield is not con-
nected to GND it floats, acting like an energy reflector due to the surface current
generated on it. In conclusion, in order to make the shield effective and minimize
the shield radiation, it should be connected to the lowest GND potential at several
points. This way, induced currents, due to the emitted E field, are effectively
drained to GND. This can be understood by the potential gradient equation
where c is the voltage potential:

E ¼ ~r � c: (20:20)
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It also can be noted as a surface current equation, which describes Ohm’s law:

J

s
¼ � ~r � c: (20:21)

The current always flows to the lowest potential. The electric field E is always
closed on the lowest potential.

20.5 GND Discipline Theory for Shielding and
Minimum Emission

When designing mixed-signal communication systems with wideband noisy
digital channels on the one hand, and low-noise sensitive wideband-analog recei-
ver channels on the other hand, it is an ultimate requirement to separate the analog
and digital GND. This way, noise leakage from the noisy system (emitter, source)
to the quiet system (receiver, susceptible victim) is prevented.

An integrated optical module is generally composed of three GND planes:
the receiver plane and transmitter plane for the digital section, and a third plane
for the analog section. The receiver structure can be realized in several ways: a
single printed-circuit-board (PCB) design containing all three signal disciplines
in one-or two-PCB structure that has two floors: one for the analog and one for
the digital. The bottom floor can be the digital card and a part of it can be used
to mount the optics block. The top floor can be the video CATV receiver card
section. The goal of GND design is to minimize the GND plane impedance and
to prevent emissions. In case one of the GND planes has a higher impedance
than the other, the EM fields emitted from the source GND plane would be
closed on the lower potential GND plane: the target plane, which has the lowest
GND impedance. In addition, it is common engineering practice to connect all
GND planes at a single point called the “GND star point.” This way, current
loops between the different GNDs are prevented, therefore minimizing the
X-talk between the analog module and digital sections. Figure 20.7 illustrates a

Analog GND Plane

Digital Tx GND Plane

Digital Rx GND Plane

Star GND Point ChassisL1

L2

Figure 20.7 GND path topology.

1002 Chapter 20



GND path using a star point. However, when connecting the GND planes at the
star point, it is important to minimize the residual inductances L1 and L2,
which are between the digital GNDs and the star point.

These residual inductances are as a result of the “header” GND pin, which is a
parasitic inductance. Generally, the analog GND plane is the chassis GND and has
many connections to the main GND, and so its residual inductance is very low
compared to the digital GND. Moreover, it is a common error to use ferrite
beads to isolate GND types at a test fixture or motherboard. Indeed, resistance
wise, all GND planes are connected and have low dc resistance inbetween. But
by analyzing the GND frequency response and emitted EM fields from digital
GND due to digital bouncing interferences versus frequency, it might be observed
that even though there is �0 V between all GNDs to the star point, the impedance
between GND planes to the star point is frequency dependent and is given by
XL ¼ jvL. Therefore, when the data rate is getting higher, or the PRBS series is
shorter and is in a higher frequency, high-frequency energy components of the
digital data would have a higher impedance of XL between the star point GND
to the main GND plane of the PCB. Note that the analog PCB is the star point;
the result would be emission from the digital GND into the analog GND, creating
X-talk from the digital into the analog section. This is because the digital GND and
analog GND do not have the same potential. In fact, the digital GND has a higher
potential, as shown in Fig. 20.7. Additionally, there is a second coupling mechan-
ism between the GNDs, which is capacitive coupling.

Both of the above described phenomena, radiation due to residual inductance
and capacitive coupling, are characterized by a high-pass transfer function. This is
due to the fact that in low frequency XL � 0 V and the capacitive coupling
XC � 1 V; hence both digital GND and analog GND are in the same potential.
As frequency increases, the impedance between the two GNDs also increases.
Thus the digital GND is isolated from the chassis, it becomes in higher potential
and starts to radiate. The analog GND is in lower potential, hence it becomes
susceptible to the transmitter noise: the result is X-talk. Special attention should
be paid to keeping the star point with low residual inductances and to minimizing
its XL. By doing so, GND current loops between the analog GND and the digital
GND are avoided. This is due to the fact that the GND return path always gets
lower in potential toward the power supply GND, which holds a neutral potential
level of 0 V. Fig. 20.8 illustrates the isolation transfer function between the digital
sections to an analog section in an integrated module.

20.6 Emission and Reception Mechanisms in
Integrated Modules

The purpose of the antenna is to pick up an EM signal field. The higher the antenna
impedance is, the higher the induced voltage at the antenna ports due to the EM
fields. In the RFFE of an analog receiver, there is always a matching network com-
posed of reactive components such as coil inductors and transformers. The purpose
of this network is to match the first-stage LNA input impedance to the PD output
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impedance, which is high impedance. If lumped elements are used, such as an
inductor in the RFFE matching, the higher its inductance L the higher the
induced voltage on the inductor, according to

df

dt
¼ �L

di

dt
: (20:22)

The inductor L1 in Fig. 20.9 is required to increase the BW and to compensate for
the PD stray capacitance. The transformer has a 2:1 ratio and its primary has the
higher number of turns. It is used to match the LNA input impedance to the PD
output impedance. According to Zin/Zo ¼ (N1/N2)2, the impedance seen from
the PD portion is 200 V, for 50 V input impedance to the LNA. The PD equivalent
circuit is given in Fig. 20.10 and reflects high impedance. As a result, the matching
inductor has high impedance at its two ports, which is equal to the photodiode

N1:N2 = 2:1
Transformer

LNA

L1

PIN
Photo 
Detector

Light

Z o = 50 Ω
Zo = 200 Ω

Figure 20.9 RFFE input-matching network.
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Digital
GND

Analogue
GND 

Freq [MHz]

Figure 20.8 Isolation between digital GND to analog GND. The goal is to minimize the
residual inductance impedance XL and coupling capacitance impedance XC in order to
render the X-talk cutoff frequency fc higher than the video analog frequency BW of
operation.
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impedance in series with the load reflected to the matching transformer primary.
This condition satisfies high-induced-voltage pickup by the matching inductor
and a current loop as seen in Fig. 20.10. In the same manner, the transformer wind-
ings serve as a pickup of X-talk. The source for the X-talk is the laser modulation
current of the transmit section, which is generally close to the PD due to the natural
structure of an optical triplexer module, as was explained in Chapter 5.

Using traditional microwave design methodologies and creating isolation
compartments for each side of the optical module may increase the isolation
between the source of the interference and the receiver of the interference.
Additionally, proper shielding of the high-impedance area in the analog RFFE
would reduce even more the pickup of EM energy by the reactive matching com-
ponents of the RFFE; hence, the induced voltage level would be reduced.9

A similar pickup mechanism and load loop occurs at any digital transceiver
module such as a small-form pluggable (SFP) or any other kind. Generally, the
observed phenomenon is sensitivity reduction during a BER test while the transmit
section is on. BER reduction is pattern oriented and extinction ratio sensitive. The
receiver suffers from desensitization due to the transmitting signal. In small-form-
factor (SFF) designs, the distance between the emitter (source) and target (recei-
ver) is on the order of near field. The same applies for the integrated triplexer
(ITR). Generally, an SFF design is composed of receiver/transmitter PCB,
TOSA (transmit optical subassembly), and ROSA (receive optical subassembly),
and flexible transmission lines PCB to connect the receiver/transmitter PCB and
the TOSA and ROSA optics. The flexible transmission line PCB carries the
signal lines and biasing lines. Transmit-flexible PCB is connected to the TOSA,
which is a laser diode with a varying impedance Z[I(t)], where I is the modulating
current. During the ON state, when the transmission is at a high digital level of 1,
the current is high, the laser is forward biased, and Z(I(t)) is at a low-impedance
value. Hence, the transmitter’s flexible PCB is a loop antenna excited by the modu-
lation current. The receive section is connected via a flexible PCB to a ROSA
module, which contains a PD sometimes with a PIN TIA. The output of
the ROSA is differential and feeds the receive module. Observing the receiver’s

L1

N1N2 = 2:1
Transformer

LNA

PIN
Photo Detector

Zo = 50 Ω

IPD

Rj Cj

Pickup
load loop 

Figure 20.10 A PD equivalent circuit showing the EM-pickup-load loop of the matching
inductor L1. The current generated by the induced voltage over L1 is converted via the
transformer as an interfering signal into the LNA input.

Cross-Talk Isolation 1005



flexible PCB transmission lines, one can see that they generate a loaded loop
antenna that can pick up magnetic-field flux emitted from the laser’s flexible
PCB and create an induced voltage. That voltage is proportional to the modulation
depth of the transmitter laser. Fig. 20.11 illustrates a TOSA–ROSA transceiver
with a flexible PCB. The PIN diode is integrated with a differential PIN TIA
inside the ROSA module and its output impedance is 50 V per port. The receiver
section on the PCB is 100 V and appears in odd-mode propagation, which is the
case of a differential signal; the 100 V are as 50 V in a series with virtual GND,
as shown in Fig. 20.14. The laser modulation is single ended, with a signal data
line and a signal return. Fig. 20.12 shows the flex PCB arrangement to minimize
X-talk by using the GND plan of the flex as an additional shield and trying to
cancel H fields by having the flexible PCB GND planes opposite to each other.

The laser modulation current generates a magnetic field perpendicular to
the plane of the paper and travels toward it, according to the right-hand law.
The laser return modulation current generates a magnetic field perpendicular
to the plane of the paper and travels away from it, according to the right-hand
law. Both fields are almost equal due to the proximity of both the modulation
and the return current of the ROSA-flexible PCB. However, if the TOSA return
is connected to the chassis or housing, X-talk increases, since the receiver’s
GND is bounced by the transmitter’s return current. Moreover, the equivalent H

PIN Photo Detector
and TIA in a  ROSA module

IPD

R j C j

Pickup loop 
Receiver

100 Ω matching resistor

TX Laser
TOSA module

IModulation 

R j[I(t)] C j[I(t )] Transmitter 

I Modulation _ Return 

Flex PCB Length

H field Mod 

H Tx + H Tx-Ret 

H Tx-Ret 

H Tx 

Figure 20.11 A X-talk mechanism in a TOSA–ROSA SFP transceiver module.
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field is stronger since the transmitter’s return field does not cancel the H field
induced by the transmitting line, and the receiver’s flexible PCB pickup loop
induces undesired interfering voltage. Since the flexible PCB is an RF microstrip
transmission line, the bottom of it is a GND plane. Hence, the field cancellation is
not enough to prevent the induced interference voltage in the pickup loop of the
receive section, which is the receiver’s flexible PCB. Fig. 20.12 shows the H fields.

The solid line shows the magnetic field H due to the transmitter’s modulation
current perpendicular to the plane of the paper and traveling away from it.
The dashed line represents the magnetic field of the transmitter’s modulating
return current perpendicular to the plane of the paper and traveling toward it.
For connecting the transmitter return to chassis GND at the TOSA, the transmitter
return would bounce the receiver’s GND and there is no canceling of the H field
from the transmitter return. The strongest H field appears between the transmitter
and the transmitter return lines flexible PCB. Due to the proximity of the transmit-
ter to the transmitter return, the equivalent H field on the receiver’s flexible PCB is
minimal, since the transmitter and the transmitter return H fields are cancelled
within the receiver flex pickup loop. This does not happen if the ROSA return is
connected to the chassis.

20.7 Differential Signal

For differential signals, the inputs are excited in an odd mode. The signal swing ampli-
tude doubles. Any random noise that hits the differential pair is correlated and is
therefore at the input of the differential line receiver due to its common-mode rejec-
tion ratio (CMRR). This way, signal immunity to interfering noise as well as the
signal-to-interfering-noise ratio are improved. In addition, since the “þ” and “2”
data currents are in opposite directions, the magnetic field H(t) that is varying in
time is the highest between the lines and is cancelled in space, as was explained
above. Therefore the differential pair is less noisy and less radiating (Fig. 20.13).

An additional advantage is a 100 V differential termination at the receiver
input that is equal to two 50 V resistors and a virtual GND. This way, there are

GND Plan

GND Plan

Rx-Flex
Tx-Flex

Tx Tx-Ret

H Tx

H Tx-Ret
+

H Tx

H Tx-Ret

Figure 20.12 GNDusage as an additional X-talk reduction between the and transmitter’s/
receiver’s flexible PCB.
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no current loops on the GND plane. Hence, a less noisy GND is achieved
(Fig. 20.14).

The disadvantage of differential termination occurs when it is excited with a
single mode (single-end). The termination is not 50 V but the load is 150 V.
Thus the reflection factor is given by

G ¼
ZL � Z0

ZL þ Z0

¼
150� 50

150þ 50
¼ 0:5, S11 ¼ 20 logG ¼ �6 dB: (20:23)

This creates reflections and therefore much more radiation; thus the differen-
tial transmitter should not be excited as the single end, as shown in Fig. 20.15.

50 Ω 
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Virtual GND
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Figure 20.14 Differential termination.
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Figure 20.15 Unbalanced excitation of a differential input.
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–

Figure 20.13 Differential pair.
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20.8 Important Definitions and Guidelines

20.8.1 GND discipline

When designing mixed-signal communication systems with wideband noisy
digital channels on the one hand and low-noise-sensitive wideband analog Rx
channels on the other hand, it is an ultimate requirement to separate the analog
GND and digital GND in order to prevent noise leakage from the noisy system
(emitter) to the quiet system (receiver, susceptible target).

20.8.2 Distributed phenomenon

An element shall be called a distributed element when its physical length reaches
l/4, where l is the wavelength of the signal.

20.8.3 Near field

The definition of “near field” is complex and requires the understanding of
Green’s function; however, for the sake of simplicity, it can be defined by its
radiation characteristics that are on the order of 1/Rn, where n . 2. The near-
field phenomenon occurs when proximity “d” to the emitter is within the con-
dition of d� l/2p. In this case, the electrical field impedance is higher than
the free space impedance of Z0 ¼ 120p and is given by Z0l/2pd . Z0. This
means a higher voltage is induced. Within this duality, the magnetic field impe-
dance is lower at the near field, and its impedance is given by Z0d/2pl , Z0.
The near field involves radial field components, while the far field is a planar
field, where the H field is orthogonal to the E field, and both are orthogonal to
the propagation vector k.

20.9 A Brief Discussion about Transmission Lines

20.9.1 Coplanar waveguide versus microstrip

A coplanar waveguide is a printed transmission line on a dielectric substrate 1r

with GND planes on both sides. The wave propagation characteristic is quasi-
TEM; hence, the wavefront propagates at different velocities. Part of the field pro-
pagates in free space and part of it within the dielectric material. The difference in
propagating velocities causes dispersion at high frequencies. This is a radiating
transmission line, but its advantage over a microstrip is that its field fringes are
closed to the adjacent GND planes and there is less E field in free space compared
to an equivalent microstrip line.
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The wave velocity in free space is:

C ¼
1
ffiffiffiffiffiffiffiffiffiffi

10m0

p :

The wave velocity at the dielectric material is:

V ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

101Rm0

p ,

where 10 is the permittivity of free space, 1r is the relative permittivity of the
dielectric, and m0 is permeability of free space. Figure 20.16 depicts a microstrip
versus coplanar transmission line.

The H field is a radial field around the signal strip and its direction is defined
by the current direction. In case the potential at the signal strip is lower than the
GND potential, then the E-field direction is from the GND to the signal strip.

20.9.2 Stripline

A stripline transmission structure, as shown in Fig. 20.17, is realized when the
bearing signal transmission line is sandwiched between the two GND planes of
the dielectric material 1r. The electromagnetic (EM) energy propagates
homogeneously since there is only a single velocity of the EM wave unlike the
microstrip, where part travels in air and part in the dielectric. Hence, the stripline

Figure 20.16 Left: “coplanar waveguide;” right: “microstrip” cross sections and E
fields.

Figure 20.17 Stripline and its E field.
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is not depressive media. There is no radiation to space; however, access to
the conductor is by PCB via holes. Hence it is harder to tune or add tuning
elements.

The H field is a radial field around the signal strip and its direction is
defined by the current direction. In case the potential at the signal strip is
lower than the GND potential, then the E-field direction is from the GND to the
signal strip.

20.10 Main Points of This Chapter

1. The nature of an NRZ digital signal is a wideband sinc(x)/x, which is its
Fourier transform.

2. The main lobe of an NRZ signal is null at the CLK frequency.

3. The NRZ second lobe has a peak at 3/2 CLK.

4. A PRBS signal is a pseudo–random pattern that repeats itself each 2N 2 1,
where n is the depth of the generator’s register.

5. The longer the PRBS, the more spectral lines it has; however, the energy
per spectral line is lower compared to that of a shorter PRBS.

6. It is easier to isolate and combat X-talk of longer PRBS than shorter PRBS
patterns, since the energy per spectral line for long PRBS is lower.

7. The frequency response of isolation between the source of radiation and a
target is HPF.

8. It is desirable to have isolation HPF response with the highest cutoff fre-
quency possible.

9. A high cutoff frequency of the isolation response is accomplished by mini-
mizing the GND impedance between the emission source and the quiet
GND.

10. GNDs are connected at a particular point, called the star point. The impe-
dance to the star point should be the least possible.

11. At a high frequency, the connection impedance of the noisy GND
increases, and the noisy GND starts to emit.

12. At a high frequency, the noisy GND is at a higher potential compared to
the quiet GND; thus noisy GND fields are closed on the quiet GND,
which is the target.

13. The source of radiation in ITR is from the digital transmitter modulation
current.
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14. The CATV receiver RFFE has a high impedance and closed loop induc-
tive antenna; it is susceptible to induced voltage due to magnetic-flux
change versus time.

15. One of the methods to prevent X-talk is by creating RF compartments
that isolate the optical triplexer ports.

16. It is important to connect shielding to the lowest GND potential; that
way, the induced surface currents on the shield are grounded.

17. Shielding that is not grounded develops surface currents that emit fields;
thus it works against isolation rather than for it.

18. In SFF transceivers designs, the flexible PCB that feeds the TOSA laser
from the laser driver, creating a current loop antenna that emits a mag-
netic field that is proportional to the extinction ratio.

19. The flexible PCB that connects the ROSA to the receiver creates a high-
impedance pickup-loop antenna that senses the TOSA loop-antenna
emission.

20. One of the methods to isolate the TOSA from the ROSA loops is to have
opposing flexible PCBs, as shown in Fig. 20.12.

21. A differential pair is immune to amplitude interferences, since they are
canceled by the CMRR of the receiver’s postamplifier.

22. There are three types of commonly used transmission lines: microstrip,
coplanar, and stripline.

23. A microstrip line is a dispersive quasi-TEM mode transmission line; thus,
it emits interfering fields.

24. A coplanar transmission line is a less noisy transmission line and is thus
commonly used in designs.

25. A stripline is the best PCB transmission line, but is hard to access and
tune.

26. Differential transmission lines are coupled lines that are analyzed by the
odd-and even-mode method.

27. The differential matching resistor in a differential pair would reflect Z0 at
odd mode and can be ignored at even mode.

28. The differential resistor value is 2Z0.

29. Operating a differential input transmitter as single ended would create X-
talk, since the reflection factor G is not optimal.
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30. Modern SFP SFF transceivers use carbonated shielding rather than metal
because it is cheaper and lighter and provides the same functionalities as
a metal shield.
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Chapter 21

Test Setups

21.1 CATV Power Measurement Units

In community access television (CATV), it is common to measure power by
decibels relative to 1mV in units of dBmV, rather than 1 mW in units of dBm.
The ratios between decibels relative to 1mV over 50 V and 75 V with respect
to decibels relative to 1 mW systems are given by the following definitions:

0 dBmV ¼ 20 log 1 mV (21.1)

P[dBm] at 1 mV ¼ 10 logf[(1 mV/1000)2/50 V] � 1000g
� 247 dBm; thus 0 dBmV, 247 dBm (21.2)

P[dBm] at 1 mV ¼ 10 logf[(1 mV/1000)2/75 V] � 1000g
� 248.7 dBm; thus 0 dBmV, 248.7 dBm (21.3)

. To convert dBmV to dBm: subtract 47 dB in a 50 V system, or 48.7 dB in a
75 V system.

. To convert dBm to dBmV: add 47 dB in a 50 V system, or 48.7 dB in a
75 V system.

21.2 OMI Calibration Using PD

When using a calibrated photodetector (PD) as an optical-modulation-index (OMI)
calibration tool, the frequency dependency of the laser is taken into account. Fur-
thermore, there is no need to measure the laser slope efficiency, and sometimes it is
impossible. The PD is a light-controlled current source. However, it also provides
two outputs, ac and dc, as shown in Fig. 21.1.

1. Photocurrent related to dc voltage measured on the internal PD (current
source load) resistor Z1 (Fig. 21.1). This current is designated as Idc.
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2. Alternating current is measured as power on Z0 load [spectrum analyzer
(SA)]. This current is designated as Iac.

In a matched detector Z1 ¼ Z0 ¼ ZL, where Z0 can be 50 V or 75 V, depending on
the application.

Using a reference PD, OMI is calculated and calibrated versus frequency, pro-
viding the laser frequency response. The OMI calibration procedure is listed below:

. Measure the RF power of a test tone using an SA.

. Calculate Iac-rms and evaluate the Iac peak on the load.

. With the Iac peak and measuring the Vdc across the PD internal impedance,
the OMI is evaluated by the relation between Idc and Iac.

The relation between Idc and Vdc is given by:

Idc ¼ Vdc=Z1: (21:4)

The general definition of an OMI is given by

OMI ¼
V peak

Vdc

¼
IRF-peak � Z0

Idc � Z0

¼
IRF-peak

Idc

: (21:5)

The peak current ratio to CW RF rms current test is given by

IRF-peak ¼ IRF �
ffiffiffi

2
p
: (21:6)

The RF power measured by the SA is the rms power; hence, IRF gets the rms
value. Remember that ZL ¼ Z1 ¼ Z0; only half of the rms RF current goes into the
load (SA); hence PRF is given by

P½dBm� ¼ 10 log½(IRF=2)2Z0 � 1000�: (21:7)

IDC+
IAC/2

IAC/2

IDC+
IAC

 

Zo = Z L 

Zo = Z1 

DC block C = ∞

Spectrum Analyzer 

Figure 21.1 Example of new-focus model 1414 PD equivalent circuit.
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Changing the subject of the power formula gives the ratio between the rms RF
current and PRF[dBm]:

IRF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

100:1P½dBm� � 3 � 4

Z0

s

: (21:8)

Hence, the peak current is given by

IRF-peak ¼
ffiffiffi

2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

100:1P½dBm� � 3 � 4

Z0

s

: (21:9)

Therefore the peak voltage Vpeak is given by

VRF-peak ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

100:1P½dBm� � 3 � 8 � Z0

p

: (21:10)

OMI is the ratio between the peak RF voltage to the dc voltage measured at
the PD output (Fig. 21.1). It is the same definition of the ratio between the peak
RF current that modulates the laser and the laser bias current. OMI is amplitude
modulated and is defined by

OMI% ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

100:1P½dBm� � 3 � 8 � Z0

p

Vdc

� 100, (21:11)

P½dBm� ¼ 10 log
(OMI% � Vdc)2

80 � Z0

: (21:12)
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Figure 21.2 OMI evaluation using a reference PD setup.
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Hence, during calibration, the RF power that should be observed in an SA
can be determined for a given OMI requirement and system impedance, as
shown by Eqs. (21.11) and (21.12). This way, the RF power that drives the trans-
mitter’s laser can be adjusted until it meets the desired level on the SA screen.
That point would be the desired OMI level. Figure 21.2 demonstrates such an
OMI test setup.

21.3 Two-Tone Test

A two-tone test is commonly used in the evaluation of CATV receivers in order
to estimate the performance of composite triple beat (CTB) and composite
second order (CSO) distortions known as dual-tone second order (DSO) and
dual-tone beat (DTB).1,5 – 7 This method is much cheaper in production compared
to a multitone test generator; however, it is less accurate since it is not as random
as a multitone test. A two-tone test can provide a ballpark figure for performance
evaluation during preliminary development in the assessment stages. Further
information is provided by the Society of Cable Telecommunications Engineers
(SCTE).9

Chapter 9 elaborates the theory and relationships between a dynamic range and
the intercept point as well as relations to multitone loading. In order to avoid
measurement degradation and error, a two-tone test is done by using two lasers
with similar wavelengths and a separation of 5 nm between them; this way,
an optical beat note between the lasers is avoided. By using two lasers, one per
RF tone, the intermodulation that could be created by a single laser that is fed
by two RF tones is prevented.

Special attention should be paid when calibrating the OMI of each laser.
Since the PD has wide wavelength responsivity, it would generate an equivalent
current that is the sum of two dc currents created by each laser or wavelength
illumination. If we assume both lasers are biased to provide the same optical
power at the output of the optical combiner, then both generated dc currents at
the PD are equal. That assumption is correct if the two lasers are similar in wave-
length and if we assume that within the range of a 5-nm separation, the PD has
the same responsivity value r. In that case, the dc current is given by

Idc eq ¼ I1 þ I2 ¼ (P1 þ P2)� r ¼ 2P� r ¼ Peq � r ¼ 2� Idc: (21:13)

Equation (21.14) describes the dc test condition at the PD of the receiver
under test. The RF-peak-current level at the detector generated by each laser is
given by

IRF-peak ¼ OMI� Idc: (21:14)
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But at a test condition of optical level Peq, the OMI for each tone is given by

IRF-peak

Peqr
¼

IRF-peak

P1 þ P2ð Þr
¼

IRF-peak

2� P� r
¼

IRF-peak

I1 þ I2

¼
IRF-peak

2� IDC

¼ OMI ¼ 0:5� OMIsingle-laser: (21:15)

The explanation is as follows: since Idc represents a single laser result and the
PD senses both wavelengths, it means the PD senses twice the optical level of a
single laser. Another way to observe this is that if the test condition is at an
optical level P, then each laser provides only half power, P/2. For this reason,
OMI calibration of a laser in a two-tone setup should be done while the other
laser is on with no RF signal. As a consequence, the RF power driving a laser
in a two-tone test for a given OMI is higher by 6 dB, compared to a single laser
with the same OMI and bias point. This is due to the additional dc level generated
at the PD by the unmodulated laser in the two-tone setup. When each laser of a
two-tone test represents half the channel load, then the OMI per laser can be
derived by modifying Eq. (8.51) from Sec. 8.2.4 to Eq. (21.16), where M is the
total number of channels, N is the number of NTSC-high-OMI channels, and k
is the ratio of the quadrature amplitude modulation (QAM) OMI to the analog
OMI; generally k ¼ 0.5:

OMIeq per laser ¼ OMIch-A �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2
N þ k2(M � N)½ �

r

: (21:16)

Having the equivalent OMI value, calibration is done according to Sec. 21.2.
An additional important parameter that should be considered is the wavelength

separation for a two-tone two-laser measurement of an optical triplexer or a
duplexer, reviewed in Sec. 5.2. In that case, the wavelength separation between
the two-test lasers should take into account the optical filter bandwidth (BW) at
the analog-PD input. Both wavelengths should pass the optical filter and hit the
analog PD with equal power. In practice, the optical combiner is not always
balanced, and therefore, it would require driving the two lasers at two different
bias currents in order to have the same optical power levels at the optical combiner
output. Figure 21.3 illustrates such a two-tone test setup.

21.4 Multitone Test

When testing a CATV system and optical receivers for full performance, the test
should be done under full-channel loading, where the first 79 channels are under an
OMI of 3% to 4%, and the remaining 31 channels are with an OMI of 1.5% to 2%,
respectively. Such a testing system should cover the optical dynamic range from
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26 dBm to þ2 dBm. Within this optical range, the following parameters are
evaluated:1 – 4

. At high optical power: CSO, CTB, and maximum RF power are observed
in order to check that the gain is not too high and that automatic gain
control (AGC) limits power, thus preventing output stage compression.
Moreover, this test makes sure that the PD’s output power does not com-
press the low-noise amplifier (LNA). Carrier-to-noise ratio (CNR) is
observed as well in order to ensure that the AGC operates correctly
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Figure 21.3 A two-tone laser setup.
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without adding too high of attenuation. In the PIN type voltage variable
attenuator (VVA), high attenuation means low current, thus a higher
IMD potential. The CNR should be higher than at low optical power.

. At low optical power: CNR and minimum RF power are observed in order
to check that there is enough gain and make sure the LNA compensates the
RF-chain-noise figure, thus providing the minimum threshold CNR.
The CNR should be lower than at high optical power. CSO and CTB are
observed as well in order to ensure that the AGC operates well. In a
low-attenuation state, AGC VVA should have lower IMD.

. The system also checks the PD-voltage monitor in correlation to the RF
results. High optical power means a high-PD-monitor voltage and vice versa.

A multitone system is generally used for production and development. In pro-
duction, such a system is fully automated and capable of producing statistics for
test results and yield per pass-fail parameter. Such a system consists of a multitone
source, where each tone is synthesized by a phase locked loop (PLL) with direct
digital synthesis (DDS) as a reference. The DDS clock is generated from a
crystal. There are two modes of operation for the frequency source: coherent,
where all synthesizers are locked to the same crystal; or random, in which each
DDS is locked to a deferent crystal. The output of each synthesizer is amplified
and then all amplified test tones are combined using a multicoupler. This way,
the linearity of the multitest-tone source is kept high, without degradation due
to intermodulations (IMDs) if all sources were amplified by a single amplifier
after the RF combiner. Moreover, each frequency source can be controlled exclu-
sively; this way, by changing the amplitude of each RF test tone, OMI of each RF
tone can be adjusted. Typical RF sources are matrix and Aeroflex–RDL.

The output of the multitone RF source is connected to a CATV predistorted
and linearized laser transmitter. In order to prevent mismatch-related IMD pro-
ducts, an attenuation pad is inserted between the RF-multitone source’s output
and the laser transmitter’s input. The laser transmitter structure and architecture
is provided in Chapter 16. The output of the laser transmitter is connected to a
directional coupler, where the coupled output is connected to an OMI setup, as
explained in Sec. 21.2. This setup is HPIB controlled, and the OMI is adjusted
for each tone. Advanced transmitters are HPIB controlled as well; thus laser
APC and OMI are monitored. The OMI test setup is also useful to monitor the
reference transmitter’s relative intensity noise (RIN).

The direct arm of the optical coupler is connected to an erbium-doped-fiber
amplifier (EDFA) to increase optical power. This amplification process does not
affect OMI. The output of the EDFA is distributed by an optical star divider to
the test stations.

A test station consists of an optical attenuator to cover the optical dynamic
range input to the unit under test (UUT) and a power meter to verify the optical
power value and to calibrate the setup.
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The UUT pigtail is connected to the optical attenuator output and the UUT RF
output is connected to several band-pass filters (BPFs) that are agreed upon for
testing several CATV channels for pass-fail. The role of the BPF is to transfer
only the channel under test to the LNA, which is connected between the BPF
and the SA, as described in Fig. 21.5. This way, the LNA does not add any inter-
modulations due to the 110 channels which are representing the full RF loading.
The LNA’s purpose is to compensate for the SA noise floor, thereby reducing
measurement error in low CNR products such as CSO and CTB, besides improving
low CNR. The second role of the test setup LNA is to improve the accuracy of the
noise-power measurement from the UUT as it does for CSO and CTB. Generally,
the production test is done with the worst case CATV channels. These channels are
generally those that have the highest CSO CTB beat-note counts. This way, a long
test time is saved by not having to test all 110 channels. In the design validation test
(DVT) or qualification test procedure (QTP) of a new product, sometimes all chan-
nels are tested. As was explained in Chapters 3, 9, and 10, those tests are CSO,
CTB, and CNR. In order to observe CTB products, it is important to remove the
channel tone in which the CTB is observed because CTBs fall at the same fre-
quency of a channel. The CTB test is done by turning off the channel under test
in the multitone tester. That is a limitation since such a described system supports
several test racks. It could be that while one station asks for CTB tests, another
tests CSO and is affected by CTB because the tone is missing. Further, during
CTB test of a UUT, other units are not loaded with 110 channels. Thus, sometimes
CTB is done at qualification only; otherwise, the production floor should be syn-
chronized, which is not practical. Figure 21.4 describes a UUT spectrum per
the SCTE. Figure 21.5 describes a multitone tester used for production as
described above.

There are several nuances regarding CNR tests. Generally, when defining the
CNR of a UUT, it refers to its dark CNR. However, during a dark CNR test, there is
no RF signal. For UUTs with feedback AGC, turningoff the laser light affects the
AGC attenuation because there is no signal, thus AGC jumps to minimum attenu-
ation and maximum sensitivity. As a result, the state of the UUT is a minimum
noise figure but it is not necessarily at the same AGC control voltage state. As a
consequence, there is a mechanism called the “AGC defeat control” that maintains
the same AGC conditions for a dark CNR test, which refers to a certain optical
input power. The alternative is to examine the UUT at its AGC threshold state.
But there are more practical options as described below. In feedforward AGC,
as described in Chapter 12, this dark CNR test would change the PD-monitor
voltage, bringing the UUT to its maximum gain. This is when a CNR test is
measured at high optical levels. There are two options to overcome this problem
as a conventional rule:

. Testing UUT CNR and dark CNR at the AGC threshold, where the AGC
voltage for feedback AGC reaches its maximum value. Consequently, this
does not affect the gain. In this manner, only CNR at the minimum optical
gain is observed.
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. Testing UUT CNR at any optical level and extracting the shot noise and
RIN contribution to the overall CNR. This can be done using the PD-
monitor voltage observed on an accurate 1 KV resistor in series with
the PD; such a front-end topology is shown in Figs. 2.1, 2.2, and 12.2.
This way, PD responsivity is measured as well as the PD current at a
given test point. By using Eqs. (10.64) and (10.75), dark CNR can be
evaluated.

When performing an acceptance test procedure (ATP)/QTP the raw data
should be processed. The test setup degrades the acceptance/qualification test
results (ATR/QTR) data and performance may be slightly better. The SCTE1,2

defines several CNR measurement values and correction factors (CORs), as
shown in Fig. 21.4. These values are carrier to composite noise (CCN), carrier-
to-thermal noise (CTN), and carrier-to-intermodulation noise (CIN). An additional
correction refers to the SA. There are two parameters that should be considered.
First, the filter-shape factor it is not an ideal brick-wall filter; because it has a
Gaussian shape, thus, the noise BW should be corrected. Second is the detector
amplifier. In HP SAs, this is the log-amplifier COR. In Rodeh-Schwarz spectrums,
the COR is different, thus SCTE guidelines relate to HP SAs.

The SA’s detector measures the signal and the noise accompanying the signal
at a given BW. When examining low-level signals such as CSO and CTB, the test
is done at a low CNR, and the CSO and CTB powers are corrected and noise effects
calibrated. When measuring a large carrier, the CNR is larger than 10 dB and the
COR is negligible. SCTE recommendations for SA settings appear in Table 21.1.

Prior to reforming any test-setup system, the noise floor should be measured;
i.e., the SA noise floor should be recorded while the UUT is disconnected and the
cable connected to the SA is terminated. This value is NTE, marked as 6 in
Fig. 21.4. The SA attenuator should be optimized to show a noise drop of more
than 10 dB between UUT noise under the full-channel load and spectrum noise.
If not, then the LNA should be used, where if noise drops below 10 dB, COR
should be used.

Table 21.1 SCTE recommendations for SA settings for NLD
and CNR tests.

Parameter Test conditions

Center frequency Carrier frequency under test
Span 3 MHz (300 KHz/Div)
Detector Peak
Resolution BW 30 KHz
Video BW 30 Hz
Input attenuation �10 dB
Vertical scale 10 dB/Div
Log detect Rayleigh COR Subtract 2.5 dB
Video-filter shape-factor correction Subtract 0.52 dB
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Table 21.2 SCTE bandwidth correction factors for a home-passed
spectrum analyzer.

System BW Normal Marker Correction Noise Marker Correction

4 MHz 23.3 dB 66.0 dB
5 MHz 24.3 dB 67.0 dB
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Figure 21.6 A matrix-generating test setup for a large production with automatic OMI
and power calibration, a BPF bank for CSO test to prevent LNA compression, an
AGC monitor/defeat, control, and a PD monitor for responsivity reporting. All are
HPIB controlled by the main server with a local-rack-control PC. Note that the LNA
noise figure �10 dB and gain is between 10 and 20 dB.
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The SA has two methods to display the noise marker: normal marker and noise
marker:

. Normal marker: This method uses the SA marker in normal mode. The
marker will display the noise in the resolution BW being used.

. Noise marker: This method uses the SA marker set to noise mode. The
marker will display the noise level normalized at a 1-Hz BW. That is
the noise density.

Each noise marker method has a COR that appears in Table 21.2. Further elabor-
ation is presented on the SCTE website.2

When testing full-channel loading using a multitone test environment, as
shown in Fig. 21.6, it is important to emphasize that each tone is locked on a dif-
ferently synthesized source. The synthesized source is a DDS that serves as a refer-
ence source to a PLL, while the DDS itself has its own reference, TCXO. Hence all
sources are not coherent and each source has its own frequency accuracy and drifts
defined by the reference crystal. Therefore the sources with respect to each other
are at random phase. This is the real-case scenario. As a result, the CSO–CTB
picture that appears on the SA is slightly different from the one depicted in
Fig. 21.4, and looks like the one in Fig. 21.5. The variation is in the appearance
of the CSOs and CTBs. Since all sources are not coherent and each PLL has its
own accuracy and phase, the IMDs do not add coherently and resemble a wider
IMD tone rather than being a CW look-alike. It appears as a random signal, like
a modulated tone that fluctuates and beats according to the random errors devel-
oped in each PLL source. This is a much more forgiving CSO-CTB test case
than the coherent scenario where all channels are locked to the same crystal. In
that case, which is not realistic, all IMDs are added coherently, resulting in
CW-look-alike CSO and CTB products. Those products are higher than the
random scenario IMD by approximately 6 dB. Further elaboration about frequency
synthesis is provided in Chapter 15 and Sec. 18.10.

21.5 AGC Calibration Using Pilot Tone

When dealing with feedback-AGC systems, while testing two-tones IP3 or IP2,
there is a need to have a pilot tone that is equivalent to the sampled power by
the AGC loop, as shown in Fig. 12.2, which shows that only a portion of the
received CATV is sampled through an LPF. This, of course, is equivalent to a
single pilot tone where the OMI is given by the number of sampled channels. In
a coherent case where all channels are in phase, this pilot is expressed by
Eq. (21.17), where NAGC is the number of sampled tones for the AGC:

OMIjp ¼ OMIch

ffiffiffiffiffiffiffiffiffiffiffi

NAGC

p

: (21:17)
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Calibration of the OMI is done with an SA. The RF power equivalent, as
observed in the SA, is calculated by Eq. (21.12). Figure 21.7 depicts an S21 test
setup with pilot tone generator used for AGC.

21.6 Feedback AGC Performance Under a
Video-Modulated Signal

One of the parameters an AGC system should not be sensitive to is X-modulation
(cross modulation, X-mod). When a CATV video-signal carrier exhibits AM, there
is a peak-to-rms ratio for which the AGC also has to be compensated. As was
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Figure 21.7 An S21 test of a CATV optical receiver with an AGC pilot, showing AGC and
PD monitoring vs. optical power. S21 plots are produced for various optical levels
showing flatness vs. input power. Flatness is affected by AGC state.
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explained in Sec. 12.2.8, this value for a normal picture is about 4.6 dB. Assume
that the video-signal carriers are modulated in deep AM indices, since there are
sharp transitions from white level to black level. This, of course, would increase
the value of peak-to-rms compensation. It is not a real life case, but it can be
used as a test for evaluating the receiver’s AGC response, as well as to provide
a clue of the AGC performance under a X-mod test. One of the performances
tested under X-mod3 is the AGC time response due to the peak-to-rms changes.
Moreover, assuming that the AGC-sampled channels are not modulated with a
deep AM index but only with the channels above the AGC sampling BW, then
it still may be affected due to X-mod products created by the deep modulating
index applied on channels outside the AGC BW of sampling, which create
X-mod products within the AGC sampling BW. (Chapter 9 provides a basic analy-
sis of X-mod.) Therefore, the AGC loop BW should be slower than the AM rate.
These are not true X-mod problems, as will be shown below, but are easily seen
with this type of X-mod set-up. It is necessary to evaluate them with both visual
and objective signals.

Figure 21.8 shows a standard NCTC test set-up for measuring X-mod. For
visual tests, the 4-channel oscillator in the multifrequency generator is turned
off, and the DVD player supplying the modulator is a substitute for the NTSC
signal. In order to take measurements, the modulator is turned off and the multi-
frequency generator supplies the 4-channel signal. For X-mod measurements,
all channels are 100% modulated with a 15.750-kHz square wave, with the excep-
tion of the channel under test (channel 4 in this case), which is modulated with a
CW signal at the same peak amplitude. The analysis is done on a feedback AGC
receiver, with the following design discrepancies in order to emphasize the
problems in a multicarrier environment and modulation effects as well as
X-mod: the receiver’s AGC loop has a wide BW, and there was no smoothing
filter and RF-sampling prior to the detector, as recommended by Fig. 12.2.

For the first observation, channel 4 is fed by the CW signal and all other chan-
nels are fed by CW signals. The reference level is set on the SA and then modu-
lation is turned on for all channels except channel 4. As a result, the second
observation shows that all the signal powers increase by about 5 dB.

The reason is that the broadband AGC detector cannot, in practice, respond to
the peak-carrier amplitude, as can a single-channel AGC detector. The AGC detec-
tor operates as a power meter detecting the average power. This is a fundamental
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Figure 21.8 The X-mod set-up.
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limitation of the broadband AGC technique. It means that changes in amplitude are
going to occur between the modulated and unmodulated carriers, as was analyzed
in Sec. 12.2.8.

There is no easy fix for these amplitude changes and additional circuits are
required. Fortunately the real world is not as bad as the test case. Therefore
there is a need to establish an offset level to which the AGC is set in order to
get the correct output amplitude with modulated carriers. This requires a peak-
to-rms correction circuitry, and is a consequence of using a wideband AGC detec-
tor as well as detector log video detection. It also means that the detector must
operate with about 3–5-dB lower signals compared to CW carriers due to the
50% duty cycle of the square wave. The AGC threshold has to be set a few
lower compared to modulated signals, as was explained in Sec. 12.2.8.2. It also
means that forcing the AGC voltage during a test is even more important. This
results in an additional circuit for the AGC defeat control.

The third observation involves the pictures on the TV. The optical attenuator is
adjusted for various levels of Pin and the image quality is observed.

Table 21.3 shows the result of the observations done on a too-wide BW AGC
loop. At higher signal levels then, there is more unacceptable flashing in the
picture. Acceptable picture quality would not be delivered until the signal drops
below the level of 21 dBm. The explanation is that the AGC circuit in the receiver
is too fast, resulting in apparent X-mod, and there are spikes getting through the
AGC loop that exceed the BW of the loop’s operational amplifier. They will
have to be filtered prior to the operational amplifier. This is the reason for using
a smoothing filter after the AGC RF-level detector, as shown in Fig. 12.2. In
fact, the AGC tracks the resulting AM’s residual AM over the video signal;
hence, AGC should have narrow BW.

Figure 21.8 defines the traces shown in Fig. 21.9. In this case, the SA is tuned
to channel 4 (the CW carrier under test), and set to 0 span and 300 kHz BW, as is
done for X-mod measurements. The trace-2 in Fig. 21.9 is the 15.750 kHz
modulation signal from the multifrequency generator. The trace-3 is the AGC
voltage read at the AGC monitor test point, and the trace-1 is the demodulated
output from the SA (video out).8

There are several phenomena happening here. Notice first the ringing in the
trace-1 (1) following each transition of the trace-2. This is likely due to fast
edges of the signal put out by the AGC detector in the receiver. These
get through the operational amplifier in the AGC loop because the frequency

Table 21.3 Picture quality vs. optical level into receiver, Pin.

Pin Picture Quality

þ1 dBm Totally unacceptable
0 dBm Marginally usable but not competitive
21 dBm Slight noise in gray area of picture—operator

would not accept
22 dBm OK
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components exceed the amplifier’s response, and so it cannot filter them. The only
good solution is a suitable low-pass smoothing filter between the detector output
and the operational amplifier, as was explained in Fig. 12.2.

Next, notice the trace-1 slope between transitions of trace-2. These are likely
caused by the AGC trying to follow the modulation on the channels other than
channel 4. The solution for this is to reduce the BW of the AGC loop. This
way, the AGC would be open to fast amplitude transitions, as was explained at
the beginning of Chapter 12. There is a need to reduce the loop-filter BW by
increasing the integration time constant, as well as implementing a smoothing
filter after the detector to remove the ringing. As was explained in Sec. 12.2.4,
the poles of the smoothing filter should be one decade above the overall AGC
BW to maintain the loop stability. The long time constant of the integrator
reduces the AGC tracking of the modulated signal; therefore the loop does not
track peak-to-rms changes. The implementation of the smoothing filter reduces
the transition distortion described above. The real world situation will not be as
severe as this test, but this is the way many operators evaluate the performance
of a system.

Figure 21.10 shows the response with an optical input of 21 dBm. Here the
ringing in the AGC voltage trace-3 is still observed, as well as the ringing and
slope in the demodulated signal trace-1. This appears to be somewhere above
the threshold of visibility, but is not as severe as in the þ1 dBm case.

Figure 21.9 AGC performance at þ1 dBm optical input.
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Figure 21.11 illustrates the response with 23 dBm input, where the picture is
judged acceptable. At this level, the X-mod can still be seen in the trace-1. This is
what to expect X-mod will like a square wave. The delay between trace-2 and
trace-1 is due to fiber optic delay. Notice that trace-3 shows some remnants of
the ringing, but the amplitude is low. The is because of the load reduction in the
RF channel. The net RF power at the input gain block is reduced (see
Fig. 12.2); therefore, less third order and X-mod beat products are converted
into the channel under test frequency, which is detected by the SA video detection.
Additionally, less beat energy affects the RF detector. This is one more aspect that
shows the need to have an RF filter before the AGC RF detector, in order to limit
the detector BW and reduce the AGC sensitivity to X-mod That means that the RF
signals are high enough than the X-mod IMD. As a result, the detector measures
the envelope of the modulated signal only, and thus the residual AM is generated
due to the control voltage fluctuations over the VVA since the AGC loop BW is too
wide and operates as an AM detector. But additional X-mod errors are negligible at
that point.

A way to measure and estimate AGC BW is to feed the receiver an AM modu-
lated signal. At the beginning of the experiment, the modulation frequency should
be high, higher than the AGC loop BW. Observation of the AGC-control-voltage
should show as a dc line, at the proper level for the desired RF level under which
the test is done. At the instant the control voltage starts to track the modulating-
signal frequency, the AGC 3-dB corner frequency is above the modulating

Figure 21.10 Response at 21 dBm input.
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signal frequency. Hence the AGC loop operates as an AM detector. This is similar
to a phenomenon observed on a PLL when used as FM detector.

Figure 21.12 shows a different setup for the measurement of AGC under
X-mod conditions by using two tones. Two optical transmitters are used: one of

Figure 21.11 Response with 23 dBm input.
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them is modulated by an RF generator at a convenient frequency such as 100 MHz.
The generator is modulated with a 100% square wave that has a 50% duty cycle,
and a frequency of about 15.75 kHz (the exact frequency is not essential, but this
is what the standard NCTA X-mod test recommends). Note that most signal
generators AC couple the square wave, meaning that as the modulation is adjusted,
the peak envelope of the signal changes, as was explained in Sec. 12.2.8.1. The
goal is to keep the peak envelope power at the desired level. This is usually
easy to read on the SA, and so long as it is set to 300 kHz or a wider IF (resolution)
and baseband (video) BW, the peak-to-rms measurement can be done. Having the
power read, the peak-to-average (PAR) is compensated for the difference between
a modulated and nonmodulated tone.

The second optical transmitter is supplied with a CW signal on a convenient
frequency, for instance 67.25 MHz, the picture carrier for channel 4. Attenuators
AT1 and AT2 are adjusted until the correct relative amplitudes of the two carriers
are set; then AT3 is used to adjust the overall signal level into the optical receiver
under test. For the test, the SA is used as a demodulator, under the following
setup:1 – 5,9

. Zero span (span ¼ 0)

. Resolution and video BW ¼ 300 kHz (may be wider, but not narrower)

. Vertical axis: linear, not log mode.

Tune the analyzer to the CW-signal frequency, and place the carrier at the top of
the screen.

The video output from the analyzer is used to feed the oscilloscope. The scope
trigger should be on the square-wave modulation. With this two-tone set-up,
as shown in Fig. 12.12, wave forms of Figs. 21.9–21.11 can be duplicated in a
multitone environment.

21.7 Cross-Talk Test Methods

Chapter 20 provided a complete review about isolation and X-talk between digital
and analog sections of an integrated triplexer (ITR). A good engineering practice is
to measure S21 between the digital transmitter and the CATV receiver as shown in
Fig. 21.13. For that purpose, a vector network analyzer (VNA) is used in order to
increase isolation measurement sensitivity compared to the scalar network analy-
zer (SNA). The VNA S11 port sweep source output signal is connected to the
digital-transmitter is inverting input while the noninverting input is terminated.
The network analyzers output RF power level from S11 port is calibrated to
meet the peak-to-peak voltage level as defined by the interface specifications of
the digital transmitter input. The calculation is done per Eqs. (21.18) and
(12.19). Note that the network analyzer produces a sine wave, and voltage units
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are in millivolts. The output of CATV receiver’s subminiature version B (SMB)
connector that is connected to the VNA S22 port:

P dBm½ � ¼ 10 log
V2

peak
ffiffiffi

2
p

Z0

1

103

 !

, (21:18)

Vpeak mV½ � ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Z0100:1�PdBm

5

r

: (21:19)

After completion of S21 measurement of noninverting transmitter’s port iso-
lation, the inverting section is evaluated. The advantage of this measurement is
that it is a relative measurement independent of power. Additionally, the frequency
response of isolation between the digital transmitter and the CATV receiver is pro-
vided. This is helpful since it shows the high-pass filter’s isolation response and its
corner frequency. The corner frequency provides an indication regarding GND
quality and its impedance to main chassis GND. Knowing the nonreturn-to-zero
(NRZ) PRBS and transmitting power, the power for each spectral line, can be
determined per Eq. (21.20), where HPF( f ) is the S21 isolation response, and A
is the PRBS voltage-amplitude power for the NRZ signal:

PX-talk ¼
A2

Z0

PRBSþ 1

PRBS2
sinc npf

T0

PRBS

� �2

HPF fð Þ: (21:20)
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Figure 21.13 The FTTx ITR X-talk test using a network analyzer S21 for isolation
between digital Tx and CATV Rx. The network analyzer is sweep power is set to meet
the digital data rms voltage. The pigtail is connected to a reflective connector, to
increase reflections from Tx into Rx, in order to check isolation through the optical
triplexer, while taking into account the electrical X-talk caused by amplification of the
digital receiver.
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This way the power leakage from the digital transmitter into the CATV
receiver can be evaluated. Moreover, knowing NRZ and having a short PRBS, a
specification for isolation, the frequency response is determined, as was explained
in Sec. 20.3, and the isolation requirement is established per Fig. 20.6.

In this setup, the UUT’s pigtail is connected to a reflective FC connector
to increase reflections from the digital transmitter into the optical triplexer.
This way, any digital transmission at 1310 nm is returned to the digital receiver’s
PD. If the triplexer is a 1310 nm, 1310 nm, and 1550 nm, as appears in Fig. 5.8,
the digital receiver amplifies the received digital signal and reduces
isolation by increasing X-talk to the CATV receiver. If the optical triplexer is
FSAN, as appears in Fig. 5.8 in Chapter 5, the leakage of 1310 nm into
1490 nm will affect CATV receiver as well, depending, of course, on the optical
filter within the triplexer.

A different approach is to observe the leakage of a short PRBS NRZ trans-
mission of the digital transmitter section to the CATV receiver on an SA.
Pass–fail is defined by CSO-CTB-CNR specifications of SCTE. This way, for
62-dBc-CNR specifications and for a 18-dBmV tone, the leakage should be
below 254 dBmV. All those methods are commonly used for qualifications of
FTTx ITR.

21.8 Understanding Analog Receiver Specification

The previous sections and chapters provided the overall design considerations for
the analog FTTx CATV receiver. In order to comply to the FTTx system require-
ments, the ITR analog receiver section must satisfy performance parameters given
in Table 21.4 as an example. Those parameters are reviewed in the next two
sections.

21.8.1 Gain sensitivity and AGC

The analog receiver used for CATV reception is considered a state-of-the-art TIA
operating from 47 to 870 MHz. In this specification, FTTH up-tilt of 3 to 5 dB is
required since a coax cable is shorter and has fewer splitters and connections com-
pared to FTTC. An FTTC receiver requires steeper tilt. The up-tilt compensates for
the COAX down-tilt response.

Observing that RF output power is kept constant at the optical dynamic range
of 25 to 1 dBm, one can understand that this receiver has an AGC with a 12-dB
RF dynamic range as a minimum. The AGC threshold is at 25 dBm at minimum
and its saturation is at 1 dBm at maximum.

From the optical responsivity data and optical power range at an RF output
power of over 75 V, the TIA gain in ohms can be evaluated as well as the absolute
power-gain ratio in the following manner. For transimpedance gain (TIG), RF
voltage at the output is divided by the RF current developed at the input of the
receiver. It is assumed that the PD impedance is high so that the current detection
efficiency is 100%, since all RF current goes to the receiver’s input. Hence, the
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Table 21.4 Examples of commercial FTTx ITR analog specifications.

No Parameter Units Min Typ Max Conditions

1 Frequency range MHz 47 870
2 RF output power dBmV 3% OMI/channel

55 MHz 16 1.5% OMI/channel for
frequency above 550 MHz

550 MHz 18
750 MHz 14

3 RF output tilt dB 3 5 Network test 47 to 870 MHz
4 S22 output

return loss
dB 14 20 75 V

5 Distortions dBc Matrix test at 1 dBm optical
CSO 265 255
CTB 262 259 Power: above 550 MHz

CSO/CTB 7 dB higher
6 Carrier to noise dB 48 52 At 25 dBm 3% OMI
7 Channel BW MHz 4
8 Channel spacing MHz 6
9 AGC time constant s 0.5
10 AGC RF sampling 30 channels 3% OMI
11 PD monitor voltage V 0.85 0.9 1 1 KV resistor
12 PD monitor voltage

accuracy
% 1

13 Optical return loss DB 20
14 Receiver wavelength Nm 1550 1555 1560
15 Receiver’s average

optical power
dBm 25 1 3% OMI/Channel

1.5% OMI/Channel for
frequency above 550 MHz

16 Operating voltage V 11.7 14
17 Current MA 150 170
18 Video inhibition V

On 3 5
Off 0.2 0.8

19 Video-inhibition
isolation

dB 250

20 X-talk dBc 265 PRBS 2721 NRZ
Digital receiving
1440–1500 nm
High 2 V, low 0.6 V
622.08 MB/s
Transmit 1260–1360 nm
Input high 300–1200 mv
Differential LVPPECL
155.52 MB/s

21 Optical transmitter to
receiver X-talk

dB 265 1310 nm transmitter to
1490 nm receiver

22 Optical receiver to
receiver isolation

dB 265 1490 nm receiver to
1550 nm receiver

23 Optical transmitter to
receiver X-talk

dB 265 1310 nm transmitter to
1550 nm receiver

24 Optical receiver
isolation

dB 265 1550 nm receiver to
1490 nm transmitter
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TIG can be written as follows. Equation (21.21) describes the input current at the
matching transformer primary:

IIN-rms ¼
r � Popt � OMI

ffiffiffi

2
p
� 100

: (21:21)

Equation (21.22) describes the rms voltage developed at the ITR output OMI
(in %):

Vout ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Z0

100:1�PdBm

1000

r

: (21:22)

TIG V½ � ¼
Vout

IIN-rms

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

20 � 100:1dBmZ0

p

r � PoptOMI
: (21:23)

Equation (21.22) can be written in terms of decibels relative to one millivolt:

V ¼ 100:05dBmV�3: (21:24)

Hence, TIG is given by Eq. (21.24) divided by Eq. (21.21):

TIG V½ � ¼
Vout

IIN-rms

¼
1
ffiffiffiffiffi

50
p

100:05dBmV

r � Popt � OMI
: (21:24)

Note that TIG is affected by the output impedance. In Eqs. (21.22), (21.23),
and (21.24) it is clear from the notation, that the decibels relative-to-one-millivolt
value is affected by impedance as per Eqs. (21.2) and (21.3).

TIG is a fixed value that is not affected by OMI even though it seems to be
from the above expressions. That is because the specification defines that the
output RF power is governed by the specific OMI. Thus an overall optical receiver
is considered as a voltage-controlled source by an optically controlled current
source. That is why when OMI is reduced by half for QAM, band power is
reduced by 6 dB, owing to the relation of power to voltage and current. Moreover,
the reason for less than a 6-dB drop from high to low channels during testing is due
to the designed up-tilt of the receiver. Considering the RF power gain, the design
goal is to maximize power efficiency by properly matching to the PD. With that in
mind, the RF power gain is given by

G ¼
20 � 100:1dBm

r � PoptOMI � N
� �2

Z01

¼ 10�2 100:05dBmV
� �2

r � PoptOMI � N
� �2

50 � Z01Z0

, (21:25)

where Z0 is the output impedance at the SMB connector, Z01 is the first RF-stage-
input impedance, OMI is a percentage, and N is the transformer’s turn ratio. Note
that the power gain has no units and is affected by impedance matching. Moreover,
both TIG and power gain increase, as the input power lowers until it reaches the
AGC-threshold level. Recall that Pout is locked to a constant level by the AGC.
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The second advantage of the transformer-matching method is the equivalent
noise current density reduction as described in Chapter 10. Knowing responsivity
and CNR is defined by the specification, the noise density can be found using the rel-
evant plots from Chapter 10. The excessive shot noise and RIN should be removed by
using Eqs. (10.43) and (10.51) in order to derive the dark CNR. From this specifica-
tion, it is clear that the BW for the noise power calculation is 4 MHz or 66 dB.

From the AGC specifications, it is clear that this is a feedback AGC with a BW
of approximately 2 Hz, in order to overcome blanking and X-mod effects
described in Sec. 21.6. The AGC pilot OMI for testing is calibrated, as described
in Secs. 21.2–21.5.

The receiver output has a decent return loss and thus it minimizes ripple result-
ing from mismatch between the SMB connector and the coax cable. This is well
explained in Chapter 9.

The video-inhibit function describes the level of the CATV signal when the RF
is off and PD bias is on. The signal level at that stage is 50 dB below normal recep-
tion power, which means the RF level in the range of 280 dBm at 4 MHz BW.
This ensures that no signal is received in case of billing sanctions applied on the
subscriber: CNR is almost 0 dB in that case.

21.8.2 ITR X-talk

X-talk in FTTx integrated platform is a painful problem, as was described in
Chapter 20. However from the above specification, it can be seen what the test con-
ditions are for electrical X-talk from the digital section into the CATV RF section.
The test conditions call for an NRZ train of PRBS 2721 sequence. This pattern has
high-energy spectral lines. It defines the data rates for both the receiver and trans-
mitter to maximize the interference. From the CSO CTB performance, it is clear
that X-talk leakage should be below 65 dB, or below the worst-case CSO CTB
defined in specifications. From the optical specifications that call for optical iso-
lation and X-talk, it is easy to see how to calculate the additional shot noise
leaking into the analog PD by using the relations in Chapter 10. Note that
RF–wise, 65 dB of optical isolation is equal to 130 dB RF and electrical isolation.
The high optical isolation prevents any digital signal detection in the analog
section. It is clear that high electrical isolation against conducted and radiated
emissions from the transmitter on the digital side guarantees that the transmitter’s
NRZ pattern spectral lines are lower than the CSO CTB levels. Otherwise, it
is conclusive that X-talk leakage into the CATV receiver is due to electrical
conduction and emission rather than an optical path.

21.9 Main Points of this Chapter

1. Decibels relative to 1 mV is a power measurement unit that is affected by
the load impedance.

2. Decibels relative to 1 mW is a power measurement unit that not affected
by the load impedance.
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3. OMI calibration requires a dc-coupled calibrated PD with standard Z0

impedance of 50 or 75 V.

4. The SA impedance for OMI calibration should match the PD impedance.

5. Spectrum impedance should be ac coupled to the reference PD.

6. In case spectrum analyzer (SA) impedance and PD impedance are not the
same, ac analysis is not of an equal current division between current
source and SA as in Fig. 21.1.

7. Two-tone test should be made with two lasers to prevent degradation due
to laser-limited IP3 and IP2.

8. The wavelength separation between the two lasers is critical when testing
an optical triplexer, since too large a wavelength separation might be
filtered by the triplexer filter.

9. Too narrow a wavelength separation between the lasers might create an
RF beat note within the RF BW of the receiver. Thus wavelength separ-
ation should be such that its beat-note frequency would be out of the RF
BW of the UUT receiver.

10. When calibrating OMI of a laser in a two-lasers setup, both lasers should
be at “on” state and only the laser under OMI calibration should have an
RF signal.

11. A multitone testing laser is a predistorted laser transmitter with high lin-
earity performances.

12. A multitone tester frequency source has two modes of operation, random
and coherent; the coherent mode degrades CSO CTB results compared to
the random mode.

13. Dark CNR test of an AGC system can be done in the threshold state, since
AGC gain is not affected by lack of locking signal.

14. At high optical power, dark CNR is evaluated by removing RIN and shot
noise contributions.

15. CTB measurement in the multitone tester is done by turning off the test
tone at the frequency of interest.

16. The reason for LNA at the SA input is to compensate for the SA noise
floor and to increase measurement accuracy.

17. The role of the sharp BPF between the UUT output and the LNA input is
to prevent CSO CTB performance degradation due to the 110 channel
load of the LNA.
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18. SCTE defines the noise test results CCN, CTN, and CIN, and proper
CORs for SA detector error, video filter, and all test-related factors.
These are freely available on the SCTE website.

19. A pilot OMI is calculated per the number of RF tones sampled by AGC
sampling LPF. It is assumed all tones are coherent.

20. Wideband RF sampling AGC and too wide an AGC loop is susceptible to
X-mod since the RF detector is a true rms detector, which averages RF
power. This results in peak-to-average error.

21. Peak-to-average and X-mod errors are worse when the AGC detector is a
DLVA, since it is an envelope detector rather than a true rms detector.

22. X-talk testing can be done by a network analyzer measuring S21 between
the digital transmitter’s input and the CATV’s RF output.

23. X-talk S21 response is HPF with a high insertion loss.

24. Good isolation is an S21 HPF response with high corner frequency. This
means that low-frequency rejection is a wideband that nullifies the main
and second lobes of the NRZ sinc.

25. FTTx ITR specifications should define output power related to OMI.

26. PD responsivity and output power define RF gain requirement from the ITR.

27. The electrical X-talk test should specifically define under what PRBS
pattern it should be performed.

28. FTTx RF section can be describes as a TIA gain or as power gain.
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aberration. See lenses.
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688, 691
ALC. See control loops.
algorithms, 8, 34, 524, 650, 672,

681, 698, 699, 732, 946, 950
decision directed, 698, 731, 732
least mean square (LMS), 696,

697, 698, 699
maximum likelihood, 682, 701
Viterbi, 682
zero forcing, 696

AM to AM polynomial, 371,
397, 765

amplitude modulation (AM), 562
noise, 293, 294, 296, 297
residual, 517, 519, 525, 650,

651, 663
vestigial side band (VSB), 561, 808,

835, 854
amplifiers

bias class, 493
distributed, 209, 219, 472, 473,

478, 509, 999
feedback, 209, 255, 261, 464, 467,

468, 469, 470, 535, 755
load line, 492, 493
matching, 994
noise figure, 478, 508, 556, 560
operational, 450, 477, 479,

518, 594, 904
PIN TIA, 49, 479, 920

push pull, 41, 336, 494, 760,
764, 765, 768, 769

analog baseband (ABB), 569, 587, 726
analog-to-digital converter (ADC), 587,

726, 730, 739, 742–743
analog-to-digital converter

(ADC) error function, 726
analog-to-digital converter (ADC) NTF, 736
analog-to-digital

quantization noise, 719, 733
analog return path, 44, 45, 46, 192, 413

return path receiver, 43, 44, 46
return path transmitter, 13, 44,

45, 46, 246
application specific integrated circuit

(ASIC), 20, 48
architectures, 8, 17, 31, 53, 132, 789
arrayed waveguide gratings (AWG), 8,

142, 143, 146, 172
audio

AC2
AC3, 80, 90, 111
aural, 57

automatic current control (ACC).
See control loops.

automatic gain control (AGC). See control
loops.

automatic offset control, 936
automatic power control (APC).

See control loops.
avalanche photo detector (APD).

See photo detectors.

B
back facet monitor, 592, 622, 781, 948,

950, 953, 955, 961, 963, 973
back off power, 568
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balanced bridge interferometer, 301, 743
band gap reference, 496
band pass filter, 696
back-to-back diodes linearizer, 787
Barkhausen criterion
base-band (BB), 567
bias methods

bias class, 493
current control loop, 495, 622, 623, 624
current starving, 495, 510
gate bias, 496
load line, 492, 493
stack bias, 494, 495

birefringent crystal, 173
bit error rate (BER), 290, 654, 656, 659,

723, 819, 829, 837, 847, 886, 887,
890, 896, 905, 920

on–off keying bit error rate (OOK BER)
probability of error, 643, 654, 655,

656, 657, 721, 886, 887, 888, 932,
933, 934, 939

quadrature amplitude modulation
(QAM), 629, 632, 633, 654, 662,
683, 685, 686, 699, 710, 712, 716,
724, 738, 740, 839, 845, 855

blanking signal. See composite video
or TV.

blind equalizer. See equalizers.
Bode fano limit, 485
Bode plots, 499, 536, 611

dominant pole, 534, 550
gain margin, 479, 524, 534, 535, 599,

923
phase margin, 534, 535
poles, 535, 537, 538, 547, 584, 696, 1030
zeros, 154, 667, 693, 908, 912

bulk optics, 179, 180, 188, 189,
192, 201, 203, 204, 205

bidirectional (BiDi), 50, 51, 182,
184, 185, 187

diplexer, 5
full service access network (FSAN)

wavelengths, 189, 192
optical dual port (ODP), 164, 407
optical trap, 190, 191, 192, 205
optical triple port (OTP), 164, 407
tracking error, 179, 187, 188, 200,

201, 205
triplexer, 51, 183, 188, 190, 198, 201

Bragg grating, 118, 148, 149, 155, 173, 967
fiber, 118, 149, 173, 956
filters, 137

Bragg wavelength, 150, 157, 159
brick wall filter. See filters.
burst mode transceiver, 927–965

burst mode, 927–965
burst mode AGC, 946–953
burst mode tester, 945
loud soft ratio, 982

burst noise, 840
bursty nonlinear distortions (NLD), 806, 838
butterfly, 685

C
cable

coax, 39–43, 42
coax loss, 386
fiber bundle, 32

capacitance, junction capacitance, 247, 327
carrier recovery, 711, 722

clock data recovery (CDR), 913, 915,
916, 917, 918, 920, 922, 923, 928,
929, 934, 955, 981

costas loop, 711, 712, 713, 741, 912
phase locked loop (PLL), 715,

717, 721, 912, 913, 914, 916, 923
carrier-to-noise ratio (CNR), 12, 41, 98, 99,

101, 290, 384, 386, 413, 414, 415,
416, 420, 421, 422, 423, 424, 425,
449, 555, 560, 719, 720, 845, 846, 867

dark CNR, 557, 1022, 1024, 1038, 1039
Eb/N0 vs. CNR
noise factor (NF), 382, 384, 553
P1dB, 397
quantum limit, 295, 423, 888
relative intensity noise (RIN), 293, 294,

295, 296, 307, 421, 424, 809, 825,
843, 844, 846, 900, 902, 921

signal-to-noise ratio (SNR), 98, 123,
427, 659, 705, 706

system performance, 101, 120,
319, 366, 547, 799, 858

third-order intercept point (IP3),
343, 366, 371, 377, 397, 700

cascades, 787
cathode ray tube (CRT), 74, 94

horizontal scanning, 59
image orthicon, 57, 58
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tubes, 57, 58, 64, 72, 411
vertical, 60

CDMA–optical, 173
chirp, 261, 274, 275, 276, 297, 301, 303,

304, 305, 306, 307
chromatic dispersion, 122, 894, 921
circulator, 169, 173
clipping, 806, 810–837, 814, 817, 820, 821

clipping noise, 817–825, 833, 873
clipping statistics, 812, 825–830
preclipping, 834

clock data recovery (CDR)
CNR carrier to noise, 561
codes

Manchester, 911, 922
nonreturn to zero (NRZ), 667, 909, 911,

922, 994, 997
return to zero (RZ), 910, 911, 922

coding
concatenated coding, 672, 673
convolution, 381
deinterleaver, 677, 678, 739
forward error correction (FEC), 8
galois field, 675
interleaver, 139, 677, 678, 739
parity, 673
pseudo-random beat sequence (PRBS)

generator, 669, 670, 672
puncturing, 680, 681, 742
randomizer, 90, 111, 739
Reed–Solomon, 667, 674
Trellis, 679, 680, 681
Trellis decoder, 739
Trellis diagram, 681
Trellis encoder, 90, 92, 668
Viterbi algorithm, 682

coefficient of performance (COP), 597
coexistence, 16, 806, 868, 928, 993, 987
coherent, 262, 355, 708, 720, 1023

coherent tones, 811
detection, 354–355, 358

coma. See lenses.
community access TV (CATV), 3, 39,

561, 581
frequency plan, 97, 103
integrated triplexer, 190
node, 932
optical receiver, 436, 936, 1027
receiver, 98, 147, 434, 700, 710, 721, 805

Society of Cable Telecommunications
Engineers (SCTE), 99, 1024, 1025

tap, 704
composite distortions, 877

beat count, 389, 407
coherent CSO, 1023
composite second order (CSO), 12, 41,

98, 100, 101, 284, 285, 336, 377,
378, 381, 391, 398, 522, 699, 752,
824, 850, 852, 857, 867, 995

composite trible beat (CTB), 12, 41, 98,
100, 101, 111, 336, 372, 377, 378,
379, 381, 386, 391, 397, 398, 522,
699, 752, 754, 824, 852, 867,
995, 1123

convolution, 381
composite second-order (CSO), 561
composite trible beat (CTB), 561
composite video, 70

aspect ratio, 61, 62, 77, 79
aural, 57
blanking signal, 63
chrominance, 73
color burst, 67, 68, 72, 74, 76, 101,

110, 242
field, 76
frame, 56
horizontal, 110
image orthicon, 57, 58
interlaced, 57
luminance, 73
picture, 561
vertical, 59, 60, 102, 110, 209, 226

connectors
automatic power control (APC), 20, 126
face contact (FC), 126, 127, 1035
subcarrier connector (SC), 20, 126
super physical contact (SPC), 126
straight transfer function (ST), 125, 172

constraint of pattern length, 685
continuous wave (CW), 561, 563, 581, 586
control loops

automatic current control (ACC), 495
automatic gain control (AGC) burst, 526

feedback, 530, 599
feed forward, 557–560

automatic power control (APC), 45,
587, 928

burst, 941, 963
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control loops (continued )
close loop, 584, 914
current starving, 495
gain margin, 479, 524, 535, 923
open loop, 534, 550, 551, 710, 711
phase locked loop (PLL), 715, 716, 717,

722, 912, 913, 914, 916, 923
phase margin, 534, 535
pulse width modulation (PWM) control

loop, 524
synthesizer, 699, 700
thermo electric cooler (TEC) control

loop, 594–622, 968
wavelength locking. See wavelength

locking.
constellation

additive white gaussian noise
(AWGN), 652, 655

AM to phase modulation (PM), 376, 398,
652, 663, 774

calibration, 821, 660
carrier leakage, 93, 253, 262, 636, 638,

640, 641, 642, 644, 663
cross talk, 147, 190, 191, 205
decision zone, 638
Eb/N0, 307, 401, 912, 932, 933, 935
error vector magnitude (EVM), 638,

650, 653, 660, 661, 664
I/Q mismatch, 567
jitter, 645, 712, 716, 719, 720, 915, 916
modulation error ration (MER), 653,

661, 664, 720
origin offset, 638, 645, 663
peak to average/rms, 541, 634, 635

convolution, 568
convolution code, 679, 685
coplanar waveguide. See transmission lines.
copper lines, 3
correlation coefficient, 448
coupled charge device (CCD), 58
coupler/coupling

capacitive, 459, 1003
coupled mode equations, 221
directional coupler, 183, 184, 586
even mode, 760
odd mode, 760
star, 130, 131, 1002, 1003
Y branch, 184, 185

cross coupled differential pair (CCDP), 764

cross modulation, 398, 1027
cross phase modulation XPM, 806,

861–863, 876
crosstalk–electrical, 1013

analog ground (GND), 1003
compartments, 1005, 1012
coupling capacitance, 1004
current loop, 1002, 1003, 1005,

1008, 1012
digital GND, 1003
PRBS, 669, 672, 906, 922, 955, 994, 998
Series length, 569, 570, 905, 929,

954, 998
star point, 1002, 1003, 1011

crosstalk–optical
optical trap, 190, 191, 192, 205

crystals
birefringence, 173
extra ordinary wave, 166, 174
ordinary wave, 167, 173
X–cut, 300
Y–cut

cumulative distribution function
(CDF), 564, 587

D
damping factor

electrical, 606
optical, 123, 155, 190, 191, 192, 344

dark current. See CNR.
dark CNR, 414, 416, 433, 557, 1022, 1024,

1038, 1039
direct broadcast satellite (DBS) TV, 4
distributed Bragg reflector (DBR).

See lasers.
dc offset. See constellation.
decimation, 81
decision directed (DD). See equalizers and

algorithms.
defocusing, 343, 345
delay flip flop (D-FF), 732
delta theta root mean square (rms) durms.

See jitter.
dense wavelength division multiplexing

(DWDM), 135, 159, 172, 231, 870,
871, 984

dense WDM, 176, 260
depletion capacitance, 318, 328, 432, 481
depletion region, 322
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desensitization, 994–996
detection, 694, 712
detector RF

average (true rms), 561, 582, 583, 584,
586, 1040

coefficient, constant, 814
detector log video amplifier (DLVA),

541, 542, 561, 584
tangent delta

differential gain (DG), 101
differential lines, 1007
differential phase, 101, 102–103,

112, 779
diffraction grating, 137
digital controlled attenuator (DCA), 45,

382, 517, 601
digital GND. See crosstalk electrical.
digital loop carrier (DLC) system, 31
digital signal processing (DSP), 587
digital subscriber line (DSL) system
digital transceivers. See transceivers.
direct modulation, 261, 274, 285, 297, 307,

830, 850, 875
direct recombination, 214
discrete cosine transform (DCT).

See MPEG.
dispersion, 122, 855, 893
dispersion shifted fiber (DSF), 846, 848
distributed amplifier. See amplifiers.
distributed element, 1009
distributed feedback (DFB). See laser.
dual parallel linearization.

see linearization.
dynamic range

automatic gain control (AGC), 585
optical, 938, 1019, 1021, 1035
receiver, 430, 546
saturation, 336
spurious free dynamic range

(SFDR), 366
threshold, 932

E
Eb/N0 vs. CNR. See CNR.
electron ionization coefficient, 350,

351, 427
electron mobility
elliptic filter. See filters.
end of life (EOL), 957, 966

error vector magnitude (EVM).
See constellation.

equalizers
adaptive, 701, 704–707, 714,

715, 717
blind, 741
decision directed, 706
decision feedback, 707–708, 711
feed forward, 707
linear transversal equalizer (LTE), 701
radio frequency (RF) RLC, 499, 501,

502, 503
RF up tilt RC, 498
zero forcing equalizer (ZFE), 704

equivalent input noise current (EIN).
See noise.

equivalent noise BW. See noise.
ethernet passive optical network (EPON).

See PON.
excess noise ratio (ENR), 838
excitation, 209, 216, 255, 292, 480, 784
external modulators, 301, 755

balanced bridge interferometer, 301
electro absorption, 303–304
ethernet, 6, 22
external phase modulation

(EPM), 851
Mach–Zehnder interferometer, 132,

180, 298, 767
traveling wave modulator, 301

extinction ratio (ER), 246, 246–249, 257,
592, 888–891

eye diagram, 288, 307, 472, 888,
889, 959

F
Fabry–Perot (FP) laser. See lasers.
fano limit, 485
Faraday effect, 164
Faraday rotator, 164, 165
fast attack slow release, 586
fast Fourier transform (FFT), 568
federal communication commission

(FCC), 587
feedback

AGC, 521–584, 599
amplifier, 464, 467, 469, 470, 496
linearization, 791–798
stability, 232, 599

Index 1047



feed forward
AGC, 518–521, 557–560
linearization optical, 748, 784–791
linearization RF, 780–782

FF-AGC, 585, 560
fiber Bragg grating, 118, 148–163, 149,

173, 967
equalizer, 501, 502, 503, 510, 711
filters, 137, 173
optical CDMA, 173

fiber in the loop (FITL), 19, 225
fiber to the home, curb, building,

business, premises (FTTx), 6, 17,
185, 1038

fiber to the curb (FTTC), 4, 6, 31,
32, 34, 51

fiber to the home (FTTH), 4, 6, 7, 10
fiber to the premises (FTTP), 4, 18, 19,

20, 50
filters

band pass, 155, 201, 699, 766, 825, 967,
984, 1022

bessel, 905
duplexer, 44, 50, 994
elliptic, 44, 45, 406, 993
finite impulse factor (FIR), 696

first-order sigma delta, 734, 735
free spectral range (FSR), 139, 967
high pass, 43, 44, 650, 712, 906,

919, 930
infinite impulse fitter (IIR), 587
low pass, 14, 33, 42, 71, 75, 81, 264,

521, 699, 705, 712, 836, 905,
930, 993

optical, 64, 135, 137, 236, 1019, 1035
surface acoustic wave (SAW),

696–697, 701
flatness, 464, 471, 499, 502, 524,

771, 1027
flip flop (FF), 731
FM noise, 742
frame by frame decoding, 687
frequency division multiplexing

(FDM), 4, 819
frequency modulation (FM), 561
front end

receiver front end, 314, 410, 416, 419,
429–442, 517, 993

RF front end, 382, 431, 434, 699

full service access network (FSAN)
service, 18, 929
triplexer, 51, 180
wavelengths, 189, 192

G
gailos field (GF), 675
gain BW product, 349
gain compression, 278, 280, 282, 370

AM to AM polynomial coefficients,
397, 775

laser, 306
laser coefficients, 263, 282
RF, 44, 497

gain constant, 213, 544, 545, 546, 912
detector
negative temperature coefficient

(NTC), 52, 102, 600, 601, 602,
603, 605, 610

voltage variable attenuator (VVA),
504, 517, 519, 531, 540, 542

gain control circuit, 949, 950
gain margin. See control loop,

feedback.
gate bias. See bias.
gigabit interface converter (GBIC).

See transceivers.
gigabit passive optical network (GPON).

See PON.
grated index GRIN, 226
grating-assisted codirectional coupler with

sampled reflector (GCSR) lasers. See
lasers.

ground. See crosstalk electrical.
group delay, 701, 855

H
hamming distance, 685
hard decision, 687
harmonics, 279, 771, 772, 998
heterodyne, 343, 354, 358
heterojunction bipolar transistor (HBT),

371, 420, 461, 496, 770
high definition television (HDTV), 76, 78,

80, 111, 112, 564
high impedance, 331, 358, 443, 472, 487,

906, 1004, 1005, 1012
high pass filter (HPF), 43, 650, 712, 906,

930, 1034
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high pass filter (HPF) response, 734
Hilbert transform, 75
home phone networking alliance (HPNA),

6, 7, 33
housing

long carbon filter (LCF), 974
continuous carbon filter

(CCF), 975
crosstalk. See optical or electrical

crosstalk.
multisource agreement (MSA), 47, 594,

595, 979, 981
shielding, 974–975

hybrid fiber coax (HFC), 6, 10–13, 42,
55, 226, 386, 517, 667, 699, 851

I
image reject, 662
index guided. See lasers.
infinite impulse response filter

(IIR), 587
integrated solution, 698

integrated triplexer (ITR), 49, 50,
54, 179

integrated triplexer to the curb
(ITC), 54

integrated telecommunication union
(ITU), 6, 692

inter symbol interference (ISI), 905
intercept point, 366, 367

IPn, 367, 368, 369
second-order intercept point (IP2), 366,

377, 397, 700
third-order intercept point (IP3), 343,

366, 371, 377, 397, 700
interferometer, 132, 157, 180, 298,

301, 767
interleaver/deinterleaver, 677–679
intermodulation, 98, 209, 277, 285, 343,

365, 366, 379, 387, 496, 641, 698,
757, 824, 993, 1018

internet protocol (IP), 23
intrinsic region, 314
inverse fast Fourier transform

(IFFT), 568
ion exchange, 180
ionization coefficient, 904
isolation, 1000, 1004
isolator, 165, 173

J
jitter, 645, 712, 716, 720, 721, 915,

916, 917
delta theta rms Durms, 712, 722, 727,

742, 896
phase noise, 293, 294, 296, 649, 663,

712, 720, 724, 742
timing jitter, 896–899, 899, 921

junction, 324
PN, 322, 323, 324
PIN, 49, 320, 327, 328, 336, 343, 477,

481, 504, 930
junction capacitance, 327

K
Kirchoff current law (KCL), 612
Kirchoff voltage law (KVL), 612, 762

L
Laplace transform, 731
lasers

buried heterostructure (BH), 216, 265
distributed Bragg reflector (DBR), 219,

220, 221, 223, 224, 227, 228, 231,
232, 233, 234, 240, 241, 242, 255

distributed feedback (DFB), 209, 210,
219, 220, 221, 222, 223, 224, 231,
232, 233, 237, 240, 241, 255, 256,
261, 262, 266, 282, 283, 297

dynamics, 261–312
Fabry–Perot (FP), 209, 210, 213,

216–218
gain guided, 209, 214, 215, 216,

229, 254
grating-assisted codirectional coupler

with sampled reflector (GCSR),
240, 242, 243, 244, 245

index guided, 209, 214, 216, 254
large signal model, 264, 272, 273
line width, 232, 275, 296, 297
mode hoping, 849
multiple quantum qell (MQW), 225
Nd yttrium aluminum garnet

(YAG), 781
phase noise, 293, 294, 295–297, 296,

307, 663, 712, 724, 742
population inversion, 212, 214, 254
quantum well, 209
radio frequency (RF) model, 209
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lasers (continued )
rate equations, 262, 263, 264, 266, 282,

291, 292, 293, 306
relative intensity noise (RIN), 293–297,

307, 421, 424, 809, 825, 843, 844,
846, 873, 900, 902, 921

relaxation oscillation, 261, 264, 267,
268, 269, 270, 271, 275, 277, 278,
279, 282, 295, 296, 297, 306, 307

side mode suppression, 241
slope efficiency, 246–249, 250, 251,

253, 257
small signal model, 271, 357, 462
stimulated emission, 209, 210, 211, 214,

253, 262, 264, 273, 282, 294
vertical cavity surface emitting laser

(VCSEL), 209, 210, 227, 228, 229,
230, 231, 234, 236, 240, 241, 256

lasers–tunable, 209
distributed Bragg reflector (DBR),

219–224, 227, 228, 231, 232–234,
240, 241, 242, 255, 256

grating-assisted codirectional coupler
with sampled reflector (GCSR),
240–246

open architecture, 256
wavelength locker, 52, 53, 966–970,

984
layers model, 24

first layer protocol (L1P), 24
least mean square (LMS). See algorithms.
lenses, 191, 192, 193, 200, 201

aberration, 190, 191, 195, 198, 200–201,
205, 343

coma, 201
spherical lense, 191, 192

limiter, 835
linearization, 264, 748, 755, 759, 780–782,

784–791, 791–798
back to back, 797
dual cascade, 784–791
dual parallel, 782, 784
feedback, 209, 255, 261, 461, 464,

467–471, 509, 535, 586, 602, 671,
679, 702, 765–769, 791–798, 930,
931, 951

feed forward RF, 780
feed forward optical, 711
preclipping, 834

predistortion, 755, 756, 759–765,
770, 835

push pull, 41, 336, 494, 770, 774, 775,
778, 779

reflective transmission line (RFL), 779
link, 46, 807, 808, 873

budget, 873
carrier-to-noise ratio (CNR), 12, 41, 98,

99, 101, 290, 384, 386, 413, 414,
416, 420, 422, 423, 425, 449,
559, 873

distortions, 261, 386, 759–765, 806, 848
minimum detectable signal (MDS), 902
noise, 808–810, 817

lithium niobate modulator. See external
modulator.

load line. See bias.
local oscillator, 72, 354, 630, 667, 699
loop transmission. See control loop.
low-pass filter (LPF), 732
low side band (LSB) toggling, 585
lumped elements, 302

M
Mach-Zehnder interferometer (MZI), 132,

180, 298, 308, 767
Manchester. See codes.
matched PIN VVA, 504–507
MathCAD, 566, 765
MATLAB, 566, 569, 570
MATLAB code for PAR, 570
MATLAB code for SAR, 576
max likelihood, 682
Maxwell equations, 1000
metal shield, 975
micro electro mechanical system (MEMS),

232, 234–236, 238, 256
minimum detectable signal. See link and

crosstalk.
mismatch, 389

I/Q mismatch, 567
impedance, 247, 404
mismatch effects, 389–391

mode partition noise, 290, 293, 893
mode suppression ratio (MSR), 220, 255
modulation, 87, 227, 230, 246, 250, 261,

271, 279, 375, 650, 818
amplitude (HUM), 101
amplitude modulation (AM), 562
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bit error rate (BER), 290, 654, 656, 659,
724, 819, 829, 836, 847, 886, 887

constant envelope, 561, 652
cross phase modulation (XPM),

806, 876
direct modulated laser (DML), 261
error vector magnitude (EVM), 638,

650, 653, 660, 661, 664
external modulated, 233
extinction ratio (ER), 246–249, 257,

592, 891, 938
frequency modulation, 261, 967
M ary QAM. See QAM.
modulation error ratio (MER), 653, 661,

664, 720
multitone, 812, 1023
on–off keying (OOK), 8, 342, 859, 933
optical modulation index (OMI),

246, 271
quadrature amplitude modulation

(QAM), 80, 111, 629, 632, 633,
651, 654, 692, 845

vestigial side band (VSB), 59, 68, 71, 95,
111, 667, 818, 874

modulation error ratio (MER). See
constellation or QAM.

modulator, 69, 72, 301, 303–304, 305, 308,
630, 641, 698, 755, 785

balanced bridge interferometer, 301
external modulator. See external

modulator.
quadrature phase shift keying

(QPSK), 44, 72, 629, 641, 667,
694, 698, 700

modulator/demodulator
(MODEM), 587

moving picture experts group (MPEG), 80,
81, 83, 86, 87, 90, 667, 668–669

decimation, 81
discrete cosine transform (DCT), 83
intra, 84
MPEG1, 80, 81, 83, 86, 87
MPEG2, 86, 87, 88, 89, 90, 91, 92, 93,

101, 675
picture element (PEL), 61

multi source agreement (MSA), 47, 594
multichannel multipoint distribution

system (MMDS), 29, 277
multiple quantum well (MQW). See lasers.

multiple reflections, 210, 613, 849, 863, 978
multiplexer/demultiplexer

(MUX/deMUX), 147, 869
FDD
frequency division multiplexing (FDM),

4, 819
time division multiplexing (TDM), 927
wavelength division multiplexing

(WDM), 4, 17, 23, 25, 32, 131, 132,
150, 172, 871, 978, 984

N
national television systems committee

(NTSC), 561, 564, 587
negative feedback, 602
network analyzer, 442, 1033, 1034, 1040
noise

bipolar junction transistor (BJT), 760
complementary metal oxide semi-

conductor (CMOS), 766, 960
correlation coefficient, 448
Flicker 1/f, 411, 412
metal-semiconductor field effect

transistor (MESFET), 413, 456, 467
mode partition, modal, 286, 287, 290,

292, 891–895, 921
noise burst, 80, 679
noise equivalent BW, 405, 409, 443
noise figure, 478, 508, 548, 556, 560
noise over gain (NOG), 737
noise power ratio (NPR), 44
noise rejection vs. over sampling ratio

(OSR), 739
noise resistance, 448, 459
Nyquist, 534, 535, 696, 740
quantization, 728, 743
receiver, 215, 994
relative intensity noise (RIN). See lasers.
shot, 410–411, 414
thermal, 408, 414, 428

noise transfer function (NTF), 731, 733,
739, 743

nonlinear distortions (NLD), 98, 261, 341,
810–837

number of levels (NOL), 726, 727
number of steps (NOS), 726, 727
numerical aperture, 867
numerical example, 40, 436–437,

774–778

Index 1051



numerically controlled oscillator
(NCO), 701

Nyquist sampling criterion, 702

O
on–off keying (OOK), 8, 342, 859, 933
open architecture. See tunable lasers.
open loop (loop transmission (LT)), 534
operational amplifier PIN TIA, 479
optical cross talk. See cross talk optics.
optical fiber non linearities
optical loss, 119, 210, 214, 806, 807
optical modulation index. See modulation.
optical modules

bulk optics. See bulk optics.
planar lightwave circuits (PLC), 180,

181, 182, 183, 186, 187, 203,
204, 967

receiver optical subassembly (ROSA),
46, 48, 49, 54, 927, 971–980,
1005, 1006

transmitter optical subassembly
(TOSA), 46, 48, 49, 54, 927, 971,
973, 975, 977, 978, 980, 984, 1006

triplexer. See also bulk optics.
optical signal-to-noise ratio (OSNR), 973
orthogonal frequency division multiplexing

(OFDM), 569
over sampling ratio (OSR), 729, 739, 743

P
packaging

butterfly, 47, 970
gigabit interface converter (GBIC), 47
10 gigabit small form pluggable (XFP),

47, 979
multisource agreement (MSA), 47, 594,

595, 981
small form factor (SFF), 47, 972, 976
small form pluggable (SFP), 47, 973,

975, 977, 978, 984
parity, 91, 674, 675, 740
peak envelope power (PEP), 561
peak to average (PAR), 541, 564, 565, 568,

570, 587, 634, 635
peak to rms, 586
phase locked loop (PLL), 737

phase noise, 734

phase noise, 220, 293, 294, 295–297, 307,
646, 649, 663, 712, 720, 724, 742

optical, 297
radio frequency (RF), xxix

photodetector (PD), 40, 41
avalanche photo detector (APD), 320,

346, 347, 348, 349, 350, 351, 352,
358, 426, 427, 428, 973

junction capacitance, 327
linearity, 397
matching, 1003–1004
noise model, 426–429
pickup inductor, 41, 331, 332, 335,

438, 510
PIN junction, 322, 324, 325
PN junction, 322, 324
quantum efficiency, 253
responsivity, 316, 344, 356
small signal, 226, 264, 266, 269, 271,

282, 306
stray capacitance, 430, 437
transport time, 270, 318, 324
wavelength selective photodetector,

609–623, 971
operation and maintenance

(PLOAM), 945
power spectral density (PSD) 728, 729
power supply rejection ratio

(PSRR), 961
preamble, 741, 930, 932, 981
pseudo-random beat sequence (PRBS),

922, 955, 994
pulse repetition frequency (PRF), 63
pulse repetition interval (PRI), 63
preclipping. See linearization.
predistortion. See linearization.
probability density function (PDF), 587,

564, 565
processing gain, 691
protocol

internet, 23, 25
model, 22–25
stack, 24, 510

pulse coded modulator (PCM), 732
block diagram, 734

puncture convolutional code, 744
push pull receiver, 336, 778

amplitude balance, 637
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balanced to unbalanced (BALUN),
41, 774

phase balance, 638, 641, 772, 774

Q
Q function
quadrature amplitude modulation (QAM),

586, 587, 564, 565, 568, 569, 570
quadrature phase shift keying

(QPSK), 567
quadrature phase shift keying (QPSK)

modulator, 72, 697
M ary QAM, 629, 654, 657, 659, 662,

675, 817
pulse-amplitude modulated (PAM), 654

quantization noise, 728, 742
quantization process, 729
quantum efficiency, 213, 253
quantum limit. See CNR.
quasi static regime

R
radio frequency back off, 587, 568

detector, 586
front end, 382, 431, 434, 699

Raman scattering, 858, 875
randomizer, 90, 111, 667, 739
rate equation, 262, 263, 264, 266, 270, 280,

282, 291, 292, 293, 306
Rayleigh scattering, 119, 842
receiver

analog, 40, 41
digital, 46, 189, 190, 477, 714, 885,

1034, 1035
noise. See noise.
return path, 43, 44, 46

recombination
augar, 213, 244, 253
direct, 214
indirect, 214

Reed–Solomon, 667, 674
reflective transmission line (RFL), 799
refraction index, 120
relative intensity noise (RIN), 809
relaxation oscillation, 261, 264, 267, 268,

269, 270, 271, 275, 277, 278, 279,
282, 295, 296, 297, 306

residual AM, 585

resistor inductor capacitor network (RLC),
269, 306, 499, 501, 502, 503

responsivity. See photo detector.
resistance capacitance (RC), 510
retardation locked loop (RLL), 765
return to zero. See codes.
root mean square (rms), 563, 586, 730

S
sample-to-average ratio (SAR) 587, 569,

570
saturation

current, 230, 234, 319, 320, 353, 411,
416, 425, 508, 770

power, 7, 45, 123, 245, 248, 420, 560,
581, 808, 833, 871, 899

state (AGC), 830
scattering parameters (S parameters), 442,

451, 453, 466
Schotkey noise (shot noise).

See noise.
second order sigma delta, 737
semiconductor laser. See laser.
SFE, 564
SFU, 564
small form factor (SFF).

See packaging.
small form pluggable (SFP).

See packaging.
sigma delta (SD), 729, 731, 736
sigma delta NTF, 732
sigma delta demodulator, 732
sigma delta modulator, 731
SD noise shaping, 736
sigma delta loop (SD loop) 737
sigma delta order (SD order) 737
signal constellation, 689
signal to noise ratio (SNR). See CNR.
signal transfer function (STF) 731, 733
silicon optical bench, 980
slope efficiency. See laser.
Smith chart, 246, 247, 331, 332, 333,

358, 442
smoothing low-pass filter (LPF), 732
soft decision, 686, 687, 688
spatial hole burning (SHB), 279, 280,

281, 282
spectral hole burning (SHB), 226

Index 1053



spurious free dynamic range (SFDR).
See dynamic range.

square root raised cosine (SRRC)
567, 568

star coupler. See coupler.
state diagram, 683, 684
stimulated Brillouin scattering (SBS).

See laser.
stimulated emission, 209, 210, 211,

214, 253, 262, 263, 264, 273,
282, 294

stimulated Raman scattering (SRS),
858, 875

super heterodyne receiver, 73, 668, 689
symbol by symbol, 688, 709
sync peak, 587
synchronous digital hierarchy (SDH),

25, 26
synchronous optical network (SONET),

11, 25, 26, 27

T
take over gain (TOG), 738
tangent delta. See detector RF.
thermal equilibrium, 409, 410
thermal noise. See noise.
thermistor NTC, 603, 609
thermo-electric cooler (TEC), 165, 166,

226, 248, 591, 592, 594, 595, 596,
598, 599, 602, 603, 604, 605, 607,
608, 609, 614, 620, 622, 624

threshold, 217, 585
time division multiplexing access

(TDMA), 8, 12, 649, 927, 962
timing jitter. See jitter.
timing recovery, 707, 715
traceback, 687, 690
transceiver, 46, 48, 50, 929, 980, 1006

10 gigabit small form pluggable
(XFP), 47

gigabit interface converter
(GBIC), 47

integrated triplexer (ITR)/integrated
triplexer to the curb (ITC), 54

small form factor (SFF),
972, 976

small form pluggable (SFP), 47, 973,
975, 984

multisource agreement (MSA),
594, 595

transfer function, 525, 527, 528, 538,
764, 914

transmitter, 43, 44, 45, 46, 243,
246, 798

analog CATV, 12
digital, 46, 48, 710, 945
return path, 43, 44, 46,

51, 54
transponder, 52, 53, 971, 984
transport time. See photodetector.
traveling wave modulator.

See external modulator.
Trellis code. See coding.
Trellis diagram, 684, 687
two tone test, 342, 1018

U
up link, 4, 5, 11
up stream, 11, 46, 51

V
vertical cavity surface emitting laser

(VCSEL). See lasers.
video signals, 11, 63, 97, 101

aural, 56, 57, 562, 631
blank, 63, 232, 840
horizontal, 59, 110
moving picture experts group (MPEG).

See MPEG.
National Television Systems Committee

(NTSC), 55, 56, 61, 67, 68, 70, 92,
94, 110, 393

phase altered line (PAL), 55,
68, 110

sequential color with memory in french
sequentiel couleur avec memoire
(SECAM), 55, 68, 110

vertical, 58, 59, 102, 209, 226
vestigial side band (VSB).

See modulation.
Viterbi algorithm, 682
voltage controlled oscillator (VCO), 711,

715, 734, 737, 913, 920
voltage variable attenuator

(VVA), 586
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W
watchdog, 53
waveguide, 142, 236, 1010
wavelength, 6, 9, 52, 189, 255, 261, 611,

856, 861, 872, 967, 970–971
wavelength division multiplexing (WDM).

See multiplexing.
wavelength locker. See tunable

lasers.
wavelength selective photodetector.

See photodetector.

X
10 gigabit small form pluggable (XFP).

See packaging or transceivers.

Y
Y branch. See couplers.
YAG laser. See lasers.

Z
zero forcing (ZF). See algorithms.

Index 1055



Avigdor Bri llant is a senior staff engineer at Qualcomm in Israel. He is 
involved with wireless video IC architecture and system design for DVB-H / 
DVB-T / T-DMB ISDB-T / FLO standards. Prior to joining Qualcomm, he 
served as a senior technical contributor in Marvell – DSPC, previously Intel–
DSPC in Petach Tikwa, Israel, where he was involved with advanced 
architectures of CMOS RF ICs solutions for cellular applications for 2.5G 
and 3G. During his role in DSPC, Mr. Brillant was involved with PMIC 
(power management integrated circuit) architectures as well. From 1999–
2005, he was with LuminentOIC (known today as Source–Photonics) a 
subsidiary company of MRV Communications in Chatsworth, California, 
USA. During this time he was the senior FTTx RF architect. He established a 
strong RF and FTTx team and led the analog RF group. Mr. Brillant was the 
designer and architect of the LuminentOIC integrated triplexer (ITR) and the 
ITC solution for higher RF power to the curb, bringing it from concept to 
mass production. This product was employed by Verizon in their largest 
FTTx deployment with Tell–Labs, AFC, and by Motorola. He also helped to 
drive LuminentOIC to ISO process. From 1995–1999, Mr. Brillant was with 
Optomic Microwaves (known as Belcom today) in Migdal Ha'Emek, Israel, 
in a position of a senior engineer in the fields of VSAT and cellular design, 
and was in the management staff. He is currently on the advisory board of 
Belcom. From 1993 to 1995, Mr. Brillant was with MTI Technology and 
Engineering at Tel -Aviv in a position of system engineer, where he was 
involved with WLL (wireless local loop) designs as well as COMINT and 
ELINT systems. Between 1986 and 1993, he was with MicroKim Ltd. 
(previously a subsidiary of M/A-COM) of Haifa, Israel, where he was in 
charge of the MIC amplification group, a member of the frequency sources 
group, and was the head of the Short Range Hunter RPV (remote platform 
vehicle) C-Band up-down-link program for the U.S. Naval Air  branch. Mr. 
Brillant received his Electrical Engineering degree from the Technion Israel 
Institute of Technology in 1986. He is a Senior Member of the IEEE, and 
published several papers on related subjects. He is also an adjunct instructor 
in the Electrical Engineering Department Communication Laboratory of the 
Technion.  


	Contents
	Nomenclature
	Constants and Symbols
	Preface
	Acknowledgment
	WDM, Fiber to the X, and HFC Systems: A Technical Review
	Basic Structure of Optical Transceivers
	Introduction to CATV Standards and Concepts of Operation
	Introduction to Optical Fibers and Passive Optical Fiber Components
	Optics, Modules, and Lenses
	Semiconductor Laser Diode Fundamentals
	Laser Dynamics: External Modulation for CATV and Fast Data Rates
	Photodetectors
	Basic RF De.nitions and IMD Effects on TV Picture
	Introduction to Receiver Front-End Noise Modeling
	Amplifier Analysis and Design Concepts
	AGC Topologies and Concepts
	Laser Power and Temperature Control Loops
	Quadrature Amplitude Modulation (QAM) in CATV Optical Transmitters
	Introduction to CATV MODEM
	Linearization Techniques
	System Link Budget Calculation and Impairment Aspects
	Introduction to Digital Data Signals and Design Constraints
	Transceivers and Tunable Wavelength Transceiver Modules
	Cross-Talk Isolation
	Test Setups
	Index

